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A method for minimizing a convex continuously differentiable function of two variables was proposed in [1], where it was shown that its rate of convergence is geometric with coefficient 0.9543. We shall describe two modifications of this method with improved convergence rates.

Let $Z \in E_{2}$, a function $f$ be convex and continuously differentiable on $E_{2}$. Assume that we know that a minimum point of $f$ is contained in a convex quadrilateral $A B C D$. The area of this quadrilateral is called the uncertainty area. Let $R$ be the point of intersection of the diagonals of the quadrilateral. Let us choose four points $M, N, Q, P$ on intervals $A C$ and $B D$ which are all at the same distance $\varepsilon$ from $R$ (where $\varepsilon>0$ is fixedd.

Now let us compute the function $f$ at these points and at the point $R$ (see Figure 1).

Case 1

$$
\begin{array}{ll}
f(Q)>f(R), & f(P)>f(R) \\
f(M)>f(R), & f(N)>f(R) \tag{2}
\end{array}
$$

In this case $R$ is (within $\varepsilon$-accuracy) a minimum point of $f$ on $A C$ and $B D$, and then by the properties of continuously differentiable functions the point $R$ is a minimum point of $f$ on $A B C D$ (to within the given accuracy $\varepsilon$ ) and the process terminates. Case 2.. If inequality (1) is satisfied but inequality (2) is not, then $R$ is a minimum point of $f$ on $B D$. If $f(M)<f(R)$ then


Fig. 1


Fig. 2

$$
f(Z)>f(R) \quad \forall Z \in B D C
$$

and therefore a minimum point of $f$ lies within the triangle ABD. If $f(N)<f(R)$ then

$$
f(z)>f(R) \quad \forall z \in A B D
$$

and a minimum point of $f$ lies within the triangle BDC.
Case 3. If inequality (2) is satisfied but (1) is not then we argue analogously.

These three cases were discussed in [1] and are treated in the same way here. The difference between our method and that of [1] is demonstrated in the following case 4. Case 4. Suppose that both inequalities (1) and (2) are satisfied. Then there exist two points (say, $M$ and $Q$ ) such that

$$
f(M)<f(R), f(Q)<f(R)
$$

It follows from the convexity of $f$ that

$$
f(Z)>f(R) \quad \forall Z \in D R C
$$

Let us draw the line VW which passes through the point $R$ and is parallel to the line $D C$. On the interval $V W$ let us choose two points $G$ and $H$ at a distance $\varepsilon$ from $R$. If $f(H) \geq f(R)$ and
$f(G) \geq f(R)$ then $R$ is (within $\varepsilon$-accuracy) a minimum point of the function $f(Z)$ on the line VW (see [2]) and since $f(M)<f(R)$ then

$$
f(Z)>f(R) \quad \forall Z \in V W C D
$$

This case was also discussed in [1]. The case left to be discussed is the one where either $f(H)<f(R)$ or $f(G)<f(R)$. At this point our method diverges from the method described in [1]. We will suggest two modifications of this method. For the sake of argument assume that $f(H)<f(R)$.

1. First modification. It is assumed that

$$
f(H)<f(R)
$$

I'nen (see Figure 1)

$$
f(Z)>f(R) \quad \forall Z \in V R C D
$$

Moreover,

$$
f(Z)>f(R) \quad \forall Z \in V C D
$$

Let us draw the line $\mathrm{FF}_{1}$ which passes through the point $R$ and is parallel to the line VC. On the interval FFq let us choose two points $T$ and $S$ at a distance $\varepsilon$ from $R$. If

$$
f(T) \geq f(R) \text { and } f(S) \geq f(R)
$$

then $R$ is (within $\varepsilon$-accuracy) a minimum point of $f$ on $F F_{1}$ and

$$
f(Z)>f(R) \quad \forall Z \in F F_{1} C D
$$

If

$$
f(S)<f(R) \text { then }
$$

$$
f(Z)>f(R) \quad \forall Z \in F R C D
$$

and furthermore,

$$
f(Z)>f(R) \quad \forall Z \in F C D
$$

As a result we get the quadrilateral $A B C F$ which contains a minimum point of the function $f$. Let us compute the ratio of the areas of the quadrilaterals ABCF and ABCD.

Assume that

$$
\frac{R D}{B R}=\alpha, \frac{A R}{R C} \geq \alpha, \frac{R C}{A R}=\alpha_{1} \geq \alpha
$$

Let $h$ be the height of the triangle $A B C$. Then

$$
\begin{aligned}
& S_{A B C D}=\frac{1}{2}(1+\alpha) A C \cdot h ; \quad S_{A C D}=\frac{1}{2} \alpha A C \cdot h, \\
& R C=\frac{\alpha_{1}}{\left(1+\alpha_{1}\right)} A C \quad .
\end{aligned}
$$

Here $S_{A B C}$ is the area of the triangle $A B C$. We have

$$
S_{V C D}=S_{D R C}=\frac{1}{2} \alpha \cdot h \cdot R C=\frac{\alpha}{2} \frac{\alpha_{1}}{\left(1+\alpha_{1}\right)} A C \cdot h
$$

Let us define $\mathrm{h}_{2}$. Since

$$
\begin{aligned}
S_{A V C} & =\frac{1}{2} A C \cdot h_{2} \text { and } S_{A V C}=S_{A C D}-S_{V C D}= \\
& =\frac{1}{2} \alpha \cdot A C \cdot h-\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)} A C \cdot h=\frac{\alpha}{2\left(1+\alpha_{1}\right)} A C \cdot h
\end{aligned}
$$

we have

$$
h_{2}=\frac{S_{A V C}}{\frac{1}{2} A C}=\frac{\alpha}{1+\alpha_{1}} \quad h
$$

This leads to

$$
\begin{aligned}
S_{F V C} & =S_{V R C}=\frac{1}{2} R C \cdot h_{2}=\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h \\
S_{F C D} & =S_{V C D}+S_{F V C}=\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)} A C \cdot h+\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h= \\
& =\frac{\alpha \cdot \alpha_{1}\left(2+\alpha_{1}\right)}{2\left(1+\alpha_{1}\right)^{2}}=A C \cdot h
\end{aligned}
$$

Hence, the ratio of the area of the quadrilateral $A B C F$ to the area of the quadrilateral $A B C D$ is

$$
\begin{equation*}
1-\frac{\alpha \cdot \alpha_{1}\left(2+\alpha_{1}\right)}{(1+\alpha)\left(1+\alpha_{1}\right)^{2}} \tag{3}
\end{equation*}
$$

Since

$$
\begin{align*}
& \frac{\alpha_{1}\left(2+\alpha_{1}\right)}{\left(1+\alpha_{1}\right)^{2}} \geq \frac{\alpha(2+\alpha)}{(1+\alpha)^{2}} \text { if } \alpha_{1} \geq \alpha \text { this result implies } \\
& 1-\frac{\alpha \cdot \alpha_{1}\left(2+\alpha_{1}\right)}{(1+\alpha)\left(1+\alpha_{1}\right)^{2}} \leq 1-\frac{\alpha^{2}(2+\alpha)}{(1+\alpha)^{3}} \tag{4}
\end{align*}
$$

If we decrease the uncertainty area as shown in Figure 2, similar arguments lead us again to (4).

If at some step it turns out that $\frac{R D}{B R}=\alpha \leq \alpha_{0}$ (where $\alpha_{0}$ will be defined later) then we draw a line passing through $D$ and parallel to $A C$, and then extend $A B$ and $B D$ until they intersect this line (see Figure 3). Instead of the quadrilateral $A B C D$ let us take the triangle $A_{1} B C_{1}$. In the case of a quadrilateral we had four lines passing through $R$. In the case of a triangle we take the point of intersection of its medians (the point $R_{1}$ ) instead of $R$.


Fig. 3


Fig. 4

If a minimum point of $f$ is not contained in the quadrilateral $\mathrm{KBFR}_{1}$ (Fig. 3) then we draw the line VW passing through $R_{1}$ and parallel to the line $A_{1} C_{1}$. On the interval VW let us choose two points $G$ and $H$ at a distance $\varepsilon$ from $R_{1}$. If

$$
f(G) \geq f\left(R_{1}\right) \text { and } f(H) \geq f\left(R_{1}\right)
$$

then $R_{1}$ is (within $\varepsilon$-accuracy) a minimum point of $f$ on $V W$ and

$$
f(Z)>f\left(R_{1}\right) \quad \forall Z \in V B W
$$

Consider the case $f(H)<f\left(R_{1}\right)$. Then we conclude that

$$
f(Z)>f\left(R_{1}\right) \quad \forall Z \in V B F R_{1}
$$

and furthermore,

$$
f(Z)>f\left(R_{1}\right) \quad \forall Z \in V B F
$$

Thus, we have a new quadrilateral $A_{1} V F C_{1}$ which contains a minimum point.

Let us define the ratio of the area of the quadrilateral $A_{1} \mathrm{VFC}_{1}$ and the quadrilateral ABCD . Let $h$ be the height of the triangle $A B C$. We have

$$
\begin{aligned}
& S_{\mathrm{ABCD}}=\frac{1}{2} \mathrm{~A}_{1} C_{1} \cdot h, \quad S_{A_{1} B C_{1}}=\frac{1}{2}(1+\alpha) \mathrm{A}_{1} C_{1} \cdot h \\
& S_{\mathrm{VBF}}=\frac{1}{6}(1+\alpha) \mathrm{A}_{1} C_{1} \cdot h
\end{aligned}
$$

Hence,

$$
S_{A_{1}} V F C_{1}=\frac{1}{3}(1+\alpha) \quad A_{1} C_{1} \cdot h
$$

and

$$
\begin{equation*}
\frac{S_{A_{1} V F C_{1}}}{S_{A B C D}}=\frac{2}{3}(1-\alpha) \tag{5}
\end{equation*}
$$

Let us consider the case where the triangle $A_{1} R_{1} C_{1}$ (see Fig. 4) does not contain a minimum point of $f$. Let us draw the line VW passing through the point $R_{1}$ and parallel to the line $A_{1} C_{1}$, and argue as above. Let $V B C_{1}$ be a triangle which contains a minimum point of $f$. We get

$$
S_{A_{1}} V C_{1}=\frac{1}{6}(1+\alpha) \quad A_{1} C_{1} h
$$

and the ratio of the area of the new triangle $V B C_{1}$ and the quadrilateral $A B C D$ is $\frac{2}{3}(1+\alpha)$, i.e. (5) holds again.

If $\alpha \leq \alpha_{0} \sim 0.335$, then we must construct a triangle since it guarantees a greater decrease in the uncertainty area. The quantity $\alpha_{0}$ is then a solution of the equation

$$
1-\frac{\alpha^{2}(2+\alpha)}{(1+\alpha)^{3}}=\frac{2}{3}(1+\alpha)
$$

The convergence of this modification of the method from [1] is geometric with the rate

$$
q=\frac{2}{3}\left(1+\alpha_{0}\right) \sim 0.89
$$
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Fig. 6
2. Second modification. Let us again (see Fig. 5) assume that $f(M)<f(R)$

Then

$$
f(Z)>f(R) \quad \forall Z \in O R C D \quad
$$

Furthermore,

$$
f(Z)>f(R) \quad \forall Z \in V C D \quad .
$$

Let us draw the line $\mathrm{FF}_{1}$ passing through $R$ and parallel to the line VC. On the interval $\mathrm{FF}_{\mathrm{f}}$ let us choose two points T and S at a distance $\varepsilon$ from R.

If

$$
f(T) \geq f(R) \text { and } f(S) \geq f(R)
$$

then $R$ is (within $\varepsilon$-accuracy) a minimum point of $f$ on $F_{1}$ and

$$
f(Z)>f(R) \quad \forall Z \in F F_{1} C D \quad .
$$

Let

$$
f(S)<f(R) \text {. }
$$

Then

$$
f(Z)>f(R) \quad \forall Z \in F R C D
$$

and furthermore

$$
f(Z)>f(R) \quad \forall Z \in F C D \quad \text {. }
$$

Now let us again draw the line $k$ passing through $R$ and parallel to $F C$ and proceed as above.

As a result we get the new quadrilateral ABCK which contains a minimum point of $f$. Now let us compute the ratio of the areas of the new quadrilateral $A B C K$ and the quadrilateral ABCD.

Assume that

$$
\frac{R D}{B R}=\alpha, \frac{A R}{R C} \geq \alpha, \frac{R C}{A R}=\alpha_{1} \geq \alpha
$$

Let $h$ be the height of the triangle $A B C$. It follows from the computations above that

$$
\begin{aligned}
& S_{A B C D}=\frac{1}{2}(1+\alpha) A C \cdot h, S_{A C D}=\frac{1}{2} \alpha \cdot A C \cdot h \\
& R C=\frac{\alpha_{1}}{1+\alpha_{1}} A C, \quad S_{F C D}=\frac{\alpha \cdot \alpha_{1}\left(2+\alpha_{1}\right)}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h
\end{aligned}
$$

Let us find $h_{3}$. Since $S_{A F C}=\frac{1}{2} A C \cdot h_{3}$ and

$$
\begin{aligned}
S_{A F C} & =S_{A C D}-S_{F C D}=\frac{1}{2} \alpha \cdot A C \cdot h-\frac{\alpha \cdot \alpha_{1}\left(2+\alpha_{1}\right)}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h= \\
& =\frac{1}{2} \alpha \cdot A C \cdot h\left(1-\frac{\alpha_{1}\left(2+\alpha_{1}\right)}{\left(1+\alpha_{1}\right)^{2}}\right)=\frac{\alpha}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h
\end{aligned}
$$

we have

$$
\mathrm{h}_{3}=\frac{\alpha}{\left(1+\alpha_{1}\right)^{2}} A C \cdot h, S_{F K C}=S_{F R C}=\frac{1}{2} R C \cdot h_{3}=\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)^{3}} A C \cdot h
$$

Therefore

$$
\begin{aligned}
S_{K C D} & =S_{F C D}+S_{F K C}=\frac{\alpha \cdot \alpha_{1}\left(1+\alpha_{1}\right)}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h+ \\
& +\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)^{3}} A C \cdot h=\frac{\alpha \cdot \alpha_{1}}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h\left(2+\alpha_{1}+\frac{1}{1+\alpha_{1}}\right)= \\
& =\frac{\alpha \cdot \alpha_{1}\left(\alpha_{1}^{2}+3 \alpha_{1}+3\right)}{2\left(1+\alpha_{1}\right)^{3}} A C \cdot h
\end{aligned}
$$

The ratio of the areas of the new quadrilateral $A B C R$ and the quadrilateral ABCD is

$$
\begin{equation*}
1-\frac{\alpha \alpha_{1}\left(\alpha_{1}^{2}+3 \alpha_{1}+3\right)}{(1+\alpha)\left(1+\alpha_{1}\right)^{3}} \tag{6}
\end{equation*}
$$

Since

$$
\frac{\alpha_{1}\left(\alpha_{1}^{2}+3 \alpha_{1}+3\right)}{\left(1+\alpha_{1}\right)^{3}} \geq \frac{\alpha\left(\alpha^{2}+3 \alpha+3\right)}{(1+\alpha)^{3}} \quad \forall \alpha_{1} \geq \alpha
$$

it follows from (6) that

$$
\begin{equation*}
1-\frac{\alpha \alpha_{1}\left(\alpha_{1}^{2}+3 \alpha_{1}+3\right)}{(1+\alpha)\left(1+\alpha_{1}\right)^{3}} \leq 1-\frac{\alpha^{2}\left(\alpha^{2}+3 \alpha+3\right)}{(1+\alpha)^{4}} \tag{7}
\end{equation*}
$$

If we decrease the uncertainty area as shown in Fig. 6, we again obtain the same relation (7).

Let (see Fig. 7)

$$
f(H)<f(R)
$$

Then

$$
f(Z)>f(R) \quad \forall Z \in V R C D
$$

and furthermore

$$
f(Z)>f(R) \quad \forall Z \in V C D
$$

Let us draw the line $F F_{1}$ passing through the point $R$ and parallel to the line VC. On the interval $\mathrm{FF}_{1}$ let us choose two points $T$ and $S$ at a distance $\varepsilon$ from R. If

$$
f(T) \geq f(R) \text { and } f(S) \geq f(R)
$$

then $R$ is (within $\varepsilon$-accuracy) a minimum point of $f$ on $F_{1}$ and

$$
f(Z)>f(R) \quad \forall Z \in F F_{1} C D \quad .
$$

Let

$$
f(T)<f(R) .
$$
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Then

$$
f(Z)>f(R) \quad \forall Z \in V R F_{1} C D
$$

and furthermore

$$
f(Z)>f(R)
$$

$\forall Z \in V F, C D \quad$.

Let us again draw the line $K L$ passing through $R$ and parallel to the line $\mathrm{VF}_{1}$ and argue as above. As a result we get a new quadrilateral $A B F_{1} K$ which contains a ninimur point of $f$. Find the ratio of the areas of the quadrilaterals $A B F_{1} K$ and $A B C D$. Assume that

$$
\frac{R D}{B R}=\alpha, \frac{R D}{A R}=\alpha_{1}=\alpha, \frac{A R}{R C} \geq \alpha
$$

The triangles URC and $A B R$ are similar since

$$
\frac{R D}{B R}=\frac{R C}{A R}=\alpha, \angle D R C=\angle A R B \quad .
$$

We have $\frac{D C}{A B}=\alpha$ and $D C$ is parallel to $A B$. The line $V W$ is parallel to the line $D C$ by construction. Thus, VW॥AB. The triangles $A B D$ and VRD are also similar since the
corresponding angles are equal. Therefore

$$
\frac{B D}{R D}=\frac{A B}{V R}
$$

Analogously the fact that the triangles $B C D$ and $B W R$ are similar implies that

$$
\frac{B D}{R B}=\frac{D C}{W R}
$$

Therefore $V R=W R$ and $L A R V=L C R W$. We have $V V_{1}=W W_{1}$. The line $\mathrm{FF}_{1}$ is parallel to the line $V C$ by construction. Since the triangles VWC and $\mathrm{RWF}_{1}$ are similar, we have

$$
\frac{W W}{W R}=\frac{W C}{W F_{1}}=2
$$

Hence,

$$
W F_{1}=F_{1} C, F_{1} F_{2}=\frac{1}{2} W W_{1}=\frac{1}{2} V V_{1}
$$

We have

$$
\begin{aligned}
S_{K F_{1} \mathrm{CD}} & =s_{\mathrm{VCD}}+s_{V F_{1} \mathrm{C}}+s_{\mathrm{KF}_{1} \mathrm{~V}}=s_{\mathrm{VCD}}+s_{\mathrm{VF}_{1} \mathrm{C}}+s_{\mathrm{VRF}}^{1} \\
& = \\
& =s_{\mathrm{VCD}}+s_{\mathrm{VRC}}+s_{\mathrm{RF}_{1} \mathrm{C}}
\end{aligned}
$$

From the computations above it follows that

$$
\begin{aligned}
& \mathrm{RC}=\frac{\alpha_{1}}{1+\alpha_{1}} \mathrm{AC}, \mathrm{VV} \mathrm{~V}_{1} \equiv \mathrm{~h}_{2}=\frac{\alpha}{1+\alpha_{1}} h, S_{\mathrm{VCD}}=\frac{\alpha \alpha_{1}}{2\left(1+\alpha_{1}\right)} \mathrm{AC} \cdot \mathrm{~h}, \\
& S_{\mathrm{VRC}}=\frac{\alpha \alpha_{1}}{2\left(1+\alpha_{1}\right)^{2}} A C \cdot h, S_{\mathrm{ABCD}}=\frac{1}{2}(1+\alpha) \mathrm{AC} \cdot \mathrm{~h} .
\end{aligned}
$$

Thus,

$$
S_{R F_{1} C}=\frac{1}{2} \mathrm{RC} \cdot \mathrm{FF}_{1}=\frac{\alpha \alpha_{1}}{4\left(1+\alpha_{1}\right)^{2}} \mathrm{AC} \cdot \mathrm{~h}
$$

Then

$$
S_{K F_{1} C D}=\frac{\alpha \alpha_{1}\left(2 \alpha_{1}+5\right)}{4\left(1+\alpha_{1}\right)^{2}}=A C \cdot h
$$

The ratio of the areas of the new quadrilateral $A B F_{1} K$ and the quadrilateral $A B C D$ is

$$
\begin{equation*}
1-\frac{\alpha \alpha_{1}\left(2 \alpha_{1}+5\right)}{2\left(1+\alpha_{1}\right)^{2}(1+\alpha)}=1-\frac{\alpha^{2}(2 \alpha+5)}{2(1+\alpha)^{3}} \tag{8}
\end{equation*}
$$

(since $\alpha_{1}=\alpha$ ).
If we decrease the uncertainty area as shown in Fig. 8
then we again have (8). The estimate (8) is worse than (7).
In the case

$$
\frac{R D}{A R}=\alpha_{1}>\alpha
$$

we always have an estimate better than (8). If at some step

$$
\frac{R D}{B R}=\alpha \leq \alpha_{0}
$$

then we enlarge the quadrilateral to a triangle and instead of the quaarilateral $A B C D$ we take the triangle $A_{1} B C_{1}$ (Fig. 9).
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Fig. 10

Let $R_{1}$ be the point of intersection of the medians of triangle $A_{1} B C_{1}$. Let there be no minimum point of $f$ in the quadrilateral $K_{B F R}^{1}$. Then let us draw the line $V W$ passing through the point $R_{1}$ and parallel to the line $A_{1} C_{1}$. On the interval VW choose two points $G$ and $H$ at a distance $\varepsilon$ from $R_{1}$. If

$$
f(G) \geq f\left(R_{1}\right) \text { and } f(H) \geq f\left(R_{1}\right)
$$

then $R_{1}$ is (within $\varepsilon$-accuracy) a minimum point of $f$ on $V W$ and

$$
f(Z)>f\left(R_{1}\right) \quad \forall Z \in V B W
$$

In the case $f(H)<f\left(R_{1}\right)$ we have

$$
f(z)>f\left(R_{1}\right) \quad \forall z \in V B F R_{1}
$$

and moreover

$$
f(z)>f\left(R_{1}\right) \quad \forall z \in V B F
$$

Let us draw the line $V_{i} F_{1}$ passing through the point $R_{1}$ and parallel to the line VF, and argue analogously. Let a quadrilateral $\mathrm{A}_{1} \mathrm{VF}_{1} \mathrm{C}_{1}$ be obtained which contains a minimum point of f . Let $h$ be the height of the triangle $A B C$. We have

$$
\begin{aligned}
& S_{\mathrm{ABCD}}=\frac{1}{2} \mathrm{~A}_{1} C_{1} \cdot h, S_{\mathrm{A}_{1} B C_{1}}=\frac{1}{2}(1+\alpha) \mathrm{A}_{1} C_{1} \cdot h, \\
& S_{\mathrm{VBF}}=\frac{1}{6}(1+\alpha) A_{1} C_{1} \cdot h, S_{\mathrm{VFF}_{1}}=S_{\mathrm{VFR}_{1}}=\frac{1}{36}(1+\alpha) A_{1} C_{1} \cdot h, \\
& S_{\mathrm{VBF}_{1}}=\frac{1}{37}(1+\alpha) A_{1} C_{1} \cdot h \quad .
\end{aligned}
$$

The ratio of the new quadrilateral $\mathrm{A}_{1} \mathrm{VF}_{1} \mathrm{C}_{1}$ and the quadrilateral $A B C D$ is

$$
\begin{equation*}
\frac{11}{18}(1+\alpha) \tag{9}
\end{equation*}
$$

If we decrease the triangle as shown in Fig. 10 , then the ratio of the areas of the new triangle $F B C_{1}$ and the quadrila-
teral $A B C D$ is

$$
\begin{equation*}
\frac{5}{9}(1+\alpha) \tag{10}
\end{equation*}
$$

The estimate (9) is worse than the estimate (10).
If

$$
\alpha \leq \alpha_{0} \approx 0.3787
$$

then it is necessary to construct a triangle. The quantity $\alpha_{0}$ is a solution of the equation

$$
1-\frac{\alpha^{2}(2 \alpha+5)}{2(1+\alpha)^{3}}=\frac{11}{18}(1+\alpha)
$$

This modification of the method displays geometric convergence with a rate $q \approx 0.8425$.
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