# On Evolution Equations in Estimation Problems for Systems with Uncertainty 

Kurzhanski, A.B.
IIASA Working Paper
WP-82-049

June 1982

Kurzhanski, A.B. (1982) On Evolution Equations in Estimation Problems for Systems with Uncertainty. IIASA Working Paper. WP-82-049 Copyright © 1982 by the author(s). http://pure.iiasa.ac.at/1967/

Working Papers on work of the International Institute for Applied Systems Analysis receive only limited review. Views or opinions expressed herein do not necessarily represent those of the Institute, its National Member Organizations, or other organizations supporting the work. All rights reserved. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage. All copies must bear this notice and the full citation on the first page. For other purposes, to republish, to post on servers or to redistribute to lists, permission must be sought by contacting repository@iiasa.ac.at

# ON EVOLUTION EQUATIONS IN ESTIMATION PROBLEMS FOR SYSTEMS WITH UNCERTAINTY 

## A.B. Kurzanskii

June 1982
WP-82-49

Working Papers are interim reports on work of the International Institute for Applied Systems Analysis and have received only limited review. Views or opinions expressed herein do not necessarily represent those of the Institute or of its National Member Organizations.

INTERNATIONAL INSTITUTE FOR APPLIED SYSTEMS ANALYSIS A-2361 Laxenburg, Austria

ON EVOLUTION EQUATIONS IN ESTIMATION PROBLEMS FOR SYSTEMS WITH UNCERTAINTY*
A.B. Kurzanskii

The paper deals with problems of estimating the state of a multistage linear system on the basis of available measurement parameters $[1,2]$. It is assumed that the disturbances in the system inputs and in the measurement are uncertain. They are taken to be unknown in advance with respective information being restricted to only a set-membership description of their values [2-4]. The total dynamic estimation process will then be described by the evolution of certain informational domains that are consistent with the results of measurement and with the constraints given in advance [3-8]. The description of these domains may be achieved within the framework of Lagrangian techniques in convex analysis [6,8]. Approximate solutions for the problems have also been considered $[5,7,8]$.

One approach to the problem different from those mentioned above is given in this paper. Namely, a procedure that leads to imbedding of the primary problem into an auxiliary problem of linear-quadratic Gaussian estimation (Kalman filtering [1]) for
*Presented partly at the Task Force Meeting on Stochastic Control and Optimization at IIASA. Laxenburg, Austria, December 1980.
a system with additional stochastic disturbances whose covariance matrices are given but whose mean values are uncertain. By a variation of the covariance matrices in the auxiliary problems it turns possible to approximate the primary solution with any degree of accuracy. A unified approach to the solution of both stochastic Kalman filtering problems and deterministic estimation problems under set-membership uncertainty with non-quadratic constraints as considered in this paper is therefore established.

1. Systems With Uncertainty. Basic Description

A system with uncertainty is understood here as a discretetime multistage process, described by an $n$-dimensional equation

$$
\begin{equation*}
x(k+1)=A(k) x(k)+C(k) v(k) \tag{1.1}
\end{equation*}
$$

where $A(k), C(k), k=0, \ldots, N$ are given matrices. The input $v(k)$, and the initial stage $\mathrm{x}^{0}$ are vectors of finite-dimensional spaces $E^{p}$ and $E^{n}$ respectively. They are assumed to be unknown being restricted in advance by instantaneous "geometric" constraints

$$
\begin{equation*}
\mathbf{x}(0)=\mathrm{x}^{0} \in \mathrm{X}^{0}, \mathrm{v}(\mathrm{k}) \in P(\mathrm{k}) \tag{1.2}
\end{equation*}
$$

where $\mathrm{X}^{0}, P(\mathrm{k})$ are given convex and compact sets. It is further assumed that direct measurements of the state $x(k)$ are impossible, the available information on the process dynamics being generated by the equation

$$
\begin{equation*}
y(k)=G(k) x(k)+\xi(k) \quad ; \quad k=1, \ldots, N \tag{1.3}
\end{equation*}
$$

with measurement vector $y(k) \in E^{m}$ and matrix $G(k)$ given. The disturbances $\xi(k)$ are unknown and restricted by

$$
\begin{equation*}
\xi(k) \in Q(k) \tag{1.4}
\end{equation*}
$$

with the convex compact set $Q(k) \in E^{q}$ given in advance.
Further, the symbol $y[k, l]=\{y(k), \ldots, y(1)\}$ will denote a sequence of measurements achieved due to equation (1.3) throughout
the stages whose numbers vary from $k$ to l. Similarly, the symbol

$$
h[r, s]=\{h(r), \ldots, h(s)\}
$$

denotes a sequence of vectors $h(i)$ where $i=r, \ldots, s$, while

$$
R[r, s]=\{R(r), \ldots, R(s)\}
$$

stands for the sequence of sets $R(i)$ with same numbers so that

$$
h[r, s] \in R[r, s]
$$

denotes a sequence of inclusions

$$
h(i) \in R(i), \quad(i=r, \ldots, s)
$$

Further, if for example, $h(i) \in E^{q}$, then we will assume $h[i, s] \in E_{1}^{q} \times \ldots \times E_{S}^{q}=E^{q, s}$ where $E_{S}^{q}=E^{q}$ for all $i=1, \ldots, s$. Therefore, we take $R[r, s] \subseteq E^{q, s-r}$. The symbol $x\left(k, v[0, k-1], x^{0}\right)$ will denote the end of the trajectory $x(j)$ for system (1.1) formed for [0,k] with $v[0, k-1], x^{0}$ given.

Now assume that after s stages of system operation there appeared a measurement sequence $y[1, s]$, generated due to relations (1.1)-(1.4).

The knowledge of $y[1, s]$ allows us to construct an informational domain $\mathrm{X}[\mathrm{s}]=\mathrm{X}\left(1, \mathrm{~s}, \mathrm{X}^{0}\right)$ that consists of the ends $x\left(s, v[0, s-1], x^{0}\right.$ ) of all those trajectories $x(j)$ formed for the interval $j \in[0, s]$ that could generate the measured sequence $\mathrm{y}[1, \mathrm{~s}]$ under constraints (1.2)-(1.4), see, for example, (8, 9). The dynamics of the total system (1.1)-(1.3) will now be determined by the evolution of sets $\mathrm{X}[\mathrm{s}]$.

[^0]Assume $y[k+1, l],(k+1 \leq 1)$ to be given, $F-$ to be a set in $E^{n} ; X(k, l, F)$ to be the set of the ends $x\left(l, v[k, l], x^{*}\right)$ of the trajectories $\mathbf{x}(j)$ of system (1.1) that start at stage $k$ from state $x(k)=x^{*}$ and are formed for the interval $j \in[k, l]$ being consistent with the realization $y[k+1, l]$ due to equation (1.3) and with constraints

$$
\begin{aligned}
x^{*} \in F, v[k, l-1] & \in P[k, l-1], \\
& \xi[k+1, l] \in Q[k+1, l]
\end{aligned}
$$

Following the scheme taken for continuous systems in [8], it is possible to verify the following assertions, see also [9].

Lemma 1.1 Assume $F, P(k), Q(k)$ to be convex compact sets in the spaces $E^{n}, E^{P}, E^{m}$ respectively. Then the sets $X(1, s, F)$ are convex and compact.

Lemma 1.2 Whatever is the set $F \subseteq E^{n}$, the following equality is true

$$
\begin{equation*}
X(k, s, F)=X(1, s, X(k, l, F)) \tag{1.5}
\end{equation*}
$$

In particular $\mathrm{X}[\mathrm{s}]=\mathrm{X}(\mathrm{k}, \mathrm{s}, \mathrm{X}[\mathrm{k}])$.
Condition (1.5) indicates that the transformation $X(1, s, F)$ possesses a semigroup property that allows to define a certain generalized dynamic system in the space of convex compact subsets of $\mathrm{E}^{\mathrm{n}}$. rine generalized system will then absorb all the informational and dynamic properties of the total process. We also note that the sets $\mathrm{X}[\mathrm{s}]$ possess a sort of Markovian property: each $\mathrm{X}[\mathrm{s}]$ contains all the pre-history of the process and the process evolution for $r>s$ will depend only upon $X[s]$ but not on the previous $\mathrm{x}[\mathrm{i}]$, i <s.

The estimation problem will now consist in determining the projection $[\alpha(1), \beta(1)\}$ of the set $X[s]$ on any pre-assigned direction 1.

Here

$$
\begin{aligned}
& \alpha(1)=\inf \{(1, x) \mid x \in X[s]\} \\
& \beta(1)=\sup \{(1, x) \mid x \in X[s]\}
\end{aligned}
$$

and ( $1, x$ ) stands for the scalar product in the respective space $\mathrm{E}^{\mathrm{n}}$.

Example. Consider the system

$$
\begin{aligned}
x_{1}(k+1) & =x_{1}(k)+x_{2}(k)+v(k) \\
x_{2}(k+1) & =x_{2}(k) \\
y(k) & =x_{1}(k)+\xi(k),
\end{aligned}
$$

where

$$
x_{j}(k), v, y, \xi \in E^{2}, \quad\left(\text { for } h \in E^{2}, h=\left\{h^{(1)}, h^{(2)}\right\}\right)
$$

and

$$
\begin{aligned}
& P=\left\{v:\left|v^{(i)}\right| \leq v\right\},\left|\xi^{(i)}\right| \leq \sigma, \\
& \mathrm{x}_{2}^{0} \in \mathrm{x}_{2}[0], \quad \mathrm{x}_{1}^{0}(0)=\mathrm{x}_{1}^{0} \\
& \mathrm{x}_{2}[0]=\left\{\mathrm{x}_{2}:\left|\mathrm{x}_{2}^{(i)}-\mathrm{a}^{(i)}\right| \leq \mathrm{r} ; \quad i=1,2\right\}
\end{aligned}
$$

It is not difficult to observe that for $\sigma=0$ we have

$$
x_{2}(1)=x_{2}^{0} \in\left\{y(1)-x_{1}(0)+P\right\} \cap x_{2}[0]=y_{2}[1]
$$

and further on

$$
x_{2}[k+1]=\{y(k+1)-y(k)+P\} \cap x_{2}[k]
$$

Therefore

$$
\begin{aligned}
x[s] & =\left\{x_{1}, x_{2}: x_{1}=y[s], x_{2} \in x_{2}[s]\right\} \\
x_{2}[k+1] & =\left\{\bigcap_{i=1}^{k}\{y(i+1)-y(i)+P\}\right\} \cap x_{2}[0] \\
Y(0) & =x_{1}^{0}
\end{aligned}
$$

is the intersection of the initial set $X_{2}[0]$ with $k$ rectangles $y(i+1)-y(i)+P=M(i+1)$.

Therefore, each new measurement $Y(i+1)$ generates a new set $M(i+1)$ and thus introduces an innovation into the estimation process in the form of an intersection of

$$
X[i]=X[0] \cap\left\{\sum_{k=1}^{i} M(k)\right\}
$$

with M(i + 1).
Although in the given example the solution is obvious the general description of $X[s]$ requires a rather cumbersome procedure. The situation therefore justifies the consideration of an approximation technique based on solving some auxiliary stochastic estimation problems. In order to explain the procedure we will start with an elementary one-stage solution.
2. The One-Stage Problem

Consider the system

$$
\begin{equation*}
z=A x+C V, \quad Y=G z+\xi \tag{2.1}
\end{equation*}
$$

where

$$
x, z \in E^{\mathrm{n}} \quad, \quad v \in E^{\mathrm{p}}, \quad \xi \in E^{\mathrm{m}}
$$

and the matrices $A, C, G$ are given. Knowing the constraints

$$
\begin{equation*}
x \in X, v \in P, \xi \in Q \tag{2.2}
\end{equation*}
$$

where $X, P, Q$ are convex and compact subsets of the spaces $E^{n}$, $\mathrm{E}^{\mathrm{P}}, \mathrm{E}^{\mathrm{q}}$ respectively and knowing the value y , one has to determine the set $z$ of the vectors $z$ consistent with equations (2.1) and with the inclusions (2.2).

Denote

$$
\begin{aligned}
& z_{s}=A X+C P, \\
& z_{y}=\{z: y-G z \in Q\}
\end{aligned}
$$

Then obviously $z=z_{s} \cap z_{y}$. Standard considerations of convex analysis (10) yield a relation for the support function

$$
\begin{equation*}
\rho(1 \mid z)=\max \{(1, z) \mid z \in Z\} \tag{2.3}
\end{equation*}
$$

Lemma 2.1 The equality $\rho(1 \mid z)=\psi(1)$ is true where

$$
\begin{align*}
\psi(1)= & \inf \left\{\Phi(1, p) \mid p \in E^{m_{\}}}\right.  \tag{2.4}\\
\Phi(1, p)= & \rho\left(A^{\prime} 1-A^{\prime} G^{\prime} p \mid X\right)+\rho\left(C^{\prime} 1-C^{\prime} G^{\prime} p \mid P\right) \\
& +\rho(-p \mid Q)+(p, Y),
\end{align*}
$$

and where the prime stands for the transpose.
The problem (2.4) may be presented in another form, namely, whatever the vectors $1, p, 1 \neq 0$ are, it is possible to represent $\mathrm{p}=\mathrm{Ml}=\mathrm{p}[1, \mathrm{M}]$ where matrix M is of dimension $\mathrm{m} \times \mathrm{n}$. Condition (2.4) will then attain the following form

$$
\begin{equation*}
\psi(1)=\inf \left\{\Phi(1, p[1, M]) \mid M \in E^{m, m}\right\} \tag{2.5}
\end{equation*}
$$

The latter relation allows to form the inclusion

$$
Z \subseteq\left(I_{n}-M^{\prime} G\right)(A X+C P)+M^{\prime}(Y-Q)=R(M)
$$

which is true for any matrix M. The problem (2.5) will be called as the dual problem for (2.3). (Here $I_{n}$ is an $n \times n$ unit matrix.)

Equality (2.5) Yields

Lemma 2.2 The following equality is true

$$
Z=\{\cap R(M) \mid M\}
$$

over all (m $\times \mathrm{n}$ ) - matrices M.

The necessity of solving (2.5) gives rise to the question of whether it is possible to calculate $\rho(1 \mid Z)$ by a variation of the relations for some kind of a stochastic problem.

In fact it is possible to obtain an inclusion that would combine the properties of both (2.5') and of conventional relations for the linear-quadratic Gaussian estimation problem.

Having fixed a certain triplet $h=\left\{x^{0}, v, \xi\right\}$ that satisfies (2.2) (the set of all such triplets will be further denoted as H), consider the system

$$
\begin{equation*}
w=A(x+q)+C v, \quad y=G w+\xi+\eta \tag{2.6}
\end{equation*}
$$

where $q, \xi$ are independent Gaussian stochastic vectors with zero means

$$
\mathrm{Eq}=0, \quad \mathrm{E} \mathrm{\eta}=0,
$$

and with covariance matrices

$$
E q q^{\prime}=\mathrm{L} \quad E \eta \eta^{\prime}=N
$$

where $L$, $N$ are positive definite. Assume that after one random event for the triplet $h$ the vector $y$ has appeared due to system (2.6). Then for the conditional variance $E(w \mid y)$ determined for
example by means of a Bayesian procedure or by a least-square method of calculation we have

$$
\begin{align*}
E(w \mid y) & =A x+A P A^{\prime} G^{\prime} N^{-1}(Y-G A x-G C v-\xi)+C v \\
P^{-1} & =L^{-1}+A^{\prime} G^{\prime} N^{-1} G A \tag{2.7}
\end{align*}
$$

or in accordance with the conventional matrix transformation (11, 12)

$$
\begin{align*}
& P=L-L A^{\prime} G^{\prime} K^{-1} G A L \\
& K=N+G A L A^{\prime} G^{\prime} \tag{2.8}
\end{align*}
$$

an equivalent condition

$$
\bar{w}_{y}=E(w \mid y)=A x+A L A^{\prime} G^{\prime} K^{-1}(y-G A x-(G C v+\xi))+C v
$$

Note that the conditional variance

$$
\begin{equation*}
E\left(\left(w-\bar{w}_{Y}\right)\left(w-\bar{w}_{Y}\right)^{\prime} \mid Y\right)=A P A ' \tag{2.10}
\end{equation*}
$$

does not depend upon $k$ and is determined only by pair

$$
\Lambda=\{L, N\}
$$

where $L>0, N>0$. (In the latter case further we will write $\Lambda>0$.

Therefore one may consider the set of all conditional mean values

$$
W(\Lambda)=\left\{U \bar{W}_{Y} \mid h \in H\right\}
$$

that correspond to all possible $h \in H$. Here

$$
W(\Lambda)=\left(I_{n}-A L A^{\prime} G^{\prime} K^{-1} G\right)\left(A X^{0}+C P\right)+A L A^{\prime} G^{\prime} K^{-1}(Y-Q)
$$

Having denoted

$$
2 \Psi(\Lambda)=K^{-1} \text { GALA }
$$

we find:
Lenma 2.3 The set $W(\Lambda)$ is convex and compact. The equality is true

$$
\begin{equation*}
\rho(1 \mid W(\Lambda))=\Phi(1, p(1, \Lambda)) \tag{2.11}
\end{equation*}
$$

where

$$
p(1, \Lambda)=\Psi(\Lambda) 1
$$

We may now observe that the relation $\Phi(1, p(1, \Lambda))$ differs from $\Phi(1, p)$ used in (2.4) by a mere substitution of $p(1, \Lambda)$ by p. Comparing (2.11) and (2.4) we conclude

Lenma 2.4 Whatever the pair $\Lambda>0$ is the inclusion

$$
\begin{equation*}
Z \subseteq W(\Lambda) \tag{2.12}
\end{equation*}
$$

is true.
A condition similar to (2.12) was given in paper [9]. However, by varying $\Lambda$ in (2.10) it is possible to achieve an exact description of set $Z$. In order to prove the respective assertion some standard assumptions are required.

Assumption 2.1: The matrix $G A$ is of rank m.
We shall also make use of the following relation:
Lemma 2.5 Under assumption 2.1 take $\Lambda=\Lambda(1, \alpha)=\left\{I_{n}, \alpha I_{m}\right\}$. Then $\Psi(\Lambda(1, \alpha)) \mathrm{G}^{\prime} \rightarrow \mathrm{I}_{\mathrm{m}}$ with $\alpha \rightarrow \infty$.

The given relation follows from equality $\Psi(\Lambda(1, \alpha)) G^{\prime}=$ $\left(\alpha I_{m}+D\right)^{-1} D$ where matrix $D=$ GALAG' is nonsingular, $L=I_{n}$.

Theorem 2.1 The inclusion $z \in Z$ is true if and only if for any $1 \in \mathrm{E}^{\mathrm{n}}, \Lambda>0$ we have

$$
\begin{equation*}
(1, z) \leq \rho(1 \mid W(\Lambda))=f(1, \Lambda) \tag{2.13}
\end{equation*}
$$

Inequality (2.13) follows immediately from the inclusion $z \in Z$ due to Lemma 2.4. Therefore it sufficies to show that (2.13) yields $z \in Z$. Suppose that for a certain $z^{*}$ the relation (2.13) is fulfilled, however $z^{*} \bar{\in} Z=Z_{s} \cap Z_{Y} . \underset{*}{\text { First }}$ assume that $z^{*} \bar{\in} Z_{y}$. Then there exists an $\varepsilon>0$ and a vector $p^{*}$ such that

$$
\begin{equation*}
\left(-p^{*}, y\right)+\left(p^{*} G, z^{*}\right)>\rho\left(-p^{*} \mid Q\right)+\varepsilon \tag{2.14}
\end{equation*}
$$

Now we will show that it is possible to select a pair of values $1^{*}, \Lambda^{*}$ that depend upon $p^{*}$ and are such that

$$
\begin{equation*}
\left(1^{*}, z^{*}\right)>\rho\left(1^{*} \mid W\left(\Lambda^{*}\right)\right)=f\left(1^{*}, \Lambda^{*}\right) \tag{2.15}
\end{equation*}
$$

Indeed, taking $I^{*}=G P^{*}, \Lambda(1, \alpha)=\left\{I_{n}, \alpha I_{m}\right\}$ we have

$$
f\left(1^{*}, \Lambda(1, \alpha)\right)=\Phi(1, \Lambda(1, \alpha)) \pm\left(\left(p^{*}, y\right)+\rho\left(-p^{*} \mid Q\right)\right)
$$

From Lemma 2.5 and condition

$$
p\left(I^{*}, \Lambda(1, \alpha)\right)=K^{-1}(\alpha) G A I_{n} A^{\prime} G^{\prime} p^{*}, K(\alpha)=\alpha I_{m}+D
$$

it follows that

$$
\begin{equation*}
\mathrm{p}\left(1^{*}, \Lambda(1, \alpha)\right) \rightarrow \mathrm{p}^{*}, \alpha \rightarrow 0 \tag{2.17}
\end{equation*}
$$

But then from condition (2.17), from Lemma 2.4 and from the properties of function $f(1, \Lambda)$ it also follows that for any $\varepsilon>0$ there exists an $\alpha_{0}(\varepsilon)$ such that for $\alpha \leq \alpha_{0}(\varepsilon)$ the inequality

$$
\left|f\left(1^{*}, \Lambda(1, \alpha)\right)-\left(\left(p^{*}, y\right)+\rho\left(-p^{*} \mid Q\right)\right)\right| \leq \varepsilon / 2
$$

is true.

Comparing (2.14), (2.16), (2.18) we observe that for $\alpha \leq \alpha_{0}(\varepsilon)$

$$
\left(1^{*}, z^{*}\right)=\left(p^{*}{ }_{G}, z^{*}\right) \geq f(1, \Lambda(1, \alpha))+\varepsilon / 2 .
$$

Therefore, with $\Lambda^{*}=\Lambda\left(1, \alpha^{*}\right), 0<\alpha^{*}<\alpha_{0}(\varepsilon)$ the pair $\left\{1^{*}, \Lambda^{*}\right\}$ yields the inequality (2.15).

Now assume $z^{*} \bar{\epsilon} Z_{s}$. Then there exists a vector $1^{0}$ for which

$$
\left(1^{0}, z^{*}\right) \geq \zeta\left(1^{0}\right)+\sigma, \quad \sigma>0,
$$

where

$$
\begin{gathered}
\zeta(1)=\rho\left(A^{\prime} 1 \mid X\right)+\rho\left(C^{\prime} 1 \mid P\right) \\
\text { Taking } 1=1^{0}, \Lambda=\Lambda(1, \alpha) \text { we find: } \\
\Psi(\Lambda(1, \alpha)) \rightarrow 0, \alpha \rightarrow \infty
\end{gathered}
$$

But then for any $\sigma \rightarrow 0$ there exists a number $\alpha^{0}(\sigma)$ such that

$$
\left|f\left(1^{0}, \Lambda(1, \alpha)\right)-\zeta\left(1^{0}\right)\right| \leq \sigma / 2
$$

provided $\alpha \leq \alpha^{0}(\sigma)$. Hence, for $\alpha \leq \alpha^{0}(\sigma)$ we have

$$
\left(1^{0}, z^{*}\right) \geq f\left(1^{0}, \Lambda(1, \alpha)\right)+\sigma / 2
$$

contrary to (2.13). The theorem is thus proved.
From the given proof it follows that Theorem 2.1 remains true if we restrict ourselves to the one parametrical class

$$
\Lambda^{(1)}=\{\Lambda(1, \alpha)\}, \quad \Lambda(1, \alpha)=\left\{I_{n}, \alpha I_{m}\right\}
$$

Therefore, the theorem yields:
Corollary 2.1 Under the conditions of Theorem 2.1 the inclusion $z \in Z$ is true if and only if for any $l \in E^{n}$ we have

$$
\begin{equation*}
(1, z) \leq f(1) \tag{2.19}
\end{equation*}
$$

where

$$
\mathrm{f}_{1}(1)=\inf \{\mathrm{f}(1, \Lambda(1, \alpha)) \mid \alpha>0\}
$$

Being positively homogeneous, the function $f_{1}(1)$ may, however, turn out to be nonconvex, its lower convex bound being the second conjugate $f_{1}^{* *}(1)$ where

$$
\begin{equation*}
g^{*}(q)=\sup \{(1, q)-g(1)\}, g^{* *}(1)=\left(g^{*}\right)^{*}(1) \tag{10}
\end{equation*}
$$

In other words, we come to:
Corollary 2.2 Under the conditions of Theorem 2.1, we have

$$
\begin{equation*}
\rho(\mathrm{l} \mid \mathrm{Z})=\mathrm{f}_{1}^{* *}(\mathrm{l}) \leq \mathrm{f}_{1}(\mathrm{l}) \tag{2.20}
\end{equation*}
$$

However, if we move on to a broader class $\Lambda^{(2)}=\{L, N\}$ where $L>0$ and $N>0$ depend together on $m$ independent parameters it is possible to achieve a direct equality

$$
\begin{equation*}
\rho(l \mid z)=f_{2}(l) \tag{2.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{f}_{2}(1)=\inf \left\{\mathrm{f}(\mathrm{l}, \Lambda) \mid \Lambda \subseteq \Lambda^{(2)}\right\}=\mathrm{f}_{1}^{* *}(1) \tag{2.22}
\end{equation*}
$$

The problem (2.22) will be called the stochastically dual problem for (2.4). The following assertion is true.

Theorem 2.2 Under assumption 2.1 the conditions (2.21), (2.22) are true, where the infimum is taken over all $\mathrm{L}>0, \mathrm{~N}>0$.

The proof of Theorem 2.2 is given in paper [17], where it is also shown that in (2.22) it suffices for $\Lambda=\{L, N\}$ again to be in the class $\Lambda^{(2)}$.

The stochastic dual problem (2.22) may therefore replace (2.5) .

## 3. Multi-Stage Systems

Returning to system (1.1)-(1.4) let us seek for $\mathrm{X}[\mathrm{s}]=$ $\mathrm{x}\left(1, \mathrm{~s} \mid \mathrm{x}^{0}\right)$. We further introduce notations

$$
Y(k)=\{x: Y(k)-G(k) X(k) \in Q(k)\}
$$

and $X^{*}(j, s \mid F)$ is the solution $X(s)$ of the equation

$$
\mathrm{X}(\mathrm{k}+1)=\mathrm{A}(\mathrm{k}) \mathrm{X}(\mathrm{k})+\mathrm{C}(\mathrm{k}) P(\mathrm{k}), \quad j \leq \mathrm{k}<\mathrm{s}-1
$$

with $X(j)=F$. Then it is possible to verify the following recurrent equation similar to (2.3), see also [9].

Lemma 3.1 Assume $y[1, k]$ to be the realization for the measurement vector y of system (1.3), (1.1). Then the following condition is true

$$
X[k]=X\left(1, k, x^{0}\right)=X^{*}(k-1, k \mid x[k-1]) \cap Y(k)
$$

Formula (3.2) indicates that the innovation introduced by the $k$-th measurement $Y(k)$ appears in the form of an intersection (3.2). Therefore $X^{*}(k-1, k \mid x[k-1])$ is the estimate for the state of the system on stage $k$ before the arrival of the $k$-th measurement while $\mathrm{X}[\mathrm{k}]$ is the estimate obtained after its arrival.

From suggestions similar to those of Theorem 2.1, there follows a procedure for describing the sets $\mathrm{X}[\mathrm{k}]$. Together with (1.1), (1.3) consider the system

$$
\begin{align*}
w(k+1) & =A(k) w(k)+C(k) v(k)+D(k) u(k)  \tag{3.3}\\
k & =0,1, \ldots, N-1 ; w(0)=x^{0}+w^{0}, \\
z(k) & =G(k) w(k)+\xi(k)+\eta(k), \tag{3.4}
\end{align*}
$$

where $x^{0}, v(k), \xi(k)$ are deterministic, subjected "instantaneous" constraints

$$
x^{0} \in x^{0}, v(k) \in P(k), \xi(k) \in Q(k)
$$

while $w^{0}, u(k), \eta(k)$ are independent stochastic Gaussian vectors with

$$
\begin{align*}
& \bar{w}^{0}=E w^{0}=0, \quad \bar{u}^{(k)}=\operatorname{Eu}(k)=0, \\
& \bar{\eta}(k)=E \eta(k)=0, \quad E w^{0} w^{0}=P^{0},  \tag{3.5}\\
& E u(k) u^{\prime}(k)=L(k), \quad E \eta(k) \operatorname{En}(k)=N(k),
\end{align*}
$$

where $L$, iN are positive definite.
Suppose that after $k$ stages for system (3.3), (3.4) there arrived a measurement $z[1, k] \in E^{m, k}$. Having fixed the triplet

$$
\zeta[0, k]=\left\{x^{0}, v[0, k-1], \xi[1, k]\right\}
$$

and having denoted $\omega[k]=\{v(k-1), \xi(k)\}, D(k)=\{P(k-1), Q(k)\}$ we may find the conditional mean value

$$
\bar{w}[k+1]=E\{w(k+1) \mid \omega(k), w(k), z(k+.1)\}
$$

where

$$
\bar{W}(k)=E w(k) .
$$

Denote

$$
\begin{aligned}
W[k+1, F] & =W(k+1, L(k), N(k+1), F) \\
& =U\{\bar{W}[k+1] \mid \omega(k) \in D(k), \bar{W}(k) \in F\}
\end{aligned}
$$

From Lemma 2.4 and Theorems 2.1, 2.2 it follows:

Theorem 3.1 Suppose assumption 2.1 holds for $A=A(k)$, $G=G(k+1) ; k=0,1 \ldots, s$ and the sequence of observations $y[1, s], z[1, s]$ for system (1.1), (1.3) and (3.3), (3.4) coincide: $y[1, s]=z[1, s]$. Then the following relation is true

$$
\begin{align*}
& x[s]=\left\{n W(s, L, N, X[s-1]) \mid \Lambda \in \Lambda^{(1)}\right\}, \quad s>0, \\
& x[0]=x^{0}, \quad \Lambda=\{L, N\}, \quad P^{0}=0, \tag{3.6}
\end{align*}
$$

moreover, with $P^{0}=0$

$$
\rho(1 \mid X[s])=\inf \{\rho(l \mid W(s, L, N, X[s-1])\}
$$

over all (L,N) $=\Lambda \subset \Lambda^{(2)}$.
Theorem 3.2 Whatever the positive matrices $\{\mathrm{L}(\mathrm{k}-1), \mathrm{N}(\mathrm{k})\}=$ $\Lambda[k]$ are the following inclusions are true

$$
\begin{align*}
X[k+1] \subseteq W(k & +1, L(k-1), N(k), X[k])  \tag{3.7}\\
& =R(k+1, \Lambda(k), X[k]), \quad k \geq 0,
\end{align*}
$$

where

$$
\begin{aligned}
R(k+1, \Lambda(k), X[k])= & \left(I_{n}-H(k+1) G(k+1)\right)(A(k) X[k] \\
& +H(k+1)(y(k+1)-Q(k+1)),
\end{aligned}
$$

$$
\begin{equation*}
x[0]=x^{0} \tag{3.7'}
\end{equation*}
$$

$$
\begin{aligned}
& H(k+1)=D(k) L(k) D^{\prime}(k) G^{\prime}(k+1) K^{-1}(k+1), \\
& K(k+1)=N(k+1) G(k+1) D(k) L(k) D^{\prime}(k) G^{\prime}(k+1)
\end{aligned}
$$

The recurrent relations (3.7) thus allow a complete description of $X[s]$ due to equality (3.6). Solving the system

$$
\begin{aligned}
W(k+1) & =R(k+1, \Lambda[k], W(k)) \\
W(0) & =X^{0}
\end{aligned}
$$

we find

$$
x[k+1] \subseteq W(k+1)
$$

where

$$
\begin{array}{r}
\rho(1 \mid X[k+1])=\inf \{\rho(1 \mid W(k+1)) \mid \Lambda[j+1] ; \\
\left.j=0, \ldots, k ; P^{0}=0\right\}
\end{array}
$$

with each pair $\Lambda[j+1]=\{L(j), N(j+1)\}$ belonging to the class $\Lambda^{(2)}$. The total number of parameters over which the minimum is to be sought for does not exceed km.

The given procedure is similar to the one given in (2.7). It is justified if the sets $\mathrm{X}[\mathrm{k}]$ are to be known for each $\mathrm{k}>0$. Note that in any way with arbitrary $L(j), N(j+1), j=0, \ldots, k-1$, the sets $\mathrm{W}(\mathrm{k})$ always include $\mathrm{X}[\mathrm{k}]$.

Now assume that the desired estimate is to be found for only a fixed stage s $>$. Taking $\mathbf{z}[1, \mathrm{~s}]$ to be known and triplet $\zeta[0, s]$ for system (3.3), (3.4), (3.4') to be fixed we may find the conditional mean values

$$
\bar{w}(k)=E\{w(k) \mid z[1, k], \zeta[0, k]\}
$$

and the conditional covariance

$$
P[k]=E\{w(k)-\bar{w}(k))(w(k)-\bar{w}(k)) \cdot \mid z[1, k]\}
$$

where

$$
\operatorname{Ew}(0)=x^{0}, \quad P(0)=P^{0}
$$

Denoting

$$
\begin{aligned}
\bar{w}[j, k, F]= & E\{w(k) \mid z[j+1, k], v[j, k-1], \\
& \xi[j+1, k], \bar{w}(j)\}, \\
\bar{W}[j, k, F]= & \cup E\{w(k) \mid z[j+1, k], v[j, k-1] \in P[j, k-1] \\
& \xi[j+1, k] \in Q[j+1, k], \bar{w}(j) \in F\}, \\
& \bar{W}\left[0, k, x^{0}\right]=\bar{W}(k),
\end{aligned}
$$

and having in view the Markovian property for the process (3.3), (3.4) it is possible to conclude the following:

Lerma 3.2 The equality

$$
\begin{equation*}
\bar{W}(k)=\bar{W}(j, k, \bar{W}(j)) \tag{3.8}
\end{equation*}
$$

holds for any $j, k, j \leq k$.
The corresponding formulae that generalize (2.7), (2.9)
have the form

$$
\begin{align*}
\bar{W}(k+1)= & (E-S(k+1) G(k+1))(A(k) \bar{W}(k)+C(k) P) \\
& +S(k+1)(z(k+1)-G(k+1) Q), \\
S(k+1)= & P(k+1) G^{\prime}(k+1) N^{-1}(k+1),  \tag{3.9}\\
P(k+1)= & B(k)-B(k) G^{\prime}(k+1) K^{-1}(k+1) G(k+1) B(k) \\
B(k)= & A(k) P(k) A^{\prime}(k)+L(k) \\
K(k+1)= & N(k+1)+G(k+1) B(k) G^{\prime}(k+1) \\
P\left(k_{0}\right)= & L,
\end{align*}
$$

If we again suppose $z[1, s]=y[1, s]$, then due to the inclusions

$$
\begin{equation*}
\bar{W}(k+1) \supseteq \bar{W}(k, k+1, x[k]), k>0 \tag{3.9'}
\end{equation*}
$$

that follow from Lemma 2.4 and to the monotonicity property

$$
\bar{W}\left(k, k+1, F_{1}\right) \subseteq \bar{W}\left(k, k+1, F_{2}\right) \quad, \quad F_{1} \subseteq F_{2}
$$

that follows from (3.9) we obtain in view of (3.8)

$$
\begin{equation*}
X[k] \subseteq \bar{W}(k) \quad, \quad \text { for } k>1, \tag{3.10}
\end{equation*}
$$

Consider the following condition:
Assumption 3.1
The system (1.1), (1.3) $\mathrm{v}[0, \mathrm{~s}-1]=0, \xi[1, s]=0$ is completely controllable on [0, s].

The given property is defined for example in [15].
In the latter case the following proposition is true:
Theorem 3.3 Under the conditions of Theorem 3.1 and assumption 3.1 assume $y[1, s]=z[1, s]$. Then the equality

$$
\begin{equation*}
X[s]=\left\{\cap \bar{W}(s) \mid P^{0}, N(k), L(k) \equiv 0, k=1, \ldots, s\right\} \tag{3.11}
\end{equation*}
$$

is true for any $\mathrm{P}^{0}>0$ and any diagonal $\mathrm{N}(\mathrm{k})>0$. Moreover, for the given class of matrices we have

$$
\begin{gather*}
\rho(1 \mid X[s])=\inf \left\{\rho(1 \mid \bar{W}(s)) \mid P^{0}, \bar{N}(k)>0, L \equiv 0\right. \\
k=1, \ldots, s\} \tag{3.12}
\end{gather*}
$$

Therefore, the precise estimate is attained here through a minimization procedure over a number $z$ of parameters, $z \leq m s+n^{2}$. The proof of this assertion follows a scheme that generalizes the one for Theorems 2.1, 2.2, (see also reference [17]).

Remark 3.1 The relations (3.9), (3.10) may therefore be treated as follows:
(a) In the case of a set-membership description of uncertainty as in (3.4') with $u(k)=0, \eta(k) \equiv 0$ equations (3.9), (3.10) contain complete information on $X[k+1]$ as stated in Theorem (3.3). (b) In the case of both set-membership and stochastic uncertainty as in (3.3)-(3.5) equation (3.9) describes the evolution of the set of the mean values of the estimates.
(c) In the case of pure stochastic uncertainty with sets $x^{0}$, $P(k), Q(k)$ consisting of one element $\left(x^{0}, p(k), q(k)\right)$ each, the relation (3.9) turns out to be an equality which coincides with the conventional equations of Kalman's filtering theory.

Remark 3.2 Following the scheme of Theorem 2.1 it is possible to show that relation (3.11) holds for $P^{0}, N(k)$ selected as follows:

$$
P^{0}=\beta I_{n}, N(k)=\alpha(k) I_{m},
$$

where

$$
\beta>0, \alpha(k)>0, \quad k=1, \ldots, s
$$

The given procedure has a very simple interpretation for particular cases. Indeed, if we apply (3.7) for a one-stage procedure due to system

$$
\begin{aligned}
& x_{1}(k+1)=x_{1}(k)+h x_{2}(k) \\
& x_{2}(k+1)=x_{2}(k)-h x_{2}(k)+v(k) h
\end{aligned}
$$

with observation

$$
y(k)=x_{2}(k)
$$

and constraints

$$
\begin{aligned}
x(0) \in x_{0} & =\left\{x_{1}^{0}, x_{2}^{0}: x_{1}^{0} \in x_{1}^{0}, x_{2}^{0}=c\right\}, v(0) \in P, \\
x_{1}^{0} & =\left\{x_{1}: \alpha \leq x_{1} \leq \beta\right\}, \quad P=\{v:|v| \leq \mu\},
\end{aligned}
$$

then the role of $L$, $N$ will be attributed to $l_{1}>0, l_{2}>0, n>0$. According to relations (3.9) that coincide for one stage with (3.7) and to (3.10) we will have

$$
w_{1}(1)=(1-p h) x_{1}^{0}-p h\left((c-y(1)) h^{-1}+v(0)\right)
$$

where the parameter

$$
\mathrm{ph}=\left(-\mathrm{h}^{2} 1_{1}+\mathrm{h}^{2} 1_{2}\right)\left(\mathrm{h}^{2} 1_{1}+1_{2}+\mathrm{n}\right)^{-1}
$$

varies in the range $-1 \leq \mathrm{ph} \leq \mathrm{h}^{2}$. Restricting ourselves to the set $-1 \leq \mathrm{ph} \leq 0$ and passing to set $\bar{W}_{1}(1)$ we find, assuming $\mathrm{ph}=-\alpha$,

$$
\bar{W}_{1}(1)=(1-\alpha) X_{1}^{0}+\alpha F, F=(c-y(1)) h^{-1}+P
$$

whence

$$
x_{1}^{*}=\left\{\cap \bar{W}_{1}(1) \mid 0 \leq \alpha \leq 1\right\}=x_{1}^{0} \cap F
$$

Moreover,

$$
\inf \left\{\rho\left(1 \mid \bar{W}_{1}(1)\right) \mid 0 \leq \alpha \leq 1\right\}=\rho\left(1 \mid X_{1}^{0} \cap F\right)
$$

It is not difficult to observe that the exact solution

$$
x[1]=\left\{x_{1}, x_{2}: x_{1} \in x_{1}^{0} \cap F, x_{2}=y(1)\right\}
$$

4. A Particular Case. Additional Information

Assume that in system (1.1), (1.3) we have $P(k)=\{0\}$,
$A(k) \equiv\{0\}$. Then $x(k) \equiv \mathbf{x}$ and due to measurement

$$
y(k)=G(k) x+\xi(k), \quad k>1
$$

we are to identify the vector x under constraints

$$
\begin{equation*}
x \in x^{0}, \quad \xi(k) \in Q, \quad k>1 \tag{4.1}
\end{equation*}
$$

given in advance. Assume that some additional information on vectors $\xi(k)$ is available, namely, $\xi(k)$ satisfy:

Assumption 4.1
(a) All the $\xi(k), k \geq 1$ are independent random vectors equally distributed with continuous density $p_{\xi}(z)$ independent of $k$, its support being the set $Q$. (The function $p_{\xi}(z)$ itself may be unknown).
(b) The matrix $G[1, n]=\left\{G^{\prime}(1), \ldots G^{\prime}(n)\right\}$ is of rank $n$.
(c) The function $G(k), k \geq 0$ is periodic of periodic $n$.

Consider the sets $\mathrm{X}[\mathrm{s}]$ consistent with measurement $\mathrm{y}[1, \mathrm{~s}]$ and constraints (4.1).

Note that the sequence $\{y(1), \ldots, y(s), \ldots\}$ of measurements is now a random sequence governed by a stochastic mechanism which under assumption 4.1 actually possesses some ergodic properties. Lemma 4.1 Assumption 4.1 being fulfilled, with probability 1 there will appear a sequence of measurements $\{y(1), \ldots y(s)\}$ such that

$$
x[s] \rightarrow\left\{x^{0}\right\}, \quad s \rightarrow \infty,
$$

in the Hausdorff metric [16]. Here $\left\{x^{0}\right\}$ is an one-element set that coincides with $x^{0}$.

Therefore, the arrival of a minor additional information on the statistical properties of $\xi(k)$ yields an asymptotical convergence of $\mathrm{X}[\mathrm{s}]$ to the vector $\mathrm{x}^{0}$, allowing thus to obtain an exact solution.
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[^0]:    * In order to simplify some further notations we will generally start the process at stage $k_{0}=0$ instead of arbitrary $k_{0}=k^{*}$, although the basic system is nonstationary.

