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PREFACE

The modelling of the time evolution of air pollutants con-
centration in urban industrial areas allows administrative bodies
responsible for the protection of the atmospheric environment
to identify those situations which may lead to a serious increase
in atmospheric pollution.

This paper discusses the modelling 0of the daily average
winter sulphur dioxide concentration in the city of Vienna,
Austria. A statistical approach was adopted, that is, the
modelling was not achieved through the solution of the physical
laws governing the dynamics of atmospheric diffusion, but through
regression equations whose parameters were estimated from the
available measurements of sulphur dioxide concentrations and
meteorological parameters.

This study is part of the activity of the Resources and
Environment Area (Task 2 Environment Quality Control and Manage-~
ment) on development and application of air pollution models to
real situations. The study was conducted jointly with the Institut
flir Numerische Mathematik, Technische Universitdt of Vienna and
Centro Teoria Sistemi, Politecnico of Milano.
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ABSTRACT

The paper describes two nonlinear regression models, applied
to winter daily S0O2 concentration data and to the corresponding
meteorological data from the metropolitan area of Vienna. The
first model accounts for the role of wind speed and temperature
(a proxy for emissions due to residential heating) on average
SO, concentration in the area. The second regression has an
adéitional wind direction input and tries to point out the con-
tribution by the industrial emissions (located primarily near
the south-eastern border of the area) to concentration in the
most polluted subarea.

Both models offer a satisfactory fitting performance (e.qg.,
correlations around 0.85 between observed and regression values).
However, since model validation is a critical point for regres-
sions, sensitivity tests of model fitting performance are carried
out by using various data sets for the estimation of regression
coefficients. One of such tests points out that there is an
"optimal length" of the data set to be used, namely neither a
too sheort set nor a set including "too past" data offer a satis-
factory fitting quality.
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1.

STATISTICAL ANALYSIS OF WINTER SULPHUR
DIOXIDE CONCENTRATION DATA IN VIENNA

P. Bolzern, G. Fronza, E. Runca, and C. Uberhuber

INTRODUCTION

In general terms, mathematical representations of pollutant

dispersion in an airshed belong to one of the following two clas

ses (see also Seinféld (1975))

a)

b)

Representations ("deterministic models") derived from the
pollutant cohtinuity equation ., usually under suitable sim-
plifying assumptions. The coefficients of such mathematical
relations have a physical meaning and are determined on the
basis of experimental evidence.

Representations ("stochastic models”), which consist of sta-
tistical regressions of one or more "ambient pollution va-
riables”" on their past values {(see for instance Merz et al.
(1972), Chock et al. (1975), McCollister and Wilscn (1975),
Tiao et al. (1975)) and on factors,.like emissions and meteo-
rological variables, which affect the dispersion phenomenon
(see for instance Finzi et al. (1980)). The mathematical form
of the regressions is usually derived not on physical grounds
but from a statistical point of view. Namely, provided that
regression fitting is satisfactory, the model is considered

acceptable, at least if its relations somehow "resemble" the
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true cause-sffect mechanism of the phenomenon (see also Bena-
rie (1981), Smith ané Jeffrey (1972)). In particular, although
stochastic models are often gross simplirfications of the phy-
sical mechanism, their structure turns out relatively complex
in some cases (see for instance Bacci et al. (1981)). As for
the coefficients of the regression, they are estimated by sta-
tistical data fitting techniques (usually according to the
least sguares principle or its modifications) and have gene-

rally no direct physical meaning.
By their very nature, precisely by the way their coeffi-

cients are evaluated, stochastic models sometimes give a fit-
ting of concentration records better than deterministic ones,

at least when only an aggregate déscription of the pollution
phenomenon is required. However, the relevant lack ‘0of physical
interpretation makes the reliability of the fitting performance
by stochastic models a critical point. In other words it may
happen that a model shows a satisfactory fitting performance on
a particular data set but does not turn out to be a success for
a different data set at the same site. Moreover, statistical
confidence theory is not very helpful, since it is generally ba-
sed on assumptions. {(e.g. normality), which are unrealistic in
many applications or, most of all, can hardly be checked (e.q.
stationarity). Therefore, a systematic analysis of model fitting
performance on different data sets must be carried out.

The present paper illustrates two stochastic models of win-
ter sulphur dioxide pollution in the metropelitan area of Vien-
na. The work has been committed by the municipality authorities
for screening purposes, namely for preliminary understanding of
relevant aspects like the dilution by moderate-~to-strong winds,
the transport from outside industrial sources to the city cen-
ter in particular wind conditions, the dependence of residential
heating emissions upon temperature variaticns.

Specifically,two regressions are described in the third and
fourth section respectively:

i) A regression accounting for the role of meteorological factors
on daily average SO, concentration in the area. The two fac-
tors considered are wind speed and temperature, which is a
proxy for emission due to residential heating (a datum not

available at daily time scaling).
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ii) A regression supplying a rough measure of the contribution
by the industrial sources located in the south-eastern part
of the area to the concentration in the most polluted sub-

area (the city center).
The results are described in the last section. Specifically,

both models have been first set up by using winter 1977/78 da-
ta for estimating regression ccefficients (by an ad-hoc least
squares algorithm), while winter 1978/79 data have "been used
for checking the model fitting performance, which has turned
out rather satisfactory (e.g. correlations between regression
values and observations around .85, also in "episode" situations).
Moreover, the following systematic test of the sensitivity of
model performance to the data set, used for estimating model coef
ficients, has been carried out. The coefficients ‘have been reestima-
ted after every five davs, by using the concentration and meteo-
rological data of the last M days. The overall fitting performan-
ce has turned out poor for low values of M (twenty, say), corre-
sponding to low statistical confidence (too few past data are used
for model coefficient estimation, thus fitting in the next five
days is unsatisfactory). Then, the performance increases with M up
to M =~ 40 and subsequently decreases. Hence, for instance, using
the last eighty days of data for coefficient estimation gives
a worse fitting of the next five days than using the last sixty
days of data. In other terms, it is better to forget "too past"
data, a clear sign of the non-stationarity of the process.
Finally, as for the role of industrial emissions in the pollu-
tion of the city center it turns out modest as a whole, although
significant in particular situations characterized by moderate-to-

strong winds.

2. MAIN CHARACTERISTICS OF SULPHUR DIOXIDE POLLUTION IN VIENNA

The contour of Vienna metropolitan area is shown in Fig.1,
together with the network of sixteen SO2 sensors, the meteoro-
logical station (20 m above the ground) and the three main in-
dustrial sources S1, 52 and S3. In particular s1 is a power
plant with two 130 m stacks, S, is a power plant with four
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Figure 1. Vienna metropolitan area, SO; monitoring network,
meteorological station MS {coincident with sensor 6)
and industrial sources Sq¢ S and S,.

2 3
stacks (80 m, 120 m, 120 m, 200 m) while source S, corresponds
to a refinery, where stacks do not exceed 80 m.

Each sulphur dioxide sensor records 30-min. concentraticn,
while the meteorological station supplies hourly wind speed,
wind direction and 3-hour temperature data (see for instance
Loffler (1980) for a description of the monitoring and data
recording system).

Vienna is located in a relatively flat area of the Danube
Valley, although the hills of Wienerwald on the western border
create a local orographic effect on air circulation. A picture

of wind speed and direction distributions is given by Fig. 2,

showing the hourly wind rose in winter 1977/78. Stagnation pheno-

mena are practically absent. Moreover, wind speed is scarcely

persistent at daily time scaling, as pointed cut by Fig. 3, which

illustrates the time pattern of daily speed in winter 1977/78
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Figure 3. Time pattern of daily wind speed in winter 1977/78.

and gives an idea of the conspicuous weather wvariability in the
region. |

Sulphur dioxide pollution in winter is mainly due to residen-
tial heating, which is approximately uniformly distributed in the
dashed area of Fig. 1. SO2 concentration reaches its highest le-
vels in the city center, the area inside the Ringstrasse (see
Fig. 1). When mocerate~-to-strong winds (in the range 3 ms-1-
6 ms-1, say) blow from the eastern/south-eastern sectors, a con-
tribution by the industrial sources to pollution in the central
area can reasonably be assumed. As a matter ¢f fact, such contri-
bution is partially revealed by the comparison between the wind
speed rose of Fig. 2b and the SO2 concentration rose of Fig. 4.
Precisely, Fig. 4 points out the dilution effect by the moderate-
to~-strong winds blowing from the western sectors but does not indi-
cate a similar effect by winds blowing from the eastern/south-
eastern sectors, characterized by an average wind speed only

slightly lower. Hence, a reasonable explanation (validated in
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Figure 4. Winter 1977/78 hourly SO, concentration rose in
station 1, in the city center.

the paper under the limitations and approximations of the statisti-
cal approach) is that the smaller contribution by residential heat-
ing emissions in such moderate-to-strong wind conditions is ba-

lanced by the transport of pollutant from industrial sources.

3. THE MODEL ARX1

The two regression models described in this section and in
the next one are classified as ARX (AutoRegressive with eXogenous
inputs) in the stochastic modelling literature, therefore they
will respectively be labeled as ARX1 and ARX2.



The objective of ARX1 is to fit observed average daily concen-
tration in the area only by using concentration anéd available me-
teorological data. Let xi(k) (k=1,2,...) denote the average SC,
concentration gug.m-3) measured by the i-th se%sor (i=1,2,...16)
in the k-th winter day. Moreover, let x(k) %g%: xi(k)/16 be the
average of concentration measures in the areé71in the k-th day.

Then, ARX1 consists of the following nonlinear regression:

= Ta X -8
x (k+1)=a, x (k) +a, [T (k+1) +a;] "+ a,[v(k+1) +a] (1)
where:
T (k) = average temperature (OC) in the k-th day;
v(k) = average wind speed (ms-1) in the k-th day;
5
{aj}j=1 = regression coefficients, determined by an ad-hoc esti-
mation procedure (see below);
a,8 = other (positive) coefficients, assigned by trial (see also

below).

A gross "physical" justification of ARX1, namely of the form
of the right-hand side of egqg. (1) is the following. By eqg. (1),
concentration in the (k+1)- st day is made to depend upon con-
centration in the previous day (x(k)), temperature (T(k+1)) and
wind speed (v(k+1)). Concentration in the k-th day is somehow corre-
lated to the pollutant mass existing in the area at the end of the
k-th day. Thus, the term a1x(k) in eg. (1) can somehow be regarded
as the contribution to x(k+1) by the pollutant mass existing in the
area at the beginning of the (k+1)- St day. As for the other two
addenda of the regression, the first one aims at taking into ac-
count the increase of residential heating emissions when tempera-
ture decreases (a concept similar to that of degree-days), while
the other one aims at representing pollutant dilution by wind
speed on emissions from the residential heating sources.

In conclusion, eq. (1) attempts to account for three
"phenomena" affecting x(k+1), namely the existence of previous
pollutant, the temperature-~dependent emissions by residential hea-
ting, the wind dilution effect.
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The special nonlinear form of the last two terms of the right-
hand side of eq. (1) differs from previously used ARX models. In
particular, the "inversely proportional" wind speed term in eg. (1)
replaces the corresponding negative linear term used by Finzi et al,
{(1980) in the Milan case. In fact, an addendum linearly decreasing
with wind speed has proved insufficient in the Vienna area, cha-
racterized by a range and distribution of wind speed completely
different from the Milan region.

In detail, the coefficients a,R and {aj}';?=1 cf eq. (1) have
been determined as follows.

Assume to have selected a certain data set from the available
concentration and meteorological records (which data haveAactually
been used for estimating the coefficients of eq. (1) in the Vien-

na application is explained in the last section).

A) Try a cartain pair (a,8).

B) For such values of o and 8, the coefficients 47 @2,..., ag are
estimated from the data set by a computer algorithm. Specifically,
each step of such algorithm consists of the following operations.

B1)Values of a, and ag are taken from the previous step.

IntroducingBthese values into eqg. (1) makes ARX1 formally a
linear regression x(k+1) = a1x(k)+a2T'(k+1)+a4V'(k+1), where
T' (k+1) = fT(k+1)+a3J-aand v' (k+1)E [v(k+1)+a51-6. Hence, coef-
ficients a,, a8, a, can be estimated from the data set by the
ordinary least squares formula.

BZ)Fitting of regression (1) over the data set is improved (=the
overall sum of the error squares is reduced) by determining
new aq and ag values according to optimal search in the plane

(a3, as) (e.g. Hooke-Jeeves search, see for instance Himmelblau

(1972)).
C) When the iterative procedure B) converges to some estima-
.5 . . .
tes of {aj:j=1 @ new pair (a,B) is tried, the iterative e-

stimation B) of {aj};=1 is repeated and so on.

Obviously, that pair ( z,8) and the corresponding set of
estimates of {aj.}?=1
fitting of the data set. Naturally, trials on (a,B) could be re-

placed by optimal search also in the (a,8) plane. In practice,

is selected, which gives the best absolute
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it has turned out reascnable and sufficient to test a few pairs
(a,8) in the ranges 1 € a <3, 1 ¢ B < 3.

A final remark concerns the convergence of the iterative pro-
cedure B) for estimating 47 851 eoe Age Convergence is not gua-
ranteed a priori, however it has always been obtained in a rea-
sonable number of steps in the Vienna application. Moreover, the
estimates resulting from algorithm B) have been validated by as-
suming different starting values for the procedure.

4. THE MODEL ARXZ2

Model ARX2, which is described in this section, attempts
to give some information about the contribution of industrial
emissions to 302 cancentration in the city center.

First, the wind speed range has been subdivided into a
certain number of intervals, from now onwards called wind speed
classes. A posteriori, the most suitable subdivision in the Vien-
na area has turned out to bg: I = [O, 1.3 ms-13, IT = [1.3 ms—1,
3ms”), III = 3 ms™', 4ms ), IV = [4 ms ™} Voaxl
wind speed Vhax recorded in winters 1977/78 and 1978/79 has been
8.7 ms ).

For each wind speed class w = I, II, III, IV, ARXZ2 consists

of the following regression:

(maximum

W
=Y
- W W , w \

y(k+1) = by y(k) + b, [T(kf1)+b3j + b, N(k+1) (2)

where

y(k) = average daily concentration in the central subarea
in the k-th day (precisely, average of daily concen-

rations recorded in statiomns 1, 2, 3 and });

N(k) = number of hours in the k=-th day characterized by winds
blowing from the eastern/south-eastern sectors (112030',
135°) ;.

{b¥}4_1%regression coefficients;

v¥ & (positive) coefficient found by trial;

w = index of wind speed class (w = I, II, III or IV) in the

(k+1)~-st day.
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The justification of model (2) and, in particular, the rea-
son why wind speed has been introduced in a way different from
ARX1 are nowvgiven.

The first addendum of the right-hand side of eq. (2) accounts
for the contribution to y(k+1) by the "initially existing"” pollu-
tant in the area (see the comment in the previous section). The
second and third addendum can respectively be considered as re-
presentatives of the contributions to y(k+1) by temperature-depen
dent residential heating and industrial emissions, As in ARX1,
emissions are introduced in the model through the related inputs,
temperature and wind direction. Moreover, the impact of these
inputs on y(k+1) is made to depend upon wind speed, through assum-
ing dependence of the b and y regression coefficients upon the
speed class w.

In conclusion, from eqg. (2), concentration y(k+1) 1is the sum of
contributions by initially existing pollutant, by temperature-
dependent residential heating sources and by industrial socurces,
each contribution depending upon the wind speed class in the
(k+1)-st day.

so, while in eg. (1) the wind speed term a,[v(k+1) + asj_a
could not be interpreted as the contribution of existing or new-
ly emitted pollutant, here the above interpretation of eg. (2)
allows to draw a gross comparison of the relative impact of re-
sidential heating and industrial emissions on the most pol-
luted subarea. Precisely, such comparison can be obtained by
taking day-by-day the ratio between the third and the second
addendum in the right-hand side of eg. (2).

Naturally, since the above "“physical" interpretation of
ARX2 1is gross, this ratio can be regarded as a too rough mea-
sure, 1f one is reluctant to accept the statistical viewpcint.
However, it is the only ratio computable through the presently
available measures and can, at least, be considered as an in-
dicative value.

Finally, as for the estimation of ARX2 coefficients, a pro-
cedure quite similar to the one described for ARX1 has been u-
sed (in correspondence with each wind speed class). Obviously,
since there is only one nonlinear term in eq. (2), in this case

. . . w C . .
only a one-dimensional optimal search on the b3—ax1s is regquired
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by algorithm B) (e.g. Fibonacci search, see for instance Wilde
and Beightler(1967)).

5. DESCRIPTION OF MODEL SIMULATION RESULTS

Fitting performance of ARX1 and ARX2 on winter 1978/79 data

First, the representativity of the two models ARX1 and
ARX2 has been checked as follows.

- Model coefficients have been assigned through the A) - C)
estimation algorithm (see sect. 3) by using the winter 1977/78
concentration and meteorological data set (here "winter" means
the heating season Oct.1st - March 31st). In particular, the
bZ-coefficient of ARX2 (the one multiplying the wind direction
input N(k+1) in eq. (2)) has turned out to be very near to zero
(in fact slightly negative, due to the unconstrained optimiza-
tion procedure B)) for w = I and w = II. This is not surprising,
because it is reasonable to assume that there are no contribu-
tions by industrial sources to pollution in the city center for
wind speed lower than 3 ms-1. Furthermore, setting a priori

bi = biI = 0 has given a slight performance improvement, thus
the zero value has been definitely accepted for those two
coefficients. With this specification, the overall set of ARX1
and ARX2 coefficient estimates is given in Table 1.

As for the residuals of the regressions ( = time séries of
regression errors), their means have come out negligible.
Moreover, the residuals have turned out uncorrelated (i.e. white
noise) under the cumulative periodogram test (see for instance
Box and Jenkins (1970)).

~ Then, both models ARX1 and ARX2 have been tested on winter
1978/79 data. The performance has been satisfactory, as shown
by the direct comparison (Figs. 5 and 6) between day-by-day ob-
servations énd regression values. In particular, both models
fit the conspicuous measure fluctuations with acceptable accu-

racy.



Table 1. (a) ARX1 and

(b)
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winter 1977/78 data.

ARX2 coefficient estimates from

i
1
1>} /% a1 8.2 a3 a4 a5 ‘
SR |
2.0 1100 26; 3.89x107| 23.1 | 443 | 1.
;
(a)
Coefficients
Wind xw bY bg bg bz
speed class w
S~
I 1.6]0.31]9.81x10%| 34.9 0
II 1.6 0.30]6.18x10%| 33.6 0
3
III 1.0 0.39|0.83x10 10.7 0.64
v 1.5! 0.25/1.53x10%| 22.1 2.5

(b)
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The overall winter 1978/79 model performance has been eva-
luated by the fcllowing indexes, reported in Table 2 :

correlation between observations and regression values;

-

correlation between observations and regression values in
"episocde" situations; here an episode is defined as a
situation where the measured concentration x(k) (or y(k’
for ARX2) exceeds its mean plus standard deviation:
Oerr/” = ratio between the standard deviation of the regres-
sion error and the concentration mean:

E E

g /u

err /u, but in episode situations.

= same as Oerr
w

- The day-by-day ratio R(k+l)=bj, N(k+1)/by[T(kelyb3 ] ,

w = III, IV, between the third and second addendum in ARX2 has

been evaluated and reported in Fig. 7. Such ratio, under the limi

tations pointed out in the previous section, is an indication of

the weight of the contribution by industrial sources to pollution

in the city center. The overall average of R (&1l}in winter 1978/79(i.e.

by including also situations under wind speed classes I and
IT, when a zero contribution by the industrial stacks is assu-
med) is modest (~ 3%). However, as pointed out by Fig. 7,the

Table 2. Fitting performance of ARX] and ARX2 on winter 1978/79

data.
ARX1 ARX2
0 .84 .81
pE . 80 .83
G /¥ .31 .35
gzrr/uE .20 17
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Figure 7. Time pattern of ratio R in wind speed classes III
and IV (non-consecutive days in the abscissa).

ratio R(k+l)reaches nearly 40% in certain days, characterized
by wind' speed in ¢class III or IV and by wind blowing from
the eastern/south =—-eastern sectors during a relevant part of
the day.

Sensitivity of model performance to the estimation data set

Sensitivity of model fitting quality to the data set used
for applying the coefficient estimation procedure A4) - C)
has also been analyzed. The sensitivity tests have been
per formed only on ARX1. In fact, ARX2 has .a.higher number
of coefficients and the statistical significance of their esti-
mates would become poor near the lower bound of the size of
the estimation data set considered by the sensitivity tests.

- First, it has been ascertained whether it is useful or not

to distinguish within the heating season between the months

of October and March and the "winter core" (November-February)
In particular, the behaviour of residential heating polluters is
likely to be partially different in October and March, when

some O0f the oil burners are switched off or work for a smaller
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numper of hours. Thus, two estimates of ARX1 coefficients have
been carried out on 1977/78 data: one by the October and March
data and one by the data of the "winter core". There has actual-
ly turned out a slight improvement when fitting the concentra-
tion of the following heating season 1978/79, as pointed

out by Table 3.

Table 3. Performance of modified ARX1 (different coefficients
between October/March and "winter core")

Performance Modified
Index ARX1
i P .85
DE .82
Uerr/u .29
ogrr/uE .20

- A more systematic sensitivity test has also been performed,
based on adaptive coefficient estimation. Specifically, ARX1
coefficients have been reestimated after every five days,

by using the data of the last M days. In explicit words, ARX1
coefficients are first estimated at the beginning of the se-
cond winter, namely on Oct.lst 1978 (by using the data of the
last M days of March 1978). Such coefficient estimates are
used for fitting by ARX1 the concentration record Oct. 1st-Oct.

5th, 1978. On Oct. 6th, the coefficients are reestimated (by using

the data set Oct. 1st- Oct.5th, 1978 and the last (M-5) days of
March 1978). Such new estimates are used for fitting the concen-
tration record Oct. 6th - Oct. 10th, on Oct. 11th the coeffi-
cients are reestimated and so on,up to March 31st 1979.

The overall performance indexes mentioned in Table 2 have
been evaluated for different values of M. For instance, the plot

of p and fE versus M is shown in Fig. 8. The main conclusions
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Figure 8. Performance indexes f and ?E versus "memory" M.

which can be drawn from Fig. 8 are the following (guite
similar considerations would be suggested by the analysis of the
other two overall indexes of Table 2).

For low values of M the reliability of coefficient estimates
is poor and thus model fitting performance is low. The quality
increases up to M = 40, which is therefore approximately the
"optimal" length of the data set for the adaptive coefficient
estimation (actually  has been varied with steps of 10).

For higher M values, there is an even conspicuous decrease of
performance. Hence,keeping memory of "too past" data worsens

the quality of the fitting by adaptive regression. This is
clearly due to the non-stationarity of the winter concentration
process, otherwise increasing the length of the data set should
give better coefficient estimates and conseqguently a better
performance. Note that here non-stationarity turns out more cons-
picuous than in the previous sensitivity test.

In correspondence with the optimal M, the ARX1 fitting per-
formances F and fE reach .87 and .90 respectively, which are
significantly higher than the values reported in Table 2. There-
fore, for suitable "memory" M, adaptive regression, namely fre-
gquent coefficient reestimation, gives an improvement with re-

spect to the "batch" regression described above.
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