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## FOREWORD

The International Institute for Applied Systems Analysis is a nongovernmental, multidisciplinary, international research institution whose goal is to bring together scientists from around the world to work on problems of common interest.

IIASA pursues this goal, not only by pursuing a research program at the Institute in collaboration with many other institutions, but also by holding a wide variety of scientific and technical meetings. Often the interest in these meetings extends beyond the concerns of the participants, and proceedings are issued. Carefully edited and reviewed proceedings occasionally appear in the International Series on Applied Systems Analysis (published by John Wiley and Sons Limited, Chichester, England); edited proceedings appear in the IIASA Proceedings Series (published by Pergamon Press Limited, Oxford, England).

When relatively quick publication is desired, unedited and only lightly reviewed proceedings reproduced from manuscripts provided by the authors of the papers appear in this new IIASA Collaborative Proceedings Series. Volumes in this series are available from the Institute at moderate cost.

## PREFACE

During the week of June 2-6, 1980, the System and Decision Sciences Area of the International Institute for Applied Systems Analysis organized a workshop on large-scale linear programming in collaboration with the Systems Optimization Laboratory (SOL) of Stanford University, and cosponsored by the Mathematical Programming Society (MPS). The participants in the meeting were invited from amongst those who actively contribute to research in large-scale linear programming methodology (including development of algorithms and software). Although primarily methodologically oriented scientists attended the workshop, its theme was the improvement of the long range applicability of linear programming (LP) techniques. Besides the exchange of ideas and experience - and suggestions for future research directions and international cooperation - fostered by the meeting, it was a general feeling of the participants that a proceedings would reflect the current state of large-scale linear programming in both East and West.

To this end, it was considered important to produce the proceedings volumes in a lecture note format as quickly as possible, so as to secure a complete record of the papers presented at the workshop - including those destined for publication elsewhere - together with several papers solicited by the editors in order to extend coverage. In some cases, papers presented at IIASA have been revised by their authors in the two months following the meeting; in others, no revisions have been made. Although a standard title page format has been used, the papers have been largely reproduced from camera-ready copy supplied by their authors. Most have not been refereed, edited or proofread for typographical errors. Papers are grouped together in chapters by topic and are listed in alphabetical order by author in each chapter.

The first volume of these Proceedings contains five chapters. The first is an historical review by George B. Dantzig of his own and related research in time-staged linear programming problems. Chapter 2 contains five papers which address various techniques for exploiting sparsity and degeneracy in the now standard LU decomposition of the basis used with the simplex algorithm for standard (unstructured) problems. The six papers of Chapter 3 concern aspects of variants of the simplex method which take into account through basis factorization the specific block-angular structure of constraint matrices generated by dynamic and/or stochastic linear programs. By means of these techniques it is hoped to extend the size of solvable LP's beyond the range of current commercial codes for specific problems in the fields of energy, resource and macro/economic modeling (including economic planning models). In Chapter 4, five papers address extensions of the original Dantzig-Wolfe procedure for utilizing the structure of planning problems by decomposing the original LP into LP subproblems coordinated by a relatively simple LP master problem of a certain type. Two of these papers concern the recent idea of applying this approach recursively to the subproblems themselves. Chapter 5 contains four papers which constitute a mini-symposium on the now famous Shor-Khachian ellipsoidal method applied to both real and integer linear programs. This completes the description of the contents of Volume 1.

The first chapter of Volume 2 contains three papers on non-simplex methods for linear programming. This chapter concludes reports in the mainstream of current research on solution algorithms in large-scale linear programming. The remaining chapters of Volume 2 concern more peripheral - but no less important - topics of present interest in the field. Techniques for exploiting network structure in LP problems are the topic of the three papers of Chapter 7. In the next chapter, the emphasis turns to the practically crucial and inter-related issues of automatic LP model generation and structure identification. The seven papers of this chapter discuss software both for model and matrix generation and for model reduction through detection of imbedded special constraint structure. The final chapter, 9, contains a number of applications of large-scale LP techniques to practical probiems in industrial and agricultural production and economic planning. Some of these involve multi-criteria optimization, and two of the eight papers deal explicitly with implementations of new approaches to the multi-criteria probiem. A bibliography of large-scale linear programming research completes Volume 2.

The editors wish to take this opportunity on behalf of the participants to thank IIASA, SOL and MPS for their cooperation and to thank IIASA as well as various Academies of Sciences and governmental agencies of several countries for making the resources available to hold the Large-scale Linear Programming Workshop and to publish these Proceedings. In particular, we are grateful to the Communications Department at IIASA for their cheerful cooperation in expediting publication of this record of an important and memorable international meeting.

George B. Dantzig
M.A.H. Dempster Markku Kallio

Stanford, California
August 1980
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TIME-STAGED METHODS IN LINEAR PROGRAMMING: COMMENTS AND EARLY HISTORY

# TIMESTAGED METHODS IN LINEAR PROGRAMMING: COMMENTS AND EARLY HISTORY 

George B. Dantzig

Department of Operations Research
Stanford University

The Workshop on Large-scale Linear Programming reflects the active research taking place in many parts of the world along a very broad front, namely on:

- the theory of solution,
- software development,
- experiments on representative problems,
- application to real problems,
- matrix input generators,
- matrix analyzers,
- output report generators,
- alternative methods of formulation.

This paper is a historical review of the author's interest in one important facet of this field - the solution of time-staged programs. Indeed it was dynamic LP that initiated the linear programming field back in 1947. Over the years, many good ideas have been proposed, some that still merit serious consideration. This Workshop may provide the answer to the question whether or not we have begun at last to achieve the efficiency of solution necessary for successful application.


#### Abstract

This paper is a more polished version of the talk which I delivered opening the International Institute for Applied Systems Analysis Workshop on Large-Scale Linear Programming at Laxenburg Austria, June 2-6, 1980. Except for a short review of largescale methods also presented, but omitted here, my perspective is historical.


## TIME-STAGED STAIRCASE SYSTEMS

The first formal papers about the new field of linear programming (that started in 1947) appeared in Econometrica July October 1949. At the very beginning, the emphasis was on solving time-staged (dynamic) linear programs. That this is so, is clear from the following quote from [1]:

This paper is concerned with improved techniques of program planning, particularly as they apply to the scheduling of activities over time within an organization or economy in which the activities must share in the use of limited amounts of various commodities. The contemplated use of electronic computers for rapidly compuring programs and the assumptions underlying the mathematical model are discussed. The paper is concluded by an illustrative example, Berlin Airlift, i rime-Staged Dynamic Linear Program].

The Marhemarical Model discussed here is a generalization of the Leontief Inter-Industry Model. It is closely related to the une found in von Neumann's paper "A Model of General Economic Equilibrium". Its chief points of difference lie in its emphasis on dyamic, rather than equilibrium or steady states. Its purpose is close control of an organization--

$$
-5-
$$

hence it must be quite detailed; it is designed to handle highly dynamic problems--hence greater emphasis on time lags and capital equipment; it takes into consideration the many different ways of doing things--hence it explicitly introduces alternative activities; and it recognizes that any particular choice of a dynamic program depends on the "objectives" of the "economy", --hence the selection and types of activities are made to depend on the maximization of an objective function.
In the companion paper [2], the time staged staircase model is displayed and its relationship to Leontief Input-output model and continuous-time models is discussed:

$$
\begin{array}{ccccccccc}
\alpha^{(1)} x^{(1)} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
-x^{(1)} & x^{(1)} & +\alpha^{(2)} & x^{(2)} & \cdot & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & -\bar{\alpha}^{(2)} & x^{(2)} & +\alpha^{(3)} x^{(3)} & \cdots & \cdots & \cdots & a^{(2)} \\
\cdots
\end{array}
$$

$$
\begin{aligned}
& Y^{(1)} x^{(1)}+\cdots \cdots \bar{a}^{(T-1)} x^{(T-1)}+\alpha^{(T)} x^{(T)}=a^{(T)} \\
& \text { where the } x^{(t)} \text { are vectors of nonnegative elements. }
\end{aligned}
$$

When the matrices $x^{(t)}$ and $\bar{x}^{(t)}(t=1,2, \ldots, T)$ are square and nonsingular, a direct solution is possible that may lead, however, to negative and nonnegative activity levels (in which case no feasible solution exists).

It should be noted that the general mathematical problem reduces in the linear programing case to consideration of a system of equations of nonnegative variables whose matrix of coefficients is composed mostly of blocks of zeros except for submatrices along and just off the "diagonal". Thus any good compucational technique for solving programs would probably take advantage of this fact.

Having formulated the time-staged model, it soon became clear that the techniques at hand at the time were inadequate. In a companion paper [3], first presented in 1949, appeared the following statement:

Computing techniques are now available for solution of small
linear programing problems. However, for accurate over-all Air Force planning, the size of the required model is such that conventional punched card computing equipment, or even the interim electronic computer being built for the Air force by the National Bureau of Standards, is not sufficiently powerful to cope satisfactorily with the problem of choosing the optimum activities and activity levels over time.

In order to obtain a programming procedure which would be immediacely useful with presently available computing equipment, we have been forced to use a deteminate, and hence less general formulation of the programming problem that parallels closely the staff procedure.

Activities


We have called this a miongutar model because in it the matrix of detached coefficients, when arragned as in the Table, and omiteing the "initial" part, assumes a triangular form, with all coefficients above and to the right or the principal diagonal being zero. Thus the activities and items are so ordered that the levels of any one activity over time depend only on the levels of the activities which precede it in the hierarchy. This means that in the computafion of the program we successively work down the hierarchy, at each step solving completely for the levels of each activity in each of the time periods before proceeding to the next activity (see Eigure above).

The triangular model technique is a powerful empirical method when there is a natural hierarchy of activities and output items. Certain energy models, for example, currently in vogue use such an approach.

My paper [4], is my first on methods for solving large sys-
tems:
With the growing awareness of the potentialities of the linear programming approach to both dynamic and static problems of industry, of the economy, and of the military, the main obstacle toward full application is the inability of current computational methods to cope with the magnitude of the technological matrices for even the simplest situations. However, in certain cases, such as the now classical Hitchcock-Koopmans transportation model, it has been possible to solve the linear inequality system in spite of size because of simple properties of the system. This suggests that considerable research be undertaken to exploit certain special matrix structures in order to facilitate ready solution of larger systems.

Indeed, recent computational experience has made it clear that standard techniques such as the simplex algorithm, which have been used to solve successfully general systems involving one hundred equations (in any reasonable number of nonnegative unknowns), are too tedious and lengthy to be practical for extensions much beyond this figure. Our purpose here will be to develop short-cut computational methods for solving an important class of syscems whose matrices may be generaliy described as "block triangular".

By "block" triangular we mean that if one partitions the matrix of coefficients of the technology matrix into submatrices, the submatrices (or blocks) considered as elements form a triorguiar aysiem,


For example, von Neumann, in considering a constantly expanding economy, developed a linear dynamic model whose matrix of coefficients may be written in the form,

where $A$ is the submatrix of coefficients of activities initiated in period $t$, and $B$ is the submatrix of output coefficients of these activities in the following period.

Now the main obstacle toward the full application of standard linear programming techniques to dynamic systems is the magnitude of the matrix for even the simplest situations. For example, a trivial 15 -activity--7-item static model, when set up as a 12-period dynamic model, would become a 180-activity by 84-item system, which is considered a large problem for application of the standard simplex method. A fancy model involving, say, 200 activities and 100 items for a static case would become a $2000 \times 1000$ matrix if recast as a l0-period model. It is clear that dynamic models must be treated with special tools if any progress is to be made toward solutions of these systems.

From a computational point of view, there are a number of observed characteristics of the dynamic models which are often true for static models as well.
These are:
(1) The matrix (or its transpose) can be arranged in triangular form
(2) Most submatrices $A_{i j}$ are either zero matrices or composed of elements, most of which are zero.
(3) A basis for the simplex method is often block criangular with its diagonal submatrices square and nonsingular (referred to as a "square block triangular" basis).
(4) For dynamic models similar type activities are likely to persist in the basis for several periods.

To illustrate, consider a dynamic version of the Leontief model in which (a) alternative activities are permitted (a simple case would be where steel can be obtained from direct production or storage); (b) inputs to an activity for production in the th time period may occur in the same or earlier time periods. It can be shown in this model that (a) a basic solution will have exactly mactivities in each time period (where $n=$ number of time dependent equations), (b) each shift in basis will bring in a substitute activity In the same time period, and (c) optimization can be carried out as a sequence of one-period optimization problems; 1.e., the optimum choice of activities (but not their amounts) can be determined for the first time period (independent of the later periods) this permits a determination for the second time period (independent of the later periods), et cetera.

When flow models are replaced with more complex models which include initial inventories, capacities, and the building of new capacities, the ideal structure of a basis (see third characteristic above) no longer holds. However, tests (carried on since 1950) on a number of cases indicate that bases, while often not square block triangular in the serse above, could be made so by changing relatively few colums in the basis (e.g., one or two activities in small models). This characteristic of near-square biock triangularity of the basis, i.e., with nonsingular square submatrices down the diagonal, is, of course, computationally convenient and this paper will be concerned with ways to exploit it.

Finally, may I make a short plea that linear programmers pay greater attention to special methods for solving the larger matrices that are encountered in practice. The excellent work of Jacobs on the caterer problem and the work of Jacobs, Hoffman, Johnson on the production smoothing problem are examples of what may be done with certain dynamic models with a simple repetitive structure. Cooper and Charnes have employed in their work a number of short cuts that have permitted resolution of certain large scale systems. At RAND we have found efficient ways to hand compute generalized transportation problems, and Markowitz has proposed a general procedure in this area that is promising. Many models exhibit a block triangular structure and certain partitioning methods have been proposed which take advantage of this type of structure. There is need for those of you who are foresighted to do serious research in this area.

At the present time (1955), it is possible to solve rapidly problems in the order of a hundred equations. The OrchardHays 701 Simplex Code has solved many problems of this size with as high as 1,500 unknowns and machine rimes of five to eight hours as a rule-all with excellent standards of accuracy. However, it is self-evident that no matter how much the general purpose codes are perfected they will be unable to cope with the next generation of problems which will be larger in size. It is also evident that the models currently being run could have been handled more effectively by the proposed special methods.

There are certain characteristics common to many models which I believe should be emphasized:
(1) Most factors in the coefficient matrix are zero.
(2) In dynamic structures the coefficients are often the same from one time period to the next.
(3) In dynamic solutions the activities employed often persist from one period to the next.
(4) Transportation type submatrices are common.
(5) Block triangular submatrices are common.

Part of the research in this area should certainly be devoted to a better understanding of the potentialities of techniques other than the simplex method.

## UNCERTAINTY

In a related paper [5], published in 1956 , appears the following
In the past few months there have been important developments that point to the appication of linear programing methods inder uncertainty. By way of background let us recall that there are in common use two essentially different types of scheduling applications--one designed for the short run and those
for the long run. For the latter the effect of probabilistic or chance events is reduced to a minimum, by the usual technique of providing plenty of fat in the system. For example, consumption rates, atirrition rates, wearmout rates are all planned on the high side. Times to sinip, time to travel, times to produce are always made well above actual needs. Indeed, the entire system is put together with plenty of siack and fat with the hope that they will be the sinock abooriers which will permit the general objectives and timing of the plan to be executed in spite of unforeseen events. In the general course of things, long-range plans are revised frequently because the stochastics elements of the problem have a nasty way of intruding. For this reason also the chief contribution, if any, of the long-range plan, is to effect an immediate decision-such as the appropiation of funds or the initiation of an important development contract.

For short-run scheduling, many of the slack and fat techniques of its long-range brocher are employed. The principle differences are attention to detail and the short timehorizon. As long as sapabiitities are well above requirements (or demands) or if the demands can be shifted in time, this approach presents no problems since it is feasible to implement the schedule in detall. However, where there are shortages, the projected plan based on such techniques may lead to actions far from optimal, whereas these new methods, where applicable, may result in considerable savings. I shall substantiate this later by reference to a problem of A. Ferguson on the routing of aircraft.

With regard to the possibilities of solving large scale linear programming problems, one can sound both an optimistic and a pessimistic note. The pessimistic note concerns the ability of the problem formulator, either amateur or professional, to develop models that are large scale. The pessimistic note also concerns the inability of the problem sovler to compute models by general techniques when they are large scale. If this is so, is not the great promise that the linear programming approach will solve scheduling and long range planning problems with substantial savings to the organizations adopting these methods but an illusion and a snare? dre the big problems going to be solved as they have always been solved--by a detailed system of on-the-spot somewhat natural set of priorities that resolve every possible alternative as it arises?

The status of problems involving uncertainty as far as practical solutions are concerned, has not changed much since 1956 . The following, sums up the 1965 situation:

When one considers instead, a direct attack on uncertainty via mathematical programing, it inevitably leads to the consideration of large-scale systems. Problems with their structure, have proven difficult of solution so far. I belleve that they will be the subject of intensive investigation in the future.

$$
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## DECOMPOSITION PRINCIPLE

The Decomposition Principle [6] arose in 1958 in connection with a military tactical problem which was too large to hande by conventional linear programming problem. A good summary of the approach can be found in my 1965 survey article:

Recently the author, fointly with Philip Wolfe, developed a new procedure that is particularly applicable to angular systems and multistage systems of the staircase type This is reported in preliminary form in RAND P-1544 (Nov. 10 , 1958) under the title, "A Decomposition Principle for Linear Programs". The system consists of certain goods shared in common among several parts and certain goods (including facilities, raw materials) peculiar to each part. In short the system is angular in structure.

Although the entire procedure is one intended to be carried out internally in an electronic computer it may also be viewed as a decentralized decision making process. Each independent part initially offers a possible bill of goods (a vector of the common outputs and supporting inputs including outside costs) to a central coordinating agency. As a set these are mutually feasible with each other and the given common resources and demands from outside the system. The coordinator works out a system of "prices" for paying for each component of the vector plus a special subsidy for each part that just balances the cost.

The management of each part then offers, based on these prices, a new feasible program for his part with lower cost without regari to whether it is feasible for the sysvem as a whole. The coordinator, however, combines these new offers with the set of earlier offers so as to preserve mutual feasibility and consistency with exogeneous demand and supply and to minimize cost. Using the improved over-all solution he generates a revised set of prices, subsidies, and receives new offers. The essential idea is that old offers are never forgotten by the central agency (unless using "current" prices they are unprofitable); the former are mixed with the new offers to form new prices.

In the original paper [6] appears this abstract:
A technique is presented for the decomposition of a linear program that permits the problem to be solved by alternate solutions of linear sub-programs representing its several parts and a coordinating program that is obtained from the parts by linear transformations. The coordinating program generates at each cycle new objective forms for each part, and each part generates in turn (from its optimal basic feasible solutions) new activities (columns) for the interconnecting program. Viewed as an instance of a 'generalized programming problem' whose columns are drawn freely from given convex sets, such a problem can be studied by an appropriate generalization of the duality theorem for linear
programming, which permits a sharp distinction to be made between those constraints that pertain only to a part of the problem and those that connect its parts. This leads to a generalization of the Simplex Algoritim, for which the decomposition procedure becomes a special case.

The reported experience with solving structured linear programs by means of the decomposition principle varies from very good to poor, In general it appears that if the decomposition between master and sub is a "natural" one, it can perform very well. Like the simplex method, there is rapid improvement for the early iterations followed by a long tail except here the tail is much longer.

## COMPACT BASIS INVERSES

From 1962 onwards there has been growing interest in schemes for compactly representing the inverse of the basis for the simplex method. This effort goes under various names: compact basis triangularization, LU basis factorization. One must worry not only about the compactness but also about the stability of the solution to small changes in the original data. My 1962 paper [7] was directed to finding a compact representation of a basis for staircase systems.

Alex Orden was the first to point out that the inverse of the basis in the simplex method serves no function except as a means for obtaining the representation of the vector ertering the basis and for determining the new price vector. For this purpose one of the many forms of "substitute inverses" (such as the well known product form of the inverse) would do just as well and in fact may have certain advantages in computation.

Harry Markowitz was interested in developing, for a sparse matrix, a substitute inverse with as few nonzero entries as possible. He suggested several ways to do this approximately. For example, the basis could be reduced to triangular form by successively selecting for pivot position that row and column whose product of nonzero entries (excluding the pivot) is minimum. He also pointed out that, for bases whose nonzeros appear in a band on a staircase about the diagnonal, proper selection of pivots could result in a compact substitute with no more nonzeros than the original basis.

We shall adopt Markowitz's suggestion. However, instead of recording the successive transformations of one basis to the next in product form, we shall show that it is efficient to generate each substitute inverse in turn from its predecessor. The substicute inverse remains compact, of fixed size. Thus "reinversions" are unnecessary (except in so far as they are needed to restore loss of accuracy due to cumulative round-off error).

The procedure which we shall give can be applied to a general m $x$ m basis without special structure. As such, it is
probably competitive with the standard product form, for it may have all of its advantages and none of its disadvantages. With certain matrix structures, moreover, it appears to be particularly attractive.

We shall focus our remarks on staircase struatures. The reader will find no difficulty in finding an equally efficient way to compact block-angular structures.

## STATUS AS OF 1967

A summary of the status of solving large-acale problems can be found in my 1967 paper [8].

From its very inception, it was envisioned that linear programming would be applied to very large, detailed models of economic and military systems. Kantorovitch's 1939 proposals, which were before the advent of the electronic computer, mentioned such possibilities. Linear programming evolved out of the J.S. Air Force interest in 1947 in finding optimal time-staged deployment plans in case of war; a problem whose marhematical structure is similar to that of finding an optimal growth pattern of a developing economy and similar to other control problems. Structurally the dynamic problems are characterized in discrete form by staircase matrices representing the inputs and outputs from one time period to the next. Treated as an ordinary linear program, the number of rows and columns grows in proportion to the number of time periods $T$ and the computational effort grows by $T^{3}$ and possibly higher. This fact has limited the use of linear programing as a cool for planning over many time periods.

At the present 1967 stage of the computer revolution, there is growing interest on the part of practical users of linear programming models to solve larger and larger systems. Such applications imply that eventually automated systems will obtain information from counters and sensing devices, process data into the proper form for optimization and finally implement the results by control devices. There has been steady progress in this mechanization of flow to and from the computer. Hitherto, this has been one of the obstacles encountered in setting-up and solving large-scale systems. The second obstacle has been the cost and the time required to successfully solve large problems.

It is difficult to measure the potential of large-scale planning. Certain developing countries appear, according to optimal calculations on simplified models to be able to grow at the rate of $15 \%$ per year mplying a doubling of their industrial base in five years. But administrators apparently ignore plans and make decisions based on political expediency which restrict growth to 2 or $3 \%$ or sometimes $-2 \%$. It is the belief of the author that the mechanization of data flow (at least in advanced countries) in the next decade will provide pathways for constructing
large models and the effective implementation oi the results of optimization. This application of mathematics to decision processes will eventually become as important as the classical applications to physics and will, in time, change the emphasis in pure mathematics.

In this paper the following unsolved problem was posed:

It has been discovered recently that the size of the inverse representation of the basis in the simplex method could have an important effect on running time. Therefore, compactinverse schemes along the lines first proposed by Harry Markovitz of RAND have become increasingly important. Recently, two groups working independentiy, developed this approach with astounding results. For example, the Standard Oil Company of California group reports running-time on some of their typical large problems cut to $1 / 4$.

How to find the most compact inverse representation of a sparse matrix is still an unsolved problem:
CONJECTURE: If a non-singular matrin has $K$ non-zero eiemerts, it is always possible to represent them as a procuct of elementary matriees such that the toral number of non-zero entries iewsluding their aiagonal unit elements) is at most $K$. (Incidenvally, the impirisai scnemes just mentioned often have no more than $K+10 \%$ non-zeros in the inverse representation.]

## STATUS TO THE PRESENT (1980)

From 1967 onwards there has been an increasing interest in techniques for solving large-scale linear programs. A number of conferences have been exclusively concerned with the topic. Most general operations research and management science meetings have at least one session devoted to it. A selected reference list which I use in my seminars (mostly published during the period 1970-78) contain 237 titles which I have arranged by sub area.

## General Books

(10 exclusively large scale, 2 sparse methods, 8 other) Survey articles12
GUB, G-GUB and the decomposition principle ..... 15
Variants of above ..... 19
Block Triangularity ..... 3
Linear optimal control and dynamic systems ..... 14
Vested decomposition
34
Column generation, convex and nonlinear programs ..... 34
Sparse matrix techniques
37
37
Applications ..... 52
Software ..... 17
Total ..... 3

Some idea of the recent research of the Systems optimization Laboratory of the Operations Research Department at Stanford can be gleaned from the titles that follow:

Andre Perold: "Fundamentals of a Continuous Time Simplex Method".

Andre Perold and George B. Dantzig: "A Basis Factorization Method for Block Triangular Linear Programs".

Bob Fourer: "Solving Staircase-structured Linear Programs by Adaptation of the Simplex Method".

Ron Davis: "New Jump Conditions for State Constrained Optimal Control Problems".

Philip Abrahamson and George B. Dantzig: "Imbedded Dual Decomposition Approach to Staircase Systems".

John Birge: "Solving Staircase Systems under Uncertainty".
This Workshop may well mark the point in time when efficient methods for solving large dynamic systems may be more than just a promise. Thirty three years from the time the hope was first expressed that such methods be found, they may soon become a reality!

## REFERENCES

[1] Wood, Marshall K., and Dantzig, George B., Programming of Interdependent Activities, I, Econometrica, July-October 1949.
[2] Dantzig, George B., Programming of Interdependent Activities, II, Econometrica, July-October 1949.
[3] Wood, M.K., and Geister, M.A., Development of Dynamic Modezs for Program Planning, A dizosation, T. Koopmans, Ed.. Wiley and Co. 1951.
[4] Dantzig, George B., Upper Bounds, Secondary Constraints and Block Triangularity in Linear Programming, Econometrica, 23, April 1955, pp 174-183.
[5] Dantzig, George B., Recent Advances in Linear Programming, Management Science Vol. 2, No. 2, January 1956, pp 131144.
[6] Dantzig, George B., and Wolfe,Philip, Decomposition Principle for Linear Programs, Operations Research 8, Jan-Feb.1960, pp 101-111.
Another version of this paper appeared in Econometric: 29. Oct. 1960, pp 767-778.
[7] Dantzis, George B., Compact Basis Triangularization for the Simplex Method, Zecent Advances in Ma=hematicai Programming, Graves, R.L., and Wolfe, P., Eds., McGraw Hill, 1963, N.Y. pp 125-133.
[8] Dantzig, George B., Large-Scale Systems and the Computer Revolution, Proceedings of the Princeton Symposium on Mathematical Programming, H.W. Kuhn, Ed. Princeton University Press, Princeton N.J. Aug. 1967 pp 51-72.

## THE SIMPLEX METHOD FOR NONSTRUCTURED LINEAR PROGRAMS

P. Huard

Direction des Etudes et Recherches
Electricité de France

A variant of the simplex method is adapted for the solution of large-size linear programming problems with a very sparse constraint matrix. Instead of using the inverse of the basis, three sparse linear systems are directly solved at each step, using a suitable pivoting method. Two advantages of this variant compared to standard procedure are:

- Memory volume requirements are proportional to the number of constraints (and not to its square).
- Calculation may be faster; the appropriate numerical tests are described in the paper.


## 1. - INTRODUCTION

With regard to the resolution of large linear programs, the basis of a variant of the Simplex method, using only a small amount of memory, has already been briefly described [3].

The aim of the present paper is to give a detailed study of this method and of the numerical experiments that validate it.

In its classical form, the Simplex method uses a square matrix, the inverse of the basic matrix, whose value is updated at each iteration. The number of nonzero elements of this matrix increases rapidly as the iterations go along and it is necessary in practice, when using the explicit form of the inverse, to have on hand a number of memories equal to the square of its dimension, say $m^{2}$ for a linear program with $m$ constraints. Thus it becomes difficult to handle problems having several hundred constraints, without using disks or tapes; then the overhead time may becomes prohibitive, because of their repetitive use and the large number of iterations.

Some special structures of the matrix of the linear program - like for example the block-angular one - allow for various interesting decompositions of the inverse of the basic matrix, which is similar to the solving of smaller linear programming problcms. Then the amount of necessary memory varies only lineariy with the size of the program, if the dimension of the biocks is a constant. Fortunately, such a block-
angular structure is rather often encountered (dynamic problems, regionalization problems) and various decomposition methods have been proposed (see for example [5]).

However, many linear programs do not have any structures suitable for decomposition. This is the case for problems related to a graph e.g. flow-problems - which contain the problem of electrical dispatching, as far as its structure is concerned.

Large linear programs, issued from "real life", have a very sparse matrix: only a few percent of the elements are nonzero. Of course, this sparsity appears in each basic matrix, but it disappears from the inverse matrix. The variant of the Simplex method, which follows, uses the basic matrix itself, instead of its inverse, and then eliminates the need for m memory positions. However, in the calculations, products of a matrix by a vector are replaced by resolutions of linear systems of the same dimensionality. The complexity of these two operations would be of $m^{2}$ and $m^{3}$ order respectively, if the matrices were full, which would rule out the proposed variant. But, as will be seen below, two factors may make it competitive. One is the difference in sparsity between the basic matrix and its inverse. The other is the fact that generally, the basic matrix is almost triangular, or more precisely "triangular-band-wise". In other words : after having performed a suitable permutation of rows and columns, nonzero elements lie below an extradiagonal line, located at a small distance $p$ above the diagonal. Such a linear system is easily solved through a specialized pivoting method that we call below the method of parameters. The amount of calculations is proportional to $\rho \mathrm{p} \mathrm{m}^{2}$, where $\rho$ is the proportion of nonzero elements, $p$ the width of the band located above the diagonal, and $m$ the dimension of the matrix (a large number, by hypothesis). In large problems, of real origin, that we have known of, $p$ is often between $\rho m$ and $2 \rho m$. If $\rho^{\prime}$ is the proportion of nonzero elements (density) of the inverse matrix ( $\rho^{\prime \prime}$ is normally much larger than $\rho$ ), the respective amounts of computation for one iteration of the Simplex method are roughly in the ratio $4\left(\rho / \rho^{\prime}\right)^{2} m$. For $\rho^{\prime}=60 \rho$ and $m=10^{3}$, this is practically 1 . In actual fact, numerical comparisons of Section 7, involving linear programs of up to 900 constraints, exhibit a very good speed for the proposed variant. In Section 8 the detailed costs for one iteration of the Simplex method are given with a comparison between the two variants.
2. - THE RFQUIRED CALCULATIONS DURING ONE ITERAIION OF THE SIMPLEX METHOD

The linear program to be solved is given in standard form

$$
\begin{gather*}
\text { Maximise } f x \text { subject to } \\
A x=a  \tag{1}\\
x \geq 0 \tag{2}
\end{gather*}
$$

where $A$ is a full-rank matrix; its rows are indexed by $M=\{1,2, \ldots, m\}$ and its columns by $N=\{1,2, \ldots, n\}$.

At each iteration, a basis $I$ is considered, i.e. a subset $I$ such that :

$$
\left\lvert\, \begin{aligned}
& I \subset N \\
& |I|=m \\
& A^{I} \quad \text { invertible }
\end{aligned}\right.
$$

where $A^{I}$, the basic matrix relative to $I$, is composed of the columns $A^{j}, V j \in I$.

To the basis I is associated the so-called basic solution of the basis $I$, defined by

$$
\begin{aligned}
& x_{I}=\left(A^{I}\right)^{-1} a \\
& x_{\bar{I}}=0
\end{aligned}
$$

where $\bar{I}$ is the complement of $I$ in $N$.

The successive bases generated by the Simplex method, are such that $x_{I} \geq 0$; hence, the considered basic solutions are all feasible (they satisfy conditions (1) and (2)).

An iteration consists of changing the basis $I$ inco a neighboring basis $I^{\prime}$, that is a basis obtained by exchanging an index $r \in I$ with an index $s \in \bar{I}$ :

$$
\begin{equation*}
I^{\prime}=I-r+s \tag{3}
\end{equation*}
$$

To determine $r$ and $s$, one can compute, in order :

$$
\begin{align*}
& u=f^{I}\left(A^{I}\right)^{-1}:  \tag{4}\\
& d^{\bar{I}}=f^{\bar{I}}-u A^{\bar{I}} \tag{5}
\end{align*}
$$

where $u, f^{I}, d^{\bar{I}}$ are row-vectors. This allows the candidate $s \in \bar{I}$, to be chosen with the condition $d^{s}>0$. Then :

$$
\begin{align*}
& x_{I}=\left(A^{I}\right)^{-1} a  \tag{6}\\
& I^{s}=\left(A^{I}\right)^{-1} A^{s} \tag{7}
\end{align*}
$$

where $X_{I}, a, T^{s}$ and $A^{s}$ are column vectors. This gives $r \in I$ by the condition

$$
\begin{equation*}
\frac{x_{r}}{T_{r}^{s}}=\theta=\min \left\{\left.\frac{x_{i}}{T_{i}^{s}} \right\rvert\, i \in I, T_{i}^{s}>0\right\} \tag{8}
\end{equation*}
$$

Once $r$ and $s$ are determined, it remains to update the inverse of the basic matrix, i.e. to compute ( $\left.A^{I^{\prime}}\right)^{-1}$. This is classicaly done from $\left(A^{I}\right)^{-1}$ through the relation :

$$
\begin{equation*}
\left(A^{I^{\prime}}\right)^{-1}=E\left(A^{I}\right)^{-1} \tag{9}
\end{equation*}
$$

where $E$ is an elementary matrix, explicitly known (see figure 1).


$$
\begin{aligned}
& E_{I-r}^{r}=-T_{I-r}^{S}\left(T_{r}^{S}\right)^{-1} \\
& E_{S}^{r}=\binom{S}{r}^{-1}
\end{aligned}
$$

## Figure 1

Thus the necessary calculations are represented by relations (4) to (9), and the inverse of the basic matrix is used in (4), (6), (7). These last relations can be replaced by

$$
\begin{align*}
& u A^{I}=f^{I}  \tag{4'}\\
& A^{I} x_{I}=a \\
& A^{I} T^{S}=A^{s} \tag{7'}
\end{align*}
$$

i.e. three linear systems to solve. In the first one, the matrix is the transpose of the basic matrix, in the last two, it is the basic matrix itself : these systems enjoy the sparsity of the A matrix, and solving them can be done without storing and using the inverse.

## 3. - DIRECT RESOLUTION OF THE LINEAR SYSTEM

The systems ( $4^{\prime}$ ), ( $6^{\prime}$ ), ( $7^{\prime}$ ) have long been successfully solved directly in the case of classical transportation problems. These very special linear programs can be stated :

$$
\begin{aligned}
\text { Minimize } & \sum c^{i j} x_{i j} \text { subject to } \\
& \sum_{i j} \quad x_{i j}=a_{j}, \quad j=1,2, \ldots, p \\
& \Sigma x_{i j}=b_{i}, \quad i=1,2, \ldots, q \\
& \\
& x_{i j} \geq 0 \quad, \quad \forall i j
\end{aligned}
$$

Here the A matrix has no more than 2 nonzero elements per column, which are equal to 1 , and the basic matrices are triangular. Thus solving the three linear systems is particularly easy and fast (it is not even necessary, here, to solve (7')).

An extension to problems of flow with gains was proposed by MAURRAS [4] in 1972. In this type of linear programs, the $A$ matrix still has no more than 2 nonzero elements per column, but of any real value. Systems (4'), ( $6^{\prime}$ ) or ( $7^{\prime}$ ) are almost as simple as a triangular systen. The method of solution consists of particularizing one unknown as a parameter, and in expressing one after the other the (m-l) remaining unknowns as functions of this parameter, using ( $m-1$ ) equations. Eliminating these ( $m-1$ ) unknowns from the last equation - not yet used - gives the value of the parameter. Plugging this value in the expression of the ( $m-1$ ) uninnowns completes the solution. The choice of the particularized unknown is guided by an interpretation of the structure of the A matrix, as incidence matrix of a graph. Of course, it is not possible to extend this theory to matrices with more than 2 nonzero elcments per column. However, a study of many square matrices, very large and very sparse, issued from real problems, shows that they often have a triangular-band-wise structure (after suitable permutations of rows and columns); their band-width has the same order of magnitude as the average number of nonzero elements per column or per row. More precisely, these square matrices are such that

$$
A_{i}^{j}=0 \quad, V_{i}, j: j>i+p
$$

where $p$ is the width of the band located above the diagonal. These matrices, of small thickness, correspond to linear systems that are easily solved by the pivoting method, called method of parameters, described in the next section. This method, which can be considered as an extension of that used by MAURRAS, uses a number of parameters equal to p. In practice, it reduces to solving a triangular system of dimension (m-p) with $p$ right-hand sides, and solving a $p \times p$ system. In problems of flows with gains, one always has $p \leq 1$.

## 4. - THE METHOD OF PARAMETERS

Let the system to solve be

$$
\begin{equation*}
B x=b \tag{10}
\end{equation*}
$$

where $B$ is an invertible (m $x$ ) matrix, such that

$$
\begin{equation*}
B_{i}^{j}=0 \quad \forall i, j=1,2, \ldots m: j>i+p \tag{11}
\end{equation*}
$$

We call $p$ the band-width of the triangular-band-wise matrix $B$.

The row $i=1$ has at most $p+1$ nonzero elements. We may suppose
$B_{1}^{p+1} \neq 0$, possibly after having exchanged coluan $p+1$ with some other. Therefore we can express $x_{p+1}$ as a function of the variables $x_{j}, j=1,2, \ldots, p$ considered as parameters :

$$
\begin{equation*}
x_{p+1}=\ell_{p+1}\left(x_{1}, x_{2}, \ldots, x_{p}\right) \tag{12}
\end{equation*}
$$

where $\ell_{p+1}$ is an affine function.
If $B_{2}^{p+2} \neq 0$ we can express from the row $i=2, x_{p+2}$ as a function of $x_{p+1}$ and of the parameters $x_{1}, \ldots, x_{p}$. Eliminating $x_{p+1}$ with (12) we obtain

$$
\begin{equation*}
x_{p+2}=\ell_{p+2}\left(x_{1}, x_{2}, \ldots, x_{p}\right) \tag{13}
\end{equation*}
$$

and so on. If, at each step $k$, corresponding to the use of the row $k$, we have $\beta_{k}^{k+p} \neq 0$, we obtain after (m-p) steps, the affine functions

$$
\begin{equation*}
\ell_{p+i}\left(x_{1}, x_{2}, \ldots, x_{p}\right) i=1,2, \ldots(m-p) \tag{14}
\end{equation*}
$$

Storing the coefficients of these functions (including the affine terms) requires an array (m-p)' $x(p+1)$.

Only the first (m-p) equations have been used. Using (14) we can eliminate the variables $x_{p+i} i=1,2, \ldots, m$ from the $p$ remaining equations, and we obtain a system of $p$ equations, where the $p$ unknowns are the parameters $x_{1}, \ldots, x_{p}$. Solving this ( $p \times p$ ) system gives the values of the parameters, and then (14) gives the other unknowns.

The hypothesis $B_{k}^{k+p} \neq 0$ implies that a new unknown $v_{k}$ does appear at step $k$. If this hypothesis is not satisfied, then the unkiown $x_{k}$ does not appear yet (nor any other, because of (11)); one parameter can be eliminated between equations $k$ and $k-1$, which no longer contain the unknowns $x_{p+i}, i=1,2, \ldots,(k-1)$, after use of (14). From then on, this eliminated parameter will become an unknown, expressed as a function of the remaining parameters. But later on, more than one unknown may appear at some step $k$ ' $>k$. It is then necessary to introduce new parameters, consisting of the excess unknowns.

Thus the set of parameters may fluctuate along the steps, in its dimensionality as well as in its content - see Figure 2. But it is sure, from (11), that it has never more than $p$ elements.

In addition to the matrix $B$ and the right-hand side $b$, the core requirement is at most $m \times(p+1):(m-p) \times(p+1)$ memories for the expressions (14), and $p \times(p+1)$ for the ( $p \times p$ ) system. Hence, in order to reduce the required storage, it is convenient to reduce the bandwidth $p$ down to a value as small as possible, by means of suitable
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rearrangements of the matrix $B$. Various techniques, systematically tested by D. FAYARD and G. PLATEAU [1], and Y. HAUW [2], have led to a simple technique, described in the next section; it gives a band-width which, if not optimal, is a quite satisfactory approximation.

For the sake of theoretical curiosity, as has been pointed out in [2], when applied to (10) with a full matrix $B$, the method of parameters leads to a pivoting method of the diagonalization type, as with the Jordan method. But the operations are not the same, and a precise inventory of the calculations shows that the respective numbers of multiplications, divisions and additions, are exactly the same as in Gauss method (which is a triangularization method, cheaper than Jordan's). In section 9 a detailed comparison of these operations will be given.

Finally, it should be noted that for the steps not including eliminations the pivots used are original elements of the $B$ matrix, for at step $k$, rews $k+1$ to m have not yet been modified. This fact is important for the stability of the computations.

## 5. - OBTAINING IN PRACTICE THE MINIMAL BAND-WIDTH

To perwute rows and columns of the B-matrix reduces to choose two permutation functions $g$ and $h$, defined on the domain $M=\{1,2, \ldots, m\}$. The optimal permutations, which give minimal band-width, solve the problem

$$
\min _{g, h}\left\{\max \left\{(h(j)-g(i)) B_{i j} \mid i, j \in M\right\}\right\}
$$

where $B_{i j}=1$ if $B_{i}^{j} \neq 0, B_{i j}=0$ otherwise.

No exact solution is known to this combinatorial problem, except through exhaustive enumeration - too expensive. Various heuristic
approaches have been proposed, to solve this problem or similar ones.
In the case of band-matrices of minimal band-width, we mention the process of Tewarson [7], which requires the resolution of an integer programming problem, without even guaranteeing an optimal solution.

In fact, concerning large and very sparse matrices, issued from real problems, some simple heuristics, based on intuitive considerations, have proved very efficient in a large number of cases. Rule 5.2 below is one of them.

## 5.1. - The full-rectangles rule

The nonzero elements of the B-matrix are squared into a string of rectangles, which touch one another by their diagonal corners, and whose upper-right elements are nonzero (sce Figure 3).


Figure
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Any one of these which is not full can always be decomposed into smaller full rectangles, and this is only done by permutations which concern only rows and columns in that rectangle. Then the new band-width is not greater than the old band-width.

This process can be applied independently to every initial rectangle that is not full. But, as Figure 4 shows, it does not guarantee an optimal solution.

## 5.2. - Row of smallest relative degree

Let $\Gamma_{i}$ be the set of indices corresponding to nonzero elements in the row $i$. Having fixed the first $k$ rows of $B$, the number

$$
d_{j}=\left|p_{j}\right|-1
$$

where $\quad P_{j}=r_{j} / r_{j} \cap\left({\left.\underset{i=j}{k} r_{i}\right)}^{u}\right.$ is called the degree of the row $j$, relative to the first $k$ rows. $P_{j}$ represents the set indexing the elements that are nonzero in the row $j$, but are zero in the first $k$ rows. Thus, adding a row of 0 degree after the first $k$ rows does not increase the number of parameters. A negative degree will decrease by 1 the number of parameters (through elimination). A positive degree increases that number by $d_{j}$.

Therefore a simple process consists of sorting the rows downwards : at each stage, one chooses a row that has the smallest relative degree among the remaining ones, and the new columns are moved so that the nonzero entries in the present new row are regrouped on the left.

It is this simple process that has finally been implemented in the code written by HAUW [2], after a number of extensive tests with matrices $(20 \times 20)$ and ( $100 \times 100$ ) have been performed. It seems that, with ( $100 \times 100$ ) matrices, the band-width has always been optimized within 2 or 3 .

When several rows have the same relative degree at the same stage, it is attractive to use a secondary criterion to choose from among them. For example, their influence on the remaining rows may be considered. After having tried more than a dozen such criteria, none has proved


## $\begin{array}{llllllllllllll}1 & 2 & 11 & 12 & 13 & 4 & 3 & 9 & 10 & 18 & 15 & 8 & 7 & 6 \\ 17 & 5 & 4 & 16\end{array}$



$$
p=6
$$

Figure 4
significant. Finally, the policy is to take the last encountered of the candidate rows (which leads to the easiest implementation).

It can be checked that this process automatically satisfies the rule 5.1 of full rectangles.

## 5.3. - Taking into account of special structures

Obvious permutation's can be suggested by certain special structures. This is the case for example when slack variables are present (or, more generally, when the matrix A contains a diagonal submatrix).

It is straight forward to obtain a basic matrix $A^{I}$ that has the pattern indicated on Figure 5 (where $U$ is a unit matrix, corresponding to the slack variables in the basis). In practice, the slack-rows are placed in the bottom. Then only the $B$-matrix is processed, and its column permutations are also applied to $C$. It is the new triangular-band-wise matrix $B^{\prime}$ that imposes the number of parameters.

Note also that, when the basis is changed, the triangular band-wise pattern of the basic matrix is only slightly affected. It can easily be seen that, through a very simple column permutation, the band-width is changed by 1,0 or -1 . Thus, a complete reordering may be applied only from time to time.

## 6. - AVEPAGE THICKNESS OF A MATRIX

An important question, before using the method of parameters, is to know what band-width is to be expected after reordering.

Or course, this question has no general answer, but one can try to have an idea by studying first the probability distribution of this band-width, for matrices whose elements are randomly generated. This is done in 6.1. Structured matrices are studied in the following sections :
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in 6.2, pathological cases - fortunately artificial and rare - that give maximum band-width; in 6.3, highly structured matrices, issued from problems of electrical dispatching, always giving small band-widthes.

## 6.1. - Sparse matrices randomly generated

Three samples, of 100 matrices each, have been generated. These matrices are ( $100 \times 100$ ) and their elements, 0 or 1 , are realizations of independent random variables with a probability $\rho$ to get a 1 . The samples correspond respectively to $\rho=0.05,0.04,0.03$. Each matrix thus obtained is processed as described in 5.2 , so as to obtain a band-width as small as possible.

Figure 6 indicates the frequency of the minimal band-width $p$. Note the dispersion of $P$, and its very quick variation, as a function of $\rho$ : for $\rho=5 \%$, the average $p$ is between 18 and 19 , but reduces to 8 -9 for $\rho=4 \%$, and practically vanishes for $f=3 \%$.

However, the density is not the only influential factor for the thickness of the matrix. From a remark of W. DE LA VEGA and J.F. MAURRAS [9] a randomly generated ( $1,000 \times 1,000$ ) matrix of exactly 10 nonzero elements per row (and hence with a density of 0.01 ) may have a null ( $333 \times 333$ ) submatrix with a probability almost equal to zero. (夫) The "absolute" value of $\left|\Gamma_{i}\right|$ seems to play an important role.

Lastly, notice the numerical experiments of J. DENEL [8] concerning random matrices with, for each row i, a randomly generated value of the degree $\left|\Gamma_{i}\right|$ between 1 and $d$, and randomly generated ranks for the nonzero elements. The sizes of these matrices vary between 50 and 1,000 , with $d=6,10$ and 20 . The mean value of the degrees is thus d/2. Notice that almost all these matrices are structuraly singular. In the table below are given the mean values of $\rho$ and $p$ for each couple ( $\mathrm{d}, \mathrm{m}$ ), corresponding to samples of 10 matrices ( $m<1,000$ ) or 20 matrices (m = 1,000).

$$
-37-
$$

| $d$ | 6 |  |  |  | 10 |  |  |  |  |  |  | 20 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| $m$ | 50 | 100 | 200 | 1,000 | 50 | 100 | 200 | 400 | 600 | 800 | 1.000 | 1,000 |
| $0 Z$ | 7 | 3.5 | 1.75 | 0.35 | 11 | 5.5 | 2.75 | 1.4 | 0.9 | 0.7 | 0.5 | 1 |
| $p$ | 3 | 3.5 | 5 | 19 | 10 | 19 | 34 | 67 | 88 | 121 | 155 | 3.30 |

It is not really possible to draw practical conclusions from these experiments, because basic matrices of usual linear programs substantially deviate from these random marrices.

## 6.2. - Pathological cases

It is possible to construct matrices in which any pair of rows (and of colums as well) have only one nonzero element at the same place, i.e. :

$$
\left|r_{i} \cap r_{j}\right|=1, \quad \forall i, j=1,2, \ldots, m, \quad i \notin j
$$

(x) This theorical result was confirmed by numerical exneriments : amonn twenty such random ( $1,000 \times 1,000$ ) matrices, the minimum value of p was 431 (See [8]).

Such ( $m \times m$ ) matrices, with $k$ nonzero elements per row end per column, can be found by representing configurations or finite projective planes. A study is given in [6].

These matrices are characterized by the numbers $m$ and $k$
related by
$k=q+1$
$m=q^{2}+q+1$
where $q$ is a prime number, or a power of a prime number. One sees that the density $p=k / m$ becomes small when the size of the matrix increases.

Examples of such matrices are given in Figure 7 for $q=1,2,3,2^{2}$ We leave to the reader the pleasure to construct the case $q=5$ (m=31, $k=6$ ). He will then see that constructing such matrices is not a trivial task. It is fortunate that these matrices are somewhat "rare", becausc it is easy to check that their minimal band-width is at least $k(k-1) / 2$, or ( $m-1$ )/2, i.e. the same order of magnitude as $m$.

## 6.3. - Matrices of real motivation

Contrary to random matrices, matrices corresponding to linear programs coming from real problems, are highly structured. As a result, for the same proportion of nonzero elements, they have narrower bands.

Experiments with problems of electrical dispatching, have been conducted by FAYARD, HAUW and PLATEAU [1], [2]. A first series of 12 ( $20 \times 20$ ) matrices $-i s s u e d$ from lincar programs representing the CIGRE model of electrical network with 10 nodes - having many nonzero elements ( $20 \%$ to $35 \%$ ) have given band-widthes ranking from 1 to 5 , as indicated in the table below. The indicated p-values are the smallest ones obtained after various trials of permutations. But results were generally obtained with Procedure 5.2.

| 12 |
| :---: |
|  |
| $\mathrm{m}=3$ |
| $k=2$ |




$$
\begin{aligned}
& m=13 \\
& k=4
\end{aligned}
$$
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| $0 \%$ | 19,75 | 23 | 25,25 | 27 | 27,75 | 28,75 | 30 | 31,25 | 32,5 | 33,75 | 34,5 | 35,25 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| P | 1 | 2 | 2 | 3 | 4 | 4 | 3 | 3 | 3 | 4 | 4 | 5 |

Note that $p$ generally increases with $p$, but with fluctuations, of course due to differences in the structures.

A second series of experiments has been conducted with 10 ( $100 \times 100$ ) matrices $A$ of the following form :

where $B^{\prime}$ is obtained from the given matrix $B$ by removing one column. This general pattern is typical in problems of electrical dispatching, having similar constraints on reactive and active powers.

The chosen $B$ matrices had structures frequently encountered in this type of problems, with p-valucs ranking from $6 \%$ to $10 \%$. As indicated in the table below, the corresponding p-values vary from 5 to 20 ; they are the smallest values obtained after various trials of permutations.

| $0 \%$ | 5,93 | 5,95 | 5,95 | 5,97 | 6,49 | 7,35 | 8,85 | 8,93 | 9,15 | 9,49 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p$ | 7 | 5 | 8 | 6 | 8 | 12 | 17 | 20 | 18 | 15 |

Here again the rough increase of $p$ with $\rho$ is patent, despite the variety of the chosen $B$-structures. Just for comparison with the random ( $100 \times 100$ ) matrices of Section 6.1 , a smoothed extrapolation of the above results give approximately $p=3$ for $\rho=5 \%$ ( compare with Figure 0 )

## 7. - NLMERICAL EXPERIMENTATION OF THE METHOD OF PARAMETERS [2]

The method of parameters has been experimented with some linear programs, the dimension of which ranking from 60 to 922 constraints. The results, displayed in the table below, show that the maximum number of parameters used during each resolution is always considerably smaller than the number of constraints; this established the interest of the method of parameters with respect to explicit use of the inverse of the basic matrix, as far as storage is concerned.

The very simple experimental code used in the tests was written by Y. HAUW [2]. It contains a switch for the computation $d, T^{s}$ and $x_{I}$ (see Section 2) either by "Explicit inverse" or by "Parameters". The two variants for a same problem normally give the same sequence of bases, except possibly by the end, in the case of very small values for $d^{s}$ and of roundoff errors different in either method. This code is written in Fortran IV, H compiler.

The computation times indicated in the "Parameters" column are those obtained with this code on a CII IRIS 80 computer. Likewise for the "Explicit inverse" column for problems 1,2,3. For problem 4, it is the time obtained with the IMSL Code on IBM 3033 Computer, multiplied by 19.5 in order to compare with IRIS $80^{(*)}$.

For problem 5, it is the time obtained with the APEX III code on CDC 7,700 (although this code factorizes the basic inverse) multiplied by 60. It may be remarked that the parameter's variant is quite competitive for the first four problems. For problem 5, the analysis of the computation time has shown that the re-ordering of the matrix needed almost all of the 11 seconds. The sorting routine used in the experimental code of $Y$. HAUW was a $\mathrm{m}^{2}$ sequential sorting routine, which becomes prohibitive for large values of m. A new version of $J$. DENEL [8], based on an adaptation of the binary-tree $H E A P-S O R T$ procedure, has a cost of only $N \log _{2} m$, $N$ being the number of nonzero elements of the matrix. The time for ordering a ( $1,000 \times 1,000$ ) matrix is then divided by about 10 , which for problem 5 should give a time per iteration similar to the one of the APEX III code.
(*) The number 19.5 is obtained by comparing the times needed to invert a matrix ir double precision (COLVILLE standard program). These times are respectively 2.51 and 49.1 seconds.

Notice finally that the possibilities of saving permutations when the change of basis takes place, indicated at the end of section 5.3., have not yet been used in the code.

| Problem | m | n | Nonzero elements |  | $P$$\operatorname{maxi}$ | Mean time/iteration in sec. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{N}^{\text {a }}$ |  |  | Total | 7 |  | Explicit inverse | Parameters |
| I | 60 | 92 | 328 | 6 | 6 | 0.13 | 0.17 |
| 2 | 100 | 120 | 600 | 5 | 8 | 0.45 | 0.41 |
| 3 | 170 | 218 | 793 | 2 | 6 | 1.36 | 0.75 |
| 4 | 249 | 487 | 954 | 0,8 | 4 | 4.60 | 1.14 |
| 5 | 922 | 1763 | 3738 | 0,23 | 3 | 1 | 11 |

Some notes about the origins of the problems considered

The dimensions are thoge of the standard form (equality constraints, non negative variables, slacks included, artificial variables excluded).
$N^{\circ} 1$ : A program with 28 inequality constraints and 32 natural variables, non negative and upper-bounded. The bounds are taken as ordinary constraints, hence $28+32=60$ slack variables, and $28+32=60$ constraints.
$N^{\circ} 2$ : A synthetic problem, the matrix being obtained by doubling a random (99 x 60) matrix - having linearly independent columns - and adding a bordering line, as described in CHARNES, RAIKE, STUTZ and WALTERS (ACM volume 17 number 10 (1974) 583-586).
$N^{\circ} 3$ : Management of a reservoir, 122 inequality constrainis and 48 natural variables, non negative and bounded. The bounds are treated as ordinary constraints, hence $122+48=170$ slack variables, and $122+48=170$ constraints.
$N^{\circ} 4$ : Energy program, with two periods, 236 inequalities and 13 equalities, $25 i$ natural positive variables. Hence $236+13=249$ constraints and 236 slack variables.
$N^{\circ} 5$ : Energy program over 8 periods, with 922 inequalities and 841 natural positive variables, hence 922 slack variables.
8. - ANNEX 1

COMPARISON OF THE REQUIRED CALCULATION, DURING ONE ITERATION OF THE SIMPIFX METHOD, BETWEEN THE EXPLICIT USE OF THE INVERSE, AND THE DIRECT RESOLUTION WITH PARAMETERS

In one iteration of the Simplex method, the matrix calculations that differ in the two variants are : (4), (6), (7), (9) for the explicit use of the inverse, and ( $4^{\prime}$ ), ( $6^{\prime}$ ), ( $7^{\prime}$ ) for the solving of the linear systems with the method of parameters.

In the first variant, it is of course possible to avoid (4) by using the classical relation

$$
\begin{equation*}
u\left(I^{\prime}\right)=u-d^{s}\left(T_{r}^{s}\right)^{-1}\left(A^{I}\right)_{r}^{-1} \tag{A-1}
\end{equation*}
$$

where the values of $u, d, T$ are those relative to the basis $I$, and hence are known. One can also compure directly

$$
d\left(I^{\prime}\right)=d-d^{s}\left(T_{r}^{s}\right)^{-1}\left(A^{I}\right)_{r}^{-i} A
$$

Also, in either variant, it is possible to avoid (6) or ( $6^{\prime}$ ), using the classical relation :
$\left.\begin{array}{l}x_{i}\left(I^{\prime}\right)=x_{i}-T_{i}^{s} \theta \quad i \in I \\ x_{s}\left(I^{\prime}\right)=\theta \\ x_{j}\left(I^{\prime}\right)=0\end{array}\right\}$
where $\theta$ is given in (8).

However, in large problems, with many iterations, roundofferrors may become important in these recursive calculations. In what follows, therefore, we suppose that both variants actually use (4), (6), (7) and (9), on the one hand, and (4'), ( $6^{\prime}$ ), ( $7^{\prime}$ ) on the other.

The second variant (direct resolution) requires in addition rearranging rows and columns (actually : rearrangement of pointers), i.e. operations that can hardly be compared with aritnmetic operations. Nevertheless, these operations being fast, we will disregard them in the analysis below.

Some more comments before going on : operations (6) and (7) cost the same. Operations (4'), (6') and (7') as well, but (6') and (7') concern the resolution of the same linear system with two different right-hand sides, which is little more expensive than just one resolution. Solving (4') corresponds to the transpose matrix, which enjoys the same reordering as the basic matrix (rows are just used in reverse order).

Therefore it suffices to detail the calculations for (6) on the one hand and for ( $6^{\prime}$ ) with one and two right-hand sides. These calculations mainly consist of scalar products between rows and columns, so we take into account the zero-elements of these vectors to avoid corresponding multiplications : the amount of calculation is the expectation of the actual number of multiplications. The value of this number in a scalar product exploiting sparsity, is recalled in Section 8.1. Also, operations whose result is a value known in advance ( 0 or 1 ) will not be counted.

We recall that these schematic balances count only the arithmetic operations : multiplication, addition, division, that they analyse only parts that differ in the two variants and that they do not take into account possible computer adaptations, characteristic of each variant.

## 8.1. - Scalar product of two sparse vectors

Let $u$ and $v$ be two m-vectors, the components of which are independent random variables. Let $p$ (resp. $p^{\prime}$ ) be the probability that a component of $u$ (resp. v) is zero. We set $q=1-p, q^{\prime}=1-p^{\prime}$. Consider the scalar product

$$
u \cdot v=\sum_{i=1}^{m} u_{i} v_{i}
$$

If $x$ is the number of multiplications with one zero at least, this number equals the total number of zeroes in $u$ and $v$, minus the number of coinncidences $u_{i}=v_{i}=0$. Hence:
$E(x)=m\left(p+p^{\prime}-p p^{\prime}\right)$
$E(x)=m\left(1-q q^{\prime}\right)$
(A.4)

If $y$ is the number of actual multiplications $\left(u_{i}\right.$ and $\left.v_{i} \neq 0\right)$, one has $y=m-x$, hence

$$
\begin{equation*}
E(y)=m q q^{\prime} \tag{A.S}
\end{equation*}
$$

8.2. - Detailed calculations in the variant "explicit inverse"
8.2.1. - Updating_the inverse

The new inverse is obtained by premultiplying $\left(A^{I}\right)^{-1}$ by an elementary matrix $E$. Thus, an element ( $i, j$ ) of the new inverse $\left(A^{\prime}\right)^{-1}$ is calculated through the following scheme (see Figure 8).


Figure 8

If $i \neq s, i . e . m(m-1)$ occurences $: 1$ addition and 1 multiplication.

If $i=s, i . e$. occurences : only 1 multiplication.

The addition is done only if the element (i,j) of the old inverse is nonzero. The multiplication is done only if the element(i,r) of $E$ and the element $(r, j)$ of the old inverse are both nonzero.

If $\rho^{\prime}$ is the density of the basic inverse, and of the r-column of $E$ (which is obtained, from the candidate column $\mathrm{T}^{\mathrm{S}}$, through m divisions), we finally obtain the following account :

| $\times$ | $\left.m^{\prime}(m-1) \rho^{\prime}+1\right) \rho^{\prime}$ |
| :--- | :--- |
| + | $m(m-1) \rho^{\prime}$ |
| $\div$ | $(m-1) \rho^{\prime}+1$ |

8.2.2. - Product of the basic inverse byanaector

If $\rho$ is the density of vectors $f^{I}$, a or $A^{s}$ (supposed to be equal to that of $A$ ) we obtain

| $\times$ | $m^{2} \rho 0^{\prime}$ |
| :---: | :---: |
| + | $m^{2} \rho o^{\prime}$ |
| $\div$ | 0 |

8.2.3. - Total account

Sumning up operations 8.2.1 and 8.2.2 (the latter
being done three times) gives a total account :

$$
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|  |  | m large |
| :--- | :--- | :--- |
| $\times$ | $m\left(m\left(3 \rho+\rho^{\prime}\right)+1-\rho^{\prime}\right) \rho^{\prime}$ | $\mathrm{m}^{2}\left(3 \rho+\rho^{\prime}\right) \rho^{\prime}$ |
| + | $m(m(1+3 \rho)-1) \rho^{\prime}$ | $\mathrm{m}^{2}(1+3 \rho) \rho^{\prime}$ |
| $;$ | $(m-1) \rho^{\prime}+1$ | $\mathrm{~m} \rho^{\prime}$ |

8.3. - Detailed calculations in the variant "Parameters"

We study here the direct resolution of a linear system, considering simultaneously $h$ right-hand sides. We have $h=1$ when solving (4'), and $h=2$ when solving simultaneously ( $6^{\prime}$ ) and (7').

The ( $m \times m$ ) matrix of the system is supposed triangular-bandwise, having a band of width $p$ (above the diagonal, diagonal excluded). Therefore the number of parameters to be used when solving this system is at most $p$. We will further suppose that this number is constantly equal to $p$ (no temporary elimination of parameters).

There are four distinct phases in the calculation :

- Successive transformations of the first (m - p) lines, to express (m - p) unknowns as functions of the parameters.
- Construction of the ( $p \times p$ ) system to compute the parameters.
- Solving this system.
- Calculating the (m - p) other unknowns.

It is reasonable on the long run to take for the basic matrix the same proportion $\rho$ as for the matrix A. However we cannot take the same value for the row-sections that lie below the null-triangle. We have to modify $\rho$ according to the ratio of surfaces of the null-triangle and the matrix, and to take

$$
\begin{equation*}
p^{\prime \prime}=\frac{p}{1-\frac{(m-p-1)(m-p)}{2 m^{2}}} \tag{1.9}
\end{equation*}
$$

If $m$ is large with respect to $p$, one has approximately $p^{\prime \prime}=2$.

$$
\text { 8.3.1. - Transforming_line } k(k=1,2, \ldots, w-p)
$$

The first ( $k-1$ ) rows (including the right-hand side(s)) have already been transformed by pivoting, and look like the sketch on the left of Figure 9 (where only one right-hand side is shown).

We suppose in this figure that the $p$ parameters correspond to the $p$ first columns, and that no parameter has been eliminated. We suppose that, from the previous operations, the first p columns are full, as well as right-hand sides. The other elements in the first ( $k-1$ ) first rows are : 1 in ( $i, p+i$ ) and 0 elsewhere.

The operations that transform the row $k$ are :

- $\rho^{\prime \prime}(p+k+h-1)$ divisions by the pivot (divisions of the nonmero elements, excluding the pivot but including the right-hand sides).
- $\rho^{\prime \prime}(p+h)(k-1)$ multiplications (multiplying each row $k$ ' $k$, by the same element, to obtain after addition a zero at the location ( $k, p+k^{\prime}$ )). Only the elements of the first $p$ columns, as well as right-hand sides, are actually multiplied.
- $p^{\prime \prime}(p+h)(k-1)$ additions (to cach multiplication above, corresponds one addition to some element in the row $k$ ).

Suming up from $k=1$ to $k=m-p$, we obtain :

| $\times$ | $\frac{(m-p)(m-p-1)(p+h)}{2} \rho^{\prime \prime}$ |
| :---: | :---: |
| + | $\begin{equation*} \frac{(m-p)(m-p-1)(p+h)}{2} \rho^{\prime \prime} \tag{A.10} \end{equation*}$ |
| ; | $\frac{(m-p)(m+p+2 h-1)}{2} \quad D^{\prime \prime}$ |



Figure 9



Figure 10

### 8.3.2. - Building the_( $\quad$ x_R) system

Once the above operations have reached the row $k=m-p$, we have a matrix looking like the sketch on the left of Figure 10. Combining with the first (m - p) rows, we eliminate the entries of the last $p$ rows, columns $p+1$ to $m$. If some entry is already 0 , the operation is skipped.

We suppose, that the submatrix $(i, j) i=1,2 ; \ldots$ (m-p), $j=1,2, \ldots, p$ is full, but only the proportion $\rho "$ is to be considered in the submatrix $(i, j), i=(m-p+i), \ldots, m, j=(p+1), \ldots, m$ because the transformations 8.3.1. have not affected the last $p$ rows. Moreover, eliminating an entry of this submatrix does not change its other entries (yet it modifies the corresponding row of the ( $p \times p$ ) submatrix of the parameters).

We finally obtain after enumeration :

| $\times$ | $p(p+h)(m-p) \rho^{\prime \prime}$ |
| :--- | :--- |
| + | $p(p+h)(m-p) \rho^{\prime \prime}$ |
| $\div$ | 0 |

8.3.3. - Solving_the ( E x_p) system for the_parameters

Its matrix is normally full. A classical pivoting method such as GAUSS's method requires :

| $\times$ | $\frac{p(p-1)(2 p+3 h+2)}{6}$ |
| :--- | :--- |
| + | $\frac{p(p-1)(2 p+6 h-1)}{6}$ |
| $\div$ | $\frac{p(p+2 h-1)}{2}$ |

which amounts to $p^{3}$ order, and is negligible if $p$ is small with respect to m .

### 8.3.4. - Calculating the other unknowns

To obtain the $k-t h$ unknown ( $k=1,2, \ldots, m-p$ )
one has to multiply the $p$ first entries of the $k$-th row (matrix on the right in Figure 10 ) by the corresponding parameter value and to substract the results from each right-hand side. Hence, for the whole of ( $m-p$ ) unknowns and h right-hand sides :

| $\times$ | $(m-p) ; p$ |
| :--- | :--- |
| + | $(m-p) p h$ |
| $\div$ | 0 |

### 8.3.5. - Iotal account

In summary, solving (4'), ( $6^{\prime}$ ), ( $7^{\prime}$ ) as a result of adding (A.10) to (A.13) for $h=1$ and $h=2$, requires the following operations :

| $\times$ | $\frac{(m-p)(m+p-1)(2 p+3)}{2} \rho^{\prime \prime}+2(m-p) p+\frac{p(p-1)(4 p+13)}{6}$ |
| :--- | :--- |
| + | $\frac{(m-p)(m+p-1)(2 p+3)}{2} \rho^{\prime \prime}+3(m-p) p+2 \frac{p(p-1)(p+4)}{3}$ |
| $\div$ | $(m-p)(m-p+2) \rho^{\prime \prime}+p(p+2)$ |

If $m$ is large in front of $p, \rho " \sim 2 p$ and the orders
of magnitude are :

| $\times$ | $2 \mathrm{~m}^{2} \rho \mathrm{p}$ |
| :--- | :--- |
| + | $2 \mathrm{~m}^{2} \rho \mathrm{p}$ |
| $\div$ | $2 \mathrm{~m}^{2} \rho$ |

## COMPARISON BETWEEN THE PIVOTING METHODS OF GAUSS, JORDAN AND PARAMETERS

We suppose here that the considered matrix is full. This leads, in the method of parameters, to use m parameters (which of course presents no interest from a practical point of view). In this special situation, the method of parameters is a pivoting method with diagonalization, as JORDAN's method. However, its cost is exactly that of GAUSS' $\varepsilon$ method, which is a pivoting method with triangularization.

In Figure 11, are given the details for the $k$-th stage for each method, fogether with the comparative account of the calculations.

+


| $x$ | $\frac{m(m-1)(2 m+5)}{6}$ | $\frac{(m-1)[m(m+1)-2]}{2}$ | $\frac{m(m-1)(2 m+5)}{6}$ |
| :---: | :---: | :---: | :---: |
| + | $\frac{m(m-1)(2 m+5)}{6}$ | $\frac{(m-1)[m(m+1)-2]}{2}$ | $\frac{m(m-1)(2 m+5)}{6}$ |
| $\div$ | $\frac{m(m+1)}{2}$ | $m^{2}$ | $\frac{m(m+1)}{2}$ |

Figure 11
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The simplex method often performs a large number of degenerate iterations on linear programs encountered in practice. This paper studies degeneracy from the point of view of reducing the computational effort per degenerate iteration. First, the simplex method is viewed as performing a sequence of nondegenerate iterations with the direction of movement at each such iteration being determined by an auxiliary linear program having as many rows as there are degenerate basic variables in the current solution. Then we show that the computations in this setting can be conveniently performed by means of a basis factorization method, achieving its savings by being able to perform degenerate iterations with oniy partial information. This method seems best suited for use with multiple pricing.
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## 1. INTRODUCTION

A linear programming basic feasible solution is said to be degenerate when it contains zero valued basic variables. Call these degenerate variables. A degenerate iteration in the simplex method is a (feasible) change of basis with no improvement in the objective value.

The presence of degenerate solutions in linear programming is troublesome both theoretically and computationally. In the former, the possibility of cycling (an infinite number of iterations) cannot be ruled out without special pivot selection tiebreaking rules (e.g. [1], [2]). In the latter most problems encountered in practice exhibit some degree of degeneracy, and even though the simplex method almost never cycles on such problems, it nevertheless usually performs a high proportion of degenerate iterations [7]. (Our own experience indicates that a problem with on the average $20 \%$ of its variables degenerate usually results in approximately $50 \%$ of its iterations being degenerate.)

In this paper we study degeneracy from the point of view of reducing the computational effort per degenerate iteration. We begin by viewing the simplex method as performing a sequence of nondegenerate iterations, with the direction of movement at each such iteration being determined by an auxilliary linear program having as many rows as there are degenerate basic variables in the current solution. Then we show that the computations in this setting can be conveniently performed by means of a basis factorization method which achieves its savings by being able to perform degenerate iterations with only partial information. We indicate that this method should be best suited for use with multiple pricing [4], a technique that considers several candidates at once for introduction into the basis.
2. RESOLVING DEGENERACY: A SUBPROBLEM

Let the given problem be

$$
\begin{array}{lc}
\operatorname{minimize} & c^{\top} x \\
\text { subject to } & A x=b ; x \geq 0 . \tag{1}
\end{array}
$$

Denote a basic feasible solution generically by $x=(u, v, y)$, where $u, v$ and $y$ are respectively the basic variables at positive level (nondegenerate variables), basic variables at zero level (degenerate variables), and nonbasic variables. Let $B$ denote the generic basis submatrix of $A$.

For a given feasible basis B, we may express the basic variables in terms of the nonbasic variables to obtain an equivalent problem

$$
\begin{array}{lc}
\operatorname{minimize} & p^{\top} y \\
\text { subject to } u+C y=q(q>0) \\
v+D y=0  \tag{2}\\
(u, v, y) \geq 0
\end{array}
$$

(We ignore the constant term difference between the objective values of (1) and (2)). The form of (2) will be considered generically, being equivalent to the usual canonical simplex tableau [2].

Suppose we now perform the simplex method (under a given pivoting rule) and that $k(\geq 0)$ iterations occur before either a strict improvement in the objective value or a proof of optimality is obtained. Two observations are immediate:

1. Iterations $1, \ldots, k$ will consist of exchanges of nonbasic variables ( $y$ ) with degenerate basic variables (v).
2. If iteration $k+1$ yields a strict decrease in the objective value, this can only occur if $D_{s} \leq 0$, where $y_{s}$ is chosen as the entering variable.

From this it is clear that in order to move from one basic solution to another with a strict improvement in the objective value, the simplex method is indeed solving the subproblem

$$
\begin{array}{lc}
\operatorname{minimize} & p^{T} y \\
\text { subject to } & v+D y=0  \tag{3}\\
& (\mathbf{v}, \mathrm{y}) \geq 0
\end{array}
$$

This is a linear program whose variables all remain at zero level until an unbounded solution is detected, at which point it is terminated. Once (3) has been soived, a change in the degeneracy structure occurs with a simultaneous exchange of degenerate ( $v$ ) and nondegenerate ( $u$ ) variables.

We wish to regard (3) as being distinct from the original problem for the following reasons:

1. Being generally much smaller in size, it may prove worthwhile to solve it on the side in some sense. If the simplex method performs many degenerate iterations or if the degeneracy structure does not vary greatly from one nondegenerate step to the next, then (3) represents that part of the tableau changing most rapidly. Exploiting this is the subject of the next section.
2. Totally degenerate linear programs such as $(3)^{\dagger}$ are in a way very different from their nondegenerate counterparts, and may (at least a priori) be better solved by methods other than the usual pivoting rules. Firstly, feasibilty is always assured: every nonsingular submatrix of columns of (I,D) is a feasible basis for (3). Secondly, (3) can be solved by inspection if there is a column satisfying

$$
\begin{equation*}
\mathrm{D}_{\mathrm{s}} \leq 0, \mathrm{p}_{\mathrm{s}}<0 \tag{4}
\end{equation*}
$$

Thus if we had the updated tableau at our disposal, this should be the first criterion for an incoming column rather than, say, $p_{s}=\min \left\{p_{i}\right\}$. Further, if no such column exists, we wish to perform an exchange of columns with the hope that there will be such a column at the next step: to this end, there seems little justification for selecting an incoming column with $\mathrm{p}_{\mathrm{s}}<0$, or restricting the pivotal element to be positive. In the revised simplex method [2] where for reasons of cost the full updated tableau is not available, choosing the incoming column with $\mathrm{p}_{\mathrm{s}}<0$ may therefore be viewed as maximizing the probability that, in addition, $\mathrm{D}_{\mathrm{s}} \leq 0$. With the added use of multiple pricing, however, a few columns of the updated tableau are kept at hand. In particular, this can be used to advantage in seeking a column satisfying (4), and is well suited for use with the method presented next.

[^0]
## 3. A DEGENERACY EXPLOITING BASIS FACTORIZATION METHOD

The heart of most implementations of the simplex method is the manner in which the basis is represented. Usually one chooses a factorization that can be used efficiently and stably in solving for the prices and the representation of the incoming column - as required in the revised simplex method, and can be easily updated from one iteration to the next.

The method proposed here is, like a great many others, based on partitioning and tearing (see [3]). Consider first the following general factorization scheme:

Partition

$$
B=\left(\begin{array}{ll}
T & H  \tag{5}\\
F & G
\end{array}\right)=\left(B^{\prime}, B^{2}\right)
$$

arbitrarily but so that $T$ is nonsingular. Then $B$ may be factorized as the product

$$
B=\left(\begin{array}{cc}
T & O  \tag{6}\\
F & I
\end{array}\right)\left(\begin{array}{cc}
I & \bar{H} \\
O & \bar{G}
\end{array}\right)=L V
$$

for appropriate $\bar{G}$ and $\bar{H}$. In order to solve equations with respect to $B$ and $B^{\top}$, it suffices to have $T$ and $\overline{\mathrm{G}}$ in factorized form. Typically, T is chosen to have a convenient form, e.g. triangular, so that most of the work centers around $\overline{\mathrm{G}}$ and $\overline{\mathrm{H}}, \mathrm{F}$ already being part of B . To save on storage, the requisite equations may also be solved without knowledge of $\overline{\mathrm{H}}$, an approach we favor here (see e.g. [5] ). For example, to determine the representation of the incoming column, a, the system

$$
\mathrm{Bz}=\mathrm{a}
$$

may be solved as follows:

$$
\begin{align*}
& \mathrm{L} w=a \\
& \overline{\mathrm{G}} z^{2}=w^{2}  \tag{7}\\
& L\binom{z^{1}}{0}=a-B^{2} z^{2}
\end{align*}
$$

where $w=\left(w^{1}, w^{2}\right)$ and $z=\left(z^{1}, z^{2}\right)$ are partitioned appropriately.

In the context of degeneracy, let $B$ be partitioned so that $B^{1}$ and $B^{2}$ are the columns corresponding to nondegenerate and degenerate variables respectively ${ }^{\dagger}$. Observe that $\overline{\mathrm{G}}$ and $\overline{\mathrm{H}}$ are then simply parts of the tableau updated relative to the basis $L$. In addition, $\bar{G}$ is the starting basis for the subproblem (3).

Suppose next that the simplex method applied to (1) with starting basis B performs some degenerate iterations followed by one that is nondegenerate. Since degenerate iterations involve replacements only of degenerate variables, the change in our factorization of $B$ in (6) is localized to an exchange of columns in $\bar{G}$ alone (assuming we discard $\bar{H}$ ). Further, in solving for the representation of the incoming column we would only partially solve (7) in order to obtain $z^{2}$, which is all that is needed to perform a degenerate iteration. ( $\mathrm{z}^{2}$ here is $\mathrm{D}_{\mathrm{s}}$ in the previous section).
$z^{2} \leq 0$ indicates that the current iteration is nondegenerate. We would then solve the third system in (7) for $\mathrm{z}^{1}$, and determine the leaving column by means of the usual minimum ratio test. At this point the update of the factori-

[^1]$$
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zation (6) is more cumbersome because a change in the degeneracy structure occurs. Restoring (6) in conformance with the new partition into degenerate and nondegenerate columns will most likely be too costly, and an easier method (both conceptually and computationally) may be to border $\overline{\mathrm{G}}$ appropriately, leaving the factor L untouched.

More specifically, if the entering column, a, repiaces a nondegenerate column of $B$, and moreover a subset $\alpha$ of the nondegenerate variables become degenerate, we would enlarge $\overline{\mathrm{G}}$ to obtain

$$
\overline{\mathrm{G}}(\text { new })=\left(\begin{array}{ccc}
\mathrm{I} & w_{\alpha}^{1} & \overline{\mathrm{H}}_{\alpha .} \\
\mathrm{O} & w_{r}^{1} & \overline{\mathrm{H}}_{\mathrm{r}} \\
0 & w^{2} & \overline{\mathrm{G}}
\end{array}\right)
$$

where $r$ is the pivot row and $w$ is determined in (7). The work here is then to generate the required rows of $\overline{\mathbf{H}}^{+}$followed by an update of whatever factorization is employed for $\overline{\mathrm{G}}$. Note that $\overline{\mathrm{G}}$ now represents the degenerate variables together with the nondegenerate variables that were initially degenerate.

Periodically we would begin the process from scratch by reinversion, indicated either by $\overline{\mathrm{G}}$ requiring excessive storage or by loss of numerical accuracy. In the event that a large number of nondegenerate variables become degenerate at any one iteration, finding the rows of $\overline{\mathrm{H}}$ for the bordering process may become prohibitive, and it may be profitable simply to treat these new degenerate variables as being nondegenerate, then performing reinversion earlier than otherwise.

[^2]Several existing factorization algorithms (e.g. [3], [5]) attempt to reduce storage requirements by permuting B to bordered triangular or block triangular form:


This corresponds in (5) to choosing T as large a (block) triangular matrix as possible, and can be adapted easily to our case by letting $\overline{\mathrm{G}}$ initially represent both the degenerate variables and the bordered nondegenerate variables (called spikes). L , too, is then a (block) triangular matrix which between reinversions remains fixed in this desirable form.

In cases where a very sparse (or otherwise desirable) factorization of B is available that is not of this near (block) triangular form, the method still applies: Let $L$ be all of $B$ (in this desirable factorized form) and begin with $\bar{G}$ being the identity corresponding to the degenerate variables.

## 3. SUMMARY AND CONCLUSIONS

We have proposed a basis factorization algorithm intended to exploit the degeneracy that has been observed to occur in linear programs encountered in practice. A typical simplex iteration begins with the basis represented by two systems (see (6)): the first, $L$, is of a desirable form, e.g. triangular, remains fixed between iterations, and is associated largely with nondegenerate variables; the second, $\bar{G}$, represents most of the degenerate variables together with the remaining nondegenerate variables. The iteration proceeds as follows:

1. Select an incoming column, a, by a suitable pricing mechanism or otherwise. If there is none, the solution is optimal: stop.
2. Solve the equations

$$
\begin{aligned}
& \mathrm{Lw}=\mathrm{a} \\
& \overline{\mathrm{G}} z^{2}=\mathrm{w}^{2} .
\end{aligned}
$$

3. If the degenerate part of $z^{2}$ has any positive components select the largest one as the pivotal element (or any other depending on the pivot rule), and go to step 4. Else go to step 5.
4. This is a degenerate iteration: exchange the column $w^{2}$ with the column leaving $\overline{\mathbf{G}}$ as selected in step 3. Return to step 1.
5. This is a nondegenerate iteration: solve the system

$$
L\binom{z^{1}}{0}=a-B^{2} z^{2}
$$

6. Select the pivot row by performing the usual minimum ratio test on $z$ and the updated right hand side. If none can be selected, the solution is unbounded: stop.
7. Update the right hand side and determine the new degeneracy structure.
8. Update $\overline{\mathrm{G}}$ by bordering it with the appropriate rows and columns determined by this column exchange and also by the occurrence of any new degenerate variables (if desired). Go to step 1.

This method should significantly reduce the time spent on degenerate iterations since it localizes the area of most rapid change in the basis factorization and allows one to execute these iterations with only partial information. Nevertheless the advantage gained could be offset by potentially large changes in the degeneracy structure of the basic variables. However, investigative test runs on a variety of problems have shown that the average change in the degeneracy structure from one nondegenerate step to the next is indeed very slight. Experimentation is currently under way with an adaptation of these ideas to the LU factorization, and will be reported in [6].

We remark, finally, that the advantages of this method should be sigificantly enhanced with the use of multiple pricing. This is so for two reasons: Firstly, the effects of being able to perform exchanges of columns cheaply are even more pronounced when pricing is carried out only, say, every 5 iterations. (In our experience it has been common to spend $50 \%$ of the iteration time computing the prices and pricing out the nonbasic variables). Secondly, as indicated in section 2, having part of the updated tableau at our disposal can result in fewer degenerate iterations because of increased flexibility in choosing the entering column. Only the degenerate part of the updated tableau is required in this case, being precisely what this method was intended to find efficiently.
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For general sparse linear programs two of the most efficient implementations of the LU factorization with Bartels-Golub updating are due to Reid and Saunders. This paper presents an alternative approach which achieves fast execution times for degenerate simplex method iterations, especially when used with multiple pricing. The method should have wide applicability since the simplex method performs a high proportion of degenerate iterations on most practical problems. A key feature of Saunders' method is combined with the updating strategy of Reid so as to make the scheme suitable for implementation out of core. Its efficiency is confirmed by experimental results.
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## 1. INTRODUCTION

Implementations of the simplex method usually comprise two often independent aspects. The first is the manner in which the columns entering and leaving the basis are selected, the primary aim being a reduction in the overall number of iterations (e.g. Harris [7] and Goldfarb and Reid [5]). The second is the means of maintaining the basis in factorized form so that the requisite equations can solved efficiently, and therefore reduce the computational effort per iteration. One's choice of factorization method is usually guided by numerical stability, the structure of the problem, and the particulars of the computer.

For general large sparse linear programs two of the most efficient factorization and updating methods are due to Reid [15], [16], and Saunders [18], [19]. Both are implementations of the the LU factorization with Bartels-Golub updating [1]: Reid computes the factors using a Markowitz strategy [10] with threshold pivoting, and performs the updating with the use of row and column permutations on $U$ so as to effectively minimize the growth of nonzeros. This method favors having a greater proportion of nonzeros in U , and requires that all of $U$ be kept in core. Saunders' method, on the other hand, is aimed at keeping as much as possible in secondary storage, and is ideal for problems that are very large or that will otherwise require excessive paging. Here the LU factors are determined by the "bump and spike" structure of the basis. By collecting the spikes after Gaussian elimination has been performed most of the nonzeros go into L . All that is kept in core is the small upper triangular submatrix $F$ of $U$ which remains after deletion of the rows and columns of $U$ corresponding to triangle pivots. Sparsity is well preserved during updating since the growth of nonzeros is confined to F. Recently, Gay [4] has experimented with an improvement over Saunders' implementation by updating $F$ with Reid's method.
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This paper describes an alternative implementation of the LU factorization that is more intimately connected with the iteration path of the simplex method. The main features of this approach are:

1. Degenerate simplex method iterations can be performed with far less computational effort;
2. It can be used profitably with multiple pricing to allow increased flexibility in choosing the entering column and so reduce the overall number of degenerate iterations;
3. It is similar to the method of Saunders in that primary storage need be allocated only for its analogous $F$ matrix. This likewise facilitates the efficient use of Bartels-Golub updating, particularly as implemented by Reid.

Most of the underlying ideas here stem from a more theoretical discussion in Perold [14], although it is intended that this presentation be self contained.

## 2. PRELIMINARY FACTS AND OBSERVATIONS

The method discussed here exploits two empirically observed phenomena of the bases of sparse practical linear programs: a moderate number of degenerate columns ${ }^{1}$, perhaps between ten and thirty percent of the total number of basic columns, and a small number of spikes ${ }^{1}$, somewhere between 1 and 100 . We shall later indicate how it can be modified so as not to be adversely affected on problems having a large number of degenerate columns. However, its performance will deteriorate markedly as the number of spikes gets large.

### 2.1 Degeneracy

We call a column of a given feasible basis degenerate if its corresponding basic variable is at zero level. The presence of degeneracy is theoretically troublesome since the simplex method may cycle (an infinite repetition of a basis) without the use of special rules for selecting the entering and leaving columns (e.g. Dantzig [3], Bland [2]). On practical problems, however, cycling is rare. Nevertheless, degeneracy usually results in a great many degenerate iterations, these being feasible basis changes with no improvement in the objective value. Indeed, it is typical for a problem with an average of $20 \%$ of its basic columns degenerate to result in $50 \%$ of its iterations being degenerate.

Figure 1 illustrates the difference between degenerate and nondegenerate iterations. $\hat{x}$ is the updated right hand side and $y$ is the representation of the entering column.


Figure 1

Iteration (a) is degenerate because of the presence of a positive entry in the degenerate part of $y$. The points of note are the following:

1. Degenerate iterations can be carried out without any knowledge of the nondegenerate part of $y$. Only if the degenerate part of $y$ has no positive elements is it necessary to consider the remainder of $y$ in order to select the leaving variable by means of the usual minimum ratio test.
2. Degenerate iterations consist of replacements of degenerate columns only. Only during a nondegenerate iteration can (and usually does) the degeneracy structure change.

These facts lie at the heart of the method of this paper.

### 2.2 Near triangularity

Spikes are columns having nonzeros above the diagonal. These were considered first in the context of linear programming by Hellerman and Rarick [8] who observed that the bases of sparse practical linear programs could usually be permuted to a form that is near lower triangular in the sense of having very few spikes. They proposed a heuristic ${ }^{1} P^{3}$ to accomplish this, and then improved on it [9] by first determining the maximal block triangular structure of the basis ${ }^{2}$ (this is unique) and then applying $\mathrm{P}^{3}$ to the irreducible diagonal blocks, called bumps.


Figure 2: Bump and spike structure of $B$

The problem of finding the minimal number of spikes is NP-complete [17].
2 There are now very efficient algorithms to determine the block triangular structure, e.g. Gustavson [6].

Observe that by moving the spikes to the end of $B$ in a principal rearrangement, we obtain a bordered triangular form (Figure 3). A recent efficient heuristic to permute a sparse matrix to this form with minimal border is due to Sangiovanni-Vincentelli and Bickart [17]. At the present time there are no comparative results with $\mathrm{P}^{3}$.


Figure 3: Bordered triangular form of $B$

The advantage of preprocessing the basis in either of the above ways is that the growth of nonzeros during Gaussian elimination is confined to the few spike (border) columns. Although the row and column order given by the bump and spike structure usually yields sparser LU factors than the order given by the bordered triangular form', the latter will nevertheless be more suitable for our purposes since it yields a much sparser $L$ factor.

[^4]
## 3. THE LU FACTORS OF B

From the previous section we assume that $B$ has the bordered triangular form depicted in Figure 3. Performing Gaussian elimination in this preassigned order yields $L$ and $U$ of the form in Figure 4, where $T$ is the triangular part of $B$ and remains unchanged in $L$, and $R, F$, and $E$ represent the spike columns $S$ transformed by pivoting first on the diagonal of $T$.


Figure 4

Remarks

1. Fill-in occurs in all three of $R, F$ and $E$.
2. It can be easily seen that $F$ here would be the same as that obtained by Saunders when all the spikes appear at the ends of their bumps. Since this is usually the case for most spikes, we can expect the two F's to be very similar.

The next step is the further partitioning of $U$ according to the degeneracy structure of B . The degenerate columns of B bear no relation to its bordered form although they will be made up mostly of triangle columns since there are usually so few spikes. Perform the principal permutation on $U$ that collects all the rows $D$ (say) of $R$ corresponding to degenerate triangle columns and places them adjacent to $F$. This gives $U$ the form depicted in Figure 5.


$$
\tilde{R}=R \backslash D
$$

Figure 5

With $L$ and $U$ now determined in this way, we consider performing a basis change. In the remainder of this paper we shall identify the columns of $U$ and $\tilde{F}$ with their corresponding columns in $B$. Thus we call a column of $\tilde{F}$ degenerate if its corresponding column in B is degenerate.

## 4. PERFORMING A BASIS CHANGE

A substantial part of the computational effort in each iteration of the simplex method consists of selecting the column to leave the basis - for a given entering column a - and then updating the current to reflect this exchange.

In order to determine the leaving column we need to solve the system

$$
\mathrm{By}=\mathrm{a} .
$$

This we do by solving the systems

$$
\begin{aligned}
\mathrm{Lw} & =\mathrm{a} \\
\mathrm{Uy} & =\mathrm{w} .
\end{aligned}
$$

By partitioning $w=\left(w^{1}, w^{2}\right)$ and $y=\left(y^{1}, y^{2}\right)$ according to the above partition of $U$ (Figure 5), it is clear that $y$ can be obtained from $w$ in a two step procedure:

$$
\begin{aligned}
\tilde{F} y^{2} & =w^{2} \\
y^{1} & =w^{1}-(0, \tilde{R}) y^{2} .
\end{aligned}
$$

Following our discussion on degeneracy in section 2.1 , we see that it suffices to have $\mathrm{y}^{2}$ in order to perform a degenerate iteration since it contains all the degenerate components of $y$. Only if all of these are nonpositive is the computation of $y^{\prime}$ required. Further, since a degenerate iteration is the exchange of the entering column and a degenerate column, no new degenerate columns are created. Thus the factorization may be updated simply by an exchange of $\mathbf{w}^{2}$ for the leaving column of $\tilde{F}$ (e.g. by Bartels-Golub updating).

The update during a nondegenerate iteration needs to be performed in two stages:

1. Perform the update corresponding to the exchange of columns. Unless the leaving column is a nondegenerate column of $\tilde{F}$, this will result in the formation of an additional spike which can be handled precisely as in Saunders' case with his $F$ replaced by $F$.
2. Update the degeneracy structure. In principle several degenerate variables can become nondegenerate, and several nondegenerate variables can become degenerate. In practice, it is common for no more than 2 nondegenerate variables to become degenerate, and it is easiest to border $\mathcal{F}$ appropriately to accommodate them (in the same way as $F$ was bordered to obtain the initial $\widetilde{F}$ ), leaving untouched any degenerate columns that may have become nondegenerate.

Schematically the new $\tilde{\mathrm{F}}$ has the following form:

(3)
(1) The rows of $\tilde{R}$ corresponding to new degenerate columns not in $\tilde{F}$.
(2) The row of $\tilde{R}$ corresponding to the leaving column of $B$.
(3) Subvector of $w=$ new spike to be eliminated by Bartels-Golub.

## 5. DISCUSSION

### 5.1 Discarding $\tilde{R}$

Observe that $\tilde{\mathrm{R}}$ is required only during nondegenerate iterations: it is used in the solution of $y^{1}$ and for the bordering of $\tilde{F}$ with a few of its rows. During degenerate iterations it is accessed only to save the subvector $w^{1}$. The above steps can all be performed without knowledge of $\tilde{R}$. By looking at the rows of B corresponding to $y^{1}$ as depicted in Figure 3, it is clear that there is a triangular submatrix $\tilde{T}$ of $T$ and a submatrix $\tilde{S}$ of $S$ so that $y^{1}$ satisfies

$$
\tilde{T} \underline{y}^{1}+(0, \tilde{S}) y^{2}=a^{1}
$$

where $\mathrm{a}=\left(\mathrm{a}^{1}, \mathrm{a}^{2}\right)$ is partitioned accordingly. Thus $\mathrm{y}^{1}$ may be determined by solving a triangular subsystem of $L$. Likewise, the $p^{\text {th }}$ row of $\tilde{R}$ may be obtained by solving the system

$$
\tilde{\mathrm{T}}^{T} \mathrm{z}=e_{p} \quad\left(\mathrm{p}^{\text {th }} \text { unit vector }\right)
$$

and forming the inner product $z^{T} \tilde{S}$. This can be used to save substantially on storage since $L, \tilde{T}$ and $\tilde{S}$ can be embedded as part of the constraint matrix. Additional storage would then be required only for $E$ and $\tilde{F}$.

In an out-of-core implementation the storage aspect is not all that important, however, and we would probably store $L, \tilde{T}$ and $\tilde{S}$ separately so as to be more easily accessible. Nevertheless, since $\tilde{T}$ and $\tilde{S}$ are generally much less dense than $\tilde{R}$, it may still pay to perform the calculations with them instead.

### 5.2 Excessively many degenerate columns

The success of this method hinges on its ability to confine most of the work to the small triangular submatrix $\tilde{F}$ which is to be kept in core. The order of $\tilde{F}$ is determined primarily by the number of degenerate columns, and may become too large for two reasons:

1. If, say, $70 \%$ of the columns are degenerate then $\tilde{F}$ constitutes most of $U$, and the savings during degenerate iterations will probably be slight.
2. Even if $\tilde{F}$ is a proportionately small part of $U$, it may nevertheless require too much core, as may happen with extremely large problems.

In either case, this method can still be made viable by treating sufficiently many degenerate columns as being nondegenerate (for the purposes of this factorization only) so as to keep the core requirements of $F$ manageable. Thus even though $y^{2}$ no longer contains all the degenerate components of $y$, we still require $y^{1}$ only if there are no positive degenerate components in $y^{2}$. A good strategy would seem to be to keep $\tilde{\mathrm{F}}$ as large as possible subject to core availability and/or to there still being some benefit over a method that keeps all of $U$ in core (with perhaps sparser $L$ and $U$ factors).

### 5.3 Large changes in the degeneracy structure

In the rare event that a large number $k$ of nondegenerate columns not currently in $\tilde{F}$ become degenerate (only possible during a nondegenerate iteration), updating $\tilde{F}$ by bordering it with the corresponding $k$ rows of $\tilde{R}$ can become expensive. This would be especially so if we need to generate these rows because $\tilde{\mathrm{R}}$ is not maintained. In such a case it may be better to temporarily treat these added degenerate columns as nondegenerate columns - in a
fashion similar to the approach in section 5.2 - and then perform refactorization earlier than usual.

### 5.4 Summary

The procedure for performing a basis change may now be summarized below. We assume that the entering column a has been selected. As before, $\hat{x}$ is the current updated right hand side.

1. Solve

$$
\begin{aligned}
& \mathrm{Lw}=\mathrm{a} \\
& \tilde{\mathrm{~F}} \mathrm{y}^{2}=\mathrm{w}
\end{aligned}
$$

2. If the degenerate part of $y^{2}$ has no positive components go to step 4. Else select one of them as the pivot element.

## Degenerate iteration

3. Exchange $w^{2}$ for the leaving column in $\tilde{F}$, and add $w^{1}$ to $\tilde{R}$ if $\tilde{R}$ is being maintained. Restore $\tilde{\mathrm{F}}$ to upper triangularity (by Bartels-Golub updating). End of iteration.

## Nondegenerate iteration

4. Solve one of $\quad \tilde{T} y^{1}=a^{1}-(0, \tilde{S}) y^{2}$

$$
y^{\prime}=w^{1}-(0, \tilde{R}) y^{2}
$$

5. Determine the leaving column by means of the usual minimum ratio test on $\hat{x}$ and $y$.
6. If the leaving column is not in $\tilde{F}$ generate row $p$ (say) of $\tilde{R}$ corresponding to the pivot row, either by retrieval from secondary storage, or, if $\tilde{R}$ is not being maintained, by solving $\tilde{\mathrm{T}}^{\mathrm{T}} \mathbf{z}=e_{p}$ and forming $z^{T} \tilde{S}$. Augment $\tilde{F}$ with this row.
7. Proceed as in step 3.
8. Update the right hand side.
9. Determine the new degneracy structure, and generate (as in step 6) the rows of $\tilde{R}$ corresponding to new degenerate columns not already in $\tilde{F}$.
10. Augment $\tilde{F}$ with these rows and appropriate unit columns, maintaining upper triangularity. (This step requires no arithmetic). End of iteration.

## Remark

Note that each iteration requires the solution of systems with respect to L and $\tilde{F}$, and the elimination of a single spike to restore $\tilde{F}$ to upper triangularity. As such, it is important to have $L$ and $\tilde{F}$ in as compact a form possible: permuting the spikes to the end before performing Gaussian elimination brings us much closer to this goal. An alternative may be to find the best bordered form from amongst only the nondegenerate columns (i.e. a rectangular matrix). This should yield a "thinner" border, but may result in much more fill-in in the degenerate columns. While not considered here, this approach seems worthy of investigation.

### 5.5 Use with multiple pricing

Computing the prices and determining the incoming column can often cost as much as $50 \%$ of the iteration time. Multiple pricing [12] is intended to save on most of this by selecting several columns at once for introduction into the basis. Typically between 5 and 10 columns are selected and introduced one at a time subject to remaining profitable. Their representations are kept in core and are updated as if in a tableau. In addition to the savings in pricing, one can reduce the overall number of iterations by choosing from amongst these, for example, the column yielding the greatest decrease in the objective value.

With this factorization the savings during degenerate iterations will be even more pronounced when pricing is not performed at every iteration. For each of the 5 to 10 columns we would compute and store their $w^{2}$ and $y^{2}$ subvectors as usual and then try to select from these a column whose degenerate part is nonpositive. From one of these "minor" iterations to the next the $w^{2}$ 's can be updated by the transformations used to update $\tilde{F}$. During nondegenerate minor iterations the $y^{2 \prime}$ s gain additional components. These can be easily found by using the rows of $\tilde{\mathrm{R}}$ being added to $\tilde{\mathrm{F}}$. Then the tableau updating formulae apply as usual.

$$
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## 6. IMPLEMENTATION

In order to investigate the behavior of this factorization algorithm, particularly with respect to the distribution of nonzeros and the relative times spent on degenerate and nondegenerate iterations, we implemented the foregoing proposals in an experimental code DELUX (Degeneracy Exploiting LU simpleX). DELUX was written in FORTRAN IV and run on an IBM 370/168 under VM (FORTHX compiler, OPT $=2$ ). The important aspects are the following:

1. The constraint matrix is stored column wise with row pointers. Upper and lower bounds on the variables are kept in two separate arrays ${ }^{1}$.
2. The maximal bump finding algorithm and $P^{3}$ were implemented as by Saunders in the code MINOS [11], [19].
3. To save on storage $\tilde{R}$ is discarded.
4. All triangle columns of $B$ are represented by pointers into the constraint matrix. They are pivoted on first before any spikes are considered. Any of these with unacceptably small pivot elements (relative to the elements in the rest of the column) are rejected for pivoting at this stage and treated as spikes.
5. The square "remaining matrix" of the transformed spike columns is fed to Reid's routine LA05A [16] to be factorized into the product EF (see Figure 4 and the remark below). LA05A stores $F$ row wise with column pointers, together with an additional set of row pointers used only to indicate the nonzeros column wise.
6. $\tilde{F}$ is formed by augmenting $F$ with the rows $D$ (Figure 5). This involves the insertion of these additional nonzeros row wise at the end of the file for $F$,

[^5]followed by an update of the column structure and a permutation array. ( $\tilde{F}$ and $F$ are permuted upper triangular matrices).
7. During nondegenerate iterations, $L$ is used in place of $\tilde{T}$ for the solution of $y^{1}$ and the generation of the required rows of $\tilde{R}$. Advantage is taken of the fact that many of the columns of $L$ can be skipped during these transformations.
8. During updating, augmentation of $\tilde{F}$ takes place first (when necessary) as mentioned in 6. Then the column swap is performed on $\tilde{F}$ by Reid's routine LA05C [16].

## Remark

Factorizing the remaining matrix in the already determined bump and spike pivot order may be a more efficient means of computing the initial $E$ and $F$. However it was much easier implementationally to call on LA05A. This also has the added long run benefit of placing more weight into $\tilde{F}$ : $L$ can only grow in size while $\tilde{F}$ can actually shrink if a dense column is replaced by a sparse one; a sparser $L$ yields a sparser transformed column $w$, which in turn yields a slower growth of nonzeros.

## 7. EXPERIMENTAL RESULTS

As our test problems we used 3 small- to medium-scale LP models.

| Problem | Rows | Columns | Nonzeros | \% Density | Iterations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PILOT8 | 626 | 1376 | 6026 | 0.7 | 500 |
| SCSD8 | 398 | 2750 | 11334 | 1.0 | 456 |
| L84MAV | 114 | 1994 | 11120 | 4.9 | 1043 |

Table 1: Problem statistics

The first two are time period models: PILOT8 has an 8 period staircase structure with a few nonzeros in the lower block triangle; SCSD8 has a 39 period staircase structure. Earlier experience with these models on MINOS and LPBLK (an LP code employing a block triangular factorization of the basis) is reported in Perold and Dantzig [13]. L84MAV is a set covering problem and was chosen because such linear programs are known to be highly degenerate. All runs had the refactorization frequency set to 100 and were started from advanced feasible bases. These were the same starting bases for PILOT8 and SCSD8 as reported in [13]. Only PILOT8 was terminated short of optimality.
7.1 The initial LU

Two tolerances are used in determining the initial factorization:

1. $u_{T}$ is the minimum acceptable ratio of the pivot element of a triangle column (of B) to the largest element beneath it. Triangle columns unacceptable in this way are moved to the end of $B$ and treated as spikes.
2. $u_{M}$ is the threshold used by LA05A in conjunction with the Markowitz strategy.

|  | PILOT8 | SCSD8 | L84MAV |
| :---: | :---: | :---: | :---: |
| Rows | 626 | 398 | 114 |
| Nonzeros | 3388 | 1552 | 585 |
| Density (\%) | . 86 | . 98 | 4.5 |
| Slacks | 37 | 1 | 10 |
| Initial spikes | 120 | 48 | 12 |
| Triangle rejects | 24 | 0 | 0 |
| Dimension of F | 144 | 48 | 12 |
| Degenerate cols | 52 | 117 | 21 |
| Degenerate spikes | 6 | 18 | 1 |
| Dimension of F | 190 | 147 | 32 |
| Nonzeros ${ }^{1}$ |  |  |  |
| $\mathrm{T}^{2}$ | 2076 | 1311 | 503 |
| E | 2559 | 88 | 56 |
| $L=T+E$ | 4635 | 1399 | 559 |
| F | 1473 | 203 | 75 |
| D | 88 | 241 | 36 |
| $\tilde{F}=F+D$ | 1561 | 444 | 111 |
| $\widetilde{R}^{3}$ | 3041 | 2575 | 342 |
| Total: $\mathrm{L}+\widetilde{\mathrm{F}}+\widetilde{\mathrm{R}}$ | 9237 | 4418 | 1012 |

${ }^{1}$ Refer Figures 4 and 5 in section 3.
${ }^{2}$ Embedded in the constraint matrix.
${ }^{3}$ These were not stored.

Table 2: Statistics for the initial LU

Problems SCSD8 and L84MAV were not very tolerance dependent. PILOT8 on the other hand was very sensitive to the tolerance $u_{\mathrm{T}}$, having a large number of rejected triangle columns even with $u_{T}=.001$. The best result was obtained with $u_{T}=.0001$ and $u_{M}=.1$, this being barely satisfactory numerically. These tolerances were also used for the figures reported here for $\operatorname{SCSD} 8$ and L84MAV.

Table 2 summarizes the statistics for the initial LU. Of particular interest is the low proportion of nonzeros in $\tilde{F}$, even though the dimension of $\tilde{F}$ in all cases is approximately one third that of $B$. Perhaps more remarkable, and indeed very surprising, is the fact that the number of nonzeros in $D$ (i.e. what is added to $F$ to get $\tilde{F}$ ) is far out of proportion to its size relative to $\tilde{R}$. On PILOT8, for example, D has approximately $10 \%$ of the rows of $\tilde{R}$, yet less than $3 \%$ of its nonzeros. The only explanation for this is that the nonzeros in $R$ are distibuted asymmetrically: very few at the top and a great many at the bottom.

Table 3 gives the initial LU statistics for MINOS on PILOT8 and SCSD8 from runs recorded earlier for [13]. On PILOT8 the same tolerance $u_{T}=$ .0001 was used, resulting in the same number of triangle rejects. As expected, the factorization performed by DELUX has:

1. A much sparser $L$
2. A denser $F$ (due mostly to the Markowitz strategy of LA05A) although not much more so in terms of the total number of nonzeros
3. A very much denser $R$.

While the total number of nonzeros in the factorization is less important for DELUX (since only $L$ and $\tilde{F}$ are used for a large part of the time) it is worth noting that MINOS produces $24 \%$ more nonzeros on PILOT8 and $48 \%$ fewer nonzeros on SCSD8. The "almost catastrophic" fill-in in $\tilde{R}$ produced by
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DELUX on SCSD8 is a result of the problem's staircase structure (39 stairs with approximately 10 rows in each). A staircase matrix with a high degree of partitioning is probably a worst case example for this type of behavior.

|  | PILOT8 | SCSD8 | L84MAV |
| :---: | :---: | :---: | :---: |
| T | 2076 | 1311 |  |
| E' $=\mathrm{T}+\mathrm{E}$ | 6760 | 675 | Not. |
| F | 8836 | 1986 | run |
| R | 1323 | 68 |  |
| Total: $\mathrm{L}+\mathrm{F}+\mathrm{R}$ | 1255 | 244 |  |

${ }^{1}$ E here consists of the subdiagonal parts of the filled-in spike columns.

Table 3: Nonzeros in the initial LU of MINOS

### 7.2 Some degeneracy statistics

The method of the paper is based in part on the assumptions that a relatively small number of degenerate columns result in a relatively large number degenerate iterations, and that large changes in the degeneracy structure at any nondegenerate iteration are rare. From Table 4 we see that the first assumption holds for the three test problems.

|  | Degenerate <br> Mean number | columns <br> Mean $\%$ | \% Degenerate <br> iterations |
| :---: | :---: | :---: | :---: |
| PILOT8 | 52 | 8.3 | 40 |
| SCSD8 | 131 | 33 | 78 |
| L84MAV | 36 | 32 | 70 |

Table 4: Degenerate columns and degenerate iterations

Changes in the degeneracy structure are important only in so far as they affect the size of $\tilde{F}$. The frequency diagrams below summarize the distribution of the growth in dimension of $\tilde{F}$. This growth is made up of a new spike and/or the number of new degenerate columns that are not already in $\tilde{F}$. Note that the growth will slow down as $\tilde{F}$ gets larger (until the next refactorization) so that these figures should be interpreted as averages. From Figure 6 we see that for by far the bulk of the nondegenerate iterations, the dimension of $\tilde{F}$ either remains constant or goes up in size by one. On SCSD8 some isolated large increases were reported, most notably one of size 22.


Figure 6: Frequency diagrams of the growth in dimension of $\tilde{F}$ during nondegenerate iterations

Table 5 indicates that the average growth in dimension of $\tilde{F}$ is slow even for nondegenerate iterations. The (overall) average growth in dimension of MINOS's F was .39 on PILOT8 and .73 on SCSD8. These are expected to be higher than those of DELUX since $F$ is smaller than $\tilde{F}$.

|  | PILOT8 | SCSD8 | L84MAV |
| :--- | :---: | :---: | :---: |
| Nondeg itns | .34 | 1.93 | .77 |
| All iterations | .20 | .42 | .23 |

Table 5: Average increase in dimension of $\widetilde{\mathrm{F}}$

### 7.3 Growth of nonzeros during updating

The figures in Table 6 show a remarkably slow growth of nonzeros in $L$ and
$\tilde{F}$. This and the high proportion of iterations during which no growth took place in $L$ are due both to Reid's updating method and the initial low density of $L$. With MINOS the growth rates for L were almost twice these: 18.8 for PILOT8 and 5.8 for SCSD8; SCSD8 had no growth in L $25 \%$ of the time. (This figure for PILOT8 and the growth of nonzeros in F were not available).

|  | \% itns with no <br> growth in L | Average <br> growth in L | Average <br> growth in $\widetilde{\mathrm{F}}$ |
| :---: | :---: | :---: | :---: |
| PILOT8 | 44 | 9.9 | 16.3 |
| SCSD8 | 46 | 3.3 | 11.9 |
| L84MAV | 50 | 5.4 | 7.6 |

Table 6: Average growth of nonzeros

### 7.4 CPU times

|  | PILOT8 | SCSD8 | L84MAV |
| :--- | :---: | :---: | :---: |
| Solve for prices | 334 | 162 | 72 |
| Select incoming col | 108 | 81 | 62 |
| 1. Solve: $y^{2}$ | 255 | 91 | 51 |
| 2. Solve: $y^{1}$ | 130 | 66 | 34 |
| 3. Update: LA05C | 113 | 42 | 42 |
| 4. Augmenting $\tilde{F}$ | 204 | 299 | 60 |
| Degenerate basis |  |  |  |
| change: $1+3$ | 368 |  | 133 |
| Nondeg basis | 702 | 498 | 187 |

Table 7: Average CPU time per iteration (seconds $\times 10^{4}$ )

[^6]Table 7 shows nondegenerate basis changes taking twice as long as degenerate ones on PILOT8 and L84MAV, and much longer on SCSD8. Note, however, that much of the time for nondegenerate iterations went into generating the rows of $\tilde{R}$ to be added to $\tilde{F}$ (especially true on SCSD8). This can be improved upon by a more careful implementation in several ways:

1. Store $\tilde{T}$ and $\tilde{S}$ row wise (in secondary storage) instead of using all of $L$ and $S$ (stored column wise) as was the case here.
2. Do not discard $\tilde{R}$, and obtain the required rows directly from it. In addition, depending on the density of $\tilde{R}$, use whichever method is most economical to solve for $y^{\prime}$.

Even with a sharp reduction in the time spent on augmenting $\tilde{F}$, the large savings during degenerate basis changes is nevertheless clear. With the added use of multiple pricing (see section 5.5) the high proportion of the iteration time spent in selecting the incoming column should diminish to about $10 \%$. This would make the total time for degenerate iterations about $35 \%$ faster than that for nondegenerate iterations.

## 8. CONCLUSIONS

We have presented a new implementation of the LU factorization that achieves fast execution times for degenerate simplex method iterations, especially when used in conjunction with multiple pricing. The scheme possesses a major benefit of Saunders' method, viz. requiring only part of $U$ (i.e. $\tilde{F}$ ) in core. This greatly reduces primary storage requirements while simultaneously facilitating the efficient use of Bartels-Golub updating, particularly as handled by Reid.

Preliminary experimental runs indicate that the method might typically achieve a $35 \%$ savings in the run time for degenerate iterations. In so far as the available data allow for a comparison with Saunders' method, we conclude that while this method initially requires more storage for $\tilde{F}$ than his $F$, this is still only a fraction of the total number of nonzeros. This difference is in any event offset by a growth of nonzeros about half that of his, aside from the savings in time during degenerate iterations. Further testing is warranted in order to bring these tentative results into sharper focus.
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# CONTROLLING THE SIZE OF MINIKERNELS 

Richard D. McBride

Finance and Business Economics Department
University of Southern California

In the bump triangular dynamic factorization algorithm the basis is partitioned in such a manner that the simplex method can be executed from a series of small inverses, called minikerneis, and the basis itself. Methods are presented which can help control the size of the minikernels. One particular problem solved concerns the potential existence of bumps with a large number of spikes obtained from Hellerman and Rarick's $P^{4}$ procedure. Artificial inverses are used to keep the minikernels small in dimension.

## INTRODUCTION

Recently, a method was published [5] which permits the simplex method to be executed from a series of minikernels or mini-inverses. The efficiency of the method depends on controlling the size of these minikernels. The method utilizes directly the block triangular structure of the basis induced by Hellerman and Rarick's [4] $\mathrm{P}^{4}$ procedure. The spikes within each bump on the diagonal are moved to the right of the bump thereby inducing a triangular submatrix and an inverse (equal in dimension to the number of spikes within the bump) for each bump. In [5] procedures are presented which permit this partition to be maintained from one pivot to the next. Difficulty is encountered in this method in solving those few problems that have bumps containing a large number of spikes. Partitioning procedures are presented in this paper which can be used to reduce the size of the minternels which result from bumps having a large number of spikes.

```
    Section 2 develops the basic partitioned inverse and Section 3
presents the procedures that can be used to reduce the size of the
minikernels.
```
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## 2. DEVELOPMENT OF FARTflioned INVERSE WITH MINIKERNELS

Consider the partitioned sinplex basis after possible row and colunn interchanges

$$
B=\left[\begin{array}{ll}
A_{11} & 0  \tag{1}\\
A_{21} & I
\end{array}\right]
$$

where the a-type columns correspond to the basic structural variables. The basis inverse corresponding to the partitioned basis (1) is

$$
B^{-1}=\left[\begin{array}{cc}
A_{11}^{-1} & 0  \tag{2}\\
-A_{21} A_{11}^{-1} & I
\end{array}\right]
$$

$A_{11}^{-1}$ is the essential part of $B^{-1}$ and is called the kernel [2]. The kernel can be used as the working inverse in the simplex method. Although the dimension of $A_{l l}$ may be considerably smaller than that of $B$, a further significant reduction can be made by taking advantage of the block triangularity of $A_{1 l}$ (after possible run and column interchanges) for large sparse LP problems.

After the application of the $\mathrm{P}^{4}$ procedure [4], we get the following partition of $A_{11}$ :

$$
A_{11}=\left[\begin{array}{ll}
T & A_{2}  \tag{3}\\
A_{3} & A_{4}
\end{array}\right]=\left[\begin{array}{ll|l}
A_{2} \\
T & & \\
& A_{3} & A_{4}
\end{array}\right]
$$

where $T$ is lower block triangula.. The partitioned inverse (3) is:
where $H_{0}=A_{4}-A_{3} T^{-1} A_{2} . H_{0}^{-l}$ is called either a subkernel [3] or a minikernel. The dimension of $H_{0}^{-1}$ will usually be much smaller than the dimension of $A_{11}{ }^{-1}$. Immediately after reinversion the dimension of $H_{0}^{-1}$ is typically zero. The simplex method can be executed using $H_{0}^{-1}$ and $T^{-1}$. Due to the bump triangularity of $T$ all operations requiring the use of $T^{-1}$ can be replaced by solving bump triangular systems of linear equations with $T$ as the coefficient matrix.

The submatrix $T$ can be partitioned
$T=\left[\begin{array}{llll}D_{1} & & & \\ & D_{2} & \\ & \ddots & \\ E_{1} & \mathrm{~F}_{2} \ldots \mathrm{~F}_{\mathrm{i}} & \cdots \mathrm{D}_{\mathrm{k}}\end{array}\right]$

The solutions of the Lriangular systems

$$
T x=a \quad \text { or } \quad x^{T} T=a^{T}
$$

require that the subsystems $D_{i} x^{i}=a^{-i}$ and $\left(x^{i}\right)^{T} D_{i}=\left(a^{-i}\right)^{T}$ be solved. These subsystems can easily be solved if $D_{i}$ is triangular. If $D_{i}$ is not
triangular then it is called a bump. If the $P^{4}$ procedure is repeatedy applied to the bump $D_{i}$ after removal of spikes, then $D_{i}$ typically takes the following form after row and column interchanges:


The structure of $D_{i}$ in (5) is the same as $T$ in (3). If all of the spikes of $D_{i}$ are moved to the right of $D_{i}$ then $D_{i}$ takes the following form:


Experience indicates that the number of spikes in $D_{i}$ is usually quite small. The partitioned inverse of each bump $D_{i}$ has the same structure as (4) and yields the minikernel $H_{i}^{-1}$. The structure of $D_{i}$ given in (6) is the structure of $D_{i}$ implemented in [S]. As mentioned above, experience indicates that the number of spikes in $D_{i}$ is usually small and therefore the dimension of $H_{i}^{-1}$ is small. It is very common for the dimension of $H_{i}^{-1}$ to range from one to eight.
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To solve the subsysimm $H_{i} x^{i} \because a^{-i}$ one must compute

$$
x^{i}=\left[\begin{array}{c}
x_{1}^{i} \\
x_{2}^{i}
\end{array}\right]=D_{i}^{-i}\left[\begin{array}{c}
-a_{1}^{i} \\
-i \\
a_{2}^{i}
\end{array}\right]=\left[\begin{array}{c}
z+1 \\
s
\end{array}\right]
$$

where

$$
\begin{array}{ll}
T_{i} z=a_{1}^{-i}, & s=H_{i}^{-1}\left(a_{2}^{i}-A_{3}^{i} z\right)  \tag{7}\\
T_{i} l=-A_{2}^{i} s, & H_{i}=A_{4}^{i}-A_{3}^{i} T_{i}^{-1} A_{2}^{i} .
\end{array}
$$

When $H_{i}^{-1}$ is available, we compute $x^{i}$ by solving two triangular systems of equations involving $T_{i}$ and performing some matrix arithmetic. The subsystem $\left(x^{i}\right)^{T} D_{i}=\left(a^{-i}\right)^{T}$ is solved in a similar manner.

Computational experience is given in [5] which illustrates the effectiveness of the use of minikernels in representing the basis inverse. One minikernel is required for each bump in $T$ in addition to $H_{0}{ }^{-1}$. Experience indicates at least a reduction of one third in the number of nonzero elements needed to represent the basis inverse when compared to Reid $[6,7]$ at the expense of a slight increase in computational time. The above techniques with $D_{i}$ partitioned as in (6) works well for most problems. In the next section we discuss the partition that can be used when that occasional problem is encountered that contains a bump with a large number of spikes.

## 3. PARTITIONING HTIRS WITH LARGE NUMBERS OF SPIKES

When a bump is enconoterel with a large number of spikes the partition given in ( 6 ) will nrofluce a minikernel large in dimension. In the PILOTl energy model [1] it is romon for a bump to be encountered with more than 100 spikes. A munikrruel of dimension of more than 100 is not desirable. In this case partition (5) is preferred over (6). When using (5) one would solve bunp triangular systems of linear equation in (7) rather than solving purely triangular systems.

In a particular PILOT1 basis studied a bump was encountered with dimension 424 and 117 spikes. When the 21 tallest spikes are moved to the right of the bump, the bump decomposes into:

| $\mathrm{H}_{\mathrm{i}}$ Dimension | 0 | 6 | 0 | 1 | 1 | 0 | 1 | 3 | 0 | 5 | 0 | 24 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~T}_{\mathrm{i}}$ Dimension | 6 | 5 | 11 | 1 | 1 | 7 | 1 | 4 | 3 | 26 | 16 | 46 | 4 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 0 | 0 | 6 | 0 | 3 | 0 | 6 | 0 | 2 | 1 | 0 | 1 | 0 |
|  | 8 | 17 | 5 | 2 | 3 | 5 | 11 | 16 | 4 | 1 | 8 | 1 | 3 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | 7 | 12 | 42 | 1 | 1 | 1 | 3 | 1 | 3 | 1 | 7 | 1 |  |

The bump decomposes into 38 subbumps with minikernels ranging in dimension from 1 to 24 . In this case the space required to represent the bump (carry the minikernels) reduced from 13,689 to 1,566 .

It is possible 10 ansi au itrosted form of (5):


Here we have

$$
\begin{align*}
& \hat{H}_{i}=\bar{A}_{4}^{i}-\bar{A}_{3}^{i} \tilde{D}_{i}^{-1} \bar{A}_{2}^{i} \\
& \hat{H}_{i}=\hat{A}_{4}^{i}-\hat{A}_{3}^{i} T_{i}^{-1} \hat{A}_{2}^{i} \tag{9}
\end{align*}
$$

Carrying the partition in (8) to its extreme would permit representing $D_{i}$ by a series of one by one minikernels equal in number to the number of spikes in $D_{i}$. However, this would require too much computational work to execute the simplex method.

The subsystem $D_{i} x^{i}=a^{-i}$ would be solved using (8) and the inverses of (g) as follows:

$$
x^{i}=D_{i}^{-1}\left[\begin{array}{c}
a_{1}^{i} \\
-i \\
a_{z}
\end{array}\right]=\left[\begin{array}{c}
\bar{z}+\bar{l} \\
\bar{s}
\end{array}\right]
$$

where

$$
\begin{align*}
& \overline{\mathrm{D}}_{\mathrm{i}} \bar{z}=\bar{a}_{1}^{-i}, \quad \bar{s}=\bar{i}_{i}^{-1}\left(\bar{A}_{2}^{\mathrm{i}}-\bar{A}_{3}^{\mathrm{i}} \bar{z}\right) \\
& \overline{\mathrm{D}}_{\mathrm{i}} \overline{\mathrm{l}}=\bar{A}_{2}^{i} \quad \bar{s} \triangleq \bar{b}_{1}^{i}=\left[\begin{array}{c}
\bar{b}_{11}^{i} \\
\bar{b}_{12}^{i}
\end{array}\right] \tag{10}
\end{align*}
$$

and

and

In computing $\bar{z}$ and $\overline{1}$ notice that $z_{1}$ and $z_{2}$ can both be computed in the same phase through the columus of $\hat{T}_{i}$. The same is also true for $\hat{\mathrm{l}}_{1}$ and $\hat{\mathrm{l}}_{2}$. Note that the net effect of partitioning the spikes on the right in $D_{i}$ requires no additional passes through the columns of the bump triangular submatrix $\hat{T}_{i}$. Using this iterated strategy it is possible to replace a 2 n $x 2 n$ by two $n \times n$ minikernels with a resultant $50 \%$ reduction in memory requirements.
4. IONCLUSION

Bumps with a large iumper of spikes can be efficiently handled by a repeated application of the basic partitioning strategy. It is possible to further reduce the size of miojkernels by an iterated application of the basic partitioning scheme which yields a further $50 \%$ reduction in memory requirements. Clearly, the space required to represent the basis inverse (in addition to the basis itself) can be reduced to equal the number of spikes in the kernel. The practitioner must choose that level of partitioning to obtain the fine balance between his particular memory and execution time requirements
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# ALGORITHMS FOR BLOCK TRIANGULARIZATION OF BASIS MATRICES AND EXPLOITATION OF DUAL DEGENERACY IN THE DUAL SIMPLEX METHOD 

Eugeniusz Toczyłowski<br>Institute of Automatic Control<br>Technical University of Warsaw

This paper studies two topics essential to large-scale linear programming. First, algorithms used in restructuring a basis matrix to create a sparse representation of the inverse are considered. We will show that the best strategy for block triangularization of a basis matrix is in general not the execution in sequence of a maximum matching algorithm and an algorithm for finding the strong components of the directed graph associated with the basis matrix, but rather the multiple execution of an algorithm for finding the strong components of appropriate directed graphs as a subroutine in an algorithm for finding a maximum matching. We also present a new algorithm for finding a maximum matching based on the Hopcroft and Karp approach. In the second part of the paper we present a modification of the dual simplex algorithm efficient in the case of the dual degeneracy typically found with integer programming aigorithms.

1. NOTATION

The LP problem is $\max x_{1}$
(1) $A X=b$ $1 \leqslant x \leqslant u$
where $x=\left(x_{1}, \ldots, x_{n}\right), \quad A=\left[a_{1}, a_{2}, \ldots, a_{n}\right]$ is $m \times n$ matrix with columns $a_{j}$, and $-\infty \leqslant l_{i} \leqslant u_{i} \leqslant+\infty, i=1, \ldots, n$. Let $\mathcal{N}$ be the index set for the norbasis variables, and $\beta=\left\{\beta_{1}, \ldots, \beta_{m}\right\}$ be the index set for the basis variables. The system $A x=b$ can be written in the form
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$$
\begin{equation*}
B x_{\beta}+\sum_{j \in \mathcal{j}} a_{i} x_{j}=b \tag{2}
\end{equation*}
$$

where $B=\left[a_{\beta}, \ldots, a_{\beta}\right]$ is the basis matrix and $x_{\beta}$ the vector of basic variables, or in the form

$$
\begin{equation*}
x_{\beta}+\sum_{j \in \mathcal{N}} B^{-1} a_{j} x_{j}=B^{-i} b \tag{3}
\end{equation*}
$$

If a basis matrix $B$ is reinverted, permutation matrices $P$ and $Q$ are required such that $P B Q$ is in block triangular form with diagonal blocks having bordered band lower triangular atructure.
Let us denote by $p_{i}\left(q_{i}\right)$ row (column) index of the i-th row (column) of the matrix PBQ. Permutation matrix $P$ with elements $P(i, j)$ is equivalent to the vextor $p=\left(p_{1}, \ldots, p_{m}\right)$ by the equivalence relationship $P \Leftrightarrow p$ iff $P\left(p_{i}, i\right)=1$. Analogously $Q \Leftrightarrow q$ iff $Q\left(i, q_{i}\right)=1$. We associate with an m-square matrix $B=\left[b_{i j}\right]$ a directed graph $G(B)$ whicin consists of a set of $m$ vertices $\{1,2, \ldots, m\}$ and a set of arcs $\left\{(i, j): b_{j i} \neq 0\right\}$.

2 . AICORITHIS FOR RESTRUCTURING BASIS MATRICES.
Block triangularizing of a basis matrix $B$ can be done in two stages. The first stage is finding a maximum matching (or maximum transversal), the second stage is finding the strong components of the directed graph associated with the matrix B.
2.1. An algorithm for maximum matcinirg.

Most algorithms for finding a maximum matching are based on one devised by Hall [4]. These algorithms are of Complexity $O$ (m.t) where $m$ is the number of rows and $t$ is the number of non-zeros in the matrix. The Hoperoft and Karp algorithm [5] allows to simultaneously stretcin an assignment with several paths of minimal lenght, and thus is of complexity $O\left(\mathrm{~m}^{1 / 2} . t\right)$.

Since this complexity orders are obtained from a worst-case analysis, there is no evidercy which algorithm is more efficient in the typicsl perfomance. There is, however, very little published woris on comparing these algorithms. In such analysis randomly generated matrices have often been used, though basis matrices from real life IP problems are not random in structure. In a recent paper of Darby - Dowman and Mitra [6] an interesting comparison of two versions of each of the algorithms have been done based on the analysis of a set of medium-size practical problems with the number of rows in the bumps ranging from 75 to 435 and with a comparable sparsity. Their conclusion was that Hopcroft and Karp algorithm for finding a maximum matching compares unfavourably with the algorithms based on Hall's method. We have studied, however, some characteristics that are important in this algoritims. The mest important indicators of efficiency of the algorithms in addition to the overal CP time are:
(i) the number of iterations in function of the number of rows. By one iteration we mean in Hall algorithm a nontrivial assignment with reasignments in an augmenting path, while in Hoperoft and Karp algorithm - forming a graph containing the set of all augmenting paths of shortest lengit and performing a set of reassignments resulting from the set of shortest augmenting paths.
(ii) the average $C P$ time per iteration in function of the number of rows.
Comparison of this characteristics are given in Fig. 1 and Fig.2. Figure $1 a$ indicatea that in Hall algorithm the number of nontriviai assigaments, though drastically smaller than the number of rows, increases lineary with the number of rows. Figure 16 shows that the analogous characteristic for Hopcroft and Karp algorithm is a slower growing function (approximately a square-root function).
Figure $2 a$ and $2 b$ indicate, that the average $C P$ time per iteration increases approximately lineary as the number of rows increases. Thus, the Hopcrort and Karp algorithm tends,



Fig. . Number of iterations in a) Hall, b) Hoperof̂t and Karp algorithms.



Fig.2. The average CP time per iteration in a) Hall, b) Hoperoft and Karp algorithms.
to be favorable with the Hall algorithm if the size of matrix increases.

The minimal size of matrices for which the H-K algorithm is more efficient than the Hall algorithm depends on the sparsity of the matrix. It probably tends to decrease as the average number of nonzeros per one row decreases. In this paper we present an improvement of $\mathrm{H}-\mathrm{K}$ algorithm. We use an observation that an appropriate modification of graphs formed by H-K algorithm can considerably increase the number of assignments found per graph and thus reduce the number of $H-K$ iterations. The idea of the algorithm is to form a graph containing larger set of augmenting paths, not only of shortest lenght. This can be done as follows (the notation and definitions used here may be found in [5]) Let $X=\{1, \ldots, m\}$ be the set of rows, and $Y=\{1, \ldots, m\}$ be the aet of column of the square matrix $B=\left[b_{i j}\right]$. Then we form the bipartite graph $G=(V, E)$ with vertex set $V$ containing $X$ and $Y$, and the edge set $E$ suci that each adge of $G$ joins a vertex coresponding to row $i$ in $X$ with a vertex corresponding to column $j$ in $Y$ if and only if $b_{i j} \neq 0$. $\dot{A}$ set $M \subseteq E$ is a matching if there is no vertex $u \in V$ incident with more than one edge in M. A matcining of maximum cardinality is called a maximum matching. A vertex $v \in V$ is free if it is incident with no edge in $M$. A path (without repeated vertices)

$$
\mathrm{P}=\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right), \ldots,\left(v_{2 k-1}, v_{2 k}\right)
$$

is called an augmenting path if its endpoints $\mathcal{J}_{1}$ and $\tilde{V}_{2 k}$ are both free and its edges are alternatively in $E \checkmark M$ and in M. It is easy to verify [5], that if $M$ is a matching and $P_{1}, \ldots, P_{t}$ are vertex disjoint augmenting paths relative to $M$, then
$\bar{M}=M \oplus P_{1} \oplus P_{2} \oplus \ldots \oplus P_{t}$, (where $\oplus$ denotes the symmetric difference) is a matching, and $|\bar{M}|=|M|+t$.

Now we discuss how to find a maximal vertex-disjont set of augmenting patha $P_{1}, \ldots, P_{t}$ relative to $M$. Firat we assign directions to the edges of $G$ in such a way that augmenting paths relative to M become directed paths.

This is done by directing each edge in ill so that it runs from a row to a column and each edge in E-iil so that it runs from a column to a row. The resulting directed graph is denoted by $\bar{G}=(V, \bar{E})$. Now assume, that the graph $\bar{G}$ contains strongly connected components $\bar{G}_{i}=\left(V_{i}, \bar{E}_{i}\right)$, $i \neq 1, \ldots, K$. Then the edges of $\bar{G}$ fall into 2 classes.
(i) some are edges joining vertices of the same component
(ii) other join vertices of different components. These are called cross-links.
Theorem [10]. If $N \subset E$ is a maximum matching in $G$, then $N$ does not contain cross-links of $\vec{G}$.
Since the finding of the strongly connected components of $G$ can be done by the depth - first search algorithm of Tarjan in $O \mathbb{O} D$ space and time, the elimination of cross-links from consideration may increase the efficiency of the matching algorithm in the case of very large and sparse matrices. Assume, that in block triangularizing of a basis matrix the Tarjan algorithm for finding the strong components of the directed graph associated with the basis matrix is used repeatedly with the maximum matching algorithm after performing, say, $k$ iterations of the matching algorithm. The efficiency of the block triangularizing algorithm evidently depends on $k$. The optimal value of $k$ depends on such parameters of the basis matrices as the number of rows and the average number of nonzeros per one row. The most desired strategy must be obtained empirically. In the remaining part of this paragraph we will present a modyfication of Hopcroft and Karp algoritim for maximum matching. In one iteration of the modified algorithm the grapi $\hat{G}=(\hat{V}, \hat{E})$ containing larger set of augmenting paths $P_{1}, \ldots, P_{t}$ is formulated and then the new matching $\bar{M}$ is defined by $\bar{M}=M \bullet P_{1} \oplus P_{2} \quad \ldots \oplus P_{t}$.
Let $\bar{E}_{0}:=\left\{(y, x):(y, x) \in E_{i}\right.$ for some $\left.i\right\}$.
Now we extract from graph ( $\bar{\eta}, \bar{E}_{0}$ ) a subgraph $\hat{G}$ with the property that the directed path of $\hat{G}$ running from a free colum to a free row correspond one-tomone to an augmenting path in $G$ relative to $M$. This is done as follows.

Let $L_{0}$ be the set of free rows, and let
$I_{i}^{0}=L_{i} \cap\{$ free columns $\}$
$I_{i}=I_{i} \backslash L_{i}^{0}$
$E_{i}=\left\{(u, v):(u, v) \in \bar{E}_{0}, v \in I_{i}^{1}, u \notin I_{0} \cup I_{1} \ldots v I_{i}\right\}$
$I_{i+1}=\left\{u\right.$ : for some $\left.v,(u, v) \in E_{i}\right\}$
for $i=0,1,2, \ldots$
Let $i^{*}=\max \left\{i: I_{i}^{0} \neq 0\right\} \wedge \wedge$
Then we define the graph $\hat{G}=(\hat{V}, \hat{E})$, where

$$
\begin{aligned}
& \hat{V}=I_{0} \vee I_{1} \cup \ldots \cup I_{i^{M}-1} \cup I_{i^{\#}}^{0} \\
& E=E_{0} \cup E_{1} \cup \ldots \cup E_{i^{\#}-1} \cap\left(I_{i^{\#}}^{0} \times I_{i^{\# \#}-1}\right)
\end{aligned}
$$

The graph $\hat{G}=(\hat{V}, \hat{E})$ in comparison to the graph formed by the original Hopcroft and Karp algorithm ([5], p.229) has the following properties:
(i) the graph formed by $\mathrm{H}-\mathrm{K}$ algorithm containta only the shortest augmenting paths relative to $M$ and is a subgraph of $\hat{G}$
(ii) $\hat{G}$,contains also augmenting paths relative to $M$ of greater lenght.
An algorithm for finding a maximal vertex-disjoint set of paths is given in [5]. For our purpose we should order the aet of free columns in such a way that the algorithm will find first the shortest augmenting paths and then the augmenting paths with increasing length.

There are three characteristics of the presented
algorithm for maximum matching, important for large-scale graphs: (a) storage requirements, (b) CP time per one iteration, (c) number of iterations. In the absence of actual implementation, the following analysis will be somewhat superficial.
(a) Storage requirements. Since $\hat{G}$ contains at most all vertices of $G$, storage requirements in all steps of the algorithm are linear in number of vertices and edges. From numerical experience, the subgraph of $\hat{G}$ formed by

H-K algorithm contains typically from 60 to 80 percentages of vertices of $G$ and this percentage is vertex-size independent. Thus $\hat{G}$ may contain typically at most 10 to 40 percent more vertices of $G$ than $H-Z$ graph.
(b) CP time per one iteration. Complexity is linear in number of vertices and edges. Time is increased in comparison to H-K algorithm by a factor similar to (a)
(c) Number of iterations in comparison to H-K algorithm may be considerably decreased. This supposition folllows from handy-made analysis of amall problems and from analysis of the characteristic of $\mathrm{H}-\mathrm{K}$ aigorithm presented in Fig. 3.


Fig.3. The part of the graph vertices belonging to vertex disjoint augmenting paths.
The figure shows the size of subgraph of $\bar{G}$ which contains all shortest vertex disjoint augmenting paths. This subgrapi of $\vec{G}$ contains onły small fraction of vertices of $\vec{G}$
and moreover, this fraction is decreasing with the size of problems. Thus, after removing from $\hat{G}$ all shortest vertex disjoint augmenting paths there remains a considerable part of $\hat{G}$ containing augmenting paths of greater lenght.

We conjecture that the number of iterations of the presented algorithm is a slower growing function of the size of the problems in comparison to $\mathrm{H}-\mathrm{K}$ algorithm.
2.2. An algorithm for refinding lower block triangular structure of an updated basis matrix.

It is now accepted that the most efficient algorithm for finding strongly connected components of a directed graph is due to Tarjan [9]. However, if the basis matrix is updated, the algorithm can be modified to enable performing the search in a restricted part of the graph of the updated basis. The need for such an algorithm results from the possibility of using an additional rule in multiple pricing which will result in producing at each iteration basis matrices with the simplest "bumb and spike" structure.

Let us assume that the r-th column of the basis matrix $B$ is replaced by a column $a_{k}, k \in N$, The bump structure of the updated basis matrix may be created by the following modification of Tarjan algorithm, in which the depth-first search is restricted to a part of the updated basis. From the previous step we will use the following information: for each row i there is known its bumb number $S(i)$, where $S(i)=\min _{t}\{p(t): t$ and $i$ lie in the same bump $\}$
Algorithm
$i^{0}$ Compute $\mu_{k}=\min _{i}\left\{S(i): a_{i k} \neq 0\right\}$ and $M_{k}=S(r)$
If $a_{r k} \neq 0$ go to $2^{0}$, otherwise denominate $a_{k}$ as the "free" column and row $r_{k}$ as the "free" row, and find an augmenting path in the graph of the basis matrix leading from the free colum to the free row using the depth-first search restricted to the rows with $p(i)$ such that $\mu_{k} \leqslant p(i) \leqslant M_{k}$. Make the reasignment of the rows and columns belorging to the augmenting path. GO to $2^{\circ}$
$2^{2}$ In the subgraph of the basis matrix, containing vertices with row indices $p(i)$ such that $\mu_{k} \leqslant p(i) \leqslant M_{k}$ perform the algorithm of Tarjan that finds the strongly connecied components of the subgraph.
The complexity of the above algorithm is $O(t)$, where $t$ is the number of nonzero elements $q_{i j}$ of the updated basis matrix with row and column indices lying between $\mu_{k}$ and $M_{k}$.
Suppose that in multiple pricing we have a set of columns $a_{j}, j \in K$ and we want to choose the column $a_{k}$ giving the simplest bump structure of the updated basis matrix. If the precise algorithm for updating the bump structure is too expensive, the following suboptimizing criterion may be used:

From the set of columns $a_{j}, j \in K$ select a column $a_{k}$ such that

$$
\Delta_{k}=\min _{j \in K} \Delta_{j}
$$

where $\Delta_{j}=S\left(r_{j}\right)-\min _{i}\left\{S(i): a_{i j} \neq 0\right\}$
and $r_{j}$ is the index of the column, leaving the basis $B$ after entering $a_{j}$ to tine basis.
3. EXPLOITING DUAL DEGENERACY IN THE DUAL SIMPLIEX ALGORIMGM.

In some integer programming algorithms the "power" of the succeeding iterations is usually hampered by the massive degeneracy and/or the severe round-off errore. This occurs in the cutting plane algorithm of integer forms as well as in the composite integer algorithm having cuts incorporated into the branch-and-bound scheme. In this section we discuss a technique presented in [11] that allewiates this difficulty.
3.1. A modified dual IP algorithm

Though cycling resulting from degeneracy is not so serious a problem in practice (it may be prevented by the use of a perturbation scheme such as lexicographic orciering of row or colum vectors or by cinoosing the smallest index or any ather handy rule preventing cycling at least irom empirical
evidence) there remains the related problem of slow convergence caused by many iterations with zero changes of the objective function. The difference between degenerate and nondegenerate iterations in the $L P$ algorithms results from the fact, that in the absence of degeneracy the simplex algorithm has the stepest descent property, while in the presence of degeneracy the lexicographic ordering assures oniy finitness of the iterations.

To reduce the number of degenerate simplex iterations we have incerporated into the dual simplex algorithm a mechanizm which assures the stepest descent property of the algorithm also in the case of severe degeneracy.

Let us consider the LP problem (1,2) and assume, that the basia is:
(i) dual leasiole, i.e. $\alpha_{1 j}:=e_{1}^{T} B^{-1} a_{j} \geqslant 0, j \in \mathcal{N}$. (ii) primal infeasible, i.e. there is nonempty set $T$ of
negative basic variables $x_{\beta_{i}}, i \in T$ (for simplicity
we assume, that $i_{i}=0, u_{i}=+\infty$,
We also assume, that the basis is dual degenerate, i.e. the set $\mathcal{N}_{0}=\left\{j: \alpha_{1 j}=0\right\}$ of degenerate nonbasic variables is nonempty. In the dual simplex method moving from one degenerate basic solution to another is indeed solving the totally degenerate subproblem

$$
\begin{align*}
& x_{\beta}+\sum_{j \in \mathcal{N}_{0}}^{\max \beta_{1}}\left(B^{-1} a_{j}\right) x_{j}=B^{-1} b  \tag{4}\\
& x_{\beta}, x_{j} \geqslant 0
\end{align*}
$$

which has primal infeasible basis $B$. In order to solve this subproblem we can maximize an auxiliary function $w=\sum_{i \in T} x_{\beta_{i}}$ which measures the primal infeasibility of (4) as in the first phase of the Orchard-Hays composite simplex algorithm [8] . After solving (4) the new basis is updated according to the ordinary rules of the dual IP algorithm. Our experience shows that this modification significantly improves the performance of the dual IP algorithm in
the case when the number of nonfeasible basic variables is equal one, as it occurs in the Gomory's cutting plane algorithm after adding a new cut or in the branch-and-bound algorithm after branching to a new vertex. It follows from the fact that in this case, ance (4) has been solved, a change in the basis occurs with a simultaneous exchange of dual degenerate and nondegenerate variables. Now we will present one iteration of the algorithm under assumption that the dual LP algorithm uses the same data format as the primal algorithm.
Intally set $\theta:=-\infty, k:=0$ and select $r \in T$.
Algorithm (one iteration)
$1^{\circ}$ Execute backward transformation routine, compute the pricing forms

$$
\begin{aligned}
& \pi_{1}=e_{1}^{T_{B}-1} \\
& \pi_{r}=\theta_{r}^{T_{B}-1} \\
& \pi_{W}=d^{T_{B}-1} \text {, where } d=\sum_{i \in T} e_{i}
\end{aligned}
$$

Go to $2^{0}$
$2^{\circ}$ If there exists a nonbasic column $a_{j}, j \in \mathcal{N}$ not considered yet, compute $\alpha_{1 j}:=\pi_{1} \cdot \boldsymbol{\alpha}_{j}$ and go to $3^{\circ}$; otherwise set $j:=k$ and go to $5^{\circ}$.
$3^{\circ}$ If $\alpha_{1 j}>0$ then go to $4^{\circ}$. Otherwise compute
$\alpha_{w j}:=\pi_{w} \cdot a_{j}$. If $\alpha_{w j}>0$ go to $4^{0}$. Otherwise select the baaic variable $\quad x \beta_{t}$ reaching first its bound after entering $x_{j}$ to the basis (this is pivot selection rule of the primal simplex algorithm); $r:=t$, Go to $5^{\circ}$
$4^{0}$ Compute $\alpha_{r j}:=\pi_{r} \cdot \alpha_{j}$; If $\alpha_{r j}<0$ and $\theta<\frac{\alpha_{1 j}}{\alpha_{r j}}$ then set $\theta:=\frac{\alpha, i}{\alpha}$ and $k:=j$. (this is pivot selection of the dual algorithm). Go to $2^{\circ}$.
$5^{0}$ If $j=0$, LP is not feasible. Otherwise update the basis with the pivot pair ( $r, j$ ). This involves creation new ? and solution columns.

### 3.2. Computational results.

The modified dual algorithm has been tested by solving the set of test integer programing problems, relatively difficult to solve by cutting plane method. The problems have been choosen from [2] and from [7].
The following algorithms have been compared.
LIP1 - a version of the method of integer forme developed by Haldi and Isaacson [3] known as LIP 1
KAL - a version of the method of integer forms developed by Kaliszewski [7]
TO - the method of integer forms for ILP with bounded variables in the all-integer floating-point representation, with the basic dual aimplex algorithm, and a source row selection that pields the largest decrease in the objective function
TO-M - the method TO with two modifications: dual simplex algorithm is replaced by the modified dual algorithm described in section 3.1 and an additional source row selection (criterion 3 in [2] p. 165) which breaks the ties in the source row selection in the algorithm To
The results of the algorithms LIP1 and KAL were reported in [2], p. 380 and in [7]. Computations of the algorithms TO and TO-M were performed on the computer Odra 1325. The resulte are in Table 1

Table 1

| $\begin{gathered} \text { Test pro- } \\ \text { blemf } \end{gathered}$ | Algorithm | Cuts | $\begin{gathered} \text { Simplex } \\ \text { iterations } \end{gathered}$ | Simplex iterations per cut |
| :---: | :---: | :---: | :---: | :---: |
| Haldi 5 | $\begin{aligned} & \text { LIP1 } \\ & \text { TO } \\ & \text { TO-M } \end{aligned}$ | $\begin{gathered} > \\ 176 \\ \hline \end{gathered}$ | $\begin{aligned} & > \\ & > \\ & 222 \end{aligned}$ | 1.2 |
| Haldi 6 | $\begin{aligned} & \text { LIP1 } \\ & \text { TO } \\ & \text { TO-M } \end{aligned}$ | $\begin{array}{r} 123 \\ 49 \\ 41 \\ \hline \end{array}$ | $\begin{gathered} ? \\ 121 \\ 69 \\ \hline \end{gathered}$ | $\begin{array}{r}2.8 \\ 1.6 \\ \hline\end{array}$ |
| Haldi 9 | $\begin{aligned} & \text { LIP1 } \\ & \text { TO }-\mathrm{M} \end{aligned}$ | 42 8 | $\begin{aligned} & 2 \\ & 14 \end{aligned}$ | 1 |
| $\begin{gathered} \text { IBM } 9 \\ (\mathrm{~m}=35, n=40 \end{gathered}$ | $\begin{aligned} & \text { LIP1 } \\ & \text { TO } \\ & \text { TO-M } \end{aligned}$ | $\begin{gathered} 953 \\ > \\ 22 \\ \hline \end{gathered}$ | $\begin{gathered} ? \\ > \\ 155 \end{gathered}$ | 6 |
| T0-20 | $\begin{aligned} & \text { KAL } \\ & \text { TO } \\ & \text { TO-M } \end{aligned}$ | 40 15 1 | 146 69 7 | 3.5 4.1 1 |
| TA-20 | KAL TO TO-M | 4 1 1 | 18 7 7 | 3 1 1 |
| 0-19 | $\begin{aligned} & \text { KAI } \\ & \text { TO }-\mathrm{id} \end{aligned}$ | $\begin{array}{r} >160 \\ 17 \end{array}$ | $\begin{array}{r} >613 \\ 39 \end{array}$ | 3.8 1.8 |
| 0-17 | $\begin{aligned} & \mathrm{KAL} \\ & \mathrm{TO}-\mathrm{M} \end{aligned}$ | $\begin{array}{r} >190 \\ 47 \end{array}$ | $\begin{array}{r} >518 \\ 80 \end{array}$ | 2.7 1.6 |

The comparison of the algorithms indicate that:
(i) the choise of the cuts leading to the severe dual degeneracy in the algorithm TO-M is advantageous from the efficiency point of view.
(ii) the use of the modified dual simplex algorithm reduces the average number of simplex iterations per one cut.
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# A RESOURCE-DIRECT゙IVE BASIS DECOMPOSITION ALGORITHM FOR WEAKLY COUPLED DYNAMIC LINEAR PROGRAMS* 

Tatsuo Aonuma

Kobe University of Commerce

This paper presents a decomposition algorithm for dual angular linear programs, which also can be extended to a wider class of structured linear programs. The method is closely related to the algorithm by Martin Beale on the parameterization of the linking variables. In the algorithm, the linking variables are first fixed at given values to partition the problem into several subproblems. Secondly an optimal setting of the linking variables is determined, given that the bases for the subproblems are fixed. Then, the bases for the subproblems are changed so as to improve the entire problem. The computational experience indicates that the number of cycles to adjust the linking variables required for optimality is nearly equal to, or less than the number of the subproblems, and is smaller than the earlier computational results in the column-generation scheme, and that the computing time is much faster than in the direct simplex approach.

[^7]Introduction. A two-level algorithm for two-stage linear programs has been presented in Aonuma [2]. The aigorithm was developed with an intention of solving the two-stage linear programs arising from a nested approach to multi-period planning [1], in a manner of interactive preference optimization for considering uncertainty in the future. In the present paper we extend the same decomposition approach to a wider class of structured linear programs, especiaily to dual angular linear programs and also report computational experience in using it for weakly coupled dynamic linear programs.

The dual angular linear program we address is written as follows:


We call $y$ the linking variables and $A^{1}$ the linking matrix for the $i-t h$ block. In a dynamic linear program we get together all of the linking variables between two consecutive periods into one block.

Our decomposition method is closely related to Beale's approach [6] on the parametrization of the linking variables and is not of colum-generation scheme. We begin by choosing initial values for the linking variables, and then the problem is decomposed into several subproblems when the $y$-variables are fixed. After optimizing these subproblems, the optimal setting of the linking variables are determined, given that the bases for the subproblems are fixed. For this purpose, we solve a coordination problem. Subsequently, a direction-finding problem for every non-optimal subproblem is solved for the purpose of exchanging the basis so as to improve the entire problem. We call the process "coordination" of the $y$-variables. The coordination process terminates when there is no improving the bases for the subproblems. In a sense of planning process [12], this type of coordination is considered to be
resource-directive [8] and of two-level.
The time-consuming jobs throughout the whole computation in the algorithm are solving the subprobjems at the initial stage and solving the coordination problems during the coordination process. We call the number of times of solving the coordination problem the namber of coordination cycles. A built-in linear programing subroutine is required for solving both the subproblems and the coordination problems. As the number of rows of the coordination problem is equal to that of the liaking variables, the largest problem to be solved by the subroutine can be the coordination problem in such a case that the number of periods, $K$, in a dynamic case is very large. That is one of the reasons why weakly coupled dynamic models are computationally preferable and effective for our algorithm for the purpose of solving much larger-scale models, where "weakly coupled" implies that the number of the linking variables between two consecutive periods is relatively small. The second reason is that it is possible for us to estimate "good" initial values for the linking variables in weakly coupled cases. The computational experience indicates that a good setting of the $y$-variables makes the algorithm work effectively.

An experimental code, named MULPS, has been writien in FORTRAN for GITAC 8250 in order to solve dynamic linear programs having up to 180 rows and 6 periods. The SEXOP developed by R.E.Marsten [15] is used in the MLPS as an LP subroutine for solving the linear programs.

In the present experiments we mainly focus on the number of coordination cycles. From our experiments the number of the cycles seems to be nearly equal to, or less than the number of periods, and seems to be very small in comparison with thatin the earlier algorithms of column-generation scheme. For comparison with a direct simplex approach we tentatively convert the MULPS to a new large computer, FACOM M-160S (comparable to IBM $370 / 148$ ), which has virtual storage
in its operating system, and we use a version of the original SEXOP [15] as the FORTRAN IInear programing code for the direct method. We observe that, for two test problems of 6 periods, the CPU computing time by the MUPS is about a quarter of those by the direct method, and that only a half of storage in the direct method is required in the MULPS

It has been lately suggested by several researchers that our method is closely related to Gass' dualplex method [18] and Winkler's method [19]. We shall describe in [20] that there are three computationally different points from Gass' method. We happened to report before in [2] that the number of cycles required for optimality in our algorithm was less than that when employing a selection rule of Gass' type to obtain an improved basis of the subproblein in the 2-stage case, where we compared with the Beale's rule [6] which is also the same as the Gass' rule. And also, we can understand that our algorithm gives a concrete optimal strategy to Winkler's framework. However, our algorithm will be regarded as a coordination method rather than as a simplex method for large-scale problems.

Section 1 presents some methods on parametrization and transformation in linear programs, which will basically give a solution method to the coordination problem. In Section 2 the decomposition algorithm is presented for a simplified form of our problem above. The justification of the algorithm is shown in a constructive manner with several theorems and its finite convergence is also proved. At the end of the section the computational procedure is summarized. Section 3 contains the computational experience.

## 1. Parametrization and Transformation in Linear Programs

Consider the linear program
LP[B:y]

$$
\begin{aligned}
& \max c_{Y}(B) y \\
& \text { s.t. } \quad I x_{B}+A_{Y}(B) y=b(B) \\
& x_{B}, y \geqq 0
\end{aligned}
$$

where $I$ is a suitable identiy, $A_{Y}(B)$ is an $m X n_{y}$, and the other vectors are of conformable dimensions. LP[B:y] represents the cannonical form of a linear program with respect to a given basis $B$ and is the analogus notation adopted in Marsten and Shepardson [16] for expressing conveniently a linear program updated with respect to a given basis.

For the purpose of formulating the resource-directive coordination process in our two-level algorithm we consider a transformed linear program derived from LP[B:y]. Suppose that, at first, the $y$-variables are fixed at given values, $y^{0}$, and then they are adjusted through "new parameters", $\lambda$, around $y^{0}$. We have the following transformed problem:

$$
\begin{align*}
L P_{\lambda}\left[B: y=y^{0}+I \lambda\right] \quad \max \quad & c_{Y}(B) \lambda+c_{Y}(B) y^{0}  \tag{1.1}\\
\text { s.t. } \quad I x_{B}+A_{Y}(B) \lambda & =x_{B}\left(Y^{0}\right)  \tag{1.2}\\
& -I \lambda+I Y=y^{0} \tag{1.3}
\end{align*}
$$

$x_{B}, y \geqq 0$
where $x_{B}\left(y^{0}\right)=b(B)-A_{Y}(B) y^{0}$. The $x_{B}$ and $y$ play the role of slack variables for the constraints (1.2) and (1.3) respectively. Let the dual form of $L P_{\lambda}$
denote as follows:

$$
\begin{aligned}
& D P_{B}\left[I: y=y^{0}+L \lambda\right] \quad \text { min } \quad u x_{B}\left(y^{0}\right)+v y^{0}+c_{Y}(B) y^{0} \\
& \text { s.t. } \quad u A_{Y}(B)-I v=c_{Y}(B) \\
& u, v \geq 0
\end{aligned}
$$

where $u$ and $v$ are the dual variables associated with (1.2) and (1.3) respectively.

Let $D$ be a dual feasible basis for $D P_{B}$ and let $\rho$ and $\psi_{D}$ denote the corresponding primal basic solution of $D P_{B}$ and the dual one respectively; ie., $\rho^{t}=D^{-1} c_{Y}^{L}(B)$. We update $D P_{B}$ with respect to $D$ to obtain the following form: $D P_{B}\left[D: y=y^{0}+I \lambda\right] \quad \min \quad u\left\{x_{B}\left(y^{0}\right)-A_{Y}(B) \psi_{D}\right\}+v\left\{y^{0}+\psi_{D}\right\}+c_{Y}(B)\left\{y^{0}+\psi_{D}\right\}$

$$
\text { s.t. } \quad u A_{Y}(B)\left(D^{-1}\right)^{t}-v\left(D^{-1}\right)^{t}=\rho
$$

$$
u, v \geq 0
$$

Again, let us consider the dual of $D P_{3}[D]$ :

$$
\begin{array}{rc}
\mathrm{DDP}_{B}[D: \lambda] & \max \\
\text { s.t. } \quad & A_{Y}(B)\left(D^{-1}\right)^{t} \lambda \leqq c_{Y}(B)\left\{y^{0}+\psi_{D}\right\} \\
-\left(D^{-1}\right)^{t} \lambda & \leqq y^{0}+A_{Y}(B) \psi_{D} \tag{1.5}
\end{array}
$$

Let the slack variables for (1.4) and (1.5) be $x_{B}$ and $y$ respectively. Then, $D D P_{B}[D: \lambda]$ can be regarded as a transformed form of $L P_{\lambda}[B]$. We have the following obvious and useful result.

THEOREM 1. Let $D$ be a dual feasilbe basis for $D P_{B}\left[I: Y=y^{0}+I \lambda\right]$ and let $\psi_{D}$ denote the corresponding dual solution. If $\mathrm{y}^{0}$ is a feasible solution to LP [B:y], then
(1) $y^{1}=y^{0}+\psi_{D}$ is also a feasible solution to $L P[B: y]$, and $y^{1}$ becomes an optimal solution if $D$ is an optimal basis.
(ii) $\operatorname{DDP}_{B}[D: \lambda]=L P_{\lambda}\left[B: y=y^{1}+\left(D^{-1}\right)^{t} \lambda\right]$,
(iii) there are at least $n_{y}$ zero components among the $x_{B}\left(y^{1}\right), y^{1}$, where $n_{y}$ is the dimension of $y$ and also the number of rows in $D P_{B}$. The number of zeros among the $x_{B}\left(y^{l}\right), y^{l}$ is equal to $n_{y}$ under the non-degeneracy assumption, which we shall assume hereafter in the coordination problems that will be defined later.

Let us define $T^{1}=T^{0}\left(D^{-1}\right)^{t}$ where $T^{0}=I$ (identity). Then, we have the new relationship between the $y$ and the parameters $\lambda$

$$
\begin{equation*}
y=y^{1}+T_{\lambda}^{1} \tag{1.6}
\end{equation*}
$$

through which the $y$-variables will be adjusted around the $y^{1}$ again. LP $\lambda^{[B: y}=$ $\left.y^{1}+T^{1} \lambda\right]$ is the problem updated with respect to the new relationship (1.6) and so is the $D D P_{B}[D: \lambda]$. We call $T^{1}$ the Parametric Transformation Matrix ( $P$ $T M$ hereafter).

## 2. The Decomposition Algorithm

We use the same notaiton as in [16] for expressing a linear program with respect to a given basis. For simplicity in terminology, we represent the 1 inear program ( 0.1 )-(0.3) as follows:

$$
\begin{array}{lll}
\operatorname{LP}[I: y] & & \max c x \\
& \text { s.t. } & A x+A_{Y} y=b \\
& x, y \geq 0
\end{array}
$$

where $A$ is an m $x$ n matrix having $K$ blocks, each of which contains $m_{i}$ rows and $n_{f}$ columns, f.e., m $=\sum_{i=1}^{K} m_{i}$ and $n=\sum_{i=1}^{K} n_{f}, A_{Y}$ is $m X n_{y}$, and the other vectors are of conformable dimensions. We also assume without loss of generality $c_{Y}=0$ in ( 0.1 ), because we can always alter the original problem to the above type of problem, by adding a constraint $c_{Y} y-z^{+}+z^{-}=0, z^{+}, z^{-} \geq 0$ to the x-block.

For the purpose of proving the finiteness of the algorithm we shall assume some ordinary non-degeneracy assumptions like in Theorem 1 (iti) when necessary. And also we assume, for simplicity, the boundedness of the problem.

## initialization stage

The Subproblem. Firstly, we choose initial values, $\mathrm{y}^{0}$, for the $y$-variables, and when $y=y^{0}$ is fixed we have the subproblem

$$
\begin{aligned}
S P\left[I: y=y^{0}\right] \quad \max & c x \\
\text { s.t. } A x & =b-A_{Y^{\prime}} y^{0} \\
x & \geqq 0
\end{aligned}
$$

Notice that the subproblem actually consists of $K$ smaller subproblems of the same type, each of which is of an $m_{i} \times n_{i}$ dimension. We assume, for simplicity, that the subproblem has a finite optimal solution.

Now, let $B_{\hat{\sigma}}$ be an optimal basis and let $\pi_{B_{0}}$ denote the corresponding dual variables; $\pi_{B_{0}}=c_{B_{0}} B_{0}^{-1}$ where $c_{B_{0}}$ is the components of $c$ corresponding to the basic variables $X_{B_{0}}$. Then, the subproblem updated with respect to $B_{o}$ becomes

$$
\begin{array}{rc}
S P\left[B_{0}: y-y^{0}\right] & \max \bar{c}_{N} x_{N} \\
\text { s.t. } \quad x_{B_{0}}+\bar{A}_{N}\left(B_{0}\right) x_{N}=B_{0}^{-1}\left(b-A_{Y} y^{0}\right) \\
x_{B_{0}}, x_{N} \geq 0
\end{array}
$$

where $x_{N}$ denote the non-basic variables, and we have $\bar{c}_{N} \leq 0$ and $B_{0}^{-1}\left(b-A_{Y} y^{0}\right)$ $\geq 0$ because of optimality. Likewise, the $L P[I: y]$ is updated with respect to $B_{o}$ as follows:
$L P\left[B_{0}: y\right]$

$$
\begin{array}{ll}
\max & \bar{c}_{N} x_{N}-\pi_{B_{0}} A_{Y} y \\
\text { s.t. } \quad & x_{B_{0}}+\bar{A}_{N}\left(B_{0}\right) x_{N}+\bar{A}_{Y}\left(B_{0}\right) y=\bar{b}\left(B_{0}\right) \\
& x_{B_{0}}, x_{N}, y \geqslant 0
\end{array}
$$

where $\bar{A}_{Y}\left(B_{0}\right)=B_{0}^{-1} A_{Y}$ and $\bar{b}\left(B_{0}\right)=B_{0}^{-1} b$.
The First Coordination Problem. We define the coordination problem for the purpose of determining an optimal setting of the $y$-variables, given that the $B_{o}$ for the subproblem is fixed. Assume that the $y$-variables are adjusted through the parameters, $\lambda$, around $y^{0}$ according to the linear relationships

$$
\begin{equation*}
y=y^{0}+T^{0} \lambda, T^{0}=I \text { (identity) } \tag{2.1}
\end{equation*}
$$

Then, LP[ $\left.B_{0}: y\right]$ can be equivalently written as the following transformed form, in the same way as for $L P_{\lambda}$ in Section 1:

$$
x_{B_{0}}, x_{N}, y \geq 0
$$

where $X_{B_{0}}\left(y^{0}\right)=B_{0}^{-1}\left(b-A_{Y^{\prime}}{ }^{0}\right)=\vec{b}\left(B_{0}\right)-\bar{A}_{Y^{\prime}}\left(B_{0}\right) y^{0}$. Let $D P_{B_{0}}\left[I: y=y^{0}+T^{0} \lambda\right]$ denote the corresponding dual problem.

In the above problem, adjusting through the $\lambda$ involves both adjusting the $y$-variables and the basic variables, $x_{B_{0}}$, but the non-basic variables $x_{N}$ remain locked at zero. This mechanism will be formulated as a coordination problem. Now, the coordination problem is defined in a primal form as $\mathrm{CP}_{\mathrm{B}_{\mathrm{O}}}\left[\mathrm{I}: \mathrm{y}_{\mathrm{y}} \mathrm{y}^{\mathrm{O}}+\mathrm{T}^{0} \lambda\right]$

$$
\begin{array}{rlrl}
\max -\pi_{B} A_{Y} T^{0} \lambda & \text { dual var. } \\
\text { s.t. } \quad x_{B_{0}}+\bar{A}_{Y}\left(B_{0}\right) T^{0}{ }_{\lambda} & =x_{B}\left(y^{0}\right) & : u \\
& -T^{0} \lambda+y & =y^{0^{0}} & : v
\end{array}
$$

$$
x_{B_{0}}, y \geq 0
$$

Notice that the problem is obtained by dropping all of the non-basic x-variables, $x_{N}$, from $L P_{\lambda}\left[B_{0}: y-y^{0}+T^{0} \lambda\right]$. In our algorithm the dual form of the coordination problem is actually solved, and simply the coordination problem shall imply its dual problem in the future description of the computational procedure. Let $D C P_{B_{0}}\left[I: y=y^{0}+T^{0} \lambda\right]$ denote the corresponding dual problem.

We assume that $C P_{B_{0}}$ is bounded. If it is unbounded, so is LP[I:y]. Let $D$ denote an optimal basis for $D C P_{B_{0}}\left[I: y^{2} y^{0}+T^{0} \lambda\right]$ and let $\psi_{D}$ denote the corresponding dual solution. From Theorem 1 we have $y^{1}=y^{0}+\psi_{D}$ as an optimal setting for the $y$-variables, given that the basis $B_{o}$ for LP[I:y] is fixed. And also, we have

$$
\text { the dual of } D C P_{B_{0}}\left[D: y=y^{0}+T^{0} \lambda\right]=C P_{B_{0}}\left[I: y^{m} y^{1}+T^{1} \lambda\right]
$$

where $T^{I}$ denotes the PTM, and

$$
\begin{equation*}
I^{1}=I^{0}\left(D^{-1}\right)^{t}=\left(D^{-1}\right)^{t} . \tag{2.2}
\end{equation*}
$$

$$
\begin{aligned}
& L P_{\lambda}\left[B_{0}: y=y^{0}+T^{0} \lambda\right] \quad \max \bar{C}_{N} X_{N}-\pi_{B} A_{0} Y^{T^{0}} \quad \text { dual var. } \\
& \text { s.t. } \quad x_{B_{0}}+\bar{A}_{N}\left(B_{0}^{0}\right) x_{N}+\bar{A}_{Y}\left(B_{0}\right) T_{\lambda}^{0}=x_{B_{0}}\left(y^{0}\right): u \\
& -T^{0} \lambda+y=y^{0^{0}} \quad: v
\end{aligned}
$$

Let $u_{D}$ and $v_{D}$ be the basic variables of $D C P_{B_{0}}\left[I: y=y^{0}+I^{0} \lambda\right]$ for the dual variables, $u$ and $v$, respectively. For simplicity, we assume that those basic variables are placed in the basis, $D$, in such an order as ( $v_{D}, u_{D}$ ); this means that if we put

$$
\begin{equation*}
-\pi_{B_{0}} A_{Y}\left(D^{-1}\right)^{t}=\rho=\left(\rho_{v}, \rho_{u}\right), \tag{2.3}
\end{equation*}
$$

then the corresponding basic solution is

$$
v_{D}=\rho_{v} \text { and } u_{D}=\rho_{u} \text {. }
$$

$L P\left[B_{0}: y^{-y^{0}}+T^{0} \lambda\right]$ can be updated with respect to $\mathrm{y}^{1}$ and the new PTM, $\mathrm{T}^{1}$ : $\operatorname{LP}_{\lambda}\left[B_{0}: y=y^{1}+T^{1} \lambda\right] \quad \max \bar{c}_{N}\left(B_{0}\right) x_{N}+\rho \lambda$ dual var. s.t. $\begin{aligned} X_{B}+\bar{A}_{N}\left(B_{0}\right) x_{N}+\bar{A}_{Y}\left(B_{0}\right) I^{1} \lambda & =x_{B}\left(y^{1}\right) & : u \\ -T^{1} \lambda+y & =y^{10} & : v\end{aligned}$ $x_{B_{0}}, x_{N}, y \geq 0$.
We also have the updated subproblem, $S P\left[B_{0}: y-y^{1}\right]$, corresponding to the above.
In view of our non-degeneracy assumption described in Theorem 1 (iii), there are exactly $n_{y}$ zeros among the $x_{B}\left(y^{1}\right), y^{1}$. The corresponding positions are associated with the $u_{D}$ and $v_{D}$. Let the set of the rows in which the corresponding components of $x_{B}\left(y^{1}\right)$ are equal to zero denote $\Gamma$. In the case of $\operatorname{LP}\left[B_{0}: y=y^{1}+T^{1} \lambda\right]$, we say simply that the rows belong to the $\Gamma$-set, or, in the case of $D C P_{B_{0}}\left[D: y=y^{0}+T^{1} \lambda\right]$, that the corresponding columus belong to the r-set. The basic variables, among the $x_{B_{0}}$, which are in the rows belonging to the $\Gamma$-set correspond to the variables called "pseudo-basic" in Beale [6].

All of the rows of $\bar{A}_{N}\left(B_{0}\right)$ in $L P\left[B_{0}: y=y^{1}+T^{1} \lambda\right]$ are classified into either the $\Gamma$-set :or otherwise. We assume, for simplicity, that all of the r-rows are placed at the bottom of $\bar{A}_{N}\left(B_{0}\right)$, and let $\bar{A}_{N \Gamma}$ ( $B_{0}$ ) denote the corresponding part of $\bar{A}_{N}\left(B_{0}\right)$. The assumption above means, together with the assumed order of ( $v_{0}, u_{0}$ ), that the updated linking matrix, $\bar{A}_{Y}\left(B_{0}\right) T^{1}$, has the following structure:

$$
\left.\bar{A}_{Y}\left(B_{0}\right) T^{1}=\left[\begin{array}{ll}
R & Q \\
0 & B \tag{2.4}
\end{array}\right]\right\}_{U_{D}}
$$

where $B$ is a square matrix composed of the unit row-vectors, which correspond to the columns associated with the $u_{D}$ in $D C P_{B_{0}}\left[D: y^{-y^{0}}+T^{0} \lambda\right]$; $H$ is a kind of permutation matrix and we have $\mathrm{H}^{-1}=\mathrm{H}^{t}$.

Similarly, if we assume that all of the zero components among the $y^{1}$ are placed at the top, the updated linking matrix, $-I^{1}$, can be written as follows:

$$
-T^{1}=\left(\begin{array}{ll}
H_{0} & 0  \tag{2.5}\\
Q_{0} & R_{0}
\end{array}\right\}^{\} v_{D}}
$$

where $H_{0}$ denotes the collection of the unit row-vectors, which correspond to the columns associated with the $v_{D}$ in $_{\text {DCP }}^{B_{0}}\left[D: y=y^{0}+T^{0} \lambda\right] . H_{0}$ is also a permutation matrix and $\mathrm{H}_{0}^{-1}=\mathrm{H}_{0}^{t}$.

## OPTIMALITY TEST

THEOREM 2. If we have

$$
\begin{equation*}
\rho_{u} H^{t} \bar{A}_{N \Gamma}\left(B_{0}\right)-\bar{c}_{N}\left(B_{0}\right) \geqslant 0, \tag{2.6}
\end{equation*}
$$

then the basic solution, $x_{B_{0}}=x_{B_{0}}\left(y^{1}\right), y=y^{1}$, in $L P_{\lambda}\left[B_{0}: y^{1}+I^{1} \lambda\right]$ is optimal for LP[I:y].

Proof. Notice that if the basic solution is optimal for $L P_{\lambda}\left[B_{0}: y^{1}+T^{1} \lambda\right]$, it is also optimal for $L P[I: y]$. Put $u^{*}=\left(0, \rho_{u} H^{t}\right) \geqslant 0$ and $v^{*}=\left(\rho_{v} H_{0}^{t}, 0\right) \geqslant 0$. The condition (2.6) means that the $u=u^{*}, v=v^{*}$ is a feasible solution to $D P_{B_{a}}\left[I: y=y^{1}+I^{1} \lambda\right]$ because of (2.3), (2.4) and (2.5). We have clearly complementary slackness, and the solution is optimal. ||

## CHANGING THE BASIS OF THE SUBPROBLEM

The Direction-finding Problem. Now suppose that $\rho_{u} H^{t} \bar{A}_{N \Gamma}\left(B_{0}\right)-\bar{c}_{N}\left(B_{0}\right) \nsubseteq 0$, so that we are not finished. Therefore, we try to change the present basis $B_{0}$ to an attractive one. Put

$$
\begin{equation*}
P_{N}\left(B_{o}\right)=-\rho_{u} B^{t} \bar{A}_{N \Gamma}\left(B_{o}\right)+\bar{c}_{N}\left(B_{o}\right) \$ 0 . \tag{2.7}
\end{equation*}
$$

We define the direction-finding probiem:

$$
\begin{array}{ll}
F_{B_{0}}\left[I: y=y^{1}\right] & \max P_{N}\left(B_{0}\right) x_{N} \\
& \text { s.t. } \quad I x_{B_{0} \Gamma}+\bar{A}_{N \Gamma}\left(B_{0}\right) x_{N}=0 \\
& x_{B_{0}}, x_{N} \geq 0
\end{array}
$$

where $x_{B_{0}} \Gamma$ denotes the components of $x_{B_{0}}$ in the $\Gamma$-set and plays the role of slack variables.

It is very important for us to notice that solving $F_{B_{0}}\left[I: y_{-y^{1}}^{1}\right]$ means changing the present basis, $B_{0}$, of $\operatorname{SP}\left[B_{0}: y y^{1}\right]$ to an improved basis by restricting the candidates of pivotal rows to the r-set and by using the modified objective function. We assume that the degenerate program $F_{B_{0}}\left[I: y-y^{1}\right]$ is solved by the perturbation method. Notice that the direction-finding problem has either a bounded null solution or unbounded solutions.

If $\mathrm{F}_{\mathrm{B}_{\mathrm{o}}}\left[\mathrm{I}: y-y^{1}\right]$ has an bounded optimal solution, the associated basischange also induces the basis-change for the subproblem, $S P\left[B_{0}: y=y^{1}\right]$. Let $B_{1}$ denote the induced basis for the subproblem: the subproblem has been updated with respect to the $B_{1}$ and we have $S P\left[B_{1}: y=y^{1}\right]$.

If $F_{B_{0}}\left[I: y=y^{1}\right]$ is unbounded, we need an extra-operation for the purpose of obtaining such a basis that, among the corresponding basic variables, there is at least one basic variable, the objective coefficient of which is exactly positive.

The Extra-operation in the Unbounded Case. Let $x_{\infty}$ denote such a variable that its simplex criterion is negative and all the components of its updated column are non-positive.

If $x_{\infty}$ is not a component of the $x_{B_{0}}$, that is, not a slack variable, then we perform a pivoting operation for bringing $x_{\infty}$ into the basis instead of a
basic variable which is a component of the $x_{B_{0}}{ }^{5}$, that is, a slack variable in the basis.

If $x_{\infty}$ itself is a component of the $x_{B_{0}} \Gamma^{\text {, there }}$ is at least one basic variable in the present basis, the objective coefficient of which is positive. Because the corresponding obfective value tends to infinity by letting the $x_{\infty}$ increase. In this case we do not need the extra-operation for our purpose.

Thus, in the unbounded case we also have had a new basis for $F_{B_{0}}\left[I: y^{-1}{ }^{1}\right]$. Let $B_{1}$ denote the induced basis for the subproblem as well as in the bounded case. We have the updated subproblem, $S P\left[B_{1}: y^{-1}{ }^{1}\right]$, as well. The possibility of performing the extra-operation is insured by the following lemma.

LEMMA 1. When $F_{B_{0}}\left[I: y^{-y^{1}}\right]$ is unbounded, we can claim the following facts:
(1) There has to be at least one variable chosen among the $x_{B_{0}} \Gamma^{\text {-variables }}$ in the present basis, or else the $x_{\infty}$ itself is a component of the $x_{B_{0}} \Gamma$.
(ii) Unless the $x_{\infty}$ is a component of the $x_{B_{0}}$-variables, there has to be at least one non-zero component in the updated column of the $x_{\infty}$. The nonzero component appears on some of the rows of the basic $x_{B_{0}} \Gamma^{\text {-variables }}$ in the present basis.

Proof. (1) From (2.7), $\mathrm{F}_{\mathrm{B}_{0}}\left[\mathrm{I}: \mathrm{y}=\mathrm{y}^{1}\right]$ can be equivalently written as $\max \rho_{u} H^{t} x_{B_{0} \Gamma}+\bar{c}_{N}\left(B_{o}\right) x_{N}$
s.t. $\quad I x_{B_{0} \Gamma}+\bar{A}_{N \Gamma}\left(B_{0}\right) x_{N}=0$
$x_{B_{0} \Gamma}, x_{N} \geq 0$.
As we have $\bar{c}_{N}\left(B_{0}\right) \leqq 0$, the problem does not show the unboundedness if all of the basic variables and $x_{\infty}$ are the components of the $x_{N}$-variables.
(11) If the $x_{\infty}$ is a component of the $x_{N}$-variables, at least one of the basic $X_{B_{0}} \Gamma^{\text {-variables }}$ in the basis has to become positive by letting the $x_{\infty}$ increase, because of $\bar{c}_{N}\left(B_{0}\right) \leqq 0$. This means that the claim (i1) is true. \|

Conceraing the new basis, $B_{1}$, for the subproblem, which is induced from solving the direction-finding problem, we have the following result:

LEMMA 2. Let $B$ denote the basis matrix for $F_{B_{0}}\left[I: y=y^{1}\right]$, which is assoclated with the $B_{1}$-basis for the subproblem, and let $x_{B}$ and $p_{B}$ denote the corresponding basic variables and the corresponding objective coefficients respectively. Then, there is at least one positive component, $p_{B j}>0$, among the $p_{B}$.

Proof. In the unbounded case of $F_{B_{0}}\left[I: y-y^{1}\right]$, it is clear owing to the extra-operation above. So, we shall prove it in the bounded case. Let $x_{\beta}(\varepsilon)>$ 0 be the values of the optimal basic variables for the perturbed problem of
 A case $p_{B}=0$ causes dual infeasibility, because there is at least one positive component among the $p_{N}\left(B_{0}\right)$ : This is impossible. If $p_{B} \neq 0$, we have $p_{B} x_{B}(\varepsilon)<0$. This contradicts the optimality of $x_{B}(\varepsilon)$, because a null solution becomes an feasible one to the perturbed problem. ||
Expressing the $B_{1}$ by the $B$ and the $B_{0}$. Let $\bar{F}\left(B_{0}\right)$ denote an eniarged matrix of the basis, $\beta$, for $L P\left[B_{0}: y\right]$, $1 . e .$, under the assumptions for simplicity, we have

$$
\bar{F}\left(B_{0}\right)=\left[\begin{array}{cc}
I & \alpha  \tag{2.10}\\
0 & B
\end{array}\right] \text { and } \quad \bar{F}^{-1} \cdot\left(B_{0}\right)=\left[\begin{array}{cc}
I & -\alpha \beta^{-1} \\
0 & B^{-1}
\end{array}\right]
$$

where $a$ denotes the componnents outside the $\left[\right.$-set of $L P\left[B_{0}: y\right]$ in the same colums as $\beta$. Notice that if some variables in the $\beta$ are chosen from the $X_{B_{0}} \Gamma$, the corresponding components of a are null. Then, we have

$$
\begin{equation*}
B_{1}^{-1}=\bar{F}^{-1}\left(B_{0}\right) B_{0}^{-1} \tag{2.11}
\end{equation*}
$$

which is called Dantzig's Factorization in Marsten and Shepardson [16].

Likewise,

$$
\begin{equation*}
\bar{\pi}_{B_{1}}\left(B_{0}\right)=\bar{c}_{B_{1}}\left(B_{0}\right) \bar{F}^{-1}\left(B_{0}\right) \tag{2.12}
\end{equation*}
$$

where $\bar{c}_{B_{1}}\left(B_{0}\right)$ denote the objective coefficients of the basic variables corresponding to the basis $\overline{\mathrm{F}}\left(\mathrm{B}_{\mathrm{o}}\right)$ in $\mathrm{SP}\left[\mathrm{B}_{\mathrm{o}}: \mathrm{y}_{\mathrm{F}} \mathrm{y}^{1}\right.$ ]. From (2.10) we have

$$
\begin{align*}
\bar{c}_{B_{1}}\left(B_{0}\right) & =c_{B_{1}}-\pi_{B_{0}}{ }^{B_{1}} \\
& =\left(0, \bar{c}_{B}\left(B_{0}\right)\right) \tag{2.13}
\end{align*}
$$

where $\bar{c}_{\beta}\left(B_{0}\right)$ denote the component of $\bar{C}_{N}\left(B_{0}\right)$ corresponding to the $B$.
Let $\pi_{B_{1}}$ denote the dual variables associated with the $B_{1}$ for $S P\left[B_{0}: y^{-y^{1}}\right]$. Then, from (2.11), (2.12) and (2.13) we have

$$
\begin{equation*}
\pi_{B_{1}}=\pi_{B_{0}}+\bar{\pi}_{B_{1}}\left(B_{0}\right) B_{0}^{-1} \tag{2.14}
\end{equation*}
$$

which was also shown in [16]. In addition,

$$
\begin{equation*}
\bar{A}_{Y}\left(B_{1}\right)=\bar{F}^{-1}\left(B_{0}\right) \bar{A}_{Y}\left(B_{0}\right) \tag{2.15}
\end{equation*}
$$

Thus, we have obtained the updated $L P\left[B_{1}: y\right]$, as well as the subproblem, $S P\left[B_{1}: y=y^{1}\right]$.

THE SUBSEQUENT COORDINATION PROBLEMS
Now, we would like to define the subsequent coordination problem for the updated subproblem $\operatorname{SP}\left[B_{1}: y^{-y^{1}}\right]$. As well as the first problem, the purpose is to determine an optimal setting of the $y$-variables, given that the new basis, $B_{1}$, for the subproblem is fixed.

First of all, we shall define a new relationship between the $y$-variables and the $\lambda$-parameters for the purpose of reducing the amount of work required for updating the linking matrices with respect to $\mathrm{B}_{1}$.
The $B$-transformation. Let us define the intermediate PTM, $\mathrm{T}^{1}$ *, as

$$
T^{1}=I^{I}\left[\begin{array}{cc}
I & 0  \tag{2.16}\\
0 & H^{t}
\end{array}\right]
$$

and we consider the following new relationship :

$$
\begin{equation*}
y=y^{1}+T^{1} \star \lambda \tag{2.17}
\end{equation*}
$$

The linking matrices in $L P_{\lambda}\left[B_{1}: y=y^{1}+T^{1}{ }_{\lambda}\right]$ are obtained as follows:

$$
\begin{equation*}
\bar{A}_{Y}\left(B_{1}\right) T^{I_{*}}=\bar{F}^{-1}\left(B_{0}\right) \bar{A}_{Y}\left(B_{0}\right) T^{1}, \tag{2.18}
\end{equation*}
$$

by (2.4) and (2.10),

$$
\begin{align*}
& =\left[\begin{array}{cc}
R & Q-\alpha \beta^{-1} B \\
0 & B^{-1} B^{2}
\end{array}\right]\left(\begin{array}{cc}
I & 0 \\
0 & H^{t}{ }_{\beta}
\end{array}\right]=-\left(\begin{array}{cc}
B & Q H^{t}{ }_{B}-\alpha \\
0 & I
\end{array}\right] \\
& T^{1}=-\left[\begin{array}{ll}
H_{0} & 0 \\
Q_{0} & B_{0}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & H_{B}^{t}
\end{array}\right]=-\left(\begin{array}{cc}
H_{0} & 0 \\
Q_{0} & R_{0} H_{B}{ }_{B}
\end{array}\right] \text {. } \tag{2.19}
\end{align*}
$$

By (2.14),

$$
-\pi_{B_{1}} A_{Y} T^{1}=-\pi_{B_{0}} A_{Y} T^{1}{ }^{1}-\bar{\pi}_{B_{1}}\left(B_{0}\right) B_{0}^{-1} A_{Y} T^{1} \star
$$

by (2.12)

$$
\begin{equation*}
=-\pi_{B_{0}} A_{Y} T^{1}-\bar{c}_{B_{1}}\left(B_{0}\right) \bar{A}_{Y}\left(B_{1}\right) T^{1} \tag{2.20}
\end{equation*}
$$

and by (2.3) and (2.13)

$$
\begin{align*}
& =\left(\rho_{V}, \rho_{U} H^{t} B\right)-\left(0, \bar{c}_{B}\left(B_{0}\right)\right) \vec{A}_{Y}\left(B_{1}\right) T^{1} \\
& =\left(\rho_{V}, \rho_{u} H^{t} \beta\right)-\left(0, \bar{c}_{B}\left(B_{0}\right)\right), \text { by }(2.18), \\
& =\left(\rho_{v}, p_{U} H^{t_{B}}-\bar{c}_{\beta}\left(B_{0}\right)\right) . \tag{2,21}
\end{align*}
$$

We should pay attention to the component of $\rho_{H} H^{t_{B}} \bar{c}_{\beta}\left(B_{0}\right)$. Then, we: note that these components associated with the slack variables in the basis, $\beta$, are not changed from the corresponding components in $L P_{\lambda}\left[B_{0}: y-y^{1}+T^{1} \lambda\right]$, because the corresponding components of $\bar{c}_{B}\left(B_{o}\right)$ are null. Furthermore, the other components associated with the basic variables chosen from the $x_{N}$ are simply replaced by the corresponding components of $-P_{B}\left(B_{o}\right)$ in $F_{B_{0}}\left[I: y=y^{1}\right]$.

In conclusion, the linking part can be easily updated with the new relationship between the $y$ and the $\lambda$ as (2.18), (2.19) and (2.21), only by using the basic matrix, $B$, for the direction-finding problem. We call simply those transforming operations the $\beta$-transformation hereafter.

The Second Coordination Problem. Now, we can define the coordination problem derived from $L P_{\lambda}\left[B_{1}: y^{o v} y^{1}+T^{1} \star \lambda\right]$ as well as before.
$\mathrm{CP}_{\mathrm{B}_{1}}\left[\mathrm{I}: \mathrm{ym}^{1}+\mathrm{T}^{1}{ }_{\star \lambda]}\right.$

$$
\begin{aligned}
& \max -\pi_{B_{1}}^{A_{Y}} T^{1} \star \lambda \\
& \text { s.t. } \quad x_{B_{1}}+\bar{A}_{Y}\left(B_{1}\right) T^{1} \star \lambda \quad=x_{B}\left(y^{1}\right) \\
&-T^{1} \star \lambda+y=y^{1} \\
& x_{B_{1}}, y \geq 0 .
\end{aligned}
$$

Similarly, $D C P_{B_{1}}\left[I: y^{1}+T^{1} \star \lambda\right]$ denotes $\stackrel{1}{i t s}$ dual form.
THEOREM 3. Under the non-degeneracy assumption in Theorem 1 (iii), $L P[I: y]$ is strictly improved after solving the $C P_{B_{1}}\left[I: y-y^{1}+T^{1} \star \lambda\right]$.

Proof. It is sufficient for us to show that the objective function for $C P_{B_{1}}\left[I: y-y^{1}+I^{1}{ }^{\prime} \lambda\right]$ has a positive value. From Lemma 2 and (2.21), there is at least one negative objective coefficient in $C P_{B_{1}}\left[I: y_{1} y^{1}+T^{1}{ }_{\lambda}\right]$. And that, the corresponding component of the $\lambda$ belongs to the $\Gamma$-set. This shows that strict improvement in $C P_{B_{1}}\left[I: y^{2} y^{1}+T^{1} * \lambda\right]$ is insured under the nondegeneracy assumption.

As well as in the first coordination problem, we solve $D C P_{B_{1}}\left[I: y=y^{1}+T^{1}{ }^{1} \lambda\right]$ to obtain the new $y$-values, $y^{2}$, and the new $P T M, T^{2}$, and then perform the optimality test. This completes one major iteration of the algorithm.

Notice that the bases for the subproblem, $B_{1}, B_{2}, \ldots$, are generally not dual feasible in the subproblem except $B_{o}$ at the initialization stage. The possibility of performing the extra operation in $F_{B_{k}}\left[I: y=y^{k+1}\right]$ is insured only under the optimality of the subproblem by Lemma 1. Accordingly, we may, on rare occasions, fail to find the negative pivotal element in the unbounded column. Only when such a case happens, we need re-optimize the subproblem for $y=y^{k+1}$.

THE ALGORITHM
Our algorithm may now be summarized as follows:
Step 0. Choose $y^{0}$ and set $T^{0}=I$ as the starting $P T M$, and $k=0$.
Step 1. Solve the subproblem, $S P\left[I: y^{-y^{k}}\right]$, to obtain the optimal basis $\mathrm{B}_{\mathrm{k}}$.
Step 2. Solve the first coordination problem $D C P_{B_{k}}\left[I: y^{-1} y^{k}+T^{k} \lambda\right]$ to obtain the optimal setting of $y, y^{k+1}$, and the new $P T M, T^{k+1}=T^{k}\left(D^{-1}\right)$, where $D$ is the optimal basis of $D C P_{B_{k}}$, and the corresponding solution, $\rho^{k}$.
Step 3. Identify the $\Gamma$-set.
Step 4. If $p_{N}\left(B_{k}\right) \equiv \rho_{u}^{k} H^{t} \bar{A}_{N \Gamma}\left(B_{k}\right)-\bar{c}_{N}\left(B_{k}\right) \geqslant 0$, stop : $x_{B_{k}}\left(y^{k+1}\right)$, $y^{k+1}$ is optimal for LP[I:Y].

Step 5. If the $\Gamma$-set is not void, solve the direction-finding problem $F_{B_{k}}\left[I: y^{k+1}\right]$. If $F_{B_{k}}\left[B: y^{k+1}\right]$ is bounded, then let the induced basis for the subproblem be $B_{k+1}$, and then go to Step 7. If it is unbounded, then go to Step 6 for the extra-operation.

If the $\Gamma$-set is void, then set $k=k+1$, and go to Step 1 by fixing $y=$ $y^{k+1}$.

Step 6. Check the existence of a negative element in the unbounded colum. If there is not, then set $k=k+1$, and go to Step $I$ by fixing $y=y^{k+1}$. Otherwise, perform the extra-operation for $F_{B_{k}}\left[I: y^{k+1}\right]$ to obtain the basis, $B$, and let $B_{k+1}$ be the induced basis for the subproblem.

Step 7. Perform the $B$-transformation for the matrices and the RHS vector in $\operatorname{DCP}_{B_{k}}\left[D: y^{-y^{k}}+T^{k} \lambda\right]$ to obtain the intermediate $P T M, T^{k+1} *$, and the second coordination problem $D C P_{B_{k+1}}\left[I: y^{m-y^{k+1}}+T^{k+1} * \lambda\right]$.
Step 8. Solve $D C P_{B_{k+1}}\left[I: y-y^{k+1}+T^{k+1}{ }_{k \lambda}\right]$ to obtain the new $y$-values, $y^{k+2}$, and the new PTM, $\mathrm{T}^{k+2}$. Set $\mathrm{k}=\mathrm{k}+1$ and go to Step 3.

Finite Convergence. The finiteaess of the algorithm is insured by the followIng theorem.

THEOREM 4. The proposed algorithm terminates in a finite number of the major iterations under the non-degeneracy assumption.

Proof. It is seen by Theorem 3 that the problem LP[I:y] is strictly improved through the coordination of the $y$-values and the subsequent basischange under the non-degeneracy assumption. The $y$-values are optimally set with respect to the given basis, $B_{k}$, in the coordination problem. This implies a finite termination of the ilgorithm, because there are only a finite number of possible bases $B_{k}$ 's for the subproblem in a course of selecting $y^{k}$ in the algorithm. ||

Implementation. In order to implement the algorithm for the dynamic linear programs, we have to solve $K$ subproblems separately, and we need to bring out K permutation matrices like $H$ from the coordination problem, which are used for the $B$-transformation of K blocks. The dimension of the dual coordination problem to be solved at every cycle becomes $n_{y} x\left(\sum_{i=1} m_{i}+n_{y}\right)$, which shows that the linear program has extremely many colums as compared to the number of rows. See [3] for the detailed procedure to implement the algorithm.

## 3. Computational Experience

MULPS. An experimental code, named MULPS (Multi-period Linear Programing System), for the weakly coupled linear programs was written in FORTRAN using the SEXOP[15] for HITAC 8250 Computer. The computer has 160 KB main storage and disc storage devices. Its operating system does not have virtual memory. The SEXOP is used for solving all linear programs in the MolPS. A version of the SEXOP for the HITAC 8250 [5] runs by overlay between the main storage and the disc storage. The MULPS can solve dynamic linear programs having up to 30 linking variables and 6 periods, each having up to 30 rows and 50 columns. The Purpose of the Experinents. The present experiment primarily focuses on the number of cycles required for optimality by the algorithm, and also we observe the degrees of optimality throughout the whole coordination process. The computing time is secondarily observed, because the number of cycles will have a great influence on the computing time, and the MURS has not been designed and coded with the intention of investigating strictly the computing time. For the purpose of comparing the algorithm with the direct simplex approach, we tentatively convert the MUPS to a large computer, FACOM M-160S (comparable to IBM 370-148) having 768 main storage and virtual memory. We use the SEXOP for the direct simplex method.

The Test Problem. Our test problems were mainly derived from (i) a version of Gilmore and Gomory's model of cutting stock problems[9], (ii) Manne's model of multi-period economic planning[7], and (iii) fictitious refinery production planning models. These problems are listed in Table 1.

Generally speaking, in a case of multi-period models it is relatively easy to estimate the "good" initial values for the linking variables, so that these make easily the problem feasible. However, in the present experiment, the initial values are set at zero except for RIB. For $R 1 B$, the optimal values of $y$ for RlA are used.

The Resuits. The number of cycles required for optimality and the CPU computing time are sumarized in Table 2. Table 3 illustrates the degree of optimality at every cycle. In Table 4 the CPU computing time up to every cycle throughout the optimization is described in detail for Problem MA1. In Figure 1 the total CPU computing time and that per cycle are plotted for the corresponding number of periods for the $s i x$ problems G3A - G6B. Notice that those problems have subproblems of the same dimension, but a different number of periods.

In Table 5 we compare both the CPO computing time and the amount of storage required in the system with those by the direct simplex method(SEXOP) for MAl. The Conclusion. From Table 2 we note that the number of cycles required for optimality is almost equal to, or less than the number of periods. For the purpose of comparing it with that by the algorithms of colum-generation scheme, we shall refer to the earlfer results of Glassey's algorfthm [10] and of Ho and Manne's one [14].

In Glassey [10] the computational result for almost the same model as MAl derived from [7] was presented. The number of cycles was reported to be 31 , which shows to be five times larger than that for MAl. In Ho and Manne [14] the two test problems coded SC50A and SC50B have 6 periods and the dimensions are rather smaller than R1 and R2 among our problems. The number of cycles was reported to be between 25 and 35 , whe1h shows to be six or eight times larger than ours. However, it is reported in the recent comparative study of their method, Ho and Loute [13], that the number of cycles is greatly reduced. We could not trace the same problems in the present experiment.

From Table 3 we note that the process of convergence is fairly fine and the "long tail" of convergence scarcely occurs. The degree of optimality
attains a very high position at a relatively early coordination cycle. The degree at the first coordination is beyond $70 \%$ in almost all cases such that the initial values for the $y$-variables make the problem feasible at the initial stage. This feature seems to be significant in a practical use, and a nearoptimal strategy may work effectively.

From Table 4 we note that the CPU computing time per cycle tends to decrease slightly. All subproblems are optimized before solving the first coordination problem. Therefore, much more time is conamed at the first cycle. Except some special occasions, solving the subproblems are skipped and the direction-finding problems are solved only for the non-optimal blocks. We have observed so far that the number of non-optimal blocks gradually decreases according as the coordination proceeds.

Table 5 shows that the MLPS is four times faster than the direct method concerning the computing time, and requires only a half of memory for the direct smplex method in the case of MAl.
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TABLE 1
Dimensions of Test Problems
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## table 2

Number of Cycles and CPU Computing Time

| Problem | Periods | Number of Cycles | CPU Computing Time |
| :---: | :---: | :---: | :---: |
| G3A | 3 | 4 (0)* | $\min _{50} \sec .$ |
| G3B | 3 | 5 (1) | 630 |
| G4A | 4 | 5 (0) | $10 \quad 10$ |
| G5A | 5 | 5 (1) | 1500 |
| G6A | 6 | 8 (0) | $24 \quad 45$ |
| G6B | 6 | 6 (0) | 2450 |
| MAI | 6 | 6 (0) | $20 \quad 00$ |
| RIA | 6 | 4 (1) | 710 |
| R18 | 6 | 3 (0) | 548 |
| R2A | 6 | 5 (1) | $12 \quad 10$ |

* A parenthesized figure denotes the number of times returned to Step in in

Step 6. In Step 1 the subproblem is reoptimized.
table 3
Degree of Optimality and Number of Cycles

| Problem | Number of Coordination Cycle |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| G3A | 0 | 94.7 | 96.2 | 98.0 | $\underline{100 \%}$ |  |  |  |  |
| G3B | O | 0 | 18.5 | 71.5 | 71.5 | 100\% |  |  |  |
| G4A | 0 | 89.6 | 93.1 | 97.3 | 97.5 | 100\% |  |  |  |
| G5A | 0 | 87.7 | 88.6 | $100{ }^{-}$ | $100^{-}$ | 100\% |  |  |  |
| G6A | 0 | 89.7 | 95.5 | 98.6 | 99.0 | 99.5 | 99.5 | 99.8 | 100\% |
| G6B | O | 76.6 | 87.6 | 96.6 | 97.3 | 99.3 | 100\% |  |  |
| MAI | * | O | 32.6 | 71.9 | 87.2 | 96.8 | 100\% |  |  |
| R1A | * | * | * | O | 100\% |  |  |  |  |
| RIB | * | $\underline{0}$ | 97.1 | 100\% |  |  |  |  |  |
| R2A | * | * | O | 69.2 | 84.0 | 100\% |  |  |  |

Note: An asterisk denotes that a feasible solution is not found yet. 0 denotes feasibility attained for the first time. $100^{-}$denotes a near $100^{-}$.
table 4

| CPU Computing Time up to Every Cycle for MAl |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | of Subprob.'s | 1 | 2 | 3 | 4 | 5 | 6 |
| $\begin{aligned} & \text { Computing } \\ & \text { Time } \end{aligned}$ | $\begin{gathered} \text { ming. sec. } \\ 237 \end{gathered}$ | 449 | 830 | 1127 | 1417 | 1707 | 2000 |
| Per Cycle | - | 449 | 341 | 257 | 250 | 250 | 253 |

table 5
Comparison of MJLPS with Direct Simplex Method

|  |  | CODE | mulps |  | SEXOP |  | SEXOP/MULPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Probliem |  | EM Size | CYCLes | TIME | $\begin{aligned} & \text { ITER- } \\ & \text { ATIONS } \end{aligned}$ | TIME | $\underset{\text { TIME }}{\text { RATIO IN }}$ |
| MAI | 6 | $116 \times 266$ | 6 | 31.6 | 192 | 134.0 | 4.2 |
| G6B | 6 | $180 \times 330$ | 6 | 56.6 | 306 | 215.9 | 3.8 |
| MAIN |  |  |  |  |  |  |  |
| STORAGE USED |  |  | 294 KB |  | 729 kB |  | 2.5 |

i) The times reported are in CPU seconds on a FACOM M-160 (comparable to IBM 370/148).
ii) The FACOM M-160 has 768 KB real memory and 16 MB virtual memory, which is under OS IV/X8 (comparable to IBM OS/VS2). The FORTRAN IV HE compiler with OPTIMIZE(2) is used throughout (comparable to IBM FORTX compiler with OPT = 2) .


Fig. 1 CPU Computing Time and Number of Periods for Problems G3A-G6B.

# ASPECTS OF BASIS FACTORIZATION FOR BLOCK-ANGULAR SYSTEMS WITH COUPLING ROWS 

## Michael Bastian
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In the class of decomposition and factorization algorithms characterized by Winkler [9], certain subinverses have to be updated by elementary column- and row-matrices. It is shown how to keep a Forrest-Tomlin representation of these subinverses in spite of the row transformations.

For the case of staircase systems - viewed as nested blockangular systems - problems of data handling are addressed.

## 1. INTRODUCTION

Many algorithms have been proposed over the years to take advantage of noticeable block structures in the coefficient matrices of Linear Programming problems. We are concerned here with modifications of the Simplex Method which are generally based on a factorization of the basis inverse that preserves the block structure.

The general judgement of whether special LP-algorithms are useful or not has changed during the past 25 years several times.

In 1955 DANTZIG [ 3 ] wrote:
'Now the main obstacle toward the full application of standard linear programing techniques to dynomic systems is the magnitude of the matrix for even the simplest situation. For example, a trivial 15-activity-7-item static model, would become a 180-activity by 84-item system, which is considered a large problem for application of the standard simplex method.... It is clear that dynamic models must be treated with special tools if any progress is to be made toward solutions of these systems'.

With every next generation of computers and improvements of general LP-systems people tended to disregard block-structures. On the other hand, the size of the problems that had to be solved also increased enormously, and special methods were reconsidered.

Right now, it seems to me that we are in a period where a lot of attention is paid to the efficient solution of block-structured Linear Programs, one of the main reasons probably being the development of really huge multi-period multi-area energy models at many places in the world.

But there are other reasons to apply special algorithms also to block-structured problems of medium size:

- In many situations one knows in advance that for certain computations only a small number of 'parts' of the factorized inverse as well as of the original data is used. By an efficient buffering system one might be able to have most of the relevant data in core during these computations.
- In the near future it may become quite standard to use progranming languages that allow for the implementation of parallel algorithms. There are more possibilities to make use of parallel computations if block-structures are maintained.

If that is so, why don't people use factorization methods for solving block-structured models today? The main reason, I think, is that so far most special LP-algorithms were developed in an academic environment, where implementations - if there were any - served as a standalone test vehicle for the factorizational and decompositional part of the problem. What should be done is to make sure that the highly efficient procedures developed for general large scale LP remain part of the system whereever this is possible: Factorization for structured LP should be an option not a separate system. To be more specific: A system should have several options for different blockstructures which share as many routines as possible and extensively use standard LP-procedures.

After giving a brief summary on block-structures and factorization methods, I shall show how subinverses of a basis-factorization may be updated by the Forrest-Tomlin Method, even though some of the updating transformations are elementary row matrices.
This situation occurs for example in the class of algorithms derivable from Carlos Winkler's unified theory of partitioning and decomposition (WINKLER [9]).

One of the block-structures which are most often encountered in practical applications and hard to solve are staircase-structures. Problems of data handling when using Winkler's nested factorization approach for solving staircase structured LP's are addressed.

## 2. Block-Structured Systems

Let $A$ be an $m \times n$-matrix with real coefficients, $M$ the set of nonempty subsets of $\{1,2, \ldots, m\}$, $N$ the set of nonempty subsets of $\{1,2, \ldots, n\}$, $1<k<m$ and $K:=\{1,2, \ldots, k\}$

Def.:
$A$ (row-oriented) block-structure of $A$ is a set $B S(A):=\left\{\left(\alpha_{i}, r_{j}\right) \mid i \in K\right\}$ of pairs $\left(\alpha_{i}, \gamma_{j}\right) \in M \times N$ such that
(1) $\left\{\alpha_{i} \mid i \in k\right\}$ is a partition of $\{1, \ldots, m\}$;
(2) every nonzero element $A h_{j} \neq 0$ of $A$ is contained in one of the sub-matrices
$A_{\alpha_{j}, Y_{i}}(i \in K)$.
The matrices $A_{\alpha_{j}, Y_{i}}(i \in K)$ are called blocks.

A block of a blockstructured matrix is thus given by a set $\alpha$ of rows and at least those columns that have a nonzero element in any positive number of rows in $\alpha$.

The factorization methods under consideration keep representations of the basis-inverses which retain (to a large extent) the blockstructure of the corresponding bases. The idea is that the FTRANand BTRAN-operations of the Simplex Method are simpler to perform if nonzeroes only appear in certain blocks, the position of which is apriori known.

## 3. Basisfactorization for Blocktriangular Matrices

## Def.:

A real $m \times n$-matrix $A$ is called blocktriangular, if it has the following block-structure:
$B S(A):=\left\{\left(\alpha_{i}, Y_{i}\right) \in M \times N \mid i \in K, r_{i} \notin \underset{j>i}{\cup} Y_{i} \quad \forall 1<i<k\right\}$.
The class of blocktriangular matrices is quite large and contains the majority of block-structured coefficient matrices of 'real world' Linear Programs. Well-known substructures are:
a) the blockangular structure (with coupling rows and coupling variables):

$$
\begin{aligned}
B S:=\left\{\left(\alpha_{j}, Y_{i}\right) \mid i \in K,\right. & Y_{1}=\{1, \ldots, n\}, Y_{i} \notin Y_{k} \forall i \neq k, \\
& \left.Y_{j} \cap r_{j}=Y_{k} \forall 1 \neq i \neq j \neq 1\right\} ;
\end{aligned}
$$

b) the staircase structure:
$B S:=\left\{\left(\alpha_{j}, r_{j}\right)\left|i \in K, r_{j} \cap Y_{i+1} \neq \emptyset \forall i \neq k, Y_{i} \cap r_{j}=\emptyset \forall\right| i-j \mid>1\right\}$

It ist now twenty-five years ago that George Dantzig [ 3 ] suggested to modify the simplex algorithm when applied to problems with block-triangular coefficient matrices. The main idea of that early paper, i.e. the factorization of block-triangular bases into a blocktriangular and a very sparse factor, remains the same in most of today's approaches.

Let $\bar{B}$ be a blocktriangular basis. By column exchanges it is possible to yield a matrix $B$ from $\bar{B}$ with the following properties:
a) $B$ is blocktriangular up to a few 'spikes'
b) $B$ can be factorized into two invertible matrices
$F$ and $L$ such that $B^{-1}=L^{-1} \cdot F^{-1}$,
where $F^{-1}$ is blocktriangular and $L^{-1}$ is very sparse.
c) The submatrices on the main diagonal of $B$ are square.
$B^{-1}=L^{-1} \cdot F^{-1}=$


This structure greatly simplifies the operations BTRAN and FTRAN of the simplex method.

BTRAN: $\quad \pi=c \cdot B^{-1}=\left(C \cdot L^{-1}\right) \cdot F^{-1}$
FTRAN: $\bar{d}=B^{-1} \cdot A_{o S}=L^{-1} \cdot\left(F^{-1} \cdot A_{\text {os }}\right)$.

The multiplication by $\mathrm{F}^{-1}$ is simple because of the structure and the multiplication by $L^{-1}$ is fast because of the small number of nonzeroes.

The main challenge is to provide an efficient method for maintaining this structure of the inverse during the iterations of the simplex me thod.
KALLIO and PORTEUS [ 6 ] published a solution to this problem in 1977. A different approach was taken by PEROLD and DANTZIG [ 4 ].

In the case of particular blocktriangular structures the matrix $\mathrm{F}^{-1}$ is further factorized. We shall consider here Winkler's factorization for blockangular structures with coupling rows.
4. Blockangular Systems With Coupling Rows

Def.:
A real $m \times n$-matrix $A$ is called blockangular (with coupling rows), if it has the following block-structure:
$\mathrm{BS}(\mathrm{A}):=\left\{\left(\alpha_{i}, r_{j}\right) \in M \times N \mathrm{Ni} \in K, r_{1}=\{1, \ldots, n\}, \mathrm{r}_{\mathrm{i}} \cap \mathrm{r}_{j}=\emptyset \forall 1 \neq \mathrm{i} \neq \mathrm{j} \neq 1\right\}$

In this paragraph we shall consider coefficient matrices of the structure just defined.

### 4.1 Winkler's Factorization

Let $\bar{B}$ be a basis of $A$ and $\beta \subset\{1,2, .:, n\},|\beta|=m$, its set of column indices.
It follows from $\bar{B}$ being invertible that there exists a partition $\left\{\beta_{j}\right\}_{i \in K}$ of $B$ such that
(a) $\beta_{i} \subset \gamma_{i}$
and $\left|\beta_{i}\right|=\left|\alpha_{j}\right|$
( $\mathrm{i}=1,2, \ldots, k$ )
(b) $\bar{B}_{\alpha j, \beta i}$
is invertible
( $\mathrm{i}=2, \ldots, k$ )

A rearrangement of the columns of $\bar{B}$ (to the order $\beta_{1}, \ldots, \beta_{k}$ ) yields:

where the $B_{i}$ are square and invertible and the first $\left|\beta_{1}\right|$ columns of $B$ are very sparse.

Let $C_{i}:=-A_{i} \cdot B_{i}^{-1}$ for $i=2,3, \ldots, k$. Then there exists a decomposition of $B$ into three invertible factors $B_{N}, W$ and $L$ such that $B^{-1}=L^{-1} \cdot W^{-1} \cdot B N^{-1}$ has the form:

$$
B^{-1}=\left[\begin{array}{ccccc}
I & & & \\
-V_{2} & I & & & \\
\vdots & & \cdot & \cdot \\
-V_{k} & & & I
\end{array}\right] \cdot\left[\begin{array}{lllll}
B_{w}^{-1} & & & \\
& I & \cdot & \\
& & & \cdot & I
\end{array}\right] \cdot\left[\begin{array}{llll}
I & C_{2} & \ldots & C_{k} \\
& B_{2}^{-1} & & \\
& & & \\
& & & B_{k}^{-1}
\end{array}\right]
$$

Here

$$
v:=\left[\begin{array}{c}
v_{2} \\
\vdots \\
v_{k}
\end{array}\right]
$$

is very sparse and $\left[\begin{array}{c}\mathrm{BW}_{\mathrm{W}} \\ \mathrm{V}\end{array}\right]=\mathrm{B}_{\mathrm{N}}^{-1} \cdot \overline{\mathrm{~B}}_{\bullet_{\beta_{1}}}$.

Notice that in order to maintain $B^{-1}$ it is sufficient to store (in addition to the coefficient matrix A) a sparse matrix $V$ as well as $k$ 'subinverses' $B_{w}^{-1}, B_{2}^{-1}, \ldots, B_{k}^{-1}$.

$$
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$$

The simplifications during FTRAN and BTRAN are tremendous, because only very few of the subinverses are needed. A similar statement is true for the actualization of the inverserepresentation during the iterations of the simplex method (WRETA).

There are three different update situations depending on the pivot row $p$ and the entries of the matrix $V$.

Disregarding the changes performed on elements of the $V$-matrix (details are explained in WINKLER [9] or BASTIAN [1]) an update consists of:
case 1: adding a column eta to the file of $\mathrm{B}_{\mathrm{w}}^{-1}$.
case 2: adding a column eta to one of the subinverses $B_{i}^{-1}(i \in\{2, \ldots, k\})$. case 3: adding a column eta to one of the subinverses $B_{i}^{-1}(i \in\{2, \ldots, k\})$, adding a row eta and a column eta (which pivot in the same row) to $\mathrm{B}_{\mathrm{w}}^{-1}$.

There are pivot selection strategies that tend to reduce the number of occurrences of case 3 and completely avoid this situation during the first part of phase 1.

Our explanation of the update cases has tacitly assumed that the product-form of the inverse (PFI) is used for all subinverses. The $B_{i}^{-1}$, $(i=2,3, \ldots, k)$, could as well be kept in EFI using the forrestTomlin method. Infact, this should be done in view of the advantages of the EFI and our aim to incorporate latest LP-technology into special routines for block-structured problems.

For $\mathrm{B}_{\mathrm{w}}^{-1}$ the situation is more complicated, as case 3 does not correspond to a simple column-exchange in $B_{w}$. For this matrix, however, an updating procedure which reduces the growth of the eta-file would be extremely desirable, because (in contrast to the other subinverses) $B_{W}^{-1}$ is involved in each BTRAN- and in each FTRAN-operation. Moreover, the columns of $B_{w}$ are not contained in the coefficient matrix $A$ and have to be computed prior to each reinversion.
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In the next section it is shown that al so $B_{W}^{-1}$ can be stored and maintained in the Elimination Form of the Inverse. The multiplication by two elementary matrices in update-case 3 is replaced by a modified Forrest-Tomlin procedure which yields a growth of the eta-file comparable to the PFI (at most three new eta-vectors have to be stored; one row is erased in the U-file).

In case 1, however, one enjoys all benefits of the classical Forrest-Tomlin method which should yield considerable savings in total computation time.

### 4.2 Using the Forrest-Tomlin Method for Updating $\mathrm{B}_{\mathrm{K}}^{-1}$

In the update-situation under consideration (case 3) one is given an $m_{1} \times m_{1}$-inverse $B_{w}^{-1}$ and an $m_{1}$-row-vector $v \neq 0$, from which a nonzero component $v_{z}$ is chosen.

Let $E_{z}$ be obtained from the identitiy matrix by replacing its $z$-th row by the vector $v$ and define

$$
\bar{B}_{w}^{-1}:=E_{Z} \cdot B_{w}^{-1}
$$

$\hat{\wedge}$
Let $\mathrm{B}_{\mathrm{w}}$ be an invertible matrix obtained from $\overline{\mathrm{B}}_{\mathrm{w}}$ by replacing its $z$-th column by an $m_{1}$-column $d$. Then there exists an elementary column matrix $E_{S}$ such that

$$
\hat{B}_{w}^{-1}=E_{s} \cdot E_{z} \cdot B_{w}^{-1}
$$

In the following sections a different representation for $\hat{B}_{w}^{-1}$ is derived.

### 4.2.1 Assumption

$\mathrm{B}_{\mathrm{w}}^{-1}$ is given by two factors $\mathrm{U}^{-1}$ and $\mathrm{L}^{-1}$ which are stored in product form
$U^{-1}=U_{1} \cdot U_{2} \ldots U_{m_{1}} \quad$ and $\quad L^{-1}=L_{n_{1}} \cdot L_{n_{1}-i} \ldots L_{1}$
on different files (the U-file and the L-file) in order to allow for the insertion of new elementary matrices between $U_{m_{1}}$ and $L_{n_{1}}$. There are no further assumptions on $L^{-1}$, but the existence of a permutation matrix $P$ is postulated such that $P \cdot U \cdot P-1$ is upper triangular. Because of this structure, the eta vector of $U_{i}$ may be obtained directly from the $i$-th column of $U . . P-1 \quad\left(i=1,2, \ldots, m_{1}\right)$

Notice that the situation discribed is for example given right after an inversion using LU-decomposition.

### 4.2.2 Theorem

Let $B_{w}^{-1}$ satisfy assumption 3.2.1 and $v_{z} \neq 0$. There exist an elementary column matrix $T$, elementary row matrices $R_{1}$ and $R_{\mathbf{2}}$, an eta column $y$ as well as a representation

$$
\hat{B}_{w}^{-1}=\hat{U}^{-1} \cdot \hat{L}^{-1}
$$

of the matrix $\hat{B}_{w}^{-1}=E_{s} \cdot E_{z} \cdot B_{w}^{-1}$, such that $\hat{B}_{w}^{-1}$ satifies assumption 3.2.1.

The product forms of $\hat{\mathrm{J}}^{-1}$ and $\hat{\mathrm{L}}^{-1}$ are easily derived from the representation of $\mathrm{B}_{\mathrm{w}}^{-1}$ by the following modification of the forrestToml in method:
(1) add the eta vectors of $R_{1}, T, R_{2}$ to the L-File (in that order);
(2) mark the eta vector of the U-file which pivots in row $z$ as being deleted;
(3) delete all elements of the U-File having row index $z$;
(4) add $y$ to the $U$-file.

### 4.2.3 Outline of the Proof

As $\hat{B}_{W}$ and $\bar{B}_{W}=L \cdot U \cdot E_{Z}^{-1}$ differ by just one column, the same is true for $\bar{U}:=L^{-1} \cdot \hat{B}_{W}$ and $U \cdot E_{z}^{-1}$.
We have:

$$
\begin{align*}
& \bar{U}_{\bullet z}=L^{-1} \cdot d \\
& \bar{U}_{\bullet j}=U_{\bullet j}-v_{j} \cdot U_{\bullet z} \quad \forall j \neq z . \tag{1}
\end{align*}
$$

From P . U . P-1 being upper triangular we conclude


Our intention is now to transform $\bar{U}$ back to a permuted triangular matrix which differs from $U$ just by one column and one row:


The product form of $\hat{B}_{w}^{-1}=\hat{U}^{-1} \cdot \hat{\mathrm{~L}}^{-1}$ is later obtained from that representation completely analogous to the Forrest-Toml in method.

The roles of the elementary transformations $R_{1}, T$ and $R_{2}$ may be described using the shape of $p \cdot \bar{u} \cdot p^{-1}$ sketched above:

- $R_{1}$ el iminates row $s$ of the first term (up to the diagonal element);
- T eliminates rows 1 to s-1 of the second term;
- $R_{2}$ eliminates row $s$ of the second term.

We shall now determine the eta vectors of $R_{1}, T, R_{2}$.

### 4.2.4 The Eta Vectors of $R_{1}, T$ and $R_{2}$

$R_{1}$ differs from the unit matrix just by its $z$-th row $w$, which is supposed to have the property $w \cdot U_{\bullet j}=0 \vee j \neq z$. Choosing

$$
\begin{equation*}
w:=U_{z z} \cdot U_{z e}^{-1} \tag{2}
\end{equation*}
$$

yields ones on the main diagonal of $R_{1}$.
(The notation $U_{\bullet \bullet}^{-1}$ is used instead of $\left(U^{-1}\right)$.. in this section).
The eta column of $T$ is already available in the U-file; it is the eta vector $c$ that pivots in row $z$ :

$$
c_{i}=\left\{\begin{array}{cc}
1 / U_{z z} & i=z  \tag{3}\\
-U_{i z} / U_{z z} & i \neq z
\end{array}\right.
$$

The transformations already applied to $\bar{U}$ lead to the matrix

$$
\overline{\bar{U}}:=T \cdot R_{1} \cdot \bar{U},
$$

the elements of which are easily determined (using (1),(2),(3)) to be

$$
\begin{array}{ll}
\bar{U}_{z j}=-v_{j} & j \neq z \\
\overline{\bar{U}}_{i j}=u_{i j} & i \neq z * j \\
\overline{\bar{U}}_{z z}=u_{z \bullet}^{-1} \cdot L^{-1} \cdot d & \\
\overline{\bar{U}}_{i z}=\left(L^{-1} \cdot d\right)_{i}-u_{i z} \cdot u_{z \bullet}^{-1} \cdot L^{-1} \cdot d & i \neq z
\end{array}
$$

```
The row eta \(\bar{w} \neq 0\) of \(R_{2}\) has to satisfy the
condition \(\quad \bar{w} \cdot \bar{U}_{\bullet j}=0 \quad \forall j \neq z\).
We define \(\quad q:=v \cdot u^{-1}\)
and choose \(\bar{w}:=q-q_{z} \cdot w+I_{z}\) 。
```

As $\bar{w}_{Z}=1$, we have ones on the main diagonal fo $R_{2}$.

### 4.2.5 The Representation of $\hat{B}_{w}^{-1}=\hat{\mathrm{O}}^{-1} \cdot \hat{\mathrm{~L}}^{-1}$

$R_{2}$. $\overline{\bar{U}}$ is now a permuted upper triangular matrix, which can be factorized (as in the Forrest-Tomlin method) into

$$
R_{2} \cdot \overline{\bar{U}}=C_{z} \cdot \tilde{U},
$$

where $\tilde{U}$ is obtained from $U$ by replacing the $z$-th row as well as the $z$-th column by unit vectors, and $C_{z}$ is an elementary matrix with $x:=R_{2} \cdot \overline{\bar{U}}_{\cdot 2}$ as its $z$-th column.

We have

$$
\hat{\mathrm{B}}_{\mathrm{w}}^{-1}=\hat{U}^{-1} \cdot \hat{L}^{-1}=\left(\tilde{U}^{-1} \cdot C_{z}^{-1}\right) \cdot\left(R_{2} \cdot T \cdot R_{1} \cdot L^{-1}\right) .
$$

Identifying $y$ as the eta vector of $c_{z}^{-1}$ (obtainable from $x$ by a pivot on $x_{z}$ ) the claims of theorem 3.2.2 are proved.

What is really stored in the U-File is $y_{z}=1 / x_{z}$ as well as the nonzero components $x_{i}(i \neq z)$ of $x$ (cf. FORREST-TOMLIN [5]).

It can be shown (cf. BASTIAN [2]) that

$$
\begin{aligned}
& y_{z}=v_{z} / g_{z} \\
& x_{i}=h_{i}-f_{z} \cdot u_{i z} \quad i \neq z
\end{aligned}
$$

where $g_{z}, f_{z}$ and $h_{i}\left(i=1, \ldots, m_{q}\right)$ are data available in Winkler's algorithmic approach.

Summarizing the computations necessary to update $B_{W}^{-1}$ in case 3 of Winkler's algorithm we have

- two BTRAN-operations to compute $w$ and $q$ (as compared to one BTRAN-operation in case 1, if the Forrest-Tomlin method is applied);
- two multiplication of a vector by a scalar and two vector additions to compute $\bar{w}$ and x .

Update case 3 occurs if the sparse matrix $V$ has nonzero elements in the pivot row $p$. If this row of $V$ contains exactly one nonzero element, then the whole procedure simplifies to what is basically a standard Forrest Tomlin update: $R_{2}$ is a unit matrix and $T$ ist not added to the L-file but rather used to modify the eta-vector of $\mathrm{C}_{\mathbf{z}}^{1}$ :

$$
\hat{B}_{w}^{-1}=\left(\tilde{U}-1 \cdot\left(C_{z}^{-1} \cdot T\right)\right) \cdot\left(R_{1} \cdot L^{-1}\right)
$$

Although the modification of the Forrest-Tomin method just described was illustrated in the context of Winkler's class of algorithms, it may have other applications in situations where an inverse is frequently updated by elementary column matrices and sometimes by elementary row matrices.

## 5. Staircase Systems Viewed As Nested Blockangular Systems

Any block-structured matrix may be viewed as a permuted matrix with nested blockangular structure, as we know for example from ZVIAGINA [10] and LOUTE [7].
Staircase structures are a particularly nice example. Let $k=2 h-1, h \in \mathbb{N} ;$ for $h=3$ we have

(The numbers indicate the position of a block in the original staircase structure).
Winkler showed that his factorization also extends to this nested situation, where the inverse is given by $k$ 'subinverses' (for each $i \in K$ there is one of dimension $\left.\left|\alpha_{i}\right| x\left|\alpha_{j}\right|\right)$ and ( $\left.k-1\right) / 2$ V -matrices.

All data that is used for a BTRAN or FTRAN operation with the basis inverse is shown in the following matrix:


Here

> indicates a subinverse, a V-matrix and
> original data

The following 'binary search tree' is the key for understanding operations with this structure:


With each leaf $\mathfrak{i}$ we associate the inverse of a matrix $B_{i}$ whose columns are drawn from block $A_{\alpha_{j}}, \gamma_{j}$ of the original staircase coefficient matrix.

Let $i$ beanon-leaf-node having the two sons $f$ and $g$. With $i$ we associate three matrices: the inverse of a matrix $B_{w i}$ and a V -matrix $\mathrm{V}_{\mathrm{j}}$ which may be obtained from $\mathrm{B}_{\mathrm{g}}{ }^{-1}, \mathrm{~B}_{\mathrm{f}}^{-1}$ and original data (as explained earlier for block-angular matrices), and a larger inverse $\mathrm{B}_{\mathrm{i}}^{-1}$ which is given in the form of Winkler's factorization by $\mathrm{B}_{\mathrm{w}}^{-1}$ and $\mathrm{B}_{\mathrm{g}}^{-1}, \mathrm{~B}_{\mathrm{f}}^{-1}$ and $\mathrm{V}_{\mathrm{i}}$. Candidates for columns in $B_{w i}^{-1}$ and $V_{i}$ are original columns which have nonzeroes in at least one row $p \in \alpha_{j}$ where $j$ ist a node in the subtree with root $i$.

Finally, $B_{4}^{-1}=B^{-1}$.
The main advantage of a 'divide-and conquer' - approach like this is that during FTRAN and WRETA at most $h \ll k$ of the subinverses and $V$-matrices (associated with a path in the tree) are needed; the same holds for the BTRAN-operation if the partial-blockpricing strategy is used. This compares to an average of $\mathrm{k} / 2$ in many other methods.

There are, however, two serious drawbacks:

- the data-handling, particularly with the $V$-matrices, is not simple;
- if $j \leq h$ subinverses are involved in a WRETA-operation, then $j-1$ of them have to be updated like $\mathrm{B}_{\mathrm{w}}^{-1}$ in case 3 discussed earlier; this amounts to a comparatively rapid growth of the eta-files.

I shall address in the next sections some of the data-handling problems.

### 5.1 Storing the Coefficient Matrix A

We have $K+1$ different types of columns, type 1 having nonzeroes only in rows $p \in \alpha_{1}$, type $i$ having nonzeroes in rows $p \in \alpha_{i-1} \cup \alpha_{i}$ ( $i=2,3, \ldots, k$ ), and type $k+1$ having nonzeroes only in rows $a_{k}$.

The column header should contain the type of the column as well as the length of its two parts. From that information one can immediately decide whether a column has nonzeroes in a given set of rows $\alpha_{j}$ and one can read that part. In addition, one should store the starting address for the first column of each type in order to have fast access in case of partial block pricing
(For smaller problems it may be considered to take all columns of a type into core simultaneously).

### 5.2 Storing the V-Matrices

As the columns that multiply a $V$-matrix in a BTRAN- or FTRAN operation are expanded, there won't be any problems whether or not the $V$-matrix may be accessed column- or row- wise and whether the entries of an accessed vector are sorted or not.

The situation is much more complicated during WRETA. Here, the following operations may have to be performed:
(a) replace a column of $V$;
(b) determine whether a row $p$ has at least one nonzero element;
(c) update all columns having a nonzero element in row $p$;
(d) get row P ;
(e) exchange two rows.

Here (a) occurs in cases 1 and 3,
(b) occurs in cases 2 and 3,
(c),(d) and (e) occur in case 3 only.

It is very hard to decide whether column- or row-oriented access is more frequent. But as operations that may affect the length of a packed vector are confined to columns, I would suggest a column-oriented addressing scheme.

The nonzero elements of each column should be kept sorted according to their row indices. This makes operations (b), (d) and (c) considerably faster as binary search can be used. The only disadvantage would be in operation (e), where several entries of a column have to be shifted if that column has a nonzero element in exactly one of the two rows that are exchanged.

What kind of additional structure could be introduced to support row access?

The simplest one would be a bit vector whose entries correspond to the rows of $V$; bit $i$ is set to 1 if row $i$ may possibly contain a nonzero element. Whenever a nonzero is encountered in (a). (c) or (e) the corresponding bit is set to 1 ; it is reset to 0 , if no nonzeroes have been found in that row during $a(b)$-operation.

Another possibility is a bit matrix which contains a 1 in position ( $\mathrm{i}, \mathrm{j}$ ) if $\mathrm{V}_{\mathrm{i}} \neq 0$.

This would yield direct access to the columns relevant during (c), (d) and (e) at the cost of more complicated update-operations (a), (c), (e) to maintain the bit matrix.

One of these approaches I would consider to be appropriate. One could of course store a column-oriented and a row-oriented representation of the $V$-matrix, but that would be extremely costly to maintain during operations (a) and (c).

In this context it should be pointed out that searching for a particular row index does (on the average) only have to be applied to half the number of columns of a $V$-matrix:
If $B_{i}^{-1}$ is an inverse given by $B_{w i}^{-1}, V_{i}, B_{f}^{-1}$ and $B_{g}^{-1}$, then no column of $v_{i}$ ever has nonzeroes in rows in $\alpha_{f}$ and in $\alpha_{g}$. Which block applies can be seen from the type (index) of the column.
6. Conclusions

It is shown that for updating an inverse with elementary column and row transformations the Forrest-Tomlin method can be used. This seems to be advantageous to do if row transformations are not likely to occur too frequently.

The class of Winkler's factorization algorithms for blockangular systems is considered to be an area of application.

When Winkler's approach is applied (in a nested way) to staircase structures, the situation is more complicated:

- The 'unpleasant' update-cases occur more frequently which makes the standard product form more competitive for about half the number of subinverses.
- Instead of one there are several sparse 'V-matrices' involved, for which row and column access is necessary. Different ways of storage have been discussed.
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# SOLVING STAIRCASE LINEAR PROGRAMS BY THE SIMPLEX METHOD: 1. INVERSION* 

Robert Fourer**<br>Systems Optimization Laboratory<br>Department of Operations Research<br>Stanford University

Proposals for improving the general simplex method have been relatively successful. As a result the simplex method has become an amalgam of fairly sophisticated algorithms. Many of these algorithms are objects of study in their own right, and are not normally thought of in connection with linear programming. The simplex method has consequently become more and more a specialist's domain.

It is therefore not surprising that study of staircase L.Ps has tended to diverge from study of the simplex method. Staircase linear programming has become a search for methods to replace the old simplex method; in the meantime a new, better simplex method has emerged for general linear programming but has not been appiied to special structures such as staircases.

This and a companion paper [16] seek to reverse the trend: they are concerned with adapting the modern simplex method to solve staircase LPs more efficiently. Each paper looks at a set of algorithms within the simplex method: this one deals with "inversion" of the basis - more accurately, solution of linear systems by Gaussian elimination - and the succeeding one considers partial pricing.

Both papers describe extensive, although preliminary, computational experience. The results are quite promising: a staircase-adapted simplex method sometimes performs considerably better than the general method, yet on a range of problems it is never significantly worse. Moreover, further improvement appears possible in a number of respects.

[^8]Department of Industrial Engineering and Management Sciences
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## INTRODUCTION

Staircase-structured linear programs (LPs) have been studied about as long as linear programong itself. Staircase LPs arose naturally from models of economic planning over time: activities were run in a series of periods, and constraints linked activities in adjacent periods. The resulting LPs, in their simplest form, had a structure like this:

$\qquad$

$$
A_{t, t-1} x_{t-1}+A_{t t} x_{t}=b_{t}
$$

In the infancy of computers this sort of structured problem was attractive because it seemed to offer a hope of solving practical LPs in a reasonable amount of time. Thus in 1949 Dantzig observed [5] that
...while the general mathematical problem is concerned with maximization of a linear form of nonnegative variables subject to a system of linear equalities, in the linear programing case one finds by observing the above [staircase] system that the grand matrix of coefficients is composed mostly of blocks of zeros except for submatrices along and just off the "diagonal". Thus any good computational technique for solving programs would probably take advantage of this fact.


#### Abstract

The simplex method was as yet impossibly slow for large general problems, but there was reason to think that a much faster version could be devised for stalrcase LPs.

Staircase linear programs are of no less interest today. Along with economic planning, they have found applications in production scheduling, inventory, transportation, control, and design of multistage structures [32]. Yet a recent survey [18] observes that the "staircase" model, In which similar sets of variables and constraints are replicated many times, seems no more tractable today then when its fmportance was recognized over 20 years ago. Typical of many "time-phased" economic problems, it is the standard model for numerically solving problems of optimal control. Today we know only how to solve it as we would any linear programming problem; but this type of problem requires more work to solve than does the average problem of the same size. However, there should be some way to take advantage of their simple structure. Thus the situation has been reversed. The general simplex method is now impressively fast rather than impossibly slow, while staircase LPs are a troublesomely hard case rather than a promisingly easy one.


## Proposed methods for staircase LPs

There has certainly been no shortage of attempts to solve staircase LPs more efficiently. Although the simplex method has usually been involved in some guise, individual proposals have varied considerably. The essential ideas of these proposals may be classified in four broad areas:

Compact basis methods employ a special representation of the basis or basis inverse in conjunction with a more or less standard simplex method. This approach was first suggested by Dantzig $[6,8]$, and early variations were employed by Heesterman and Sandee [23] and Saigal [46]. More recent compact-basis schemes have been worked out by Dantzig [9], Wollmer [51], Marsten and Shepardson [35], Perold and Dantzig [42], and Propoi and Krivonozhko [43].

Nested decomposition methods apply the Dantzig-Wolfe decomposition principle to generate a series of sub-problems at each period. This approach was suggested by Dantzig and Wolfe in their original paper on decomposition [10], and has been extended or modified by Cobb and Cord [4], Glassey $[19,20]$ and Ho and Manne [29]. (Ho has reported favorable computational results in two special cases [26,27].)

Transformation methods start with a simpler LP that can be solved easily, and work toward a solution of the original staircase LP. Varied proposals in this class are from Grinold [22], Aonuma [1], and Marsten and Shepardson [35].

Continuous methods deal with a multi-period LP in continuous rather than discrete time. Fundamentals of a simplex method for continuous-time LPs have been proposed by Perold [41].

Computational experience with most of these proposals is negligible. At present no method has proved as effective as the general simplex method in handling a wide variety of staircase problems.

## Adaptation of the simplex method for staircase LPs

Proposals for improving the general simplex method itself have been, by contrast, much more successful. As a result the simplex method has become an amalgam of fairly sophisticated algorithms. Many of these algorithms are objects of study in their own right, and are not normally thought of in connection with linear programing. The simplex method has consequently become more and more a specialist's domain.

It is therefore not surprising that study of staircase LPs has tended to diverge from study of the simplex method. Staircase linear programming, typified by the above-listed papers, has become a search for methods to replace the old simplex method; in the mean time a new, better simplex method has emerged for general linear programaing but has not been applied to special structures such as staircases.

This and a companion paper [16] seek to reverse the trend: they are concerned with adapting the modern simplex method to solve staircase LPs more efficiently. Each paper looks at a set of algorithms within the simplex method: this one deals with "inversion" of the basis-more accurately, solution of linear systems by Gaussian elimination-and the succeeding one considers partial pricing.

Both papers describe extensive, although preliminary, computational experience. The results are quite promising: a staircase-adapted simplex method sometimes performs considerably better than the general method, yet on a range of problems it is never significantly worse. Moreover, further improvement appears possible in a number of respects.

1. STAIRCASE LINEAR PROGRAMS

Staircase linear programs share two simple characteristics: their variables fall into some sequence of disjoint groups; and their constraints relate only variables within adjacent groups. Usually the sequence of groups corresponds to a sequence of times, so that variables In a group represent activities during one time period. Constraints then indicate how activities in one period are related to activities in the next. Staircase LPs thus arise especially of ten from many kinds of economic planning models.

A constraint is said to be in period $\ell$ if it contains variables of period $\ell$ but not of later periods. Typically some constraints involve only variables of period $\ell$, while others relate variables of periods $\ell$ and $\ell-1$; the latter are linking constraints, whereas the former are nonlinking. Analogously, linking variables appear in constraints of periods $\ell$ and $\ell+1$, while non-linking variables appear only in constraints of period \& .

A staircase LP is also naturally viewed as a kind of linear discretetime optimal control model. Typically such a model minimizes a linear function of nonnegative state vectors $X_{\ell}$ and control vectors $u_{\ell}$, subject to dynamic equations,

$$
c_{\ell} x_{\ell+1}=A_{\ell}^{(1)} x_{\ell}+D_{\ell}^{(1)} u_{\ell}+b_{\ell}^{(1)}, \quad \ell=1, \ldots, t
$$

and control contraints,

$$
0=A_{\ell}^{(2)} x_{\ell}+D_{\ell}^{(2)} u_{\ell}+b_{\ell}^{(2)}, \quad \ell=1, \ldots, t+1
$$

This is readily seen to be a staircase linear program. The state vectors are the linking variables, and the control vectors are the non-linking variables; the dynamic equations are the linking constraints, while the control contraints are non-linking.

## Staircase LPs of higher orders

A more general approach says that a staircase linear program is of order $r$ if its constraints relate variables that are at most periods apart. The preceding subsection thus characterized staircase LPs of order one. Higher-order staircase LPs are not uncommon in complex applications (for example, modeling energy systems [40]). They are analogous to linear control models that have rth-order dynamic equations.

This paper is predominantly concerned with first-order staircase LPs: these have the most specialized structure and, consequently, are most amenable to special techniques. Still, many techniques are essentially applicable to higher-order staircases as well, with appropriate adaptations that will be pointed out as the exposition proceeds. For brevity, however, the adjective "first-order" will usually be dropped. Higher-order staircase LPs can also be made into first-order ones, in either of two ways. First, rth-order equations can be transformed to equivalent first-order ones by adding certain variables and constraints. This yields a larger first-order LP that has the same numer of periods. Second, every $r$ periods of the rth-order LP may simply be aggregated as one period. The result is a first-order staircase LP of the same size but having only about $t / r$ periods. The first method is most practical when the LP is nearly first-order to begin with, while the second may be feasible when the number of periods is large relative to $r$.

## Staircase matrices

The matrix of constraint coefficients of a staircase inear program is a staircase matrix. Its nonzero elements are confined to certain submatrices centered roughly on and just off the diagonal-as, for example,


Formally, one partitions the rows of an $m \times n$ matrix $A$ into $t$ disjoint subsets, and the colums into $t$ disjoint subsets, so that the matrix is partitioned into $t^{2}$ submatrices, or "blocks":

$$
A_{1 j}, \quad 1=1, \ldots, t ; \quad j=1, \ldots, t
$$

$A$ is lower stalrcase (as above) if $A_{1 j}=0$ expcet for $1=j$ and $1=j+1$. $A$ is upper staircase $1 f \quad A_{1 j}=0$ except for $1=j$ and $1=j-1$.

By analogy with staircase models, rows in the ith partition of a staircase matrix $A$ are called period-1 rows, and colums in the $j$ th partition are called period-j colums. If a period-1 row has nonzero
elements in blocks $A_{1,1-1}$ and $A_{11}$, it is a linking row; if it has nonzeroes only in $A_{i 1}$ it is a non-linking row. Similarly, a period-j colum that has nonzeroes in $A_{j j}$ and $A_{j+1, j}$ is a linking column, while one that has nonzeroes in $A_{j j}$ only is a non-linking columi.

Any upper-staircase matrix may be permuted to lower-staircase form by reversing the order of the periods [15]. Moreover, if a period-i row is entirely zero within $A_{i 1}$ that row may be moved back to period i-1 Without disrupting the staircase structure; analogously, a period-j colum that is all-zero within $A_{j j}$ may be moved to period $j+1$. Nothing is lost, therefore, in assuming that $A$ is lower staircase and that its diagonal blocks $A_{\ell \ell}$ have no all-zero rows or colums; $A$ is then said to be in standard staircase form. Henceforth it will be assumed that all staircase LPs have a constraint matrix $A$ in this standard form. (The trivial case in which $A$ has an all-zero row or column is thus ruled out.)

Following [15], the period-i rows way be permuted to put the linking rows first, and the period-j colums may be permuted to put the liniting colums last. Then $A$ has the following reduced form:


The reduced block $\hat{A}_{k, k-1}$ is just the intersection of the period-k 1inking rows and the period-(k-1) linking columns.

If the linking rows of every period 1 are switched to period $1-1$, then $A$ gains an alternative row-upper-staircase form:


Switching the linking columis of period $j$ to period $j+1$ gives a different, colum-upper-staircase form. Thus a staircase A in reduced standard form embodies three staircases-lower, row-upper, and colum-upper--each corresponding to a different choice of where the periods begin and end.

## Staircase bases

Any basis $B$ of a staircase linear program necessarily inherits a staircase structure from the constraint matrix $A ; B^{\prime}$ s staircase blocks, $B_{\ell, \ell-1}$ and $B_{\ell \ell}$, may be taken to be the sub-blocks of $A_{\ell, \ell-1}$ and $A_{\ell \ell}$ that contain only the basic columns. If $A$ has a reduced form, $\hat{B}_{\ell, \ell-1}$ may likewise be taken as the basic part of $\hat{\mathbf{A}}_{\ell, \ell-1}$.

The inherited staircase of $B$ need not be in standard or reduced form, even though $A$ is. Specifically, either $B_{\ell \ell}$ or $\hat{B}_{\ell, \ell-1}$ may be
zero along some linking row i--if it happens that, in $A_{\ell \ell}$ or $\hat{A}_{\ell, \ell-1}$, all the nonzeroes along row $i$ are in non-basic columns. In this event, $B$ may be returned to reduced standard form by reassigning certain rows and colums. Any linking row that is zero in $B_{\ell \ell}$ becomes a non-linking row in period $\ell-1$; in the process, some linking column of period $\ell-1$ may become non-linking. Any linking row that is zero in $B_{\ell, \ell-1}$ becomes a non-linking row.

It is generally more convenient to deal with $B$ in its inherited staircase form, whether standard, reduced or otherwise. However, better results are often achieved by using $B^{\prime} s$ reduced standard form instead, especially as it has fewer linking rows and column and hence a tighter structure. This issue is considered further subsequently.

Henceforth $B_{\ell \ell}$ and $B_{\ell, \ell-1}$ (or $\hat{B}_{\ell, \ell-1}$ ) will represent the blocks of $B^{\prime} s$ chosen staircase form, whether inherited or reduced standard. The number of rows in period 1 will be denoted $m_{i}$, and the number of colums in period $f$ will be $n_{j}$; the respective numbers of linking rows and colums will be $\hat{m}_{i}$ and $\hat{n}_{j}$. For the row-upper-staircase form, the number of rows in period 1 will be $m^{1}$, and for the colum-upper-staircase form the number of colums in period $j$ will be $n j$. Necessarily $\sum m_{i}=\sum m^{1}=\sum n_{j}=\left[n^{j}=m\right.$, and $\hat{m}_{i} \leq m_{i}, \hat{n}_{j} \leq n_{j}$.

## Balance constraints and square sub-staircases

If the staircase LP has a special dynamic Leontief structure [7] then in each period the number of basic columns must exactly equal the number of rows: $a_{\ell}=m_{\ell}$ for all $\ell$, and all blocks $B_{\ell \ell}$ are square.

This is not the case in general, however. A basis B of an arbitrary staircase LP may have $n_{\ell}>m_{\ell}$ for some periods $\ell$ and $n_{\ell}<m_{\ell}$ for others.

Since the basis is nonsingular, however, it must obey the "balance constraints" developed in [15]. In summary, these restrict the excess of basic columns over rows in each period, individually and cumulatively, as follows:

$$
\begin{array}{rlrl}
0 & \leq \sum_{1}^{\ell}\left(n_{1}-m_{1}\right) \leq \min \left(\hat{m}_{\ell+1}, \hat{n}_{\ell}\right), & \ell & =1, \ldots, t-1 \\
-\min \left(\hat{m}_{k}, \hat{n}_{k-1}\right) & \leq \sum_{k}^{\ell}\left(n_{1}-m_{1}\right) \leq \min \left(\hat{m}_{\ell+1}, \hat{n}_{\ell}\right), & k, \ell=2, \ldots, t-1 \\
-\min \left(\hat{m}_{k}, \hat{n}_{k-1}\right) \leq \sum_{k}^{t}\left(n_{1}-m_{1}\right) \leq 0 & k & =2, \ldots, t
\end{array}
$$

In words, the cumulative imbalance between rows and basic columns in periods $k$ through $\&$ is bounded by the smaller dimension of $\hat{B}_{k, k-1}$ and the smaller dimension of $\hat{B}_{\ell+1, \ell}$. Hence these constraints are quite strict when there are relatively few linking rows or columns.

The first constradnt above may also be written as the following three inequalities:

$$
\begin{aligned}
& \sum_{1}^{\ell} n_{1} \geq \sum_{1}^{\ell} m_{1} \\
& \sum_{1}^{\ell} n_{1} \leq \sum_{1}^{\ell} m^{1} \\
& \sum_{1}^{\ell} n^{i} \leq \sum_{1}^{\ell} m_{1}
\end{aligned}
$$

These say that the first \& periods of the lower staircase cannot have more rows than columns, while the first \& periods of the associated rowupper or colum-upper staircase cannot have more colums than rows.

All three of these relations are equalities when $\ell=t$, since $B$ is square. It can also happen that equality is achieved for some $\ell<t$. For example, if $\sum_{1}^{\ell} m_{i}=\sum_{1}^{\ell} n_{i}$, $B$ must look something like this:


$$
\sum_{1}^{3} m_{1}=\sum_{1}^{3} n_{1}
$$

The rows and colums of periods 1 through $\ell$ form a square sub-staircase, as do the rows and colums of periods $\ell+1$ through $t$; they are linked only by nonzero elements in the off-diagonal block $B_{\ell+1, \ell}$. In a similar way an equality $\sum_{1}^{\ell} n_{1}=\sum_{1}^{\ell} m^{1}$ implies a pair of square sub-staircases within the row-upper staircase form, and $\sum_{1}^{\ell} n^{1}=\sum_{1}^{\ell} m_{1}$ implies the same for the colum-upper form.

Generally $B$ may exhibit any or all of these three kinds of equalities, and each may hold for several values of $\ell<t$. If $p$ different such equalities hold, then $B$ breaks into $p+1$ disjoint square substaircases of various kinds. The presence or absence of sub-staircases will be of importance to several of the techniques described further on in this paper.

## 2. SOLVING LINEAR SYSTEMS IN THE SIMPLEX METHOD

In solving linear programs by the simplex method, a great deal of computational effort is devoted to "inverting the basis". More precisely, at each iteration the simplex method solves two linear systems:

$$
\begin{aligned}
& B y=a \\
& B_{\pi}^{T}=z
\end{aligned}
$$

$B$ is the basis, an $m \times m$ matrix of basic column of the constraint matrix A; a is a non-basic column of $A$; and $z$ is an appropriately chosen "pricing form".*

There are many ways to solve such systems, but not all are suitable to practical linear programming. Typically $m$ is in the range of several hundred to several thousand, and the simplex method generates roughly $2 m$ different bases $B$. Hence only very efficient solution techniques are useful. Further, $B$ has two very special properties:

- Successive bases are similar. Only one column of $B$ is
changed at each iteration.
- Bases are sparse. For a typical large application, less than 1\% of the elements of an average $B$ are nonzero.

The best techniques can use these properties to advantage in various ways that are outlined in this section.

[^9]Permutation of the basis
The variables and equations of a linear system $B y=a$ or $B_{\pi}=z$ can be written in any order. Each ordering of the variables corresponds to some permutation of the colums of $B$, while each ordering of the equations corresponds to some permutation of the rows of $B$.

Any permutation of the rows and columns of $B$ may be written $P B Q^{T}$, where $P$ and $Q^{T}$ are suitably chosen permutation matrices. The system $B y=a$ is thus equivalent to the permuted system (PBQ ${ }^{T}$ ) $(Q y)=(P a)$. $B^{T}=z$ is likewise equivalent to $\left(Q B^{T} P^{T}\right)\left(P_{\pi}\right)=(Q z)$.

## LU factorization

At the heart of recent simplex implementations is a technique based on Gaussian elimination. The basis $B$ is factored as the product of a lower-triangular matrix $L$, and an upper-triangular matrix $U$. Once $B=L U$ is known, the linear systems of importance reduce to

$$
\begin{aligned}
L(U y) & =a \\
U^{T}\left(L^{T} \pi\right) & =2
\end{aligned}
$$

Then $y$ or $\pi$ may be foum through solving two triangular systems by back-substitution.

In practice Gaussian elimination is applied to a chosen permutation $P B Q^{T}$. Choice of $P$ and $Q^{T}$ is a crucial matter, as can be seen by considering the computation involved in elimination. Its essential operations are defined by the following recursion:

$$
\begin{aligned}
B^{(1)} & =P B Q^{T} \\
B_{i j}^{(k+1)} & =\beta_{i j}^{(k)}-\beta_{i k}^{(k)} \beta_{k j}^{(k)} / \beta_{k k}^{(k)}, \quad i, j>k ; \quad k=1, \ldots, m-1
\end{aligned}
$$

of which $L$ and $U$ are a by-product:

$$
\begin{array}{ll}
L_{i j}=\beta_{i j}^{(j)} / \beta_{j j}^{(j)}, & i \geq j \\
U_{i j}=\beta_{i j}^{(i)}, & i \leq j
\end{array}
$$

The critical values are the "pivots" $\beta_{k k}^{(k)}$ : an LU factorization exists if and only if all pivots are nonzero. Moreover, elimination is numerically stable only if all picots are sufficiently large in magnitude, both absolutely and relative to other elements of $\beta^{(k)}$.

As a consequence, practical Gaussian elimination looks for permutations $P$ and $Q^{T}$ such that $P B Q^{T}$ has an acceptably large series of pivots. Choosing $P$ and $Q^{T}$ is thus commonly called "pivot selection". Once $L$ and $U$ are computed, solving the resulting triangular systems presents no difficulty. Back-substitution in these systems is an inherently fast and stable process.

The jargon of LP computer codes refers to solution of a lowertriangular system as an FTRAN ("forward transformation"); solution of an upper-triangular system is a BTRAN ("backward transformation"). Solving $L(U y)=a$ thus requires first an FTRANL and then a BTRANU, while solving $U^{T}\left(L^{T} \pi\right)=z$ requires an FTRANU and a BTRANL.

## Updating the LU factorization

Just as successive bases are similar, their LU factorizations are similar. Consequently it is practical to merely update $L$ and $U$ at each basis change, rather than compute the factorization from scratch each time.

The idea of an LU update is as follows. Suppose the initial basis, $B_{0}$, has been factored as $P_{0} B_{0} Q_{0}^{T}=L_{0} U_{0}$. Thus $B_{0}=\left(P_{0} L_{0}\right)\left(U_{0} Q_{0}\right)$ : $B_{0}$ is the product of a permuted lower-triangular matrix and a permuted uppertriangular matrix. Equivalently, $\left(P_{0}^{T} L_{0}\right)^{-1} B_{0}=U_{0} Q_{0}$.

Now update $B_{0}$ to a new basis $B_{1}$, and consider

$$
\begin{equation*}
\left(P_{0}^{T} L_{0}\right)^{-1} B_{1}=\widetilde{U}_{0} Q_{0} \tag{1}
\end{equation*}
$$

$\tilde{U}_{0}$ need not be upper-triangular; however, it does have an LU factorization, $\tilde{U}_{0} Q_{0}=\left(P_{1} L_{1}\right)\left(U_{1} Q_{1}\right)$. Substituting into (1) and rearranging shows that

$$
\begin{equation*}
B_{1}=\left(P_{0}^{T} L_{0}\right)\left(P_{1}^{T} L_{1}\right)\left(U_{1} Q_{1}\right) \tag{2}
\end{equation*}
$$

Thus $B_{1}$ is factored as the product of two permuted lower-triangular matrices and a permuted upper-triangular matrix. Linear systems involving $B_{1}$ are then readily solved as before, but with the addition of some backsubstitutions in $L_{1}$.

Similar updates can be applied at subsequent basis changes. After
$k$ iterations, the basis $B_{k}$ is factored at

$$
\begin{equation*}
B_{k}=\left(P_{0}^{T} L_{0}\right)\left(P_{1}^{T} L_{1}\right) \cdots \cdot\left(P_{k}^{T} L_{k}\right)\left(U_{k} Q_{k}\right) \tag{3}
\end{equation*}
$$

FTRANL and BRRANL perform back-substitutions with $L_{0}$ through $L_{k}$, while FTRANU and BTRANU use $U_{k}$.

LU updating in this way is practical because $B_{1}$ differs from $B_{0}$ in only one column. Hence $\tilde{\mathrm{U}}_{0}$ is nearly upper-triangular-it differs from $U_{0}$ in only one columm-and, as a resuit, $U_{1}$ is much the same as $\mathrm{U}_{0}$, while $\mathrm{L}_{1}$ is not much different from the identity. The factorization (2) is.thus fairly easy to find and record, and the subsequent back-substitutions are only marginally more expensive than for $B_{0}$. Fur ther updates are equally economical, and may continue until the cost of back-substitution in (3) begins to rise appreciably--typically after 50 to 100
iterations. A fresh LU factorization of the basis is then computed, and updating begins anew.

Specific algorithms for LU updates differ primarily in their choice of permutations $P_{1}$ and $Q_{1}$ for the factorization $U_{0} Q_{0}=\left(P_{1}^{T} L_{1}\right)\left(U_{1} Q_{1}\right)$. The original algorithm of Bartels and Golub [2,3] was designed to ensure numerical stability. Subsequent variations have given more weight to storage arrangement $[14,47]$ or sparsity $[17,44]$.*

[^10]
## Storing the LU factorization

To benefit from sparsity, an LP code must store only the nonzero elements in matrices such as $A, L$ and $U$. The total storage required by a sparse problem is thereby drastically curtailed; indeed, large-scale linear programoing would be impossible if all zeroes had to be stored. Moreover, sparse storage makes possible efficient pricing and pivoting routines that automatically skip multiplying and adding zeroes.

Because bases are subsets of the colums of $A$, it is universal practice to store $A$ by colum. Typically one array lists the nonzero elements of $A$ in column order, a parallel array lists the row index for each element, and a shorter third array indicates where each colum begins In the first two arrays. A basis is represented by fust a list of the basic columns.

To factorize a basis $B$ stored in this way, it may be efficient to rearrange the operations of Gaussian elimination so that only one column, $b_{f}, 1 s$ processed at a time. An LU factorization of $P B Q$ is then computed by essentially the following algorithm:

```
1: SET L = U = I
2: REPEAT for each columm b}\mp@subsup{b}{f}{}\mathrm{ of BQT:
    2.1: SOLVE Lx = Pb
    2.2: SET U U 
```


$L$ and $U$ are produced one column at a time, and so may be stored 11ke $A$ as columnwise lists of nonzeroes. FTRAN operations read forward through
these lists, whereas BTRAN operations start at the end of a list and read backward to the beginning. (Hence the terms FTRAN and BTRAN.)

In practice the storage arrangement of $L$ and $U$ is closely tied to the updating technique. Any of the previously-mentioned techniques may store $L$ columbise, since it is just augmented (by $P_{k} T_{k}$ ) at each iteration. Only the Forrest-Tomiln technique, however, can be adequately implemented with $U$ stored columawise. Saunders' technique requires row-wise access as well to a (hopefully small) part of $U$, while Reid's technique is only practical with row-wise access to all of $U$. Thus these latter techniques have been implemented with various alternative storage schemes for $U:$ Saunders has stored part of $U$ explicitly [47], while Reid has experimented both with linked lists and with a combination of row-wise and colum-wise arrays [45].

There are important advantages to storing $L$ and $U$ by colum only. Column-wise storage is simple and compact; the assoctated FTRAN and BTRAN routines are also simple and $L$ and $U$ may be held on any sequential storage device. In a virtual-machine environment, sequential storage also minimizes the danger of "thrashing"-excessive overhead cost that results from trying to access too many widely-separated parts of storage in a short interval of time. On the other hand, if storage is at a premium one may take further advantage of "triangle" colums--those that are zero above the diagonal of $P Q^{T}$; a triangle column is essentially trivial in $U$ and unchanged in $L$, and so may be represented in L by fust a pointer into A.

Access to $U$ by column only does have its disadvantages, however. It restricts updating to the Forrest-Tomlin technique which, while usually
adequate, is inferior to other techniques in numerical stability and sparsity. In addition, it suffers from certain inefficiencies in applying FTRAN and BTRAN to sparse vectors, as explained further below.

## Sparse LU factorization

It is well-known $[11,12,13$ ] that when $B$ is sparse, some of its permutations have much sparser $L$ and $U$ factors than others. Consequently all LP codes implement some form of sparse Gaussian elimination in which pivots are chosen to promote sparsity of $L$ and $U$ as well as numerical stability.

There are principally two techniques of sparse Gaussian elimination employed in linear programming. Bump-and-spike techniques look for a block-triangular permutation of $B$ that has many small blocks ("bumps") and few columns ("spikes") that extend above the diagonal. Local-minimization techniques choose each pivot to minimize the estimated number of nonzeroes added to $L$ and $U$ by that pivot alone. These ideas are described and compared in Section 1 of [15].

Each technique of sparse elimination is best suited to certain updating techniques. Saunders' update relies on there being relatively few spikes in $U$, and so it has been implemented with bump-and-spike elimination. Reid's update, by contrast, benefits when nonzeroes fall more heavily in $U$ than in $L$, and is well-suited to elimination by local minimization.

As noted previously, update techniques can also be designed to promote sparsity in the updated factors $L_{k}$ and $U_{k}$. Reid's update in
particular $1 s$ interided to preserve sparsity, and Gay has also incorporated Reid's ideas in Saunders' technique.

## Sparse right-hand side vectors

The linear systems of the simplex method, $B y=a$ and $B T=z$, usually have not only a sparse matrix but a very sparse right-hand side: a is a column of the sparse matrix $A$, and the pricing form $z$ has one nonzero when the basis is feasible and $k$ nonzeroes when there are $k$ infeasibilities. FTRAN and BTRAN routines can take advantage of this additional sparsity to a certain extent, depending on how they access L and U .

For purposes of illustration, consider first a simple lower-triangular system $L x=d$. If the nonzero elements of $L$ are available sequentially by colum, back-substitution is carried out as follows:

FTRANL:
REPEAT FOR $j$ FROM 1 TO $m:$
SET $x_{j}=d_{j} / L_{j j}$
REPEAT FOR $L_{i j} \neq 0,1$ FROM $j+1$ TO m: $\operatorname{SET} \quad d_{i}=d_{i}-L_{i j} x_{j}$

At the $j$ th pass through the main loop, if $d_{j}=0$ then also $x_{j}=0$ and the inner loop merely adds zero to various elements of $d$. Hence the $j$ th pass is superfluous when $d_{j}=0$. Moreover, if it happens that $d_{1}, \ldots, d_{k}$ are all zero, then the main loop does no work until pass $k+1$. A more efficient algorithm is thus as follows:

FTRANL

```
\(1: \operatorname{SET} k=\min \left\{j: d_{j} \neq 0\right\} ; \operatorname{SET} x_{j}=0\) for \(j=1, \ldots, k\)
2: REPEAT FOR f FROM \(\mathrm{k}+1\) TO m:
    IF \(d_{j}=0: \operatorname{SET} \quad x_{j}=0\)
    ELSE: SET \(x_{j}=d_{j} / L_{j j}\)
        REPEAT FOR \(L_{i j} \neq 0,1\) from \(j+1\) TO m:
        \(\operatorname{SET} d_{i}=d_{i}-L_{i j} x_{j}\).
```

Step 1 is especially valuable when $d_{1}, \ldots, d_{k}$ are known beforehand to be zero. In step 2, $d$ tends to fill in with nonzeroes in each pass of the loop; but if $L$ and $d$ are both sparse then $d$ should not fill in too quickly.

The situation is quite different if instead one must solve the upper-triangular syatem $L^{T} x=d$. If the nonzeroes of $L$ are only available sequentially by colum, then $L^{T}$ is effectively available only by row, and back-substitution must be carried out as follows:

## BTRANL:

REPEAT FOR f FROM m TO 1:

$$
\text { REPEAT FOR } L_{i j} \neq 0,1 \text { FROM } m \text { to } j+1 \text { : }
$$

$$
\text { SET } d_{j}=d_{j}-L_{i j} x_{i}
$$

$$
\text { SET } x_{j}=d_{j} / L_{j j}
$$

Here there is no advantage to knowing $d_{j}=0$, since $d_{j}$ is continually modified within the inner loop and $x_{j}$ is not set until after the inner loop. The most one can say is that, if $d_{m}, \ldots, d_{k}$ are all zero, then $x_{m}, \ldots, x_{k}$ are also all zero and the main loop may be started with $j=k-1$.

For sparse elimination with updating the situation is somewhat more complex, involving not one $L$ but a series of permuted $L$ 's. The conclusions are the same, however: if the lower-triangular factors of the basis are stored by column only-as they commonly are-then FTRANL can benefit from sparsity in the right-hand side to a much greater extent than BTRANL. Moreover, the same reasoning can be applied to $U$ : if all or part of the upper-triangular factor is stored by colum only, then BTRANU can exploit right-hand side sparsity much more than FIRANU.

In practice these differences have various consequences. At a typical iteration, the FTRAN and BTRAN operations are carried out once each, to solve systems that look like these:

## TO SOLVE $B y=a$ :

FTRANL: $\quad\left(P_{0}^{T_{L_{0}}}\right)\left(P_{1}^{T_{1}}\right) \cdot \cdots \cdot\left(P_{k} T_{L_{k}}\right) y^{(1)}=a$
BTRANU: $\quad\left(U_{k} Q_{k}\right) y=y^{(1)}$

TO SOLVE $B_{\pi}^{T}=z$ :
FTRANU: $\quad\left(Q_{k}^{T} U_{k}^{T}\right) \pi(1)=2$
BTRANL: $\left(L_{k} \mathrm{~T}_{k}\right) \cdot \cdots \cdot\left(L_{1} \mathrm{P}_{1}\right)\left(\mathrm{L}_{0} \mathrm{P}_{0}\right) \pi=\pi_{\pi}^{(1)}$

Hence sparsity of the right-hand side can be exploited in the following ways:

FTRANL can fully exploit the sparsity of a. A small additional advantage can be had if it is known that $\left(P_{0} a\right)_{1}, \ldots,\left(P_{0}\right)_{1}$ are all zero for some 1 ; this knowledge is not readily available in the general case, but it is often available from staircase methods to be described.

BTRANU can fully exploit any sparsity in $y^{(1)}$. Since $y^{(1)}$ is the solution vector from a sparse FTRANL, it may well be sparse itself.

FIRANU can exploit the considerable sparsity in 2 only if either $U_{k}$ is available by row, or $\left(Q_{k}\right)_{1}, \ldots,\left(Q_{k}\right)_{i}$ are all zero from some i. In many cases it is possible to arrange that 1 is quite close to $m$ [21]. Indeed, with some updating methods it can be guaranteed--provided the basis is feasible-that $\left(Q_{k} z\right)_{1}, \ldots,\left(Q_{k} z\right){ }_{m-1}$ are all zero, so that FTRANU may effectively be skipped.

BTRANL generally cannot benefit from sparsity in $\pi^{(1)}$. However, the updare factors $L_{1}, \ldots, L_{k}$ are generally so simple in form that BTRANL handles them as efficiently as FTRANL. The significant extra work lies entirely in processing $L_{0}^{T}$.

## Partial solutions

It is evident from the preceding analysis that the solution to $B y=a$ or $B T_{\pi}=z$ is ultimately computed one element at at time, regardless of how $L$ and $U$ are stored. The vector $y$ is produced by BTRANU in the order $\left(Q_{k} y\right)_{m}, \cdots,\left(Q_{k} y\right)_{1} ; 11 k e w i s e$, the vector $\pi$ is computed by BTRANL in the order $\left(P_{0} \pi\right)_{m}, \ldots,\left(P_{0} \pi\right)_{1}$.

BTRANL or BTRANU may therefore be terminated prematurely if only part of $y$ or $\pi$ needs to be computed. Such a partial solution has two potential uses in linear programming: when the rest of $y$ is known to be zero, and when only a portion of $\pi$ is required for pricing in the current iteration.

Nevertheless, in the general case there is little to be gained from trying to compute partial solutions, owing to the presence of permutations $P_{0}$ and $Q_{k}$ : there is no efficient way to tell wether all remalning elements of $Q_{k} y$ are zero, or to predict which elements of $P_{0} \pi$ will be needed. Section 4 will show, however, that partial solutions can offer an economy in solving staircase LPs, provided $P_{0}$ and $Q_{k}$ are chosen to reflect the staircase structure.
3. SPARSE ELIMINATION OF STAIRCASE BASES

Two techniques for sparse elimination of staircase matrices were proposed in [15]: one adapts the bump-and-spike approach, while the other is a kind of local minimization. Either of these techniques may be applied to the staircase bases that arise from staircase LPs in the simplex method.

This section summarizes the direct effects-on speed, storage, and sparsity-oof substituting staircase elimination techniques for standard ones in a simplex LP, code. Section 4 then shows how these staircase techniques make possible additional efficiencies in the FTRAN and BTRAN routines.

## Bump-and-spike techniques

The standard bump-and-spike technique $[24,25]$ is a two-step procedure. First it determines the block-tralangular reduction of the basis $B$, an essentially unique permutation that puts $B$ in block-triangular form with as many diagonal blocks ("bumps") as possible. Second, each diagonal block larger than $2 \times 2$ is further permuted by the Preassigned Pivot Procedure (P3), a heuristic that tries to make each block lower triangular except for a small aumber of "spike" columns that extend above the diagonal. Permuted in this way, $B$ has a good structure for sparse Gaussian elimination: fill-in (creation of new nonzeroes during elimination) is confined to the spike colums, and pivots within a given bump cannot give rise to fill-in within other bumps.

A proposed staircase bump-and-spike technique [15] dispenses with block-triangular reduction, and uses instead the staircase form of the basis. The heuristic P3, adapted to handle blocks that are non-square or rank-deficient, is applied in turn to each of the diagonal blocks $\left(B_{\ell \ell}\right)$ of the staircase. Thus the rows of period 1 are assigned to pivot first, followed by the rows of period 2, period 3, and so forth through period t. The columns are also generally pivoted in period order, but "interperiod spikes" from certain periods are pivoted in later periods in order to square off the oblong staircase blocks. Thus fill-in is confined to two kinds of spikes-intraperiod spikes found by P3, and inter period spikes assigned to square off diagonal blocks-and pivots within a given period can only give rise to fill-in within spikes of the same period or within interperiod spikes of preceding periods. The balance constraints of Section 1 guarantee that this is a workable arrangement: the number of interperiod spikes need not be very large, and there are always enough interperiod spikes to square off every staircase block. Computational experience [15] has shown that the standard and staircase bump-and-spike techniques are roughly comparable. They usually produce about the same number of spikes, and both yield a sparse factorization: the fill-in due to either technique is seldom more than twice the fill-in due to the other. However, each technique does appear to be superior in certain situations.

Standard bump-and-spike seems invariably better when all bumps are small and most are $1 \times 1 . P 3$ is then applied cheaply to a few blocks, whereas the staircase techoique must still apply P3 to every diagonal
block of the staircase. The interperiod spikes of the staircase technique also tend to be larger than the spikes of the standard technique, and so the former fill in more: fill-in within $L$ tends to be about the same, but the standard technique produces a notably sparser $U$. In addition, the standard technique is less prone to producing spikes that have unacceptable pivot elements, and so less time is wasted in "spike-swapping" during the elimination.

Staircase bump-and-spike has the advantage when there are one or two very large bumps that comprise half or more of the rows and columa of $B$. P3 becomes highly inefficient in processing these large bumps. Fill-in within $U$ is comparable, while the staircase technique yields a sparser L. Moreover, the staircase technique produces substantially fewer spikes that have unacceptable pivots.

Storage requirements vary somewhat with the size of the largest block that must be processed, but are moderate in any case. Since a pivot order is fully chosen prior to elimination, storage required by the bump-and-spike heuristics may later be used to hold part of $L$ and $U$.

## Local-minimization techniques

Standard local-minimization techniques dynamically choose the kth pivot element from the remaining uneliminated matrix, $\beta^{(k)}$. The chosen pivot minimizes some "merit" function over all nonzero elements of $B^{(k)}$ (k) that meet certain numerical tolerances. Practical merit fumctions are computed from two sets of values: $r_{i}^{(k)}$, the number of nonzeroes in row 1 of $\beta^{(k)}$, and $c_{j}^{(k)}$, the number of nonzeroes in column $j$ of $\beta^{(k)}$.

Local minimization was first suggested by Markowitz [34], who proposed that the merit of element $(1, j)$ be $\left(r_{i}^{(k)}-1\right)\left(c_{j}^{(k)}-1\right)$; no substantially better merit fumction has been found since.

Proposed staircase local-minimization techniques [15] differ by limiting the minimization to roughly one period of $B^{(k)}$ at a time. As a consequence both the rows and colums of $B$ are pivoted in period order. It can also be shown that fill-in is limited to a small part of $B^{(k)}$--roughly two periods or less-mwhile the remainder of $B^{(k)}$ is just the same as $B$.

Staircase local-minimization offers clear economies in both execution time and storage space. All of the work at the $k$ th pivotminimizing the merit function, updating $\beta^{(k)}$ to $\beta^{(k+1)}$, and updating $r_{i}^{(k)}, c_{j}^{(k)}$--is confined to the rows and columms of one or two periods, whereas the standard technique must deal with the entire $\beta^{(k)}$. Storage is required only for the part of $B^{(k)}$, also one or two periods, that differs from B.

For large problems of many periods, the differences in required storage may be immense. As a result, staircase local-minimization may be able to use simpler or more efficient storage strategies than standard local-minimization. During elimination by the standard technique the uneliminated $\beta^{(k)}$ shrinks while $L$ and $U$ grow; thus some sort of dynamic storage allocation is necessary when $B^{(k)}, L$ and $U$ are too large to be stored fully together. By contrast, under the staircase technique the active part of $\beta^{(k)}$ is small and fairly constant in size, and might well be kept in a fixed work area.

Standard local minimization does seem to usually produce a sparser $L$ and $U$, as might be expected: it conducts its minimization over a much greater number of potential pivots. In the worst case in [15] the staircase technique produced about twice the fill-in ( $47 \%$ vs 22\%); in some cases it did nearly as well, however, and in one it was distinctly better.

## Comparison of techniques

Choice of a sparse-elimination tectmique cannot be separated from choice of an updating method (as explained previously), and both choices are sensitive to the nature and availability of storage. Consequently it is fmpossible to recommend one class of techniques-bump-and-spike or local-minimization-over the other categorically. Each may have its place in certain situations.

Indeed, the evidence of [15] suggests that every technique outlined in this section (standard and staircase bump-and-spike, standard and staircase local-minimization) offers the lowest fill-in for certain bases. Either of the staircase techniques should be acceptably fast, and all but the standard local-minimization have unproblematical storage requirements.

Staircase bump-and-spike techniques apply fust as well to higherorder staircases. Staircase local-minimization might also be adapted to handle higher-order problems, but the extent of fill-in would be greater and hence the savings would be less.
4. SOLVING LINEAR SYSTEMS WITH STAIRCASE BASES

Both proposed staircase elimination techniques order their row pivots by period: all rows in period 1 are pivoted first, then all rows in period 2, and so forth. Staircase local-minimization also orders all column pivots by period, as does staircase bump-and-spike with the exception of certain columns (the interperiod spikes) that pivot after other columns of later periods.

This section describes how these staircase pivot orders can be taken advantage of to make the FTRAN and BTRAN routines more efficient. A partition of the $L$ and $U$ factors by period is first defined more formally, after which each solution routine-FTRANL, BRRANU, FTRANU, BTRANL-is taken up in turn.

Period partitions of the $L$ and $U$ factors
In the notation of Section 2, the basis $B$ at an arbitrary iteration is factored as

$$
B=\left(P_{0} T_{0}\right)\left(P_{1} T_{1}\right) \cdot \cdots \cdot\left(P_{k} T_{k}\right)\left(U_{k} Q_{k}\right)
$$

In terms of this factorization and the staircase constraint matrix $A$, one may define the following indices for any period $\ell:$
$\lambda_{\ell}$ first row of $P_{0} B$ whose corresponding row of $A$ is in period \& or later
$\mu_{\ell}$ first colum of $B Q_{k}^{T}$ from period $\ell$ or later of $A$.

Necessarily $\lambda_{\ell} \leq \lambda_{\ell+1}, \mu_{\ell} \leq \mu_{\ell+1}$ for any factorization as above. Thus $\left\{\lambda_{1}, \ldots, \lambda_{t}\right\}$ and $\left\{\mu_{1}, \ldots, \mu_{t}\right\}$ partition the rows and colums, respectively, of $P_{0} B Q_{k}^{T}$ by period. Since the rows of $P_{0} B Q_{k}^{T}$ correspond to the rows of $L_{0}$, the $\lambda$ 's can also be thought of as partitioning $L_{0}$; analoguously, the $\mu$ 's partition $U_{k}$.

In general these partitions are not particularly useful, as the $\lambda^{\prime} s$ and $\mu^{\prime} s$ all tend to be small. In an extreme case, for example, if the first row of $P_{0} B$ is a period-t row then $\lambda_{1}=\cdots=\lambda_{t}=1$. It is thus necessary to show that the staircase pivoting techniques yield worthwhile partitions whose $\lambda$ 's and $\mu$ 's are more or less evenly spread out.

Consider first a factorization with no updates, $P_{0} B Q_{0}^{T}=L_{0} U_{0}$. Certainly the staircase techniques, applied to the staircase structure that $B$ inherits from $A, y i e l d$ good partitions. Either technique yields $\lambda_{\ell}=\sum_{1}^{\ell-1} m_{1}+1$. For bump-and-spike $\mu_{\ell} \geq \lambda_{\ell}$, and $\mu_{\ell}=\lambda_{\ell}$ if there are no all-zero rows to $B_{\ell \ell}$; for local minimization, $\mu_{\ell}=\sum_{1}^{\ell-1} a_{i}+1$.

The situation is slightly more complicated if, as suggested in Section 1, B is put in reduced standard staircase form before the staircase pivoting techniques are applied. Some rows of $B$ that correspond to period- $\ell$ rows of $A$ may then be pivoted as if they were in period $\ell-1$. As a consequence, one can say only that $\sum_{1}^{\ell-2} m_{1}+1 \leq \lambda_{\ell} \leq \sum_{1}^{\ell-1} m_{1}+1$; the $\lambda$ 's may be smaller, and the $\lambda$-partition less regular. Nevertheless, the $\lambda^{\prime}$ s are still well spaced and constitute a useful partition, particularly if the periods are small and numerous.

As $B$ changes and the factorization is updated, $L_{0}$ and the $\lambda$-partition are unchanged. $U_{0}$ is updated to $U_{k}$, however, and in the process the $\mu$-partition is altered. Specifically, all of the common update
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methods have the following action: a column of $B Q_{k-1}^{T}$ is deleted, and a new colum is inserted at some point after the deleted column to produce $B Q_{k}^{T}$. The $u$-partition up to the deleted column and after the inserted column is therefore unchanged; but if $\mu_{l}$ is between the two columns then its value drops by 1 . The $u$-partition is thus slowly degraded. Degradation should not be severe, however, for large LPs with the usual $50-100$ updates between refactorizations.

It may be concluded, then, that staircase pivot-selection techniques do yield $\lambda$ 's and $\mu^{\prime} s$ that constitute non-trivial partitions of $L$ and $U$ by period.

## Staircase FTRANL

At each iteration FTRANL starts by solving a system like ( $P_{0}^{\Gamma_{0}}$ ) $x=a$, or equivalently $L_{0} x=P_{0} a$, where $a$ is a column of $A$. If a is from period $\ell$, then it is zero on rows of periods 1 through \&-1. Consequently,

$$
\left(P_{0} a\right)_{1}=0, \quad 1=1, \ldots, \lambda_{l}-1
$$

and the main loop of the FTRANL routine may begin at index $\lambda_{l}$ as explained in Section 2.

In short, when FTRANL transforms a period-l column it can start at the $\ell$ th period in $L_{0}$, rather than at the beginning. The resultant savings will be small, however, since FTRANL already handles right-hand side zeroes efficiently.

Further savings might be possible if one kept track of upper-sub-staircases of $B_{0}$, as described in Section 1. The idea is as follows:
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if $B_{0}$ has an upper-sub-staircase in periods 1 through $\ell$, and if a lies in period $\&$ or earlier, then the solution $x$ of $\left(P_{0}^{T_{0}}\right) x=a$ is zero in periods $\ell+1$ and later. Thus the main loop of FTRANL may be terminated prematurely. As a practical matter, however, the logic of such a scheme is fairly complex, and computational experiments [15] have shown only a moderate number of upper-sub-staircases; so the potential savings are probably not worth the trouble.

## Staircase BTRANU

At each iteration BTRANU solves a system like $\left(U_{k} Q_{k}\right) y=x$, where $x$ is a solution vector from FTRANL. Since FTRANL has solved with $L_{0}, L_{1}, \ldots, L_{k}$, there is no telling where zeroes may be in $x$. Hence BTRANU cannot benefit specially from a sparse right-hand side.

A small saving is possible, however, if the location of (lower) square sub-staircases in $B$ is known. Suppose that the linear system at hand is $B y=a$, that $a$ is from period $j$, and that $B$ has a sub-staircase at period $\ell<j$ (that $1 s, \sum_{l_{1}}^{\ell}=\sum_{1}^{\ell} n_{1}$ ). Then the system can be partitioned as

$$
\left[\begin{array}{c:c}
B^{(11)} & 0 \\
\hdashline B^{(21)} & B^{(22)}
\end{array}\right]\left[\begin{array}{c}
y^{(1)} \\
\hline y^{(2)}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\hdashline(2)
\end{array}\right]
$$

where $B^{(11)}$ and $B^{(22)}$ are the square sub-staircases. Clearly the solution must have $y^{(1)}=0, y^{(1)}$ being fust the part of $y$ that corresponds to the colums of $B$ in periods 1 through $\&$.

Now if $B y=a$ is written instead as $\left(B Q_{k}^{T}\right)\left(Q_{k} y\right)=a$, the preceding statement is equivalent to the following: an element of $Q_{k} y$ will be zero if it corresponds to a column of $\mathrm{BQ}_{k}^{T}$ in periods $1, \ldots, \ell$. That is,

$$
\left(Q_{k} y\right)_{1}=0, \quad 1=1, \ldots, \mu_{\ell}^{-1}
$$

Thus the main loop of BTRANU, which computes $\left(Q_{k} y\right)_{1}, 1=m, \ldots, 1$, can stop after the $\mu_{\ell}-$ th pass; the remainder of the solution is zero.

## Staircase FIRANU

FTRANU solves at each iteration a system like $\left(U_{k} Q_{k}\right){ }^{T} x=z$, or $U_{k}^{T} x=Q_{k} z$, where $z$ is a pricing form chosen in one of several ways (see Section 2). Usually most of 2 is zero, and often it can be determined that $z$ is zero in all colums of the first $\ell$ periods of the basis; during Phase I of the simplex method, for example, this would occur if all basic variables of the first $\&$ periods were feasible. It would then follow that

$$
\left(Q_{k} z\right)_{i}=0, \quad 1=1, \ldots, \mu_{\ell}-1
$$

and the main loop of FTRANU could begin at $\mu_{\ell}$ as explained in Section 2.
This result is analogous to the one for FTRANL above: when FTRANU transforms a 2 that is zero prior to period $\ell$, it can start at the $\ell$ th period in $U_{k}$ rather than at the beginning. However, the potential savings are greater since-if $U_{k}$ is stored only by columanFTRANU cannot nomally benefit from sparsity in $z$. In practice the savings depend on how $U$ is actually stored and on how $z$ is handled.

## Staircase BTRANL

BTRANL produces a vector $\pi$ that is employed in "pricing" nonbasic colums of $A$; specifically, each iteration computes uumerous inner products $\pi^{T}$ a with columns $a$. If $a$ is from period $\ell$ then it is zero except on rows of periods $\ell$ and $\ell+1$, and so only the elements of $\pi$ that correspond to these periods are needed to form $\pi^{T} a$. Since the simplex method seldom considers all nonbasic colums at one iteration, it can be arranged that only certain periods of $\pi$ are needed. (See [16] for a more extensive explanation.)

Assume, therefore, that at the current iteration one only needs elements of $\pi$ corresponding to rows of periods $\ell$ and later. The vector $\pi$ is the solution of $B T=2$, or $\left(P_{0} B\right)^{T}\left(P_{0} \pi\right)=2$. Thus, equivalently, one needs only elements of $P_{0} \pi$ that correspond to rows of $P_{0} B$ in periods $\ell$ and later. It will suffice, therefore, to compute $\left(P_{0} \pi\right)_{1}$, $1=\lambda_{\ell}, \ldots, m$ m.

BTRANL actually produces the elements of $\pi$ by solving $\left(P_{0}^{L_{0}}\right)^{T_{\pi}=x}$, or $L_{0}^{T}\left(P_{0} \pi\right)=x$, where $x$ has been obtained from preceding transformations of $z$ in FTRANU and BTRANL. Each pass through BTRANL computes another element of $P_{0} \pi$, in reverse order: $\left(P_{0} \pi\right)_{m}, \ldots,\left(P_{0} \pi\right)_{1}$. Thus to compute the desired part of $\pi$ one need only run BTRANL through the $\lambda_{i}$ th pass of the main loop; the remainder may be skipped.

The potential savings in this instance are considerable. Using one of the partial-pricing schemes of [16] substantial amounts of computation may be avoided, on the average, at each iteration. This is especially important as BTRANL is one of the less efficient transformations, being unable to take advantage of right-hand side sparsity when $I_{0}$ is stored in the usual columwise fashion.
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## 5. COMPUTATIONAL EXPERIENCE

This section reports on initial computational experiments with some of the preceding ideas. The results indicate that staircase adaptation of the simplex method does make a significant difference: generally much less time is spent in certain routines, while more time is spent in others. Overall the staircase runs were measurably faster, and in one case the savings were quite substantial. Moreover, it appears there is still room for improvement in subsequent implementations.

For the test runs an existing LP code, MINOS [38,48], was modified to recognize staircase structure and to apply optionally the staircase techniques of Sections 3 and 4. Each test LP could then be solved twice -once with the staircase features turned off, once with them on--and the results could be meaningfully compared. Details of the test code and the experimental setup are given in Appendix B.

MINOS employs a bump-and-spike factorization with Saunders' updating technique. Consequently the staircase bump-and-spike technique was implemented in the test version, and all test results bear directly only upon bump-and-spike methods. Nevertheless, from certain results one may make quite favorable speculations about the expected performance of staircase local-minimization techniques, as described further below.

To keep the presentation compact, only short tables of results are presented in this section. Graphs of more extensive test data are collected in Appendix $C$.

## Overall results

Seven medium-to-large-scale linear programs were used in the tests.
All are from applications, and are of dissimilar structures (aside from being staircase). Their dimensions are as follows:
$\left.\begin{array}{lcrcccc} & \text { PERIODS } & \text { ROWS } & & \text { COLUMNS } & & \begin{array}{c}\text { ITERATIONS TO } \\ \text { NONZERO } \\ \text { COEFFICIENTS }\end{array} \\ & \text { SOLVE FROM } \\ \text { SLACK START }\end{array}\right]$

For the sake of economy, PHOT and BPI were tested on rus of 1000 and
750 iterations, respectively, starting from advanced bases. The rest were run to optimality from an all-slack start. Additional information about the test LPs is collected in Appendix A, and Appendix B explains in more detail how they were solved.

Raw results from the test runs, standardized to seconds per 1000 iterations, were as follows:

|  | TOTAL TIME |  |  |
| :--- | :---: | :---: | :---: |
|  | STANDARD | STAIRCASE | \% CHANGE |
| SCAGR25 | 29.7 | 27.9 | $-6 \%$ |
| SCRS8 | 33.9 | 31.5 | $-7 \%$ |
| SCSD8 | 43.2 | 37.8 | $-13 \%$ |
| SCFXM2 | 43.4 | 42.2 | $-3 \%$ |
| SCTAP2 | 67.2 | 67.1 | $0 \%$ |
| PILOT | 155.7 | 106.4 | $-32 \%$ |
| SP1 | 181.8 | 189.7 | $+4 \%$ |

Savings were substantial for PILOT, and respectable for SCSD8. For the others the gross difference between the standard and staircase techniques was small, though the latter performed worse only on BP1.

It is misleading to consider only these totals, however. When the times are broken down by function-as in the first set of graphs in Appendix $C-$ it can be seen that gains in some areas tend to be offset by losses in others. The staircase version has an edge in simplex pricing and pivoting, while it is usually slightly behind in updating the $L U$ factorization; it ranges from much faster to somewhat slower in pivot selection for Gaussian elimination, but is almost always slower in computing the $L$ and $U$ factors. Hiscellaneous routines consume a good 10-20\% of the time, much of which could be saved in practical (rather than test) circumstances.

Thus much more is to be learned by examining the times of individual routines and functions. The following subsections consider first the simplexiteration routines, and then the LU-factorization ones.
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## Iterating routines

The simplex method spends a majority of its time in tasks that are repeated at each iteration: choosing a column to enter the basis (pricing), determining which colum leaves the basis (pivoting), and revising the basis factorization accordingly (updating). The LP code's "iterating" routines carry out these tasks.

For the test problems, total time spent in the iterating routines --again, normalized to seconds per thousand iterations-was as follows:

ITERATING TIME

|  |  |  | \% CHANGE |
| :---: | :---: | :---: | :---: |
|  | STANDARD | STAIRCASE |  |
| SCAGR25 | 24.6 | 22.2 | -10\% |
| SCRS 8 | 28.1 | 23.8 | -15\% |
| SCSD8 | 34.2 | 30.5 | -11\% |
| SCFXM2 | 33.2 | 32.5 | - $2 \%$ |
| SCTAP2 | 56.9 | 54.3 | - 5\% |
| PILOT | 108.0 | 86.3 | -20\% |
| BP1 | 136.6 | 146.1 | + 7\% |

Here the results are somewhat more striking, four of the seven showing savings of 10-20\%.

Again more can be learned from a further breakdown of the times, given by the second set of graphs in Appendix $C$. The greatest difference by far is in BTRANL, which is gignificantly faster with the staircase version in every instance. There is a corresponding, but smaller, efficiency in FTRANL. The figures for these two routines are as follows:

|  | -220- |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FTRANL |  |  | BTRANL |  |  |
|  | STD | STAIR | 2 CHNG | STD | STAIR | 2 CHNG |
| SCAGR25 | 2.7 | 1.9 | -29\% | 6.7 | 3.5 | -48\% |
| SCRS8 | 2.4 | 1.5 | -36\% | 5.7 | 3.4 | -41\% |
| SCSD8 | 3.9 | 2.9 | -25\% | 8.2 | 4.7 | -42\% |
| SCFXM2 | 2.6 | 1.9 | -28\% | 7.8 | 5.4 | -32\% |
| SCTAP2 | 3.3 | 2.6 | -21\% | 9.2 | 6.6 | -28\% |
| PILOT | 13.0 | 8.0 | -38\% | 22.9 | 12.7 | -45\% |
| BPI | 14.8 | 12.6 | -15\% | 32.5 | 26.9 | -17\% |

Roughly there is a $30-50 \%$ saving in BTRANL, and a $20-40 \%$ saving in FTRANL.
There is a small but noticeable tendency of the staircase version to run slower in BTRANU and FTRANU. Most likely this behavior is a consequence of the LU factorization: the staircase bump-and-spike pivot order tends to yield a denser $U$.

Some of the difference in BTRAN and FTRAN timings should be due to the methods of Section 4. The efficacy of these methods cannot be told from the above data, however, since the same timings are sensitive to differences in $L$ and $U$ density. Consequently a separate set of rums was made, employing the staircase LU factorization but not the Section 4 enhancements. The differences were as follows:
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|  | TIME SAVED <br>  <br>  <br> BY EFFICIENCIES <br> IN FRRAN, BTRAN <br> (SECTION 4) | $\%$ OF <br> TOTAL TIME |
| :--- | :---: | :---: |
| SCAGR25 | 4.9 | $15 \%$ |
| SCRS8 | 4.1 | $12 \%$ |
| SCSD8 | 5.2 | $12 \%$ |
| SCFXM2 | 4.4 | $9 \%$ |
| SCTAP2 | 4.4 | $6 \%$ |
| PILOT | 13.4 | $11 \%$ |
| BP1 | 3.5 | $2 \%$ |

Thus the efficiencies in FTRAN and BTRAN cut total running times 9-15\% in most cases; the savings would be more pronounced as a percentage of iterating time only. Predictably, LPs of many periods tended to show the greatest differences.

Comparable savings should be realized if staircase bump-and-spike pivot selection is replaced by staircase local minimization, since the methods of Section 4 apply equally well to either. Hence local minimization may wel1 be superior for LPs such as SCAGR25 and SCFXM2 whose staircase factorizations--as reported in [15]-are notably denser under bump-and-spike.

The one sour note in the three tables above is BPI, on which the staircase iterating routines seem to perform rather poorly. On closer examination, however, this is not entirely surprising, as BPl differs significantly from the other LPs. Whereas the others are first-order staircases (or, in the case of PILOT, very nearly first-order), BP1 has a large
number of nonzeroes below the staircase; its form is in fact closer to dualangular. BPI's bases consequently tend to be mbalanced. Hence the staircase technique produces considerably more spikes, and a much denser $U$ factor. The result: much more time spent in FTRANU and BTRANU, offsetting any gains in FTRANL and BTRANL.

It thus appears that a good staircase form is essential to success of the staircase techniques. BP1's staircase arrangement was deduced from fairly scant information, and is evidently inadequate. A better staircase form may exist, but a better knowledge of the underlying model may be necessary to find it.

## Factorizing routines

At intervals of typically $50-100$ iterations a fresh factorization of the basis is computed by a separate set of routines. For bump-and-spike techniques, these "factorizing" routines fall into two classes: ones that select a pivot order, and ones that compute the $L$ and $U$ factors.

For the test problems, total time in factorizing routines-normalized to seconds per 10 refactorizations--was as follows:

|  | FACTORIZING TIME |  | \% CHange |
| :---: | :---: | :---: | :---: |
|  | STANDARD | STAIRCASE |  |
| SCAGR25 | 1.4 | 1.6 | +15\% |
| SCRS8 | 1.1 | 1.4 | +22\% |
| SCSD8 | 2.7 | 1.6 | -39\% |
| SCFXM2 | 1.9 | 2.8 | +47\% |
| SCTAP2 | 1.7 | 3.0 | +80\% |
| PILOT | 32.8 | 9.7 | -70\% |
| BP1 | 27.9 | 26.1 | -6\% |

The outcomes appear to vary wildly. However, they are the consequence of a few simple patterns which are revealed by looking at the pivot-selection routines and LU-computation routines separately, with reference to the third set of graphs in Appendix $C$.

Pivot selection involves a routine for the $P 3$ heuristic, a blocktriangularization routine (for the standard technique only), and main routines to call these and record the selected pivots. The staircase technique's main routine seems to run usually somewhat longer, probably because it is more complicated. The others' times are summarized below:

|  | STANDARD |  |  | $\frac{\text { STAIRCASE }}{\text { P3 }}$ | MEDIAN SITE, LARGEST BUMP |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | P3 | BLK $\triangle$ | TOTAL |  |  |
| SCAGR25 | 0.4 | 0.2 | 0.6 | 0.2 | 45 |
| SCRS8 | 0.2 | 0.2 | 0.4 | 0.2 | 28 |
| SCSD8 | 1.1 | 0.4 | 1.5 | 0.2 | 114 |
| SCFXM2 | 0.2 | 0.5 | 0.7 | 0.8 | 36 |
| SCTAP2 | 0.0 | 0.5 | 0.5 | 0.7 | 1 |
| PILOT | 20.4 | 1.0 | 21.4 | 2.4 | 533 |
| BP1 | 13.1 | 2.0 | 15.1 | 3.8 | 408 |

The behavior of P3 is clearly critical. When bumps are small P3 is quite fast; but it begins to slow down whem bump size passes 100 , and it is extremely inefficient on bumps of size 400 or 500 . PILOT, the worst case here, spends $16 \%$ of its total running time in P3 alone! By extrapolation, it seems likely that P3 will be prohibitively slow for larger bumps. Thus a staircase bump-and-spike technique (or else an efficient local-minimization technique) may be essential for larger versions of models like SCSD8 and PILOT.

The main LU computation routines employ FTRANL and BTRANL as subroutines: FTRANL solves for the next colum of $L$ and $U$ (as described in Section 2); BTRANL solves for row $k$ of $B^{(k)}$ when a colum interchange ("spike swap") is necessitated by an macceptable pivot element. The test problems gave the following results (where SWAPS is the maximum number of swapped spikes per factorization):

|  | STANDARD LU |  |  |  | STAIRCASE LU |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MAIN | FTRAN | BTRAN | $\underline{\text { SWAPS }}$ | MAIN | FTRAN | BTRAN | SWAPS |
| SCAGR25 | 0.2 | 0.0 | 0.0 | 3 | 0.6 | 0.1 | 0.1 | 20 |
| SCRS8 | 0.2 | 0.0 | 0.0 | 1 | 0.4 | 0.1 | 0.1 | 11 |
| ScsD8 | 0.4 | 0.1 | 0.0 | 6 | 0.5 | 0.1 | 0.1 | 11 |
| SCFXM2 | 0.5 | 0.1 | 0.0 | 2 | 1.0 | 0.2 | 0.1 | 8 |
| SCTAP 2 | 0.2 | 0.0 | 0.0 | 0 | 0.7 | 0.1 | 0.4 | 19 |
| PILOT | 3.3 | 3.8 | 2.4 | 27 | 3.2 | 1.8 | 0.8 | 16 |
| BP1 | 3.7 | 3.8 | 2.4 | 28 | 6.4 | 5.8 | 7.2 | 49 |

Predictably, the times are sensitive to the numbers of spike swaps; each swap requires another BTRANL and FTRANL, plus extra work in the main routine. Experience with PILOT and other LPs [15] suggests that the staircase pivot order may generally require fewer swaps when the bump are big (as for PILOT) and the staircase is well-balanced (unlike BPI's). The other test LPs have smaller bump and require fewer swaps with the standard pivot order.

Again the data suggest that staircase local-minimization techniques might be preferable for the small-bump staircase LPs. An efficient implementation of local minimization $[12,45]$ incurs only a small extra cost in rejecting any unaccepatably small pivot element.

## Comparison with a commercial code

The PILOT model was frequently solved--on the same computer as used for the above tests--by a commercially-marketed machine-language LP code, MPS III [37]. These runs employed the WHIZARD simplex routine of MPS III, which incorporates a bump-and-spike factorization scheme. Various system parameters were set from experience to yield fast PILOT runs.

For comparison, WHIZARD was run 1000 iterations from the same starting basis as used above with MINOS. The runing times were as follows:

| MINOS, standard pivot selection | 155.7 sec |
| :--- | :--- |
| MPS III/WHIZARD | 114.7 sec |
| MINOS, staircase pivot selection | 106.4 sec. |

MINOS did require considerably more storage, primarily because its storage scheme for the $U$ factor could not efficiently accommodate a large number of spikes. U could probably be stored more compactly, however, without significant effect upon the MINOS timings.

Nothing very definite can be inferred from these figures, since MINOS and MPS III differ in many ways; moreover, the interaal structure of the latter is largely unknown, as is the case with many commercial codes. Nevertheless, it is gratifying that MINOS-which is written in FORTRAN and Intended more as a test code-can compete with a supposedly fast LP system. At the least, one may conclude that the timings throughout this section are probably quite realistic. And the superiority of staircase MINOS to MPS III for PILOT suggests that, for at least some large staircase problems, the techniques of this paper will offer significant savings.
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APPENDIX A: TEST PROBLEMS

The linear programs used in the computational experiments of Section 5 are described in greater detall below. The tabular sumarizes for each LP are largely self-explanatory, but a few general notes are appropriate:

All statistics except OBJ ELEMS refer only to the staircase constraint matrix, excluding the objective row and right-hand side. In each case the constraint matrix, A, has been put in reduced standard form; DIAGONAL BLOCXS refers to the staircase blocks $A_{\ell l}$, OFF-DIAGONAL BLOCKS to the blocks $\hat{A}_{\ell+1, \ell}$, and SUB-STAIR BLOCXS (when present) to the blocks $A_{\ell+2, \ell}, \cdots, A_{t \ell}$.

Variables (columns) are implicitly constrained only to be nonnegative, unless there is an indication to the contrary. BOUNDED implies implicit lower and upper bounds, FIXED implies fixture at a given value, and FREE implies no implicit constraints.

MAX ELEM and MIN ELEM are the largest and smallest magnitudes of elements in $A$; LARGEST COL RATIO is the greatest ratio of magnitudes of elements in the same column of A. Where values are given BEFORE SCALING and AFTER SCALING, all tests were conducted with $A$ scaled as described in Appendix B. Otherwise NO SCALING is indicated.

## SCAGR25

Test problem received from James K . Ho, Brookhaven National
Laboratory, Upton, N.Y.; source not documented.

| PERIOD | DIAGONAL ELOCKS |  |  |  | OFF-DIAGONAL BLOCRS |  |  |  | $\frac{\text { OBJ }}{\text { ELEMS }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS |  |
| 1 | 18 | 20 | 45 | $13 \%$ | 8 | 7 | 17 | 30\% | 19 |
| 2-24 | 19 | 20 | 46 | 12\% | 8 | 7 | 17 | 30\% | 19 |
| 25 | 16 | 20 | 43 | $13 \%$ |  |  |  |  | 19 |
|  |  |  | 1146 | 12\% |  |  | 408 | 30\% | 475 |

GRAND TOTALS

| ROWS | 471 | (300 EQUALITIES, 171 INEQUALITIES) |
| :--- | :---: | :--- |
| COLS | 500 |  |
| ELEMS | 1554 |  |
| DENS | $0.7 \%$ |  |


| COEFFICIENTS | NO <br> SCALING |
| :--- | :--- |
| MAX ELEM | 1.3 |
| MIN ELEM | $2.0 \times 10^{-1}$ |
| LARGEST COL RATIO | $1.9 \times 10^{-1}$ |
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SCRS8
Derived from a model of the United States' options for a transition from oil and gas to synthetic fuels; documented in $[27,33]$.

| PERIOD | DIAGONAL BLOCXS |  |  |  | OFF-DIAGONAL BLOCKS |  |  |  | OBJ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS | ELEMS |
| 1 | 28 | 37 | 65 | 6\% | 25 | 22 | 29 | 5\% | 18 |
| 2 | 28 | 38 | 69 | 6\% | 25 | 22 | 29 | 5\% | 19 |
| 3-5 | 31 | 76 | 181 | $8 \%$ | 25 | 22 | 29 | 5\% | 55 |
| 6-8 | 32 | 79 | 192 | 8\% | 25 | 22 | 29 | 5\% | 58 |
| 9 | 31 | 79 | 189 | $8 \%$ | 25 | 22 | 29 | 5\% | 58 |
| 10-12 | 31 | 80 | 190 | 8\% | 25 | 22 | 29 | 5\% | 59 |
| 13-15 | 30 | 80 | 186 | 8\% | 25 | 22 | 29 | 5\% | 59 |
| 16 | 31 | 70 | 177 | 8\% |  |  |  |  | 59 |
|  |  |  | 2747 | $8 \%$ |  |  | 435 | 57 | 847 |

## GRAND TOTALS

| ROWS | 490 | (384 EQUALITIES, 106 INEQUALITIES) |
| :--- | :---: | :---: |
| COLS | 1169 |  |
| ELEMS | 3182 |  |
| DENS | $0.6 \%$ |  |

COEFFICIENTS
maX ELEM
MIN ELEM
LaRGEST COL RATIO

| BEFORE <br> SCALING | AFTER <br> SCALING |
| :--- | :--- |
| $3.9 \times 10^{2}$ | 4.0 |
| $1.0 \times 10^{-3}$ | $2.5 \times 10^{-1}$ |
| $4.5 \times 10^{3}$ | $1.6 \times 10^{1}$ |

SCSD8
A multi-stage structural design problem, documented in [26].
This is the only staircase test problem for this paper in which the stages do not represent periods of time.

|  | DIAGONAL BLOCKS |  |  |  | OFF-DIAGONAL BLOCKS |  |  |  | OBJ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PERIOD | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS | ELEMS |
| 1-38 | 10 | 70 | 130 | 19\% | 10 | 50 | 90 | 18\% | 70 |
| 39 | 17 | 90 | 224 | 15\% |  |  |  |  | 90 |
|  |  |  | 5164 | 18\% |  |  | 3420 | 18\% | 2750 |

GRAND TOTALS

|  |  | 397 | (ALL EQUALITIES) |
| :--- | :---: | :---: | :---: |
| ROWS | 2750 |  |  |
| COLS |  |  |  |
| ELEMS | 8584 |  |  |
| DENS | $\mathbf{0 . 8 \%}$ |  |  |


| COEFFICIENTS | NO <br> SCALING |
| :--- | :--- |
| MAX ELEM | 1.0 |
| MIN ELEM | $2.4 \times 10^{-1}$ |
| LARGEST COL RATIO | 4.0 |
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SCFXM2
Test problem received from James K. Ho, Brookhaven National Laboratory, Upton, New York; source not documented.

| PERIOD | DIAGONAL BLOCRS |  |  |  | OFF-DIAGONAL BLOCKS |  |  |  | OBJ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS | ELEMS |
| 1 | 92 | 114 | 679 | 6\% | 9 | 57 | 61 | 12\% | 13 |
| 2 | 82 | 99 | 434 | 5\% | 9 | 35 | 35 | 11\% | 4 |
| 3 | 66 | 126 | 300 | 4\% | 5 | 33 | 33 | 20\% | 1 |
| 4 | 90 | 118 | 1047 | $10 \%$ | 5 | 5 | 5 | 20\% | 5 |
| 5 | 92 | 114 | 679 | $6 \%$ | 9 | 57 | 61 | 12\% | 13 |
| 6 | 82 | 99 | 434 | 5\% | 9 | 35 | 35 | 11\% | 4 |
| 7 | 66 | 126 | 300 | 4\% | 5 | 33 | 33 | $20 \%$ | 1 |
| 8 | 90 | 118 | 1047 | 10\% |  |  |  |  | 5 |
|  |  |  | 4920 | 7\% |  |  | 263 | 137 | 46 |

GRAND TOTALS

| ROWS | 660 | (374 EQUALITIES, 286 INEQUALITIES) |
| :--- | :---: | :---: |
| COLS | 914 |  |
| ELEMS | 5183 |  |
| DENS | $0.9 \%$ |  |

COEFFICIENTS
MAX ELEM
MIN ELEM
LaRGEST COL RATIO

BEFORE
SCALING
$1.3 \times 10^{2}$
$5.0 \times 10^{-4}$
$1.3 \times 10^{5}$
$8.7 \times 10^{-2}$

SCTAP2
A dynamic traffic assignment problem, documented in [28].
The LP has 11 objective rows; the objective named OBJZZZZZ was used in all tests. Statistics below omit the other ten objectives.

| PERIOD | DIAGONAL BLOCKS |  |  |  | OFF-DIAGONAL BLOCKS |  |  |  | OBJ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS | ELEMS |
| 1-9 | 109 | 188 | 423 | 2\% | 62 | 138 | 276 | $3 \%$ | 141 |
| 10 | 109 | 188 | 423 | 2\% |  |  |  |  | 141 |
|  |  |  | 4230 | 2\% |  |  | 2484 | 3\% | 1410 |

GRAND TOTALS

| ROWS | 1090 | (470 EQUALITIES, 620 INEQUALITIES) |
| :--- | :---: | :---: |
| COLS | 1880 |  |
| ELEMS | 6714 |  |
| DENS | $0.3 \%$ |  |


| COEFFICIENTS | NO <br> SCALING |
| :--- | :--- |
| MAX ELEM | $8.0 \times 10^{1}$ |
| MIN ELEM | 1.0 |
| LARGEST COL RATIO | $8.0 \times 10^{1}$ |

PILOT
Derived from a welfare equilibrium model of the United States' energy supply, energy demand, and economic growth: seeks maximum aggregate consumer welfare subject to competitive market equilibrium. The LP was supplied by the PILOT modeling profect, Systems Optimization Laboratory, Department of Operations Research, Stanford University; it is documented in [40].

| PERIOD | DIAGONAL BLOCXS |  |  |  | OFF-DLAGONAL BLOCXS |  |  |  | $\begin{aligned} & \text { SUB-STAIR } \\ & \text { BLOCKS } \\ & \hline \end{aligned}$ |  | $\begin{aligned} & \text { OBJ } \\ & \text { ELEMS } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS | ELEMS | DENS |  |
| 1 | 84 | 343 | 686 | 2\% | 31 | 74 | 105 | $5 \%$ | 18 | $0 \%$ | 10 |
| 2 | 90 | 345 | 1079 | 3\% | 34 | 76 | 111 | 4\% | 8 | 0\% | 10 |
| 3 | 90 | 343 | 1073 | 3\% | 34 | 74 | 109 | 4\% | 5 | 0\% | 10 |
| 4 | 90 | 343 | 1073 | 3\% | 34 | 74 | 109 | 4\% | 5 | 0\% | 10 |
| 5 | 90 | 343 | 1073 | $3 \%$ | 34 | 74 | 109 | 4\% | 5 | 0\% | 10 |
| 6 | 90 | 343 | 1073 | 3\% | 34 | 74 | 109 | 4\% | 3 | 0\% | 10 |
| 7 | 90 | 343 | 1073 | 3\% | 32 | 74 | 107 | 5\% | 1 | 0\% | 10 |
| 8 | 87 | 341 | 1060 | 4\% | 4 | 19 | 19 | 25\% |  |  | 10 |
| 9 | 11 | 45 | 113 | 23\% |  |  |  |  |  |  | 12 |
|  |  |  | 8303 | 3\% |  |  | 778 | 4\% | 45 | 0\% | 92 |

GRAND TOTALS

| ROWS | 722 | $(583$ EQUALITIES, 139 INEQUALITIES) |
| :--- | :---: | :---: |
| COLS | 2789 | $(80$ FREE, 296 BOUNDED, 79 FIXED) |
| ELEMS | 9126 |  |
| DENS | $0.5 \%$ |  |


| COEFFICIENTS | BEFORE <br> SCALING | AFTER <br> SCALING |
| :--- | :--- | :--- |
| MAX ELEM | $4.8 \times 10^{4}$ | $2.0 \times 10^{1}$ |
| MIN ELEM | $1.4 \times 10^{-4}$ | $4.9 \times 10^{-2}$ |
| LARGEST COL RATIO $7.0 \times 10^{6}$ | $4.2 \times 10^{2}$ |  |

BP1
Developed by British Petroleum, London; supplied via the Systems Optimization Laboratory, Department of Operations Research, Stanford University.

This LP is approximately dual-angular, with 6 main diagonal blocks and about 400 coupling variables. For the experiments described in this paper it was treated as a 6-period, 5th-order staircase problem.

|  | DIAGONAL BLOCKS |  |  |  | OFF-DIAGONAL BLOCKS |  |  |  | $\begin{gathered} \text { SUB-STAIR } \\ \text { BLOCKS } \end{gathered}$ |  | OBJ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PERIOD | ROWS | COLS | ELEMS | DENS | ROWS | COLS | ELEMS | DENS | ELEMS | DENS | ELEMS |
| 1 | 111 | 227 | 1400 | 6\% | 3 | 60 | 3 | 2\% | 163 | 0\% | 138 |
| 2 | 151 | 353 | 2175 | 4\% | 62 | 108 | 112 | 2\% | 142 | 0\% | 149 |
| 3 | 113 | 321 | 964 | 3\% | 92 | 232 | 346 | 2\% | 494 | 1\% | 270 |
| 4 | 170 | 295 | 2178 | 4\% | 51 | 14 | 11 | 2\% | 4 | 0\% | 74 |
| 5 | 134 | 198 | 1315 | 5\% | 111 | 2 | 2 | 17 |  |  | 40 |
| 6 | 142 | 177 | 1091 | 4\% |  |  |  |  |  |  | 56 |
|  |  |  | 9123 | $4 \%$ |  |  | 474 | 2\% | 803 | 0\% | 727 |

GRAND TOTALS

| ROWS | 821 | (516 EQUALITIES, 305 INEQUALITIES) |
| :--- | ---: | :--- |
| COLS | 1571 |  |
| ELEMS | $\mathbf{1 0 4 0 0}$ |  |
| DENS | $0.8 \%$ |  |

COEFFICIENTS $\quad$\begin{tabular}{l}
BEFORE <br>
SCALING

$\quad$

AFTER <br>
SCAX ELEM <br>
MIN ELEM
\end{tabular}

APPENDIX B: DETAILS OF COMPUTATIONAL TESTS

## Computing environment

All computational experiments were performed on the Triplex system [49] at the Stanford Linear Accelerator Center, Stanford University. The Triplex comprises three computers linked together: one IBM 360/91, and two IBM 370/168s. Runs were submitted as batch jobs in a virtual-machine environment, under the control of IBM systems OS/VS2, OS/MVT and ASP.

Test runs employed a specially-modified set of linear-programming routines from the MINOS system [38,48]. MINOS is written in standard FORTRAN. For timed runs, MINOS was complled with the IBM FORTRAN IV (H extended, enhanced) compiler, version 1.1.0, at optimization level 3 [30].

## Timings

All running-time statistics are based on "CPU second" totals for individual job steps as reported by the operating system. To promote consistency all timed jobs were run on the Triplex computer designated "system A," and jobs whose timings would be compared were run at about the same time. Informal experiments indicated roughly a $1 \%$ variation in timings due to varying system loads.

More detailed timings employed PROGLOOK [31], which takes frequent samples of a running program to estimate the proportion of time spent in each subroutine. To determine the actual time in seconds for each subroutine, every timed job was run twice--once without PROGLOOK to measure total CPU seconds, and once with PROGLOOK to estimate each subroutine's proportion of the total. PROGLOOK estimates were based on at least 2300 samples per fob.

## MINOS linear-programming environment

MINOS was set up for test runs according to the defaults indicated In [38], with the exception of the items listed below.

Scaling. Problems noted as "scaled"in Appendix A were subjected to the following geometric-mean scaling (where A denotes the matrix of constraint coefficients, not including the objective or right-hand side):

1: Compute $\rho_{0}=\max \left|A_{i_{1} j} / A_{i_{2}} j\right|, A_{i_{2} j} \neq 0$.
2: Divide each row 1 of $A$, and its corresponding right-hand side value, by $\left[\left(\min _{j}\left|A_{i j}\right|\right)\left(\max _{j}\left|A_{i j}\right|\right)\right]^{1 / 2}$, taking the minimum over all $A_{i j} \neq 0$.

3: Divide each column $j$ of $A$, and its corresponding coefficient In the objective, by $\left[\left(\min _{i}\left|A_{i j}\right|\right)\left(\max _{i}\left|A_{i j}\right|\right)\right]^{1 / 2}$, taking the minimum over all $A_{i j} \neq 0$.
4: Compute $\rho=\max \left|A_{i_{1} j} / A_{i_{2} j}\right|, A_{i_{2} j} \neq 0$.
This procedure was repeated as many times as possible until, at step 4, $\rho$ was at least $90 \%$ of $\rho_{0}$. (In other words, scaling continued as long as it reduced $p$, the greatest ratio of two elements in the same colum, by more than $10 \%$.)

Starting basis. All LPs except PILOT and BP1 were solved with crash option 0 of MINOS: the initial basis was composed entirely of unit vectors, and all nonbasic variables were placed at zero. PILOT and BP1 were run from initial bases that had been reached and saved in previous MINOS runs.

Termination. All LPs except PILOT and BP1 were run until an optimal solution was found. PILOT and BP1 were run for 1000 and 750 iterations, respectively.

Pricing. Except for SCTAP2, the partial-pricing scheme of MINOS was employed--with one important change: the arbitrary partitioning of the colums normally defined by MINOS for partial pricing was replaced by the natural staircase partition. Thus the periods of the staircase were priced one at a time in a cyclic fashion.

Pricing for SCTAP2 was similar except that the incoming column was chosen from the latest possible period. (This choice was known to produce a relatively small number of iterations from an all-unit-vector start.)

Refactorization frequency. MINOS was instructed to refactorize the basis (by performing a fresh Gaussian elimination) every 50 iterations, except for BPI (every 75) and PILOT (every 90).

Tolerances. The "LU ROW TOL" for MINOS was set to $10^{-4}$. A11 other tolerances were left at their default values.

## Modifications to MINOS

All rus described in this paper were made with a special test version of MINOS. This version retained MINOS' routines for standard bump-and-spike elimination, and added new routines to fmplement a version of staircase bump-and-spike elimination. Routines for solving linear systems were also modified to take advantage of the staircase pivot order. Control routines were adjusted appropriately.

SP3-an adaptation of the $P 3$ heuristic to find a bump-and-spike structure in non-square or rank-deficient blocks, as proposed in [15]. This routine is a modification of the MINOS subroutine $P 3$.

SP4--main routine for the staircase bump-and-spike pivot-selection technique of [15]; sorts the staircase basis into reduced form, and calls SP3 once for each diagonal block.

DSPSPX--spike-display routine; prints a graphical sumary of the basis bump-and-spike structure found by $P 4$ (for the standard technique) or SP4 (for the staircase technique).

STAIR--a staircase analyzer. Given an initial partition of the rows by period, this routine permutes the constraint matrix to a reduced standard staircase form and stores the staircase partitions in arrays that are read by subsequent routines. STAIR is called once at the beginning of every run.

SCALE--Implementation of the geometric-mean scaling scheme described above; called optionally at the beginning of a run.

UPDBAL--updating routine for cumulative-balance counts: after each iteration, revises an array that records the cumulative excess of columns over rows at each period of the staircase basis. (This array is used to find square sub-staircases.)

In addition the test version incorporates the following substantial modifications to MINOS subroutines:

```
FACTOR efficiently handles a pivot order from either the standard
or staircase technique, and finds the partitions }\mp@subsup{\lambda}{l}{}\mathrm{ and }\mp@subsup{|}{l}{
(defined in Section 4) for the staircase technique.
FTRANL, BTRANL, FTRANU and BTRANU incorporate the ideas of
Section 4 in a uniform way. FTRANL and FTRANU can begin at a
specified L or U transformation, and BTRANL and BTRANU can stop at
a specified transformation. BTRANL can also be restarted at a
point where it previously stopped.
LPITN determines a starting point for FTRANL and a stopping point
for BTRANU when the staircase technique is used.
SETPI, for the staircase technique, determines a starting point
for FTRANU and a stopping point for BTRANL when it is first called
at an iteration. When subsequently called at the same iteration it
determines restarting and stopping points for BTRANL.
PRICE incorporates the staircase-oriented partial-pricing methods
described in the preceding subsection of this appendix. When
these methods are used with the staircase factorization technique,
PRICE also keeps track of how much of the price vector it requires,
and calls SETPI accordingly.
SPECS2 determines whether the standard or staircase technique will
be used in a particular run, according to instructions in the SPECS
input file.
```

Other subroutines were modified as necessary to accommodate these changes.

## MPS III linear programming environment

For purposes of comparison the PILOT test problem was also run on the MPS III system [37], as explained in Section 5.

The MPS III rm employed the WHIZARD linear-programing routines of version 8915 of MPS III. The run used the same starting basis as the MINOS runs for PILOT, and was terminated after 1000 iterations like the MINOS runs. Exact CPU timings were 0.56 seconds in the compiler step and 114.18 seconds in the executor step.

The control program for the MPS III run was as follows:
PROGRAM
initialz
$X P R O C=X P R O C+6000$
XCLOCKSW $=0$
XINVERT $=1$
XFREQINV $=90$
XFREQLGO $=1$
XFREQ1 $=1000$
MVADR (XDOFREQ1, TMME)
MOVE (XDATA, 'PILOT.WE')
CONVERT ('FILE','INPUT')
SETUP ('boUnd', 'bound', 'max', 'SCaie')
MOVE (XOBJ, 'OBJ')
MOVE (XRHS,'RHSIDE')
INSERT ('FILE','PUNCH1')
WHIZFREQ DC (250)
WHIZSCAL DC (4)
WHIZARD('FREQ', WHIZFREQ, 'SCALE', WHIZSCAL)
TIME PUNCH ('FILE', 'PUNCHI')
EXIT
PEND

APPENDIX C: TIMINGS

The bar graphs below swmarize timings of the MINOS test runs for this paper. Details of the test runs and timing procedures are in Appendix B; individual MINOS subroutines are documented in Appendix B and in [48]

Graphs are presented in three groups. The first group shows time in all routines, the second shows time in fterating routines only, and the third shows time in factorizing routines only. Within each grotip the format is the same: the first graph compares totals for all seven test problems, and seven succeeding graphs-one for each test problem--break the times down into various subtotals.

All graphs show a pair of bars for each total or subtotal. The top bar is for the run that used standard bump-and-spike elimination on the basis; the bottom bar is for the rum that used staircase bump-and-spike elimination and the related techniques described in this paper.

## Total time

The FORTRAN subroutines of MINOS are classified below as follows:
PRICR routines choose a norbasic variable to enter the basis;
they include FORMC, PRICE, SETPI and FTRANU, and BTRANL when called from SETPI

PIVOT routines choose a variable to leave the basis; they include LPITN and CHUZR, and FTRANL, BTRANU and UNPACK when called from LPITN.

UPDATE refers to the subroutine MODLU, which updates the LU factorization of the basis at the end of each iteration.

PERM routines permute the basis of a bump-and-spike structure. For the standard method they include P4, P3, TRANSVL, BUMPS and MKLIST; for the staircase method they are SP4, SP3 and MKLIST.

FACTOR routines compute an LU factorization of the basis; they include FACTOR and PACKIU, and FTRANL, BTRANL and UNPACK when called from FACTOR.

OTHER routines include all other MINOS subroutines, and utility routines inserted by the FORTRAN compiler. Other MINOS routines comprise DRIVER and routines it uses (BTRANU, FTRANL, ITEROP, SETX, STATE, UNPACK, UPDBAL), INVERT and routines it uses (BTRANU $\mathrm{I}_{2}$ DSPSPK, FTRANL, SETX), and various routines called once only at the beginning or end of the run (CRASH, GO, HASH, INITLZ, LOADB, MINOS, MOVE, MPS, MPSIN, NMSRCH, SAVEB, SCALE, SOLN, SOLPRT, SPECS, SPECS2, STAIRS). FORTRAN routines for input and output registered significantly (3-10\% of total) in the timings; the volume of input was very small, so these routines probably did most of their work in producing printed output for the runs. A FORTRAN square-root subroutine, called from SCALE and SETPI, used an insigatficant amount of time.

TOTAL TIME


SCAGR25



SCSD8


## SCFXM2



## SCTAP2




## BP1



$$
-246-
$$

## Iterating time

Iterating routines are those invoked at each iteration. They
are classified as follows:

MAIN includes DRIVER and miscellaneous routines invoked from it:
ITEROP, SETX, STATE, UNPACK and UPDBAL, and FIRANL and BTRANU when called from SETX.

PRICE refers to subroutines FORMC, PRICE and SETPI.
FTRANU and BTRANL refer to the like-named subroutines when called from SETPI.

PIVOT refers to subroutines LPITN and CHUZR, and UNPACK when called from LPITN.

FIRANL and BTRANU refer to the like-named subroutines when called from LPITN.

UPDATE refers to subroutine MODLU.


SCAGR2S


SCRS 8


SCSD8



SCTAP2


## PILOT




## Factorizing time

Factorizing routines are those invoked at each refactorization of the basis. They are classified as follows:

MAIN includes INVERT and miscellaneous routines invoked from it: DSPSPK and SETX, and FTRANL and BTRANU when called from SETX.

PERMUTE includes the driving routine for bump-and-spike permutation-P4 with the standard method, SP4 with the staircase method-and the utility routine MKIIST.

P3 refers to the subroutine that implements the spike-finding heuristic: P3 for the standard method, or SP3 for the staircase method. BLK $\Delta$ refers to subroutines TRNSVL and BUMPS, which find a block-triangular reduction of the basis (in the standard method only). FACTOR includes subroutine FACTOR, the driving routine for LU factorization of the basis, plus routines PACKIU and UNPACK invoked from FACTOR.

FTRANL and BTRANL refer to the like-named subroutines when called from FACTOR.

## TOTAL FACTORIZING TIME



SCAGR25


CPU SECONDS / 10 FACTORIZATIONS

## SCRS8



CPU SECONDS / 10 FACTORIZATIONS


CPU SECONDS / 10 FACTORIZATIONS

SCFXM2


CPU SECONDS / 10 FACTORIZATIONS

SCTAP2


510
CPU SECONDS / 10 FACTORIZATIONS

## PILOT



CPU SECONDS / 10 FACTORIZATIONS


CPU SECONDS / 10 FACTORIZATIONS
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# A BASIS FACTORIZATION TECHNIQUE FOR STAIRCASE LINEAR PROGRAMS 

Philippe Gille and Etienne Loute*<br>CORE<br>Université Catholique de Louvain<br>Louvain-la-Neuve

Basis matrices of staircase linear programs can be rearranged in a block tridiagonal matrix with the property that it can be decomposed into a lower (L) and an upper (U) block triangular matrix. The $U$ matrix has block diagonal submatrices consisting of identity matrices. The basic data and any representation of the inverses of the block diagonal submatrices of $L$ form a substitute for the basis inverse.

We present an algorithm which allows updating of this basis inverse representation for any basic change. Our work is related to the papers of Heesterman and Sandee (1965), Saigal (1966), and Woilmer (1977). Our contribution is threefold: we prove it is always possible to maintain the basis factorization for any basis change. We obtain better bounds for the worst case computational complexity of the updating algorithm. Moreover we present a practical method of controlling the accuracy of the basis inverse representation when it is updated.

1. THE STAIRCASE STRUCTURED LINEAR PROGRAHIAING PROELEM

A linear programming problem is said to have a staircase structure of to be a staircase LP problem if the nonzero coefficients of the constraint matrix are confined to certain submatrices on or just below the block diagonal as in figure 1 . A partitioning of the row indices, $R_{1}, \ldots, R_{N}$ can be


Fig. 1 : Staircase LP problem with at least one nonzero element in $\mathrm{R}_{\mathrm{i}}$.
associated to the staircase struc-
ture. $N$ will be referred to as the number of periods and the sers $R_{i}$ as periods. The set $R_{i}$ contains $m_{i}$ indices and $m=\Sigma_{i} m_{i}$. A colimn of the matrix will be called a type $i$ column if its nonzero elements are confined to rows in $\mathrm{R}_{\mathrm{i}}$ and $\mathrm{R}_{\mathrm{i}+1}$
2. STAIRCASE BASES


A basis matrix of a staircase LP problem inherits the staircase structure of figure 1. This can be formalized as follows : the nonzero coefficients of the matrix are contained in the submatrices $A_{i}, M_{i}$ and $K_{i}$ of figure 2, these submatrices being respectively of dimension $\mathrm{m}_{\mathrm{i}} \times \mathrm{m}_{\mathrm{i}}, \mathrm{m}_{\mathrm{i}} \times \mathrm{m}_{\mathrm{i}+1}$ and $w_{i+1} \times m_{i}$. If we denote by

Fig. 2 : Staircase basis
$e_{k}$ the $k^{\text {th }}$ colum of the identity matrix of appropriate dimension, we have the following :

For $i \in\{2, \ldots, N-1\}$ and $k \in R_{i}$

$$
\begin{equation*}
M_{i-1} e_{k} \notin 0 \text { implies } K_{i} e_{k}=0 \tag{2.1}
\end{equation*}
$$

We denote by BS a basis of a staircase LP problem with the structure of
figure 2 and which satisfies (2.1). Note that the $k{ }^{\text {th }}$ column of $A_{i}, A_{i}{ }^{e}$, corresponds necessarily to a basic column of type i-1 or $i$. If $M_{i-1} e_{k} \neq 0$, the column is said to be of type $(i-1)^{+}$. If $K_{i} e_{k} \neq 0$, it is said to be of type $\mathrm{i}^{-}$.

It is known (see e.g. WOLLMER [7] that through a suitable column permutation of $B S$ between adjacent periods, the following matrices, henceforth named block pivot or BP , exist and are non singular :

$$
\begin{equation*}
\tilde{A}_{1}=A_{1} \quad \tilde{A}_{i}=\tilde{A}_{i}-R_{i-1} \tilde{A}_{i-1}^{1} M_{i-1} \quad i=2, \ldots, N \tag{2.2}
\end{equation*}
$$

The matrix BS is then said under a feasible form and is denoted by FBS. Such a matrix can be factorized in two matrices $L$ and $U$, the first one being


Fig. 3 : Block LU decomposition of FBS
lower block-triangular and the second one upper block-triangular with identity matrices on the principal diagonal (see figure 3). This basis inverse substitute and the related operations of the revised simplex algorithm are presented in WOLLMER [7]. This factorization technique enjoys several advantages : the associated data structure is easy to handle and sjmpler than in related works where "spikes" in the $U$ matrix can extend beyond the second block diagonal (see e.g. PROPOI and KRIVONOSHKO [5], iOLTE [4]). Any operation of the revised simplex algorithm can be efficiently performed with the original data and the block pivot inverses (BPI) only. Updating the basis inverse reduces to updating the BPI's. This can be done efficiently by means of dyad corrections defined as follows :

$$
\begin{equation*}
I+\frac{l}{\lambda} h g^{\prime} \tag{2.3}
\end{equation*}
$$

where $\lambda$ is a nonzero scalar, $I$ the identity matrix, $h$ and $g$ column vectors of same dimension ( $g^{\prime}$ denotes the transposes of $g$ ). We restrict ourselves to the use of such multiplicative corrections because they lead to product form substitute for the BPI's.

## 3. THE PARTIAL UPDATES

Let us denote by $v$ the entering column (see figure $4 . a$ ) and by e the column vector with zero elements except the one of index corresponding to the leaving column which is equal to one : this index is supposed to belong to $R_{q}$. Let us denote it $\ell_{q} \in R_{q}$. In fact, when the updating begins, the partial updates of these columns are available, i.e. the vectors $h=L^{-1} v$ and $g^{\prime}=e^{\prime} U^{-1}$ (see figures $4 \mathrm{~b}, \mathrm{c}$ ). Their subvectors are given by

$$
\begin{array}{ll}
g_{q}^{\prime}=e_{i}^{\prime}, & g_{p+1}^{\prime}=-g_{p}^{\prime} \tilde{A}_{p}^{-1} M_{p} \text { for } p \geqslant q \\
h_{i-1}=\tilde{A}_{i-1}^{1} d, & h_{i}=\tilde{A}_{i}^{1}\left(b-K_{i-1} h_{i-1}\right), \quad h_{p+1}=-\tilde{A}_{p+1}^{1} k_{p} h_{p} \text { for } p \geqslant i . \tag{3.2}
\end{array}
$$
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(a)

(b)

(c)

Fig. 4 : The entering column and the partial updates

We shall refer to the pivot element
(supposedly nonzero) $\xi=\varepsilon^{\prime} h$ as the
exchange value. A scalar $\alpha$ is said
"almost zero", дoted $\alpha \propto 0$, if $\left|\frac{\alpha}{\xi}\right| \leqslant n$, where $\eta$ is a small positive number chosen in order to satisfy the following properties :

1) If $\alpha \propto 0 \quad \xi-\alpha \neq 0$ and $\xi+\alpha \neq 0$
2) Let $s$ and $t$ be vectors; if $s^{\prime} t \neq 0$
then there exists an index $k$ such
that the components $s_{k}$ and $t_{k}$ satisfy
simultaneously $s_{k} \neq 0$ and $t_{k} \neq 0$. (3.4)
Remark on the notation : At any stage of the algorithm, the BPI's and the partial updates, $i . e$. the sequences $\hat{A}_{j} l, h_{j}, g_{j}$, $j=1, \ldots, N$, are at hand and sometimes modified by dyad corrections. To 1init
the number of symbols used, we shall not introduce a new notation after a correction. We use the symbol $\leftarrow$ which means "replaced by", and which allows a dynamic use of the notation.

For example the following sequence of transformations

$$
\begin{aligned}
& \tilde{\mathbb{A}}_{j}^{1}=\left(I+s t^{\prime} \tilde{A}_{j}^{-1}\right. \\
& \underline{h}_{j}=\left(I+s t^{\prime}\right) h_{j} \\
& {\tilde{A_{j}}}_{j}^{-1}=\left(I+s \underline{h}^{\prime} \tilde{\mathrm{A}}_{j}^{-1}\right.
\end{aligned}
$$

where $s$ and $t$ are column vectors, will be written

$$
\widetilde{A}_{j}^{-1}-\left(I+s t^{\prime}\right)_{\dot{H}}^{1} ; h_{j} \leftarrow\left(I+s t^{\prime}\right) h_{j} ; \widetilde{A}_{j}^{1}-\left(I+s h_{j}^{\prime}\right) \widetilde{A}_{j}^{1}
$$

to be read from left to right.
4. UPDATING: COLUNIN PERUUTATICN


Fig. 5 : Column

In the next pages we often use the permutation of two columns in two subsequent BP's. Let us consider as in figure 5 , the columns $s$ of type $j^{-}$and $t$ of type $j^{+}$. The pernutation is feasible if and only if

$$
\begin{equation*}
e_{s}^{\prime} \tilde{A}_{j}^{-1} M_{j} e_{t} \notin 0 \tag{4.1}
\end{equation*}
$$

Then the sequence of computations is the following : Permutation

Step $P(j): C o m p u t e P_{l}=I-\frac{1}{e_{s}^{\prime} \tilde{A}_{j}^{l} M_{j} e_{t}}\left(\tilde{A}_{j}^{1} M_{j} e_{t}-e_{s}\right) e_{s}^{\prime}$

$$
P_{2}=I-e_{t}\left(e_{t}^{\prime}+e_{s}^{\prime} \tilde{A}_{j}^{1} M_{j}\right)
$$

$$
P_{3}=I-\frac{1}{e_{s}^{\prime} \hat{A}_{j} M_{j} e_{t}} e_{t}\left(e_{s}^{\prime} \tilde{A}_{j}^{1} M_{j}+e_{t}^{\prime}\right)
$$

Then, $\tilde{A}_{j}^{1} \leftarrow P_{1} \tilde{A}_{j}^{1} ; \tilde{A}_{j+1}^{1} \leftarrow P_{2} \tilde{A}_{j+1}^{-1} ; h_{j+1} \leftarrow P_{2} h_{j+1}+e_{t} e_{s}^{\prime} h_{j} ;$
next $\quad h_{j} \leftarrow P_{1} h_{j} ; g_{j+1}^{\prime} \leftarrow g_{j+1}^{\prime} P_{3}$.
Modify the definition of $A_{j}, M_{j}, K_{j}, A_{j+1}$ (see figure 5).
By "modify the definition" we mean to permute the corresponding values
of the pointers which are used to pick up the original data.
The other elements (except for $A_{j}$ and $A_{j+l}$ ) remain unchanged.
5. UPDATING : CENTRAL CASES

As wentioned before, the algorithmic procedures presented in the paper produce the corrections for the BPI's successively, in the natural order : $1,2, \ldots, N$. For the BPI's of indices between $i$ and $q$, we distinguish
several cases according to the types of the entering and leaviaミ =0lumns ( $\dagger$ ). This is the object of Section 6. However, for each case, there ́xists a period say $p$, where the algorithmic procedure can be embedded $:=$ a general framework : the central cases where singularity may occur. These =emtral cases are linked as follows : the principal central case generally oce:rs at the period equal to $\max (i, q)$. It is followed by the aumiifiary cen=n-: sase in the next period. This last case then occurs repeatedly up to ?ミ=iod N .

### 5.1. Auxiliary central case at period $p$ ( $\geq$ max $(i, q) \mid$

At period $p$, the $B P$ has to be modify in the following way :

$$
\begin{equation*}
\tilde{A}_{p}^{*}=\tilde{A}_{p}\left(I+\frac{1}{\Delta_{p-1}} h_{p} g_{p}^{\prime}\right) \tag{5.1}
\end{equation*}
$$

where $\quad \Delta_{p-1} \nLeftarrow 0$ and $|\xi|=\left|\Delta_{p-1}+\sum_{\ell a_{p}}^{N} g_{\ell} h_{\ell}\right| \neq 0$.
The input at this stage of the algorithm consists of $p$ and $\Delta_{p-i}$.
We define the value $\Delta_{p}=\Delta_{p-1}+g_{p}^{\prime} h_{p}$. The non singularity of $\tilde{\dot{J}}_{p}^{*}$ depends on the value of $\Delta_{p}$.
5.1.1. $\Delta_{p} \neq 0$ (No singularitij)

We simply perform the following step :
Step ACl: $\quad \tilde{A}_{p}^{1}-\left(I-\frac{1}{\Delta_{p}} h_{p} g_{p}^{\prime}\right) \tilde{A}_{p}^{-1}$
and we find that the following $B P$ becomes

$$
\begin{equation*}
\tilde{A}_{p+1}=\tilde{A}_{p+1}\left(I+\frac{1}{\Delta_{p}} h_{p+1} g_{p+1}^{\prime}\right) \tag{5.4}
\end{equation*}
$$

Therefore, after the incrementation of $p$, we are led back to Eormula (5.1).

[^11]
### 5.1.2. $\Delta_{p} \simeq 0$ (Singularity)

From (5.2), (3.1) and (3.2) we find :

$$
\begin{equation*}
g_{p}^{\prime} \tilde{A}_{p}^{-1} M_{p}\left(I+\left(\tilde{A}_{p+1}^{-1} M_{p+1}\right)\left(\tilde{A}_{p+2}^{-1} K_{p+1}\right)+\ldots\right) \tilde{A}_{p+1}^{-1} K_{p} h_{p} \not \approx 0 \tag{5.5}
\end{equation*}
$$

Consequently, there must exist two indices $s$ and $t$ such that

$$
\begin{equation*}
g_{p}^{\prime} \tilde{A}_{p}^{1} M_{p} e_{t} \nLeftarrow 0 \quad K_{p} e_{s} \nLeftarrow 0 \quad e_{s}^{\prime} h_{p} \nLeftarrow 0 \tag{5.6}
\end{equation*}
$$

As $M_{p} e_{t} \not \approx 0$ and $K_{p} e_{s} \neq 0$, we have $K_{p+1} e_{t}=0, M_{p-1} e_{s}=0$ and, as a conequence, it is possible at least from a structural point of view to permute the column of indices $s$ and $t$, as in figure 5 with $j=p$. However the condition (4.1) is required, so let us distinguish both possibilities.

$$
{ }^{1} \tilde{d}^{-1} M_{p} e_{t} \neq 0 \text { (weak singularity) }
$$

The permutation is performed by means of the step $P(p)$. The new value of $\Delta_{p}=\Delta_{p-l}+g_{p}^{\prime} h_{p}$ is no longer almost zero and the algorithm is unlocked. The step $A C l$ is performed and we are led back to the situation above.

$$
\underbrace{e_{s}^{\prime} A_{p}^{1} M_{p} e_{t} \approx 0 \text { (strong singularity) }}
$$

In this situation, it is no longer possible to permute the columns $s$ and $t$; this operation must be splatted as illustrated in figure 6.


Initial positions


Prior substitution


Posterior substitution

Fig. 6. : Column permutation in case of strong singularity

The prior substitution induces the following operations

$$
\begin{align*}
& \text { Step ACO : Compute } S_{1}=\left(I-\frac{1}{\Delta_{1}} \widetilde{A}_{p}^{1} M_{p} e_{t} e_{s}^{\prime}\right) \text { where } \Delta_{1}=1+e_{s}^{\prime} \tilde{A}_{p}^{-1} M_{p} e_{t} \neq 0  \tag{5.7}\\
& S_{2}=I-e_{t}\left(e_{s}^{\prime} \tilde{A}_{p}^{1} M_{p}+2 e_{t}^{\prime}\right)  \tag{5.8}\\
& S_{3}=I-\frac{1}{\Delta_{1}} e_{t}\left(e_{s}^{\prime} \tilde{A}_{p}^{1} M_{p}+2 e_{t}^{\prime}\right) .  \tag{5.9}\\
& \text { Then } \tilde{A}_{p}^{-1}-S_{1} \tilde{A}_{p}^{1} ; h_{p}-S_{1} h_{p} ; \tilde{A}_{p+1}^{-1}-S_{2} \tilde{A}_{p+1}^{1} ;  \tag{5.10}\\
& h_{p+1} \leftarrow S_{2} h_{p+1}+e_{s}^{\prime} h_{p} e_{t} ; g_{p+1}^{\prime}-g_{p+1}^{\prime} S_{3} . \tag{5.11}
\end{align*}
$$

After the preliminary corrections, the new value of $\Delta_{p}=\Delta_{p-1}+g_{p}^{\prime} h_{p}$ is non almost zero, and the step ACl can be performed.

Finally, the posterior substitution has to be done, the resulting sequence is divided in two parts.

Step $A C 2$ : Update the data $A_{p}, M_{p}, K_{p}, A_{p+1}$ as in figure 6.

$$
\begin{align*}
& \tilde{A}_{p}^{1}+\left(I+\frac{1}{\Delta_{2}} \tilde{A}_{p}^{1} M_{p} e_{t} e_{s}^{\prime}\right) \tilde{A}_{p}^{1} \text { where } \Delta_{2}=1-e_{s}^{\prime} \tilde{A}_{p}^{1} M_{p} e_{t}=1-\frac{\Delta_{p}^{*}}{\Delta_{p} \Delta_{1}} \neq 0  \tag{5.12}\\
& \left(\Delta_{p}^{*} \text { is the old value of } \Delta_{p}\right. \text { which was almost zero). } \\
& \text { Compute and store } S_{4}=I-e_{t} e_{s}^{\prime} \tilde{A}_{p}^{1} M_{p} . \tag{5.13}
\end{align*}
$$

Step AC3: $\widetilde{A}_{p+1}^{-1}-S_{4} \tilde{A}_{p+1}^{-1}$.

Note that the step AC3 is performed only after the auxiliary central case is initiated for $p+1$ (i.e. after the step $A C l$ for $p+1$ ) because the logic of this correction is the following. The prior substitution induces the modification of the BPI's $p$ and $p+1$. The correction (5.3) of ACl affects the BPI $p$ and all the following ones, including $\mathrm{F}^{+1}$. Finally the posterior substitution is carried out and modifies the BPI's $p$ and $p+1$. Hence, the correc-
tion of the BPI p+l resulting from the posterior correction must be stored and performed later.

The flow chart of the auxiliary central case is described in figure 7 . We have introduced an array of logical variables DEG; the value of DEG(p) is YES if strong singularity occurs in period $p$, i.e. if the step $A C 3$ is to be performed at period $p+1$.

### 5.2. Principal central case

The BP corresponding to period $p$ has to be modified as follows.:
$\left.\tilde{A}_{p}^{*}=\tilde{A}_{p}\left[I+\frac{1}{g_{p}^{\prime} e_{\ell}} e_{\ell}\left(u_{p}^{\prime}-g_{p}^{\prime}\right)\right]\left\{I+\frac{1}{\alpha}\left[I-e_{\ell} u_{p}^{\prime}\right) h_{p}+\left(g_{p}^{\prime} h_{p}-\left(a+\varepsilon_{p}\right)\right) e_{\ell p}\right] u_{p}^{\prime}\right\}_{p}(5.15)$ where $g_{p}^{\prime} e_{p} \nLeftarrow 0, \quad \varepsilon \simeq 0, \quad u_{p}^{\prime} e_{l}=1, \quad \alpha \neq 0$
and for each index $t$ if $M_{p-1} e_{t}=0$ then $u_{p}^{\prime} e_{t}=g_{p}^{\prime} e_{t}=e_{\chi}^{\prime} e_{t}$ and $|\xi|=\left|\varepsilon-\sum_{\ell=p}^{N} g_{\ell}^{\prime} h_{\ell}\right|$.

The input for this procedure consists of $p, \ell_{p}, \varepsilon, \alpha_{,} u_{p}^{\prime}$. We define $\Delta_{p}=$ $g_{p} h_{p}-\varepsilon$; and the situations to be studied are the same as in the previous section.
5.2.1. $\Delta_{p} \neq \cup$ (No singularity)

The BPI is updated in two steps.

Step PCl.1 : Compute $E_{1}=I-e_{\xi_{p}}\left(u_{p}^{\prime}-g_{p}^{\prime}\right)$
$\tilde{A}_{p}^{1}-E_{1} \tilde{A}_{p}^{-1} ; h_{p}-E_{1} h_{p}$.
Step PCl. $2:$ Compute $E_{2}=I-\frac{1}{\Lambda_{p}}\left(h_{p}-(\alpha+\varepsilon) e_{\chi_{p}}\right) u_{p}^{\prime}$

$$
\begin{equation*}
\tilde{A}_{p}^{-1}+F_{2} \tilde{A}_{p}^{-1} \tag{5.21}
\end{equation*}
$$



Fig. 7 : Flowchart of algorichm-AC
Remark : $Y$ stands for YES and $N$ for NO.

It is easy to see that the next BPI has to be corrected as in formula (5.3).
We then branch to the auxiliary central case with $\operatorname{DEG}(p)=N O$.
5.2.2. $\Delta_{p} \simeq 0$ (Singurarity)

As in 5.1.2. we select two indices $s$ and $t$ and we try to permute the corresponding colums.

$$
e^{\prime} \tilde{A}^{-1} M_{p} e_{t} \neq 0 \text { (weak singularity) }
$$

The permutation is feasible and can be performed. Note that the steps $P(p)$ and PCl.l commute, i.e. they can be applied in any order.

$$
e^{\cdot} \tilde{A}^{1} M_{M_{0}} e^{2} \quad \text { (strong singularity) }
$$

The permutation is splitted in prior and posterior substitution.
The prior substitution is performed by the step $P C O$ which is the same as ACO, and which commutes with PCl.1. $\Delta_{p}$ is then recomputed and PCI. 2 is performed. The step PC2 is identical to AC2; AC3 does not occur here.

The flow chart of the principal central case (figure 8) is very similar to the one of the auxiliary central case. In fact several steps are common to both of them.

## 6. UPOATING : EXCHANGE ALGORITHM

The present section is devoted to the presentation of the algorithms handling the BPI's of indices between $i$ and $q$. Cbviously, in a block LU factorization the $B P ' s$ of indices less than min(i,q) remain unchanged.

We successively consider three subseotions according to the relative values of $i$ and $q$; each subsection being subdivisided to consider the type of the leaving column ( $\mathrm{q}^{-}$or $(\mathrm{q}-1)^{+}$).


Fig. 8 : Flowchart of algorithm PC

Remark : The meaning of the different entries will be explained
in the next section
6.1. i=9

(a)

(b)

Fig. 9 : Case where i $=9$
6.1.1. The tupe of the leaving column is $a^{-}$|see figure $9(a) \mid$

The basis data is modified as follows
$\begin{array}{ll}M_{i-1}^{*}=M_{i-1}+d e_{\ell_{q}}^{\prime}, & A_{i}^{*}=A_{i}+\left(b-A_{i} e_{\ell}\right) e_{i}^{\prime}, R_{i}^{*}=K_{i}-R_{i} e_{q} e_{\ell_{q}}^{\prime} \quad \text { (6.1) } \\ \text { This leads to } & \tilde{A}_{i}^{*}=\tilde{A}_{i}\left(I+\left(h_{i}-e_{\chi_{q}}\right) e_{\ell_{q}^{\prime}}^{\prime}\right) .\end{array}$
This allows us to branch to the principal central case with the following steps.

Step SAO : Set $g_{p}^{\prime}=u_{p}^{\prime}=e_{l_{a}}^{\prime}, \alpha=1, \varepsilon=0, p=q$.

Step SAl : Modify the definitions of $M_{i-i}, A_{i}, X_{i}$ (see figure $9(a)$ ).
6.1.2. The tupe of the leaving column is $(9-1)^{+}$(see figure $\left.9(6)\right)$

The modifications leads to the same expression as (6.2) and we just
replace SAl by

Step SA2 : Modify the definitions of $M_{i-1}, A_{i}$ (see figure $9(b)$ ).
6.2. $i \leq 9$
6.2.1. The tupe of the reaving column is 0 -

$$
\text { If } \mathrm{h}_{\mathrm{q}} \approx 0 \text {, then from (3.2) and } \xi=g^{\prime} \text { h we get } \xi \approx 0 \text { which is absurd. }
$$

Thus

$$
\begin{equation*}
h_{k+1}=-\tilde{A}_{k+1}^{-1} X_{k} h_{k} \neq 0 \text { for } k=i+1, \ldots, q \tag{6.3}
\end{equation*}
$$

and there exists a sequence of indices $\ell_{k}, k=i, \ldots, q-1$, such that simultaneously $\Delta_{k}=e_{l_{k}}^{\prime} h_{k} \neq 0$ and $K_{k} e_{l_{k}} \neq 0$ for $k=i, \ldots, q-1$. This suggests the modifications described in figure 10.


Fig. 10 : Case $\mathrm{i}<9$

The exchange algorithm for this case wakes use of the following property.

## Property 6.1

If the following transformations occur in period $k$

$$
M_{k}^{*}=M_{k}+A_{k} e_{\ell_{k}} e_{l_{k+1}^{\prime}}^{\prime} \text { while } M_{k} e_{\ell_{k+1}}=0 \text { and } K_{k}^{*}=K_{k}-K_{k} e_{\ell_{k}} e_{\ell_{k}}^{\prime}
$$ and if $\tilde{A}_{k}^{*}=\tilde{X}_{k}\left(I-e_{\ell_{k}} e_{l_{k}^{\prime}}^{\prime}+\frac{1}{\Lambda_{k-1}} h_{k} u_{k}^{\prime}\right)$ with $u_{k}^{\prime} e_{\ell_{k}}=1$, then the BPI is modified as follows.

Step $\operatorname{SBO}(k):$ Compute $D=I-e_{\ell_{k}}\left(u_{k}^{\prime}-e_{\ell_{k}}^{\prime}\right)$

$$
\begin{align*}
& \tilde{A}_{k}^{-1} \leftarrow D \tilde{A}_{k}^{1} ; h_{k} \leftarrow D h_{k}  \tag{6.5}\\
& \tilde{A}_{k}^{-1} \leftarrow\left[I-\frac{1}{A_{k}}\left(h_{k}-\Delta_{k-1} e_{\ell_{k}}\right) e_{Z_{k}}^{\prime}\right] \tilde{A}_{k}^{-1} \tag{6.6}
\end{align*}
$$

Moreover if $A_{k+1}^{*}=A_{k+1}+K_{k+1} e_{\ell_{k}} e_{\ell_{k+1}}^{\prime}-A_{k+1} e_{\ell_{k+1}} e_{\ell_{k+1}^{\prime}}^{\prime}$
then $\quad \tilde{A}_{k+1}^{*}=\tilde{A}_{k+1}\left(I-e_{\ell_{k+1}} e_{l_{k+1}^{\prime}}^{\prime}+\frac{1}{\Delta_{k}} h_{k+1} u_{k+1}^{\prime}\right)$
where $u_{k+1}^{\prime}=\frac{\Delta_{k}}{\Delta_{k-1}} u_{k}^{\prime} \tilde{A}_{k}^{-1} M_{k}+e_{\ell_{k+1}^{\prime}}^{\prime}$
with $\tilde{A}_{k}^{1}$ resulting from the step $\operatorname{SBO}(\mathrm{k})$.
This property is proved by applying the Sherman-Morrison formula twice in succession. Now it is easy to show that

$$
\begin{equation*}
\tilde{A}_{i}^{*}=\tilde{A}_{i}\left(I+h_{i} e_{i}^{\prime}-e_{\ell_{i}} e_{i}^{\prime}\right) \tag{6.9}
\end{equation*}
$$

and if we state $u_{i}^{\prime}=e_{i}^{\prime}$ and $\Delta_{i-1}=1$ then the property 6.1 can be used recursively for $k=i, \ldots, q-1$. After each step $S B O(k)$ we have to nerform the following step :

Step SBI(k) : Compute $u_{q}^{\prime}$ as in (6.8).
Modify the definition of $M_{k-1}, A_{k}$ and $K_{k}$

### 6.2.2. The tupe of the leaving column is $19-11^{+}$


$1_{q}$

The only difference with figure 10 is
given in figure 11 .
The property 6.1. is used in the same way
as in the preceding case for $k=$
i, .... q-1 and the only modification is the formulation of $u_{q}^{\prime}$ which is now

$$
u_{q}^{\prime}=\frac{\Delta_{q-1}}{\Delta_{q-1}} u_{q-1}^{\prime} \tilde{A}_{q-1}^{1} M_{q-1}\left(I-e_{\ell} e_{q}^{\prime}\right)+e_{q}^{\prime} \quad(6.10)
$$

The step SBI (q) is replaced by :

Fig. 11 : The leaving column is of type $(q-1)^{+}$

$$
\begin{aligned}
\text { Step SB2 }: & \text { Compute } u_{q}^{\prime} \text { as in (6.10) } \\
& \text { Modify the definition of } M_{q-1} \text { and } A_{q}
\end{aligned}
$$

Now it is easy to see that (5.15) reduces to (6.7) with $k+1=q$, if we take $p=q, \varepsilon=0, \alpha=\Delta_{p-1}$ and $g_{p}^{\prime}=e_{l}^{\prime}$ in (5.15). The conditions (5.16), (5.17) and (5.18) are satisfied and we can branch to ENTRY 1 of PC.
6.3. $i \geq$ -
6.3.1. The tupe of the leaving corumn is $\left(9-11^{+}\right.$

From ( 3.1 ) and the fact that $\xi \not \approx 0$, we deduce that $g_{i-1}^{\prime} \neq 0$ and that it is possible to select a sequence of indices $\chi_{k}, k=q+1, \ldots, i-1$, such that $\Gamma_{k-1}-g_{k}^{\prime} e_{\ell_{k}} \neq 0$ for $k=q, \ldots, i-1\left(\ell_{q}\right.$ is already defined) and $K_{k} e_{\ell_{k}}=0$ for $k=q, \ldots, i-1$. Moreover if $\Delta_{i-1}=g_{i-1}^{\prime} h_{i-1} \approx 0$ then $\Gamma_{i-1} \neq 0$ and $k_{i} e_{l}=0$.

The figure 12 illustrates the modifications (the problem of the index ${ }_{i}$ is explained below).


As in subsection 6.2, we introduce a property on which the algorithmic process is based.

## Property 6.2

If the following transformations occur in period $k$

$$
m_{k}^{*}=M_{k}-Y_{k}^{e} e_{k+1} e_{l_{k+1}^{\prime}}^{\prime}, k_{k}^{*}=k_{k}+A_{k+1} e_{l_{k+1}} e_{i_{k}^{\prime}}^{\prime}
$$

and

$$
\begin{equation*}
\tilde{A}_{k}^{*}=\tilde{A}_{k}+M_{k} e_{l_{k+1}} e_{l_{k}^{\prime}}^{\prime}-\frac{1}{\Gamma_{k-1}} \tilde{A}_{k} e_{\ell_{k}} g_{k}^{\prime} \tag{6.11}
\end{equation*}
$$

Then the BPI is transformed as follows :

Step $\operatorname{SCO}(k): \tilde{A}_{k}^{1} \leftarrow\left(I-e_{\ell_{k}}\left(e_{l_{k}}^{\prime}-g_{k}^{\prime}\right) \widetilde{A}_{k}^{-1}\right.$,

$$
\tilde{A}_{k}^{1} \leftarrow\left[I+\frac{1}{F_{k}}\left(\tilde{A}_{k}^{-1} M_{k} e_{\ell_{k+1}}-e_{\ell_{k}}\right) e_{\ell_{k}^{\prime}}^{\prime}\right] \tilde{A}_{k}^{-1}
$$

Moreover if $A_{k+1}^{*}=A_{k+1}+\left(M_{k+1} e_{\ell_{k+2}}-A_{k+1} e_{\ell_{k+1}}\right) e_{l_{k+1}^{\prime}}^{\prime}$, we find for $\tilde{A}_{k+1}$
the same expression as (6.11) after incrementation of $k$.

At period $q$ the new $B P$ is

$$
\begin{array}{r}
\tilde{A}_{q}^{*}=\tilde{A}_{q}+M_{q} e_{\ell}{ }_{q+1} e_{\ell_{q}}^{\prime}-\frac{1}{\Gamma_{q-1}} \tilde{A}_{q} e_{\ell} g_{q}^{\prime} \text { (Note that } r_{q-1}=1, \text { because } \\
\\
\left.g_{q}^{\prime}=e_{\ell_{q}^{\prime}}^{\prime}\right) .
\end{array}
$$

This initiates the algorithm which is applied up to $i-1$ or $i$ depending on the value of $\Delta_{i-1}$. The step $S C O(k)$ is performed and completed by

Step SCl(k) : Modify the definitions of $M_{k-1}, A_{k}$ and $K_{k}$.

```
\Delta_-1 $0
```

From (6.11) with $k=i-1$, we can compute the BPI by the following step :

Step SC2 : Compute $E=I-e_{\ell_{i-1}}\left(e_{i-1}^{\prime}-g_{i-1}^{\prime}\right)$,

$$
\begin{aligned}
& \tilde{A}_{i-1}^{1} \leftarrow E \tilde{A}_{i-1}^{1}, h_{i-1}-E h_{i-1}, \\
& \tilde{A}_{i-1}^{1} \leftarrow\left(I-\frac{1}{\Delta_{i-1}}\left(h_{i-1}-e_{\ell_{i-1}}\right) e_{i-1}^{1}\right) \tilde{A}_{i-1}^{1} . \\
& \text { Modify the definitions of } M_{i-1}, A_{i} \text { and } k_{i} .
\end{aligned}
$$

And we find $\tilde{A}_{i}^{*}=\tilde{A}_{i}\left(I+\frac{1}{\Delta_{i-l}} h_{i} g_{i}^{\prime}\right)$. Hence we can branch to ENTRY 3 of PC with $p=i-1$ and $\operatorname{DEG}(p)=$ NO.

## $\Delta_{i-1} \approx 0$

We use the index $\ell_{i}$ to perform a supplementary iteration ( $k=i-1$ ) with property 6.2. Taking the following substitutions into account :

$$
M_{i-1}^{*}=M_{i-1}-\left(M_{i-1} e_{i}-d\right) e_{i}^{\prime}, A_{i}^{*}=A_{i}-\left(A_{i} e_{l}-b\right) e_{i}^{\prime}
$$

leads to the formula

$$
\begin{aligned}
& \tilde{A}_{i}^{*}=\tilde{A}_{i}\left[I+\frac{1}{e_{\ell_{i}}^{\prime} g_{i}} e_{\ell}\left(e_{l}^{\prime}-g_{i}^{\prime}\right)\right]\left\{I+\left[\left(I-\rho_{\ell_{i}} e_{l}^{\prime}\right) h_{i}+\right.\right. \\
&\left.\left.\left(g_{i}^{\prime} h_{i}-\left(1+\Delta_{i-1}\right)\right) e_{\ell_{i}}\right] e_{\ell}^{\prime}\right\}
\end{aligned}
$$

Consequently, we branch to ENTRY 1 of PC with

$$
\varepsilon=\Delta_{i-1}, p=i, u_{p}^{\prime}=e_{i}^{\prime}, \alpha=1 .
$$

### 6.3.2. The type of the leaving column is in

## $i \geq g+1$

As before we see that $g_{i-1}^{\prime} \$ 0$. Thus there exists an index $\ell_{0+1}$ such that $e_{\ell_{q}}^{\prime} \widetilde{A}_{q}^{-1} M_{q} e_{\ell_{q+1}} \neq 0$ and we apply the permutation $P(q)$ with $s=\ell_{q}$ and $t=\ell_{q+1}$; $q$ is incremented and we branch to the preceding case.
$i=q+1$


Fig. 13 : Case where $i=c+1$

As before we define $\Delta_{i-1}=g_{i-1}^{\prime} h_{i-1}$.
If $\Delta_{i-1} \approx 0$, from a similar argument we deduce the existence of an index $\ell_{i}$ such that $e_{l_{i-1}}^{\prime} \tilde{A}_{i-1}^{1} M_{i-1} e_{l_{i}} \nLeftarrow 0$. The permutation is performed, $q$ is incremented and we are in the case $i=q$ and the type of the leaving
column is $\left(q_{-1}\right)^{+}$. If $\Delta_{i-1} \neq 0$, it is
possible to perform the exchange (see figure 13).
This is the object of the step SC3.

$$
\begin{aligned}
\underline{\text { Step SC3 }}: & \tilde{A}_{i-1}^{1} \leftarrow\left(I-\frac{1}{\Delta_{i-1}}\left(h_{i-1}-e_{2}\right) e_{i-1}^{\prime}\right) A_{i-1}^{-1} \\
& \text { Modify the definition of } A_{i-1}, R_{i-1}
\end{aligned}
$$

It is easy to prove that

$$
\tilde{A}_{i}^{*}=\tilde{A}_{i} \quad\left(I+\frac{1}{\Delta_{i-1}} h_{i} g_{i}^{\prime}\right)
$$

Consequently we branch to ENTRY 3 of $P C$ with $p=i-1$ and $D E G(p)=$ NO.
All the computations and branching of section 6 are schematized in the
flow-chart of figure 14.
A set of examples corresponding to all cases arising in the exchange algorithm is presented in GILLE [3].


Fig. 14 : Flowchart of the exchange algorithm
Remark : means : is $q^{-}$the type of the leaving variable ?

## 7. CONCLUSIONS

We have presented a basis inverse substitute for staircase linear programs. The computations of the revised simplex algorithm (simplex multipliers, updating of a column, etc ...) are straightforward and have been omitted in the paper (e.g. WOLLMER [7]).

We rather concentrated on the updating of the basis inverse substitute. The resulting algorithm reduces to updating submatrices of the size of the periods by means of dyad corrections. It is guaranteed that the determinant of the dyad corrections will not be small as compared to the pivot element. The number of corrections required for a basis change is smaller than in other related works. According to WOLIMER [7] the number of dyad corrections to be applied to the block pivots ( to their inverses) between the periods i-1 and q (respectively of the entering and leaving column) is $1,2,3, \ldots$, $|q-i|+1$. The next block pivots are all updated by $|q-i|+1$ dyad corrections. With our algorithm, the number of dyad corrections is 1, 2, ..., 2 between the period $i$ and $q$. The next block pivots, are updated in general by one dyad correction or by at most 5 dyad corrections if weak or strong singularity occurs.

Experience with other basis factorization techniques making use of dyad corrections (LOUTE [4], HO and LOUTE [2]) shows that singularity of corrections is not frequent. However we must be able to handle such cases

The complexity of our updating algorithm is linear in terms of the number of periods. This constrats with algorithms proposed by 2VJAGINA [8], WINKIER [6] and LOUTE [4] where the complexity of che updating is in $\log _{2}$ of the number of periods. However, this result is obtained at the expense of the simplicity of the data structure and at the expense of the sparsity of the basis inverse substitute.

From a sparsity preserving point of view the block LU factorization is inferior to the pure LU factorization. In fact it is possible to adapt our work to the standard LU factorization. The basis inverse substitute would consist of the original data and the LU factorization of the block pivots. The updating algorithm would require to update the $L$ and $U$ factors of the block pivots modified by rank one corrections. This will be the object of another paper. This basis inverse substitute would be more compact than the standard $L U$ factorization applied to the whole basis : only a part of $L$ and $U$ is kept explicitely. Moreover it would be possible to make use of recent results of FOURER [1] on gaussian elimination of staircase systems.
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# COMPUTATIONAL METHODS FOR SOLVING TWOSTAGE STOCHASTIC LINEAR PROGRAMMING PROBLEMS* 

Peter Kall**<br>Institut fir Operations Research und Mathematische Methoden der Wirtschaftswissenschaften<br>Universität Zürich

Approximating a given continuous probability distribution of the data of a linear program by a discrete one yields solution methods for the stochastic linear programming problem with complete fixed recourse. For a basis decomposition procedure along the lines of Strazicky, the reduction of the computational work relative to the usual revised simplex method is analyzed. Furthermore, an alternative method is proposed where the optimal value is approximated by refining particular discrete distributions.

[^12]
## I. Introduction

One standard model in stochastic linear programming is the stochastic program with complete fixed recourse

$$
\begin{align*}
& \left.\min \left[c^{\prime} x+E Q(x, \omega)\right]^{1}\right) \\
& \text { s.t. } D x=d, \quad x \in \mathbb{R}_{+}^{n}, \tag{1}
\end{align*}
$$

where $D$ is a real ( $m \times n$ )-matrix, $c \in \mathbb{R}^{n}$ and $d \in \mathbb{R}^{m}$, and

$$
\begin{equation*}
Q(x, \omega)=\min \left\{q^{\prime} y \mid W y=b(\omega)-A(\omega) x, y \in \mathbb{R}_{+}^{v}\right\} \tag{2}
\end{equation*}
$$

where $q \in \mathbb{R}^{v}$ and the real $(\mu \times \nu)$-matrix $W$ are fixed and the ( $\mu \times n$ )-matrix $A(\omega)$ and $b(\omega) \in \mathbb{R}^{\mu}$ are random on the given probability space $(\Omega, \mathcal{F}, P)$. To assure complete recourse and the existence of the expectation $E Q(x, \omega)$, we assume

A1) $\{y \mid W y=z, y \geq 0\} \neq \varnothing \quad \forall z \in \mathbb{R}^{u}$,
A2) $\left\{u \mid W^{\prime} u \leq q\right\} \neq \varnothing$,
A3) the existence of $E A(\omega)$ and $E b(\omega)$.
For simplicity we make a further assumption, which is not very restrictive in applications:

A4) $\bar{X}=\{x \mid D x=d, x \geq 0\} \neq \varnothing$ and bounded.
The practical meaning of problems with complete recourse is this: taking a decision $x \in \bar{X}$ before knowing the realization $\omega \in \Omega$ may yield a violation of the constraints $b(\omega)-A(\omega) x=0 ; \omega$ being observed, this violation can always (according to Al )) be compensated by the second stage program (2) with finite penalty costs $Q(x, \omega)$ (according to A2)). The objective in (1) is to take $x \in \bar{X}$ in such a way that the total expected costs (which exist according to A3)) be minimized. Examples of such problems appear in energy, production, transportation planning, and others.
${ }^{1}$ ) The prime at vectors and matrices means transposition.
where often part of the productivities, available resources, demands etc. are to be treated as random instead of deterministic, as they are in the usual linear programming approach.

Under our assumptions the following statements are well known [4]:
Proposition l: $\varphi(x)=E Q(x, \omega)$ is convex and Lipschitz continuous. Furthermore, if the probability distribution of $(b(\omega), A(\omega))$ is given by a density function, $\varphi(x)$ has a continuous gradient.

Proposition 2: For a finite discrete probability distribution $P\left(\omega_{t}\right)=p_{t}>0$, $i=1, \ldots, r, \sum_{i=1} p_{i}=1$, solving (1) coincides with solving the linear program $\min \left[c^{\prime} x+\sum_{i=1}^{i} p_{1} q^{\prime} y^{(i)}\right]$

$$
\begin{align*}
& \text { s.t. } D x=d \\
& A\left(\omega_{4}\right) x+W y^{(i)}=b\left(\omega_{4}\right), \quad i=1, \ldots, r  \tag{3}\\
& x \geq 0, \quad y^{(i)} \geq 0, \quad i=1, \ldots, r
\end{align*}
$$

Proposition 1 seems to suggest the solution of (1) by means of convex optimization techniques. However, this attempt fails, except for very special problems, since the evaluation of $\varphi(x)$, and moreover of its gradient, is in general a very complicated task. Proposition 2 suggests to approximate a given continuous probability distribution by an appropriate discrete one and to solve the corresponding linear program (3) instead of the nonlinear program (1). If we construct the discrete distribution by defining a finite disjoint partition $\left\{\mathfrak{H}_{4}\right\}$ of $\Omega, \mathcal{I}_{4} \in \mathcal{F}, i=1, \ldots, r$, choosing $\omega_{i} \in \mathfrak{I}_{4}$, $p_{i}=P\left(\mathscr{H}_{4}\right)$ and letting ( $\left.\bar{A}, \bar{b}\right)$ be constant on $\mathfrak{\mu}_{i}$, we get the expected penalty costs $\tilde{\varphi}(x)$ instead of $\varphi(x)$, and we know from [5]

Proposition 3: There is a constant $\gamma$ such that

$$
\begin{equation*}
|\varphi(x)-\bar{\varphi}(x)| \leq \gamma\left[b-\bar{b}_{1}+\|x\| \cdot A-\tilde{A} \|_{1}\right], \tag{4}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean norm and $\|\cdot\|_{1}$ means the $L_{1}$-norm for vector valued functions on $\Omega$.

Hence the above-mentioned suggestion in connection with proposition 2 seems to be justified in principal. However, we then are involved in large-scale linear programming. and therefore we should try to take advantage either of the special structure of (3) or of particular properties of (1). In the first case we are handling implicitly due to proposition 3 an overall approximation of $\varphi(x)$, whereas in the second case we only try to approximate the minimum value of $c^{\prime} x+\varphi(x)$ on $\bar{X}$.

## II. Minimization of the Overall Approximation of the Objective Function

In this approach we choose a discrete distribution of $(\bar{A}, \bar{b})$ such that the error estimate (4) becomes sufficiently small. For this discrete distribution we set up problem (3), which for applications may become very large; if for example $\mu=50$ and we
have only 4 independent random coefficients each of them approximated by not more than 5 realizations, which does in general not yield high accuracy, we get at least 625 blocks of 50 rows, i.e. 31250 constraints in (3).

In [8], the author proposed (for a special stochastic program) to solve the dual of (3) by a modified revised simplex method applying a so-called basis reduction technique in each pivot step [1], [2]. It was supposed that this method was faster than the unmodified simplex method. We want to determine the reduction in the number of essential operations (i.e. multiplications and divisions) that results from this technique applied to our problem (3).

The basis reduction can be shorly described, for an arbitrary linear program, as follows: let

$$
B=\left(\begin{array}{ll}
B & Y  \tag{5}\\
L & Z
\end{array}\right)
$$

be a feasible basis found after some step during the revised simplex method. Hence $B$ is nonsingular, and $B$ is also supposed to be regular. Let

$$
\begin{aligned}
& B^{-1} \\
& X=B^{-1} Y \\
& (L X-Z)^{-1}
\end{aligned}
$$

be given. To make the next pivot step, we have to carry through the following operations:

## a) Pricing Out

Solve

$$
\begin{equation*}
\pi B=\beta^{\prime} \tag{6}
\end{equation*}
$$

where $\beta$ consists of the basic components of the objective's gradient.
Now (6) is equivalent to

$$
\left.\begin{array}{l}
\pi_{2}(L X-Z)=\beta_{1}^{\prime} X-\beta_{2}^{\prime}  \tag{7}\\
\pi_{1} B=\beta_{1}^{\prime}-\pi_{2} L
\end{array}\right\},
$$

$\beta^{\prime}=\left(\beta_{1}^{\prime}, \beta_{2}^{\prime}\right), \pi=\left(\pi_{1}, \pi_{2}\right)$, which is determined by matrix multiplication.
b) Optimality Test

For all nonbasic columns

$$
D_{j}=\binom{D_{j}^{(1)}}{D_{j}^{(2)}}
$$

we must check, whether

$$
\begin{equation*}
d_{j}-\pi D_{j}=d_{j}-\pi_{1} D_{j}^{(1)}-\pi_{2} D_{j}^{(2)} \geq 0 \tag{8}
\end{equation*}
$$

( $d$, nonbasic component of the objective's gradient). Let (8) be violated for $D_{a}$. Hence $D_{0}$ may enter the basis.
c) Updating of the Pivot Column

We need

$$
\begin{equation*}
\psi=\binom{\psi_{1}}{\psi_{2}}=B^{-1} D_{D} \tag{9}
\end{equation*}
$$

which also can be determined by matrix multiplication as the solution of

$$
\left.\begin{array}{l}
B \psi_{0}=D_{o}^{(1)}  \tag{10}\\
(L X-Z) \psi_{2}=L \psi_{0}-D_{o}^{(2)} \\
\psi_{1}=\psi_{0}-X \psi_{2}
\end{array}\right\}
$$

Suppose that $\psi \unlhd 0$, because otherwise the linear program we try to solve would not have a finite solution.

## d) Determination of the Pivot Row

We need the vector of basic variables

$$
\begin{align*}
\tilde{x} & =\binom{\tilde{x}_{1}}{\tilde{x}_{2}}=B^{-1} b,  \tag{11}\\
b & =\binom{b_{1}}{b_{2}}
\end{align*}
$$

the right-hand side of the linear program, which according to (9), (10) is found by solving

$$
\left.\begin{array}{l}
B \tilde{x}_{0}=b_{1}  \tag{12}\\
(L X-Z) \tilde{x}_{2}=L \tilde{x}_{0}-b_{2} \\
\tilde{x}_{1}=\tilde{x}_{0}-X \tilde{x}_{2}
\end{array}\right\}
$$

Then the leaving variable $\tilde{x}_{u}$ is given by

$$
\begin{equation*}
\frac{\tilde{x}_{u u}}{\psi_{u}}=\min \left\{\left.\frac{\tilde{x}_{t u}}{\psi_{t u}} \right\rvert\, i=1,2 ; \quad \psi_{t u}>0\right\} . \tag{13}
\end{equation*}
$$

## e) Pivoting

Case 1: The leaving column $\boldsymbol{B}_{\mu}$ is part of

$$
\binom{Y}{Z}, \quad B_{\mu}=\binom{Y_{\mu}}{Z_{\mu}},
$$

hence $B$ and $L$ are not altered. $Y_{u}$ is replaced by $D_{\rho}^{(1)}$ and $X_{u}$ by $\mathcal{X}_{\mu}=B^{-1} D_{\rho}^{(1)}$.

In $L X-Z$ only the column $L X_{u}-Z_{u}$ is replaced by

$$
\varphi=L \hat{X}_{u}-\mathcal{Z}_{u}, \quad \mathcal{Z}_{u}=D_{o}^{(2)},
$$

i.e. we get the new matrix

$$
\begin{equation*}
(L X-Z)_{n 0}^{-\frac{1}{n}} \tag{15}
\end{equation*}
$$

by pivoting with the updated pivot column $(L X-Z)^{-1} \varphi$.
Case 2: The leaving column $B_{u}$ is part of

$$
\binom{B}{L}, \quad B_{u}=\binom{B_{u}}{L_{u}},
$$

and
a) $\quad\left(B^{-1} D_{\rho}^{(1)}\right)_{\mu}=\psi_{0 \mu} \neq 0 \quad(\sec (10))$.

Replace $B_{\mu}$ by $D_{\rho}^{(1)}$, yieiding $B_{\text {new }}$ again regular,
$L_{\mu}$ by $D_{\rho}^{(2)}$
and compute

$$
\begin{align*}
& B_{\text {noom }}^{-1} \text { by pivoting with } \psi_{0}=B^{-1} D_{\rho}^{(1)} \quad(\text { see }(10)),  \tag{16}\\
& X_{\text {now }}=B_{\text {nom }}^{-1} Y \quad(Y \text { unaltered }) \tag{17}
\end{align*}
$$

and

$$
\begin{equation*}
(L X-Z)_{n 0}^{-\frac{1}{n}} \tag{18}
\end{equation*}
$$

In this case ( $L X-Z)_{\text {new }}^{-1}$ cannot be determined by a single pivot step. since in general by (17) several columns of $X$ (and $L X$ ) are changed.
b) $\left(B^{-1} D_{0}^{(1)}\right)_{\mu}=\psi_{0 \mu}=0$.

Then the regularity of $B$ implies the existence of a column $X$, of $X$ such that $X_{u} \neq 0$. Exchange

$$
\binom{B_{u}}{L_{u}} \text { and }\binom{Y_{j}}{Z_{j}}
$$

and compute

$$
\begin{align*}
& B_{\text {now }}^{-1} \text { by pivoting with } B^{-1} Y_{f}=X,  \tag{19}\\
& X_{\text {fow }}=B_{\text {no }}^{-1} D_{o}^{(1)}  \tag{20}\\
& Z_{\text {inow }}=D_{o}^{(2)}  \tag{21}\\
& X_{\text {inow }}=B_{\text {now }}^{-1} Y_{\text {l }}, \quad i \neq j,  \tag{22}\\
& \left(L X-Z_{\text {now }}^{-\frac{1}{0}}\right) . \tag{23}
\end{align*}
$$

The manipulations, especially in case 2) b), guarantee that the form

$$
\left(\begin{array}{ll}
B & Y \\
L & Z
\end{array}\right)
$$

is maintained for all feasible bases generated by this variant of the simplex method. with $B$ always of the same size and regular. This is advantageous if $B$ is large and of special structure, e.g. blockdiagonal as it will be in our problem. Then the main savings of operations result from (7), (10), (12) and (16), if we observe the blockdiagonality.

To apply this procedure for our problem we reformulate the dual of (3)

$$
\left.\begin{array}{l}
\max \left[\sum_{i=1}^{r} b^{\prime}\left(\omega_{i}\right) v^{(i)}+d^{\prime} u\right]  \tag{24}\\
\text { s.t. } W^{\prime} v^{(i)} \leq p_{i} q, \quad i=1, \ldots, r \\
\sum_{i=1}^{r} A^{\prime}\left(\omega_{i}\right) v^{(t)}+D^{\prime} u \leq c
\end{array}\right\}
$$

according to a proposal in [3]. By assumption A1) the columns of the recourse matrix $W$ may always be rearranged such that $W=\left(W_{\mathrm{I}}, W_{\mathrm{II}}\right)$, where $W_{\mathrm{I}}$ is nonsingular. Then

$$
\begin{equation*}
W^{\prime} v^{(1)} \leq p_{i} q \tag{25}
\end{equation*}
$$

is equivalent to (set $\left.v^{(1)}=\left(W_{\mathrm{I}}^{\prime}\right)^{-1}\left(p_{\mathrm{i}} q_{\mathrm{I}}-s^{(1)}\right)\right)$

$$
\begin{equation*}
W_{\mathrm{II}}^{\prime}\left(W_{\mathrm{I}}^{\prime}\right)^{-1}\left(p_{\mathrm{i}} q_{\mathrm{I}}-s^{(i)}\right) \leq p_{\mathrm{i}} q_{\mathrm{II}}, \quad s^{(i)} \geq 0, \tag{26}
\end{equation*}
$$

where $q^{\prime}=\left(q_{\mathrm{I}}^{\prime}, q_{\mathrm{II}}^{\prime}\right)$ corresponds to $W=\left(W_{\mathrm{I}}, W_{\mathrm{II}}\right)$.
By this substitution and introducing slack variables and replacing $u$ by nonnegative variables, (24) becomes

$$
\left.\begin{array}{l}
\max \sum_{i=1}^{r+1} \tilde{b}_{i}^{\prime} z^{(i)}+\gamma  \tag{27}\\
\text { s.t. } \bar{W} z^{(i)}=\tilde{q}_{i}, \quad i=1, \ldots, r \\
r \sum_{=1}^{+1} \bar{A}_{i} z^{(i)}=\tilde{q}_{r+1} \\
z^{(i)} \geq 0, \quad i=1, \ldots, r,
\end{array}\right\}
$$

where

$$
\begin{align*}
& \tilde{W}=\left(-W_{\mathrm{II}}^{\prime}\left(W_{\mathrm{I}}^{\prime}\right)^{-1}, I\right) \\
& \tilde{q}_{1}=p_{\mathrm{i}} q_{\mathrm{II}}-W_{\mathrm{I}}^{\prime}\left(W_{\mathrm{I}}^{\prime}\right)^{-1} p_{i} q_{\mathrm{I}}, \quad i=1, \ldots, r \\
& \tilde{q}_{\mathrm{r}+1}=c-\sum_{1=1}^{\prime} A^{\prime}\left(\omega_{\mathrm{i}}\right)\left(W_{\mathrm{I}}^{\prime}\right)^{-1} p_{\mathrm{i}} q_{\mathrm{I}} \\
& \tilde{A}_{\mathrm{I}}=\left(-A^{\prime}\left(\omega_{\mathrm{t}}\right)\left(W_{\mathrm{I}}^{\prime}\right)^{-1}, 0\right), \quad i=1, \ldots, r  \tag{28}\\
& \tilde{A}_{\mathrm{r}+1}=\left(D^{\prime},-D^{\prime}, I\right) \\
& \tilde{b}_{\mathrm{i}}^{\prime}=\left(-b^{\prime}\left(\omega_{\mathrm{t}}\right)\left(W_{\mathrm{I}}^{\prime}\right)^{-1}, 0^{\prime}\right), \quad i=1, \ldots, r \\
& \tilde{b}_{\mathrm{r}+1}^{\prime}=\left(d^{\prime},-d^{\prime}, 0^{\prime}\right) \\
& \gamma=\sum_{i=1}^{r} b^{\prime}\left(\omega_{\mathrm{l}}\right)\left(W_{\mathrm{I}}^{\prime}\right)^{-1} p_{i} q_{\mathrm{I}}
\end{align*}
$$

By this reformulation the number of rows, compared to (24), is reduced by $r \cdot \mu$ which is a large number, as stated in the beginning.

Now obviously every feasible basis of (27) may be, by rearranging columns, brought to a form (5) with blockdiagonal $B$ :

$$
B=\left(\begin{array}{ccc}
B_{(1)} & & 0 \\
& \ddots & \\
0 & & B_{(r)}
\end{array}\right)
$$

where the $B_{(t)}$ are $[(\nu-\mu) \times(\nu-\mu)]$-matrices.
Going through the procedure described above, it can easily be checked that the number $N$ of essential operations per simplex iteration amounts

$$
\begin{equation*}
N \sim \mathbb{C}(r) \tag{29}
\end{equation*}
$$

or more precisely

$$
\begin{equation*}
N=r\left[\nu^{2}+\nu \cdot n-\mu \cdot \nu+\nu-\mu\right]+\delta \tag{30}
\end{equation*}
$$

where $\delta$ does not depend on $r$.
If we had not modified the revised simplex method in the above-mentioned way, we would have had to pivot on inverses of feasible bases

$$
B=\left(\begin{array}{ll}
B & Y \\
L & Z
\end{array}\right)
$$

which obviously are

$$
B^{-1}=\left(\begin{array}{cc}
B^{-1}-X(L X-Z)^{-1} L B^{-1} & X(L X-Z)^{-1} \\
(L X-Z)^{-1} L B^{-1} & -(L X-Z)^{-1}
\end{array}\right)
$$

and which in general do not have a special structure even if $B$ is blockdiagonal. Hence the number of essential operations per simplex iteration would have been

$$
\begin{equation*}
N \sim \mathbb{O}\left([r(\nu-\mu)+n]^{2}\right) \tag{31}
\end{equation*}
$$

which is considerably greater than (30) for large $r$.
Nevertheless (30) also indicates the range of applicability of this approach. If for example we assume as in the beginning $\mu=50, r=625$ and $\nu=n=100$ and if our computer needs 20 microseconds per multiplication, one simplex iteration will take about three minutes.

The approximating program (3) becomes so large because we are handling an equally good approximation of the whole objective function $c^{\prime} x+\varphi(x)$ on $\bar{X}$ with an a priori error estimate according to (4), instead of attempting only to approximate the minimum of $c^{\prime} x+\varphi(x)$ on $\bar{X}$, which we are really interested in. The basic ideas for an approach of that type are described below. There the probabilistic nature of our problem is used to some extent.

## III. Approximating the Minimum

Let $\xi$ be a random vector on $(\Omega, \mathscr{F}, P)$ with existing expectation. Then we know from probability theory [7] that for any $\sigma$-algebra $\mathscr{G} \subset \mathscr{F}$ there is an almost surely uniquely determined $\mathscr{G}^{G}$-measurable function (vector valued) $E_{\varphi}(\xi)$, called the conditional expectation, such that

$$
\begin{equation*}
\int_{n} E_{g}(\xi) d P=\int_{n} \xi d P \quad \forall \approx \in \mathscr{G} . \tag{32}
\end{equation*}
$$

Furthermore if $\mathscr{H}$ is a $\sigma$-algebra such that $\mathscr{H} \subset \mathscr{G} \subset \mathscr{F}$, then almost surely

$$
\begin{equation*}
E_{9}\left(E_{g}(\xi)\right)=E_{x}(\xi) . \tag{33}
\end{equation*}
$$

If we define

$$
\begin{equation*}
\rho(b(\omega)-A(\omega) x)=Q(x, \omega) \quad(\operatorname{see}(2)) \tag{34}
\end{equation*}
$$

it is well known [4], that there are finitely many vectors $g_{k}, k=1, \ldots, t$, such that

$$
\begin{equation*}
\rho(b(\omega)-A(\omega) x)=\max _{k} g_{k}^{\prime}(b(\omega)-A(\omega) x) . \tag{35}
\end{equation*}
$$

Now we can easily prove
Proposition 4: Let $\mathscr{G}$ be the $\sigma$-algebra generated by a finite disjoint partition $\left\{\mathscr{\mu}_{4}\right\}$ of $\Omega, \mathscr{\mu}_{4} \in \mathcal{F}$, hence $\mathscr{G} \subset \mathcal{F}$. Then

$$
\begin{equation*}
\int_{\Omega} \rho\left(E_{\varphi}(b(\omega)-A(\omega) x)\right) d P \leq \int_{\Omega} \rho(b(\omega)-A(\omega) x) d P=\varphi(x) . \tag{36}
\end{equation*}
$$

## Proof:

$$
\begin{align*}
\int_{\Omega} \rho\left(E_{9}(b(\omega)-A(\omega) x)\right) d P & =\sum_{1} \int_{x_{1}} \rho\left(E_{9}(b(\omega)-A(\omega) x)\right) d P \\
& =\sum_{i} \int_{\pi_{1}} g_{k_{1}}^{\prime}\left(E_{x_{1}}(b(\omega)-A(\omega) x) d P\right.  \tag{35}\\
& =\sum_{i} \int_{a_{1}} g_{k_{1}}^{\prime}(b(\omega)-A(\omega) x) d P \\
& \leq \sum_{i} \int_{k_{1}} \max _{k} g_{k}^{\prime}(b(\omega)-A(\omega) x) d P \\
& =\varphi(x) .
\end{align*}
$$

As a corollary we get immediately
Proposition 5: Let $\mathscr{G}$ be generated by a finite partition $\left\{\mathscr{\varkappa}_{4}\right\}$ of $\Omega$ and $\mathscr{H}$ be generated by a finite partition $\left\{\vartheta_{j}\right\}$ of $\Omega$ such that $\mathscr{H} \subset \mathscr{F} \subset \mathscr{F}$. Then

$$
\begin{align*}
\int_{\Omega} \rho\left(E_{r}(b(\omega)-A(\omega) x)\right) d P & \leq \int_{\Omega} \rho\left(E_{9}(b(\omega)-A(\omega) x)\right) d P \\
& \leq \int_{\Omega} \rho(b(\omega)-A(\omega) x) d P=\varphi(x) . \tag{37}
\end{align*}
$$

Proof: The second inequality was already proved, and the first one follows by combining (33) and proposition 4.

These propositions generalize Madansky's inequalities [6], which were proved for expectations instead of conditional expectations, as follows:

Proposition 6: Under the assumptions of proposition 4 define $\dot{\phi}(x)=$ $\int_{\Omega} \rho\left(E_{\boldsymbol{\varphi}}(b(\omega)-A(\omega) x)\right) d P$. Assume that $\hat{x}$ is a solution of $\min \left\{c^{\prime} x+\bar{\varphi}(x) \mid x \in \bar{X}\right\}$. Then

$$
\begin{equation*}
c^{\prime} \hat{x}+\tilde{\varphi}(\hat{x}) \leq \min _{x \in X}\left[c^{\prime} x+\varphi(x)\right] \leq c^{\prime} \hat{x}+\varphi(\hat{x}) \tag{38}
\end{equation*}
$$

These statements suggest that we proceed as follows: Start with the trivial partition $\{\Omega\}$ of $\Omega$, i.e. with the expectations $E(b(\omega)), E(A(\omega))$ and solve the resulting program (3).

In general: having solved (3) for a partition $\left\{\mathfrak{A}_{t}\right\}$ (obviously with $P\left(\mathcal{A}_{i}\right)>0 \forall i$ ) getting the solution $\hat{x}$, subdivide one or several sets $\mathfrak{A}_{i_{k}}$ into disjoint subsets, compute the conditional expectations of $b(\omega), A(\omega)$ with respect to the subsets and solve the updated program (3). Proceeding along these lines yields, according to (37), a monotonically increasing sequence of optimal values of (3), approximating the optimal value of ( 1 ). From the proof of (36) we also can conclude which $\mathfrak{H}_{i_{k}}$ should be chosen for subdivision to yield a strictly positive increase of $\dot{\varphi}(\hat{x})$ at least at $\hat{x}$ : Choose $\mathfrak{U}_{\ell_{k}}$ such that the optimal feasible basis out of $W$ to compensate
$E_{x_{k}}(b(\omega)-A(\omega) \hat{x})$ does not remain feasible with positive probability for $b(\omega)-$ $A(\omega) \hat{x}$ on $\mu_{i k}$.

According to the numerical examples computed so far, procedures of this type have several advantages. On the one hand we start with linear programs of reasonable size, in the beginning the constraint set is just

$$
\begin{aligned}
& D x=d \\
& \bar{A} x+W y=\bar{b}, \quad \bar{A}=E A(\omega), \quad \bar{b}=E b(\omega) \\
& x \geq 0, \quad y \geq 0,
\end{aligned}
$$

and subdividing $\mathfrak{a}_{4}$ into ${\mathscr{x _ { 1 }}}^{1_{1}} \cup \mathcal{X}_{1_{2}}$ just means replacing (let $A_{1}$ be $E_{a_{1}} A(\omega)$ etc.)

$$
A_{1} x+W y^{(1)}=b_{1}
$$

by

$$
\begin{aligned}
& A_{i_{1}} x+W y^{\left(t_{1}\right)}=b_{i_{1}} \\
& A_{i_{x}} x+W y^{\left(s_{2}\right)}=b_{i_{2}}
\end{aligned}
$$

which can be managed within the simplex algorithm by simpie updating techniques.
On the other hand proper choice of the sets $\mu_{4_{k}}$ to be subdivided yielded a rather fast increase towards the optimal value of (1).

The disadvantage so far is that in general the a posteriori error estimate (38) is only of theoretical value because of the complicated evaluation of $\varphi(x)$.
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# THE SIMPLEX METHOD FOR DYNAMIC LINEAR PROGRAMS* 

A. Propoi and V. Krivonozhko<br>Institute for Systems Studies<br>USSR Academy of Sciences<br>Moscow

There are two major approaches in the finite-step methods of structured linear programming: decomposition methods, which are based on the Dantzig-Wolfe decomposition principle, and basis factorization methods, which may be viewed as special instances of the simplex method.

In this paper, the second approach is used for one of the most important classes of structured linear programming - dynamic linear programming (DLP).

The paper presents a finite-step method for DLP - the dynamic simplex method. This is a natural and straightforward extension of one of the most effective static LP methods - the simplex method - for DLP. A new concept - a set of local bases (for each time step) - is introduced, thus enabling considerable reduction in the computer core memory requirements and CPU time.

The paper is in two parts. Part I, "the dynamic simplex method: general approach" and Part II, "a basis factorization approach" give a description of the dynamic simplex method and its extensions.

In Part I construction of a set of local bases and their relation to the conventional "giobal" basis in LP are given. A special control variation and the corresponding objective function variation as applied to this set of local bases are described. This part is written in a language more familiar to control theory specialists.

Part II describes the separate procedures of the dynamic simplex method: primal solution, dual solution, pricing, updating, and the general scheme of the algorithm. The connection between the method and the basis factorization approach is also shown. A numerical example and a theoretical evaluation of the algorithms reveal the efficacy of the approach. The extensions of the method (dual and primal-dual versions of the algorithms, application to DLP problems with time lags) are briefly discussed in the final part of the paper. This part is closer to LP specialists.

More theoretical aspects of the method are treated in IIASA Research Report 78-14, of which this paper forms the last two parts.
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## I. THE DYNAMIC SIMPLEX METHOD: GENERAL APPROACH

## 1. Introduction

Methods for solving general linear programming (LP) are now well developed and have resulted in an extensive field of applications [1,2]. Dynamic linear programming (DLP) is a special class of linear programs for planning and control of complex systems over time [3-6]. DLP applications tend to be too large to be solved by general $L P$ methods. These applications have been hampered by lack of universal DLP computer codes. The few DLP problems that are solved are limited in size. They are solved by treating them as static problems and using for their solution standard LP codes (see, for example, $[4,6]$ ).

As DLP problems are principally large-scale, this "static" approach is limited in its possibilities, and the development of efficient algorithms specially oriented to dynamic LP problems continues to be needed. In recent years, methods for DLP have been proposed which make it possible to take into account the specific features of dynamic problems (e.g. [7-9]).* But extension of the most effective finite-step method $\rightarrow-$ the simplex method for solving LP -- to the dynamic case yet has to be implemented although there have been a number of proposals by Dantzig and others.

The dynamic simplex method as presented here was first suggested in $[10,11]$. In this approach, the main concept of the static simplex method -- the basis -- is replaced by a set of local bases, introduced for the whole planning period. It allows a significant saving in the amount of computation and computer core. It permits the development of a set of finite-step DLP methods (primal, dual and primal-dual) which are the direct analogues of the corresponding static finite-step methods.

This paper consists of two parts: the first part describes the proposed approach; the second part presents the separate

[^14]procedures and the general scheme of the algorithm as well as the connection with the basis factorization approach.

Consider the DLP problem in the following form.

## Problem 1.1. Find a control

$$
u=\{u(0), \ldots, u(T-1)\}
$$

and a trajectory

$$
x=\{x(0), \ldots, x(T)\}
$$

satisfying the state equation

$$
x(t+1)=A(t) x(t)+B(t) u(t) \quad(t=0,1, \ldots, T-1) \quad \text { (1.1) }
$$

with initial condition

$$
\begin{equation*}
x(0)=x^{0} \tag{1.2}
\end{equation*}
$$

and constraints

$$
\begin{align*}
& G(t) x(t)+D(t) u(t)=f(t)  \tag{1.3}\\
& u(t) \geq 0 \geq(t=0,1, \ldots, T-1) \tag{1.4}
\end{align*}
$$

which maximize the objective function

$$
\begin{equation*}
J_{1}(u)=a(T) \times(T) \quad . \tag{1.5}
\end{equation*}
$$

Here the vector $x(t)=\left\{x_{1}(t), \ldots, x_{n}(t)\right\}$ defines the state of the system at step $t$ in the state space $E^{n}$, which is assumed to be the n-dimension euclidean space; the vector $u(t)=\left\{u_{1}(t)\right.$, $\left.\ldots, u_{r}(t)\right\} \in E^{r}$ (r-dimension euclidean space) specifies the controlling action at step $t$; vectors $x^{0}, f(t)$ and the matrices $A(t), B(t), G(t), D(t)$, respectively are of dimensions ( $n \times 1$ ), ( $m \times 1$ ) and $(n \times n),(n \times r),(m \times n),(m \times r)$, and are assumed to be given. In vector products, the right vector is a column, the left vector is a row.

There are a number of modifications of Problems 1.1 which can either be reduced to this problem [12,13] or the results stated below may be used directly for their solution. For example, constraints on the state and control variables can be separate; state variables may be nonnegative; state equations include time lags; the objective function depends on the whole sequences $\{u(t)\}$ and/or $\{x(t)\}$, etc. $[3,12])$.

Along with the primal Problem 1.1, use will be made of its dual [12].

Problem 1.2. Find a dual control

$$
\lambda=\{\lambda(T-1), \ldots, \lambda(0)\}
$$

and a dual (conjugate) trajectory

$$
p=\{p(T), \ldots, p(0)\}
$$

satisfying the costate (conjugate) equation

$$
p(t)=p(t+1) A(t)-\lambda(t) G(t) \quad(t=T-1, \ldots, 1,0) \quad(1.6)
$$

with boundary condition

$$
\begin{equation*}
p(T)=a(T) \tag{1.7}
\end{equation*}
$$

and constraints

$$
P(t+1) B(t)-\lambda(t) D(t) \leq 0 \quad(t=T-1, \ldots, 1,0) \quad(1.8)
$$

which minimize the objective function

$$
\begin{equation*}
J_{2}(\lambda)=p(0) x^{0}+\sum_{t=0}^{T-1} \lambda(t) f(t) \tag{1.9}
\end{equation*}
$$

Definition 1.1. A feasible control of the DLP Problem 1.1 is a vector sequence $u=\{u(0), \ldots, u(T-1)\}$ which satisfies with some trajectory $x=\{x(0), \ldots, x(T)\}$ conditions (1.1) to (1.4).

An optimal control of Problem 1.1 is a feasible control $u^{*}$, which maximizes (1.5) subject to (1.1) - (1.4).

Feasible dual control $\lambda$ and optimal dual control $\lambda^{*}$ to the dual Problem 1.2 are defined in a similar way.

Let $U=E^{I T} ; u=\{u(0), \ldots, u(T-1)\} \in U$ be the control space of Problem 1.1. In the control space $U$ Problem 1.1 can be rewritten as follows [13].

One can obtain from the state equation (1.1), that

$$
\begin{equation*}
x(t)=\Psi(t, 0) x(0)+\sum_{\tau=0}^{t-1} \Psi(t, \tau+1) B(\tau) u(\tau) \tag{1.10}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Psi(t, \tau)=A(t-1) \cdot A(t-2) \cdots A(\tau) \quad(0 \leq \tau \leq t-1) \quad, \\
& \Psi(t, t)=I \quad .
\end{aligned}
$$

I is the identity.
By substituting (1.10) into (1.3) and taking into account (1.2), we obtain the constraints on controls $u$, given in explicit form:

$$
\begin{align*}
\sum_{\tau=0}^{t} W(t, \tau) u(\tau)= & h(t),  \tag{1.11}\\
& u(t) \geq 0 \quad, \quad(t=0, \ldots, T-1) .
\end{align*}
$$

Here

$$
\begin{aligned}
& W(t, \tau)=G(t) \Psi(t, \tau+1) B(t) \quad(t>\tau), \\
& W(t, t)=D(t), \quad h(t)=f(t)-G(t) \Psi(t, 0) x^{0} .
\end{aligned}
$$

The matrices $W(t, \tau)$ are of dimension ( $m \times r$ ) and vectors $h(t)$ are of dimension ( $m \times 1$ ).

The objective function (1.5) will be rewritten, respectively, in the form

$$
\begin{equation*}
J_{1}(u)=\sum_{t=0}^{T-1} c(t) u(t)+q(0) x^{0} \text {, } \tag{1.12}
\end{equation*}
$$

where

$$
c^{T}(t)=q(t+1) B(t)
$$

Here vectors $q(t)$ are generated recursively by

$$
\begin{aligned}
& q(t)=q(t+1) A(t) \quad(t=T-1, \ldots, 0) \\
& q(T)=a(T) \quad
\end{aligned}
$$

Denoting the constraint matrix of (1.11) by $W$ (dimension is $m T \times r T)$, we can reformulate problem 1.1 in the following equivalent form.

Problem 1.1a. Find a control $u$, satisfying the constraints
$W u=h \quad u \geq 0 \quad$,
which maximizes the objective function
$\tilde{J}_{1}(u)=c u \quad$.
Here $u=\{u(t)\} ; h=\{h(t)\} ; c=\{c(t)\}(t=0,1, \ldots, T-1)$ and $\tilde{J}_{1}$ differs from $J_{1}$ by the constant $q(0) x^{0}$.

It is evident that the sets of optimal controls for Problem 1.1 and 1.1 are the same.

Now the general scheme of the simplex method as applied to Problems 1.1a will be described.

Let $u$ be a feasible control; we shall define the index sets
$I(u)=\left\{(i, t) \mid u_{i}(t)>0 ; i=1, \ldots, I ; t=0, \ldots, T-1\right\}$
$\overline{\bar{I}}(u)=\left\{(i, t) \mid u_{i}(t)=0 ; i=1, \ldots, r ; t=0, \ldots, T-1\right\}$
$I=I(u) \cup \bar{I}(u) \quad$.

Denote also the columns of matrix $W$ by $w_{i}(t) \quad(i=1, \ldots, r$; $t=0,1, \ldots, T-1 ; w_{i}(t) \in E^{m T}$. In this case the constraints (1.11) can be rewritten as

$$
\sum_{(i, t) \in I} w_{i}(t) u_{i}(t)=h \quad ; \quad u_{i}(t) \geq 0
$$

Definition 1.2. A basic feasible control of Problem 1.1 is a feasible control $u$, for which vectors $w_{i}(t)$, $(i, t) \in I(u)$, are linearly independent.

A nondegenerate basic feasible control is a basic feasible control $u$, for which vectors $w_{i}(t),(i, t) \in I(u)$, constitute $a$ basis in $E^{\text {IIIT }}$.

The basis of a basic feasible controz u is a system of mT linearly independent vectors $w_{i}(t)$, which contains all vectors $w_{i}(t)$, $i(t) \in I(u)$.

As usual without any loss in generality we can assume that Problem 1.1a (1.1) is feasible and that any basic feasible control is nondegenerate [1].

Denote by $I_{B}(u)$ the set of indices corresponding to the basic vectors $w_{i}(t)$; $I_{N}(u)$ is the set of indices corresponding to the remaining vectors $w_{i}(t)$ of matrix $W$. Let

$$
\begin{aligned}
& u_{B}=\left\{u_{i}(t) \mid(i, t) \quad I_{B}(u)\right\}, \\
& u_{N}=\left\{u_{i}(t) \quad(i, t) \quad I_{N}(u)\right\},
\end{aligned}
$$

and $m(t)$ is the number of basic components of a basic control $u$ at step $t$. Evidently

$$
\sum_{t=0}^{T-1} m(t)=m T
$$

Then, any basic feasible control may be represented as

$$
u=\left\{u_{B}, u_{N}\right\}, \text { with } u_{B} \geq 0, \quad u_{N}=0 \text {. }
$$

Denote by $W_{B}$ the matrix with columns $w_{i}(t),(i, t) \in I_{B}(u)$ (basic matrix). Then $u_{B}=W_{B}^{-1} h$.

Let $W_{j}\left(t_{1}\right),\left(j, t_{j}\right) \in I$, be an arbitrary column vector of $W$, then

$$
\begin{equation*}
w_{j}\left(t_{1}\right)=w_{B} v_{j}\left(t_{1}\right) \tag{1.13}
\end{equation*}
$$

where vector $v_{j}\left(t_{1}\right)=\left\{v_{i j}\left(t_{1}, \tau\right)\right\},(i=1, \ldots, m, \tau=0, \ldots, T-1)$ has dimension mT.

Define

$$
z_{j}\left(t_{1}\right)=c_{B} v_{j}\left(t_{1}\right)
$$

Thus, we can rewrite

$$
\begin{align*}
& c_{j}(t)=q(t+1) b_{j}(t)  \tag{1.14}\\
& z_{j}(t)=\sum_{\tau=0}^{T-1} q(\tau+1) B_{B}(\tau) v_{j}(t, \tau)
\end{align*}
$$

Here $b_{j}(t)$ is a colum of the matrix $B(t)$; the matrix $B_{B}(\tau)$ is generated by the basic columns $b_{i}(\tau),(i, \tau) \in I_{B}(u)$ of the . matrix $B(\tau) ;(j, t) \in I$.

The direct application of the simplex method to Problem 1.1 (1.1a) gives the following basic operations:

1. The computation of the sign $s$ or $z_{j}(t)-c_{j}(t)$ for all ( $j, t) \in I$, to determine whether an optimal control has been found: that is the case when $z_{j}(t)-c_{j}(t) \geq 0$ for $a l l j$ and $t$. If yes, the algorithm terminates with a printout of the optimal solution. If not, then
2. the selection of the vector to be introduced into the basis, that is selection of a vector with a value of $z_{j}(t)$ $c_{j}(t)<0$. Let the pair of indices associated with this vector be ( $j, t_{1}$ ).
3. The selection of the vector to be removed from the basis. The pair of indices associated with this vector will be denoted by $\left(\ell, t_{2}\right)$. If $\left(\ell, t_{2}\right)$ cannot be found, the algorithm terminates with a printout of information of how to generate a class of feasible solutions such that $J_{1}(u) \rightarrow+\infty$. If not, then
4. the basis and basic feasible control is updated. The new basic feasible control $u^{(1)}=\left\{u_{B}^{(1)}, 0\right\}$ is defined by

$$
\begin{align*}
& u_{s_{i}}^{(1)}(\tau)=u_{s_{i}}(\tau)-\theta_{0} v_{s_{i}}\left(t_{1}, \tau\right) \quad\left(s_{i}, \tau\right) \in I_{B}(u) \\
& u_{j}^{(1)}\left(t_{1}\right)=\theta_{0} \\
& u_{i}^{(1)}(\tau)=0 \quad(i, \tau) \neq\left(j, t_{1}\right) ; \quad(i, \tau) \in I_{N}(u),
\end{align*}
$$ $\theta_{0}$ which is calculated from

and $\theta_{0}$ by

$$
\theta_{0}=\frac{u_{s_{l}}\left(t_{2}\right)}{v_{\ell j}\left(t_{1}, t_{2}\right)}
$$

The numbers $z_{j}(t)$ are usually computed from $z_{j}(t)=\lambda w_{j}(t)$, where $\lambda=\left\{\lambda_{i}(\tau),(i, \tau) \in I_{B}(u)\right\}$ are simplex multipliers for the basis $W_{B}$ :

$$
\begin{equation*}
\lambda=c_{B} W_{B}^{-1} \tag{1.17}
\end{equation*}
$$

The general scheme considered above is in practice ineffective for the solution of Problem 1.1 (1.1a) when the dimension of the matrix $W$ is large. Besides, the input data are usually given in the form of Problem 1.1 rather than in the form of Problem 1.1 a
and no exploitation has been made of its special structure. Therefore the simplex procedure directly designed for the solution of Problem 1.1 will be described.

## 2. Local Bases

The matrices $D(t)(t=0, \ldots, T-1)$ of constraints (1.3) will be assumed to have the rank $m$. This assumption is not restrictive because one could always insert, if necessary, additional artificial columns, as in the static case, see [1].

Let us denote $\hat{f}(0)=f(0)-G(0) x^{0}$. Then constraints (1.3) can be rewritten as

$$
\begin{equation*}
D(0) \mathbf{u}(0)=\hat{\mathbf{E}}(0) \tag{2.1}
\end{equation*}
$$

In accordance with our assumption we can choose m linearly independent column-vectors $d_{i}(0)$ of the matrix $D(0)$. Denote these columns by $D_{0}(0)$ and the rest of $D(0)$ by $D_{1}(0)$. Thus

$$
D(0)=\left[D_{0}(0) ; D_{1}(0)\right]
$$

As determinant $\left|D_{0}(0)\right| \neq 0$, the constraints (2.1) can be rewritten in the form

$$
\begin{equation*}
u_{0}(0)=D_{0}^{-1}(0) \hat{E}(0)-D_{0}^{-1}(0) D_{1}(0) u_{1}(0) \tag{2.2}
\end{equation*}
$$

where components of the vector $u_{0}(0) \in E^{m}$ correspond to the matrix $D_{0}(0)$ and components of the vector $u_{1}(0) \in E^{r-m}$ correspond to the matrix $D_{1}(0)$.

The partition of tine matrix $B(O)$ is carried out similarly to that of the parcition of $D(0): B(0)=\left[B_{0}(0) ; B_{1}(0)\right]$. Therefore

$$
\begin{equation*}
x(1)=A(0) x(0)+B_{0}(0) u_{0}(0)+B_{1}(0) u_{1}(0) \tag{2.3}
\end{equation*}
$$

Substitution (2.2) into (2.3) yields

$$
\begin{equation*}
x(1)=x^{*}(1)+B^{1}(0) u_{1}(0) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& B^{1}(0)=B_{1}(0)-B_{0}(0) D_{0}^{-1}(0) D_{1}(0), \\
& x^{*}(1)=A(0) x^{0}+B_{0}(0) u_{0}^{*}(0), \\
& u_{0}^{*}(0)=D_{0}^{-1}(0) \hat{f}(0) .
\end{aligned}
$$

Now we consider a step $t, 0 \leq t \leq T-1$. Let

$$
\begin{equation*}
\hat{D}(t) \hat{u}(t)=\hat{Y}(t) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{D}(t)=\left[G(t) B^{1}(t-1) ; D(t)\right]  \tag{2.6}\\
& \hat{u}(t)=\left[\hat{u}_{1}(t-1) ; u(t)\right]^{T} \\
& \hat{f}(t)=f(t)-G(t) x^{*}(t)
\end{align*}
$$

In (2.6) to (2.8), the matrix $B^{1}(t-1)$ and vectors $\hat{u}_{1}(t-1)$, $x^{*}(t)$ are defined from recurrent relations, which will be obtained below.

By construction, the matrix $\hat{D}(t)$ contains m linearly independent columns $\hat{d}_{i}(t)$. The matrix formed by these columns will be denoted as $\hat{D}_{0}(t)$ : the matrix from the rest of the columns -as $\hat{D}_{2}(t)$. Thus, (2.5) can be rewritten as

$$
\begin{aligned}
& \hat{D}_{0}(t) \hat{u}_{0}(t)+\hat{D}_{1}(t) \hat{u}_{1}(t)=\hat{\mathrm{F}}(\mathrm{t}) \\
& \hat{\mathrm{D}}(\mathrm{t})=\left[\hat{\mathrm{D}}_{0}(\mathrm{t}) ; \hat{D}_{1}(\mathrm{t})\right] .
\end{aligned}
$$

## Hence

$$
\begin{equation*}
\hat{u}_{0}(t)=\hat{D}_{0}^{-1}(t) \hat{f}(t)-\hat{D}_{0}^{-1}(t) \hat{D}_{1}(t) \hat{u}_{1}(t) . \tag{2.9}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{u}_{0}(t)=\hat{u}_{0}^{*}(t)-p(t) \hat{u}_{1}(t) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{u}_{0}^{*}(t) & =\hat{D}_{0}^{-1}(t) \hat{E}(t),  \tag{2.11}\\
\phi(t) & =\hat{D}_{0}^{-1}(t) \hat{D}_{1}(t) . \tag{2.12}
\end{align*}
$$

Let

$$
\begin{equation*}
x(t)=x^{*}(t)+B^{1}(t-1) \hat{u}_{1}(t-1), \tag{2.13}
\end{equation*}
$$

where $x^{*}(t)$ and $B^{1}(t-1)$ will be defined later.

By substituting (2.14) into state equation (1.1), we obtain

$$
\begin{equation*}
x(t+1)=A(t) x^{*}(t)+\hat{B}(t) \hat{u}(t) \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{B}(t)=\left[A(t) B^{1}(t-1) ; B(t)\right] \tag{2.15}
\end{equation*}
$$

the vector $\hat{u}(t)$ is defined by (2.7).
Considering the representation

$$
\begin{aligned}
& \hat{B}(t)=\left[\hat{B}_{0}(t) ; \hat{B}_{1}(t)\right] \\
& \hat{u}(t)=\left[\hat{u}_{0}(t) ; \hat{u}_{1}(t)\right]^{T}
\end{aligned}
$$

and substituting (2.10) into (2.14), we again obtain equations (2.13) for the next step $t+1$ :

$$
x(t+1)=x^{*}(t+1)+B^{1}(t) \hat{u}_{1}(t)
$$

where

$$
\begin{align*}
x^{*}(t+1) & =A(t) x^{*}(t)+\hat{B}_{0}(t) \hat{u}_{0}^{*}(t)  \tag{2.16}\\
B^{1}(t) & =\hat{B}_{1}(t)-\hat{B}_{0}(t) \Phi(t) \tag{2.17}
\end{align*}
$$

$$
\begin{array}{ll} 
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\mathbf{x}^{*}(0)=\mathbf{x}(0) ; & \hat{u}(0)=u(0), \\
\hat{B}(0)=\mathrm{B}(0), \quad \hat{D}(0)=\mathrm{D}(0) . \tag{2.18}
\end{array}
$$

The specific of such a representation of problem 1.1 is a recurrenc determination of control $\hat{u}(t)$, that is, using (2.7) we ovrain

$$
\begin{align*}
\hat{u}(t)= & {\left[\hat{u}_{1}(t-T), u(t)\right]^{T} }  \tag{2,19}\\
= & {\left[\hat{u}_{2}(t-2), u_{1}(t-1), u(t)\right]^{T}=\ldots=\left[u_{t}(0), u_{t-1}(1), \ldots, u_{t-i}(i),\right.} \\
& \left.\ldots, u_{1}(t-1), u(t)\right]^{T}
\end{align*}
$$

where the vector $u_{t-i}(i)$ is formed from those components of the control u which are recomputed from a step $i$ to the step $t$ by virtue of the procedure which was described above. The relations (2.19) show that the vector $\hat{u}(t)$ may include components $u_{i}(\tau)$ from preceding steps $\tau=t-1, \ldots, 1,0$.

Consider now the last step

$$
\hat{\mathrm{D}}_{0}(T-1) \hat{u}_{0}(T-1)+\hat{\mathrm{D}}_{1}(T-1) \hat{\mathrm{u}}_{1}(T-1)=\hat{\mathrm{f}}(T-1)
$$

where $\hat{D}_{0}(T-1)$ is a nonsingular matrix. Let

$$
\begin{equation*}
\hat{\mathrm{u}}_{1}(T-1)=0 \tag{2.20}
\end{equation*}
$$

then

$$
\begin{equation*}
\hat{u}_{0}(T-1)=\hat{D}_{0}^{-1}(T-1) \hat{f}(T-1) \tag{2.21}
\end{equation*}
$$

Determining the value of the vector $\hat{u}(T-1)=\left[\hat{u}_{0}(T-1), \hat{u}_{1}(T-1)\right]^{T}$ from (2.20), (2.21), one can compute the values of feasible control $\{u(t)\}$ for a given set of local bases $\left\{\hat{D}_{0}(t)\right\}(t=0,1, \ldots, T-1)$. This procedure will be called procedure 1.

Definition 2.1: The set of m linearly independent columns $\hat{a}_{i}(t)$ of the matrix $\hat{D}(t)$ is called the local basis at the step $t$ $(t=0,1, \ldots, T-1)$.

The set of all indices ( $i, t$ ) associated with the components of local basis matrix $\hat{D}_{0}(t)(t=0, \ldots, T-1)$ will be denoted by $I_{0}(u)$, and its complement with respect to $I$ will be denoted by $\bar{I}_{0}(u)$.

Theorem 2.1: Let a control $u$ be computed from Procedure 1 for a given set of local bases $\left\{\hat{D}_{0}(t)\right\}$ with boundary conditions

$$
\begin{aligned}
& \hat{u}_{0}(T-1)=\hat{D}^{-1}(T-1) \hat{E}(T-1) \\
& \hat{u}_{q}(T-1)=0
\end{aligned}
$$

and let

$$
\begin{aligned}
& u_{i}(t) \geq 0 \quad \text { for all } \quad(1, t) \in I_{0}(u) \\
& \text { Shen } u \text { is a basic feasible control and } \\
& u=\left\{u_{B}, u_{N}\right\}, \\
& u_{B}=\left\{u_{i}(t) \mid(i, t) \in I_{0}(u)\right\}, \\
& u_{N}=\left\{u_{i}(t) \mid(i, t) \in \bar{I}_{0}(u)\right\} .
\end{aligned}
$$

Proof: Let $W_{0}$ be the matrix which is generated by the colunns $w_{i}(t)$ of the constraint matrix $W$, associated with variables $\hat{u}_{0}(t)$, that is,

$$
w_{0}=\left\|w_{i}(t)\right\|, \quad(i, t) \in I_{0}(u)
$$

By construction, $W_{0}$ is a square matrix of dimension of $m T \times m T$.
For proof of the theorem, we shall need the following assertion.

Lemma 2.1: The matrix $W_{0}$ is nonsinguzar if and only if the matrices $\hat{\mathrm{D}}_{0}(\mathrm{t})(\mathrm{t}=0,1, \ldots, \mathrm{~T}-1)$ are nonsingular.

Proof: Sufficiency. The procedure of computing $\left\{\hat{u}_{0}(t)\right\}$ described above is a block modification of the Gauss method [14] where pivot blocks are matrices $\hat{\mathrm{D}}_{0}(\mathrm{t})$. The Gauss algorithm transforms the matrix $W_{0}$ to an upper block triangular matrix with $\hat{D}_{0}(t)$ on its diagonal:

$$
W_{0}=\left[\begin{array}{llllll}
\hat{\mathrm{D}}_{0}(0) & * & & & & \\
& \hat{D}_{0}(1) & * & & & 0 \\
& & & \cdot & & \\
& 0 & & & \cdot \hat{D}_{0}(t) & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & \hat{D}_{0}(T-1)
\end{array}\right]
$$

where nonzero elements of $\mathrm{W}_{0}$ are denoted by *.
The Gauss algorithm does not change the rank of the original matrix [14]. In fact, the relation

$$
\begin{equation*}
\left|\left|W_{0}\right|\right|=\left|\left|D_{0}(0)\right| \ldots\right| D_{0}(T-1)| | \tag{2.22}
\end{equation*}
$$

holds, where $\left|\left|W_{0}\right|\right|$ is the absolute value of the determinant of a matrix $W_{0}$. The relation (2.22) implies that, if matrices $\hat{D}_{0}(t)$ $(t=0,1, \ldots, T-1)$ are nonsingular, then the matrix $W_{0}$ is also nonsingular.

Necessitu: Suppose that $k$ iterations of the Gauss algoritinn have been done and $W_{0}^{k}$ is a matrix obtained after $k$ iterations:

$$
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Here $\bar{W}_{0}^{k}$ is a submatrix, generated by elements of $W_{0}^{k}$ which are outside of pivot rows and columns of previous iterations. In this case, the relation (2.22) should be replaced by

$$
\left|\left|W_{0}\right|\right|=\left|\left|\hat{D}_{0}(0)\right| \ldots\right| \hat{D}_{0}(k-1)| | \tilde{W}_{0}^{k}| | .
$$

The first block-row of $\tilde{W}_{0}^{k}$ is $[\hat{D}(k) ; 0]$. Suppose that the matrix $\hat{D}(k)$ cannot generate any nonsingular square submatrix $\hat{D}_{0}(k)$ of dimension $m$. This imolies that the rows of the matrix $\hat{D}(k)$ are linearly dependent and the matrix $\tilde{W}_{0}^{k}$ is singular with $\left|\tilde{W}_{0}^{k}\right|=0$. Then $\left|W_{0}\right|=0$, which contradicts the assumption of the lemma.

Thus, if the matrix $W_{0}$ is nonsingular then at each step of the Gauss algorithm a nonsingular matrix $\hat{D}_{0}(k)$ can be constructed. This completes the proof of the lemma.

The proof of the theorem now follows directly. By definition, matrices $\hat{D}_{0}(t)(t=0, \ldots, T-1)$ are nonsingular, which imolies that the matrix $W_{0}$ is also nonsingular and vectors $w_{i}(t)$, $(i, t) \in I_{0}(u)$, are linearly independent.

It follows from Procedure 1 that

$$
u_{i}(t)=0 \quad \text { for all } \quad(i, t) \in \bar{I}_{0}(u)
$$

As $u_{i}(t) \geq 0$ for all $(i, t) \in I_{0}(u)$, then in accordance with definition 1.2 u is a basic feasible control. This completes the proof of the theorem.

The proof of Theorem 3.1 shows that Procedure 1 permits operations not with the inverse $W_{B}^{-1}$ of dimension $m T \times m T$ but with $T$ inverses $\hat{D}_{0}^{-1}(t)$ of dimension $m \times m$. Hence, Procedure 1 is basic to this aporoach. However, as will be seen further, it is not used explicitly.

In fact, as follows from the proof of the theorem, only basic submatrices of matrices $\hat{D}(t)$ should be handled in the algorithm. Besides, there is no necessity to compute local bases at each iteration, only the updating of some of the $T$ local bases is needed.
3. Control Variation

In accordance with Theorem 2.1, the basis $W_{B}$ is equivalent to the set of local bases $\left\{\hat{D}_{O B}(t)\right\}$. Therefore, our aim is to develop the simplex operations for solution of Problem 1.1 relative to the set of local bases $\left\{\hat{D}_{0 B}(t)\right\}$.

For a given basic feasible control $u=\left\{u_{B}, u_{N}\right\}$, let us fix the pair of indices $\left(j, t_{1}\right) \in I$ such that the corresponding column $d_{j}\left(t_{1}\right)$ of the matrix $D\left(t_{1}\right)$ is not in the basis, that is, $\left(j, t_{1}\right)$ $\in I_{N}(u)$.

We first consider the procedure for selection of the colum $d_{j}\left(t_{1}\right)$ to be introduced into the basis, that is, into the set of local bases $\left\{\hat{D}_{0 B}(t)\right\}$. In accordance with Section 2 , the constraints (1.3) at step $t$ can be written as

$$
\begin{equation*}
\hat{D}_{O B}(t) \hat{u}_{O B}(t)+\hat{D}_{1 B}(t) \hat{u}_{1 B}(t)=\hat{f}(t) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& {\left[\hat{D}_{O B}(t) ; \hat{D}_{1 B}(t)\right]=\hat{S}_{B}(t) \quad,} \\
& {\left[\hat{u}_{O B}(t) ; \hat{u}_{1 B}(t)\right]=\hat{u}_{B}(t) \quad, \quad \hat{u}_{B}(t) \geq 0 \quad .}
\end{aligned}
$$

Here the subscript $B$ denotes submatrices and vectors associated with a given basis $W_{B}$ or $\left\{\hat{D}_{0 B}(t)\right\}$.

Let a vector $\hat{v}_{O B}^{*}\left(t_{1}\right) \in E^{m}$ define representation of the vector $d_{j}\left(t_{1}\right)$ in terms of column-vectors of the matrix $\hat{D}_{O B}\left(t_{1}\right)$, that is,

$$
\begin{equation*}
\hat{v}_{O B}^{*}\left(t_{1}\right)=\hat{D}_{O B}^{-1}\left(t_{1}\right) d_{j}\left(t_{1}\right) \tag{3.2}
\end{equation*}
$$

Taking into account (3.2), we can rewrite (3.1) as

$$
\begin{equation*}
\hat{D}_{O B}\left(t_{1}\right)\left[\hat{u}_{O B}\left(t_{1}\right)-\theta \hat{v}_{O B}^{*}\left(t_{q}\right)\right]+\hat{D}_{1 B}\left(t_{1}\right) \hat{u}_{1 B}\left(t_{1}\right)+\theta d_{j}\left(t_{1}\right)=\hat{E}\left(t_{q}\right) \tag{3.3}
\end{equation*}
$$

where $\theta$ is a real number.

It is evident that the equality (3.3) is true for any value of the parameter $\theta$. It follows from (3.3) that a new control $u^{\theta}\left(t_{1}\right)$ is introduced at step $t_{1}$ :

$$
\hat{u}^{\theta}\left(t_{1}\right)=\left[\hat{u}_{O B}^{\theta}\left(t_{1}\right) ; \hat{u}_{1 B}^{\theta}\left(t_{1}\right) ; \hat{u}_{N}^{\theta}\left(t_{1}\right)\right]^{T}
$$

where

$$
\begin{align*}
\hat{u}_{O B}^{\theta}\left(t_{1}\right) & =\hat{u}_{O B}\left(t_{1}\right)-\theta \hat{v}_{O B}^{*}\left(t_{1}\right) \\
u_{1 B}^{\theta}\left(t_{1}\right) & =\hat{u}_{1 B}\left(t_{1}\right)  \tag{3.4}\\
\hat{u}_{N}^{\theta}\left(t_{1}\right) & =[0, \ldots, \theta, \ldots, 0]^{T} .
\end{align*}
$$

By substituting the control $\hat{u}^{\theta}\left(t_{1}\right)$ in state equation (2.14), we obtain

$$
\begin{equation*}
x^{\theta}\left(t_{1}+1\right)=x\left(t_{1}+1\right)-\theta y^{*}\left(t_{1}+1\right) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{align*}
x\left(t_{1}+1\right) & =x^{*}\left(t_{1}+1\right)+B_{B}^{1}\left(t_{1}\right) \hat{u}_{1 B}\left(t_{1}\right)  \tag{3.6}\\
y^{*}\left(t_{1}+1\right) & =\hat{B}_{0 B}\left(t_{1}\right) \hat{v}_{0 B}^{*}\left(t_{1}\right)-b_{j}\left(t_{1}\right)
\end{align*}
$$

Substituting (3.5) into formulation (2.5) of constraints (1.3), we see that they will be true if

$$
\begin{equation*}
\hat{D}_{B}\left(t_{1}+1\right) \hat{u}_{B}^{\theta}\left(t_{1}+1\right)-\theta G\left(t_{1}+1\right) y^{*}\left(t_{1}+1\right)=\hat{E}\left(t_{1}+1\right) \tag{3.7}
\end{equation*}
$$

Let us express the vector $-G\left(t_{1}+1\right) Y^{*}\left(t_{1}+1\right)$ in terms of column vectors of the matrix $\hat{D}_{O B}\left(t_{1}+1\right)$ :

$$
\begin{equation*}
\hat{v}_{O B}^{*}\left(t_{1}+1\right)=-\hat{D}_{O B}^{-1}\left(t_{1}+1\right) G\left(t_{1}+1\right) y^{*}\left(t_{1}+1\right) \tag{3.8}
\end{equation*}
$$

Considering (3.8), the equality (3.7) can be rewritten as

$$
\begin{aligned}
\hat{D}_{O B}\left(t_{1}\right. & +1)\left[\hat{u}_{O B}\left(t_{1}+1\right)-\theta \hat{v}_{O B}^{*}\left(t_{1}+1\right)\right] \\
& +\hat{D}_{1 B}\left(t_{1}+1\right) \hat{u}_{1 B}\left(t_{1}+1\right)-\theta G\left(t_{1}+1\right) Y^{*}\left(t_{1}+1\right) \\
& =\hat{E}\left(t_{1}+1\right)
\end{aligned}
$$

We see that the introduction of the compensating term into the equality (3.7) is equivalent to the introduction of a new control $\hat{u}^{\theta}\left(t_{1}+1\right)$ at step $t_{1}+1$ :

$$
\hat{u}^{\theta}\left(t_{1}+1\right)=\left[\hat{u}_{O B}^{\theta}\left(t_{1}+1\right) ; \hat{u}_{1 B}^{\theta}\left(t_{1}+1\right) ; \hat{u}_{N}^{\theta}\left(t_{1}+1\right)\right]
$$

where

$$
\begin{align*}
\hat{u}_{O B}^{\theta}\left(t_{1}+1\right) & =\hat{u}_{O B}\left(t_{1}+1\right)-\theta \hat{v}_{O B}^{*}\left(t_{1}+1\right) \\
\hat{u}_{1 B}^{\theta}\left(t_{1}+1\right) & =\hat{u}_{1 B}\left(t_{1}+1\right)  \tag{3.9}\\
\hat{u}_{N}^{\theta}\left(t_{1}+1\right) & =0
\end{align*}
$$

Thus, the variation of the control (3.4) at step $t_{1}$, where vector $\hat{\mathrm{v}}_{0 B}^{*}\left(\mathrm{t}_{1}\right)$ is defined by (3.2), induces a variation of control (3.9) at the next steps $\tau=t_{1}+1, t_{1}+2, \ldots, T-2$ with

$$
\begin{equation*}
\hat{v}_{0 B}^{*}(\tau)=-\hat{D}_{O B}^{-1}(\tau) G(\tau) Y^{*}(\tau) \tag{3.10}
\end{equation*}
$$

Vectors $Y^{*}(\tau)$ are satisfied to the following difference equation:

$$
\begin{equation*}
y^{*}(\tau+1)=A(\tau) y^{*}(\tau)+\hat{B}_{O B}(\tau) \hat{v}_{O B}^{*}(\tau) \tag{3.11}
\end{equation*}
$$

where vectors $\hat{\mathrm{v}}_{0 B}^{*}(\tau)\left(\tau=\mathrm{t}_{1}+1, \ldots, T-1\right)$ are defined from (3.10) and vector $\hat{v}_{\mathrm{OB}}^{*}\left(\mathrm{t}_{1}\right)$ is defined from (3.2).

Now we consider the last step:

$$
\begin{align*}
\hat{\mathrm{D}}_{B}(T-1) & {\left[\hat{\mathrm{u}}_{B}(T-1)-\theta \hat{v}_{B}(T-1)\right]-\partial G(T-1) Y^{*}(T-1) }  \tag{3.12}\\
& =\hat{\mathrm{f}}(T-1) .
\end{align*}
$$

As $u=\left\{u_{B}, 0\right\}$ is a basic feasible control, then by virtue of Theorem 2.1, the matrix $\hat{D}_{B}(T-1)$ is nonsingular and

$$
\hat{D}_{B}(T-1)=\hat{D}_{O B}(T-1)
$$

Therefore (3.12) yields that

$$
\hat{\mathrm{v}}_{B}(T-1)=\hat{\mathrm{v}}_{O B}^{*}(T-1)=-\hat{D}_{O B}^{-1}(T-1) G(T-1) \underline{Y}^{*}(T-1)
$$

By construction, the structure of vector $\hat{\mathrm{v}}_{\mathrm{B}}(\mathrm{T}-1)$ is similar to the structure of vector $\hat{u}_{B}(T-1)$. Hence, define a vector:

$$
\begin{equation*}
\hat{v}_{B}(T-1)=\left[\hat{v}_{1 B}(T-2), v_{B}(T-1)\right] \tag{3.13}
\end{equation*}
$$

where vector $v_{B}(T-1)$ is associated with the variation of vector $u_{B}(T-1)$, vector $\hat{v}_{1 B}(T-2)$ is associated with the variation of vector $\hat{u}_{1 B}(T-2)$ :

$$
\hat{u}_{1 B}^{\theta}(T-2)=\hat{u}_{1 B}(T-2)-\theta \hat{v}_{1 B}(T-2)
$$

To satisfy the constraints at step $T$ - 2 , the additional term $-9 \hat{D}_{1 B}(T-2) v_{1 B}(T-2)$ must be compensated by the additional variation $\hat{v}_{O B}^{i}(T-2)$ of control $\hat{u}_{O B}(T-2)$ :

$$
\hat{u}_{O B}^{\theta}(T-2)=\hat{u}_{O B}(T-2)-\theta\left[\hat{v}_{O B}^{*}(T-2)-\hat{v}_{O B}^{1}(T-2)\right]
$$

where

$$
\begin{aligned}
& \quad \hat{v}_{O B}^{1}(T-2)=\hat{D}_{O B}^{-1}(T-2) \hat{D}_{1 B}(T-2) \hat{v}_{1 B}(T-2)=\Phi_{B}(T-2) \hat{v}_{1 B}(T-2) \\
& \text { Let } \hat{v}_{O B}(T-2)=\hat{v}_{O B}^{*}(T-2)-\hat{v}_{O B}^{1}(T-2) \text {. As in the case of }
\end{aligned}
$$

$$
\begin{align*}
\hat{v}_{B}(T-2) & =\left[\hat{v}_{O B}(T-2), \hat{v}_{1 B}(T-2)\right]  \tag{3.14}\\
& =\left[\hat{v}_{1 B}(T-3), v_{B}(T-2)\right]
\end{align*}
$$

By induction, we find that in order to satisfy the constraints (1.2) for $a l l \theta$ and $\tau=0,1, \ldots, T-1$, we must define

$$
\begin{aligned}
& \hat{D}_{B}(T-1)\left[\hat{u}_{B}(T-1)-\theta \hat{v}_{B}(T-1)\right]-\partial G(T-1) Y^{*}(T-1)=\hat{f}(T-1) \\
& \hat{D}_{O B}(\tau)\left[\hat{u}_{O B}(\tau)-\theta\left(\hat{v}_{O B}^{*}(\tau)-\hat{v}_{O B}^{1}(\tau)\right)\right]+\hat{D}_{1 B}(\tau)\left[\hat{u}_{1 B}(\tau)-\theta \hat{v}_{1 B}(\tau)\right] \\
& -\theta G(\tau) Y^{*}(\tau)=\hat{f}(\tau) \text { if } t_{1}+1 \leq \tau \leq T-2, \\
& \hat{D}_{O B}\left(t_{1}\right)\left[\hat{u}_{O B}\left(t_{1}\right)-\theta\left(\hat{v}_{O B}^{*}\left(t_{1}\right)-\hat{v}_{O B}^{1}\left(t_{1}\right)\right)\right] \\
& \quad+\hat{D}_{1 B}\left(t_{1}\right)\left[\hat{u}_{1 B}\left(t_{1}\right)-\theta \hat{v}_{1 B}\left(t_{1}\right)\right]+\theta d_{j}\left(t_{1}\right)=\hat{f}\left(t_{1}\right) \\
& \hat{D}_{O B}(\tau)\left[\hat{u}_{O B}(\tau)+\theta \hat{v}_{O B}^{1}(\tau)\right]+\hat{D}_{1 B}(\tau)\left[\hat{u}_{1 B}(\tau)-\theta \hat{v}_{1 B}(\tau)\right] \\
& =\hat{f}(\tau) \quad \text { if } 0 \leq \tau \leq t_{1}-1
\end{aligned}
$$

The vectors $\hat{\mathrm{v}}_{0 B}^{*}(\tau)$ must satisfy the following relations:

$$
\begin{aligned}
\hat{v}_{O B}^{*}(T-1) & =-\hat{D}_{O B}^{-1}(T-1) G(T-1) Y^{*}(T-1)=\hat{v}_{B}(T-1), \\
\hat{v}_{O B}^{*}(\tau) & =-\hat{D}_{O B}^{-1}(\tau) G(\tau) Y^{*}(\tau) \text { if } t_{1}+1 \leq \tau \leq T-2, \\
\hat{v}_{O B}^{*}\left(t_{1}\right) & =\hat{D}_{O B}^{-1}\left(t_{1}\right) d_{j}\left(t_{1}\right),
\end{aligned}
$$

The vectors $\hat{\mathrm{v}}_{0 B}^{1}(\tau)$ satisfy the relations $(0 \leq \tau \leq T-2)$ :

$$
\hat{v}_{O B}^{1}(\tau)=\hat{D}_{O B}^{-1}(\tau) \hat{D}_{1 B}(\tau) \hat{v}_{1 B}(\tau)=\Phi_{B}(\tau) \hat{v}_{1 B}(\tau)
$$

Thus the variation $\hat{\mathrm{v}}_{\mathrm{OB}}(\tau)$ of control $\hat{\mathrm{u}}_{0 B}(\tau)(\tau=0,1, \ldots, T-1)$ is defined by:

$$
\begin{aligned}
\hat{\mathrm{v}}_{O B}(T-1) & =\hat{\mathrm{v}}_{O B}^{*}(T-1), \\
\hat{\mathrm{v}}_{O B}(\tau) & =\hat{\mathrm{v}}_{O B}^{*}(\tau)-\hat{\mathrm{v}}_{O B}^{1}(\tau), \text { if } t_{1}+1 \leq \tau \leq T-2 \\
\hat{\mathrm{v}}_{O B}(\tau) & =-\hat{v}_{O B}^{1}(\tau), \quad \text { if } 0 \leq \tau \leq t_{1} .
\end{aligned}
$$

Using (3.12) and (3.13) we can define the values of vectors $\left\{v_{B}(\tau)\right\}$ associated with the variation of control $\left\{u_{B}(\tau)\right\}$. Thus, if a new column $w_{j}\left(t_{1}\right)$ associated with a column $d_{j}\left(t_{1}\right)$ is introduced into the basis $W_{B}$, then the variation of a basic feasible control $\left\{u_{B}, u_{N}\right\}$ is defined by (cf. (1.15)):

$$
\begin{equation*}
\hat{u}_{O B}^{\theta}(\tau)=\hat{u}_{O B}(\tau)-\theta \hat{v}_{O B}(\tau) \tag{3.17}
\end{equation*}
$$

We shall refer to the determining of the variation $\left\{\hat{u}^{\theta}(\tau)\right\}$ of a feasible control $\{\hat{u}(t)\}$ as Procedure 2. The variation $\left\{\hat{u}^{\theta}(\tau)\right\}$ is satisfied to the constraints (1.1) to (1.3) of Problem 1.1 by definition. As $\{\hat{u}(\tau)\}$ is a feasible control, then the constraints (1.4) will also be satisfied for sufficiently small $\theta \geq 0$. Hence the control $\left\{\hat{u}^{\theta}(\tau)\right\}$ is feasible if $0 \leq \theta \leq \theta_{0}$. The value of $\theta_{0}$ is defined by relations (cf. (1.16)):

$$
\begin{align*}
& \left(\ell, t_{2}\right)=\arg -\min \frac{\hat{u}_{0 i}(\tau)}{\hat{v}_{0 i}(\tau)} ;  \tag{3.18}\\
& \theta_{0}=\frac{\hat{u}_{0 \ell}\left(t_{2}\right)}{\hat{v}_{0 \ell}\left(t_{2}\right)},
\end{align*}
$$

where the minimum if taken over all $(i, \tau) \in I_{0}(u), \hat{v}_{0 i}(\tau)>0$ and $\hat{u}_{0 i}(\tau), \hat{v}_{O i}(\tau)$ are the $i-t h$ components of vectors $\hat{u}_{O B}(\tau), \hat{v}_{O B}(\tau)$.

The equality (3.18) follows from (1.4) and (3.16); minimum in (3.18) is achieved at single pair ( $\ell, t_{2}$ ) in the nondegenerate case.

Let us now define the variation of trajectory $\{x(t)\}$. Considering (3.5), (3.13) and (3.15), we find that the variation of trajectory $\mathbf{x}^{\theta}(\tau)=\mathbf{x}(\tau)-\theta y(\tau)(\tau=1, \ldots, T)$ will be defined by

$$
\begin{aligned}
Y(T) & =Y^{*}(T) \\
Y(\tau+1) & =Y^{*}(\tau+1)+B_{B}^{1}(\tau) \hat{V}_{1 B}(\tau) \quad(\tau=T-2, \ldots, 1,0)
\end{aligned}
$$

where the vectors $Y^{*}(\tau)=0$ if $0 \leq \tau \leq t_{1}$, and $Y^{*}(\tau+1)=A(\tau) Y^{*}(\tau)$ $+\hat{B}_{O B}(\tau) \hat{v}_{0 B}^{*}(\tau)$, if $t_{1}+1 \leq \tau \leq T-1$.

## 4. Objective Function Variation

The special feasible variation of a basic feasible control has been built $u$ in the previous section. Now we determine the corresponding variation of the objective function (1.5) when a column vector $d_{j}\left(t_{1}\right),\left(j, t_{1}\right) \in I_{N}(u)$ is introduced in the basis $W_{B}$.

In accordance with (3.19),

$$
J_{1}\left(u^{\theta}\right)=a(T) x(T)-\theta a(T) y^{*}(T)
$$

Denote the variation of the objective function by

$$
\Delta_{j}\left(t_{1}\right) \equiv \Delta J_{1}\left(u^{\theta}\right)=\left(J_{1}\left(u^{\theta}\right)-J_{1}(u)\right) / \theta=a(T) y^{*}(T),(4,1)
$$

where indices $\left(j, t_{j}\right)$ show that the variation has been caused by introduction of the column $d_{j}\left(t_{1}\right),\left(j, t_{1}\right) \in I_{N}(u)$ to the basis.

By substituting $Y^{*}(T)$ from (3.11) with $\tau=T-1$ into (4.1),
we obtain
$\Delta_{j}\left(t_{1}\right)=a(T) A(T-1) Y^{*}(T-1)+a(T) \hat{B}_{O B}(T-1) \hat{v}_{O B}^{*}(T-1) \quad .(4.2)$
Considering (3.16), (2.15) and (1.12), we rewrite (4.2) as

$$
\begin{align*}
\Delta_{j}\left(t_{1}\right) & =q(T-1) Y^{*}(T-1)+q(T-1) B_{B}^{1}(T-2) \hat{v}_{1 B}(T-2)  \tag{4.3}\\
& +q(T) B_{B}(T-1) v_{B}(T-1),
\end{align*}
$$

where $B_{B}(T-1)$ is the matrix generated by basis columns of the matrix $B(T-1)$, variation $v_{B}(T-1)$ is associated with basic components of the vector $u_{B}(T-1)$.

By substituting

$$
Y^{*}(T-1)=A(T-2) Y^{*}(T-2)+\hat{B}_{0 B}(T-2) \hat{v}_{0 B}^{*}(T-2)
$$

into (4.3) and again using (1.12), we obtain

$$
\begin{aligned}
\Delta_{j}\left(t_{1}\right) & =q(T-2) Y^{*}(T-2)+q(T-1) \hat{B}_{O B}(T-2) \hat{v}_{O B}^{*}(T-2) \\
& +q(T-1) B_{B}^{1}(T-2) \hat{v}_{1 B}(T-2)+q(T) B_{B}(T-1) v_{B}(T-1)
\end{aligned}
$$

Considering (2.17) and (3.16), we can express $\Delta_{j}\left(t_{1}\right)$ in the form

$$
\begin{aligned}
\Delta_{j}\left(t_{1}\right) & =q(T-2) y^{*}(T-2)+q(T-1) \hat{B}_{O B}(T-2) \hat{v}_{O B}(T-2) \\
& +q(T-1) \hat{B}_{1 B}(T-2) \hat{v}_{1 B}(T-2)+q(T) B_{B}(T-1) v_{B}(T-1)
\end{aligned}
$$

Hence and from (2.15) it follows that

$$
\begin{aligned}
\Delta_{j}\left(t_{1}\right) & =q(T-2) Y^{*}(T-2)+q(T-1) \hat{B}_{B}(T-2) \hat{v}_{B}(T-2) \\
& +q(T) B_{B}(T-1) v_{B}(T-1) .
\end{aligned}
$$

Eventually by induction we obtain for all $\left(j, t_{1}\right) \in I_{N}(u)$ :

$$
\begin{equation*}
\Delta_{j}\left(t_{1}\right)=\sum_{\tau=0}^{T-1} q(\tau+1) B_{B}(\tau) v_{B}(\tau)-q\left(t_{1}+1\right) b_{j}\left(t_{1}\right) \tag{4.5}
\end{equation*}
$$

One can see that vectors $v_{B}(\tau)(\tau=0,1, \ldots, T-1)$ are a solution of the equations system (1.13). The solution is obtained by means of the compact inverse matrix Procedure 2 , which is analogous to Procedure 1 of basic feasible control computation.

$$
\begin{aligned}
& \text { Comoaring (4.5) and }(1.14) \text {, we can write } \\
& \begin{aligned}
\Delta_{j}\left(t_{1}\right) & =z_{j}\left(t_{1}\right)-c_{j}\left(t_{1}\right)=\sum_{\tau=0}^{T-1} q(\tau+1) B_{B}(\tau) v_{B}(\tau) \\
& -q\left(t_{1}+1\right) b_{j}\left(t_{1}\right) .
\end{aligned}
\end{aligned}
$$

Using the dual Problem 1.2, we can now obtain another form for the definition of the objective function variation $\Delta_{j}\left(t_{1}\right)$. This form corresponds to (1.17) and is more convenient in practice.

By substituting the expression $\hat{\mathrm{v}}_{0 \mathrm{~B}}^{*}(\mathrm{~T}-1)$ from (3.10) at $\tau=T-1$ into (4.2), one can obtain

$$
\Delta_{j}\left(t_{1}\right)=a(T) A(T-1) y^{*}(T-1)-a(T) \hat{B}_{O B}(T-1) \hat{D}_{O B}^{-1}(T-1) G(T-1) y^{*}(T-1)
$$

Define a vector $\lambda(T-1)$ as $\lambda(T-1)=a(T) \hat{B}_{0 B}(T-1) \hat{D}_{0 B}^{-1}(T-1)$. Then $\Delta_{j}\left(t_{1}\right)=p(T-1) y^{*}(T-1)$, where the vector $p(T-1)$ is computed from dual state equation (1.6) with boundary condition (1.7) at $t=T-1$.

By induction we obtain

$$
\Delta_{j}\left(t_{1}\right)=\lambda\left(t_{1}\right) d_{j}\left(t_{1}\right)-p\left(t_{1}+1\right) b_{j}\left(t_{1}\right) \quad, \quad\left(j, t_{1}\right) \in I_{N}(u),
$$

where

$$
\begin{equation*}
\lambda(t)=p(t+1) \hat{B}_{\partial B}(t) \hat{D}_{O B}^{-1}(t) \tag{4.6}
\end{equation*}
$$

and the variables $\lambda(t)$, $p(t+1)$ satisfy the dual state equation (1.6) with boundary condition (1.7).

Theorem 5.1: Vectors $\{\lambda(t)\}$ computed from (4.6), (1.6) and (1.7) are the simplex-multipliers for the basis $W_{B}$.

Proof: It is sufficient to show, in accordance with the definition of simplex-multipliers [1], that vectors $\lambda(t)$ satisfy the dual constraints (1.8) as equalities for basic indices; that is,

$$
p(t+1) b_{j}(t)-\lambda(t) d_{j}(t)=0 \quad, \quad(j, t) \in I_{B}(u)
$$

For this, let us consider the constraints (1.8) of the dual Problem 2. 1 relative to the current basis $W_{B}$ of the orimal Problem 1.1. They can be written at $t=0$ as

$$
\begin{equation*}
\lambda(0) D_{B}(0)=p(1) B_{B}(0) \tag{4.7}
\end{equation*}
$$

As a nonsingular matrix $\hat{D}_{O B}(0)$ can be generated by columns of the matrix $D_{B}(0)$, then (4.7) can be rewritten as

$$
\begin{aligned}
& \lambda(0) \hat{D}_{O B}(0)=p(1) \hat{B}_{0 B}(0) \\
& \lambda(0) \hat{D}_{1 B}(0)=p(1) \hat{B}_{1 B}(0)
\end{aligned}
$$

Now we obtain

$$
p(1)\left[\hat{B}_{O B}(0) \hat{D}_{O B}^{-1}(0) \hat{D}_{1 B}(0)-\hat{B}_{O B}(0)\right]=0
$$

or, in accordance with (2.17),

$$
\begin{equation*}
p(1) B_{B}^{1}(0)=0 . \tag{4.8}
\end{equation*}
$$

Using the state equations (1.6), the conditions (4.8) can be rewritten as

$$
p(2) A(1) B_{B}^{1}(0)-\lambda(1) G(1) B_{B}^{1}(0)=0
$$

Hence and from (1.8), we obtain for the next step,

$$
\lambda(1)=p(2) \hat{B}_{O B}(1) \hat{D}_{O B}^{-1}(0)
$$

By induction,

$$
\lambda(t)=p(t+1) \hat{B}_{O B}(t) \hat{D}_{O B}^{-1}(t)
$$

holds for all $t=1,2, \ldots, T-1$, where matrices $\hat{B}_{0 B}(t)$ and $\hat{D}_{0 B}^{-1}(t)$ are defined in Section 2. This completes the proof.

Define Procedure 3 by formulas (4.6), (1.6), and (1.7). Procedure 3 allows computation of the values of simplex-multipliers $\{\lambda(t)\}$ for the current basis $W_{B}$.

It should be noted that for computing both the values of vectors $\{\lambda(t), p(t+1)\}$ and the values of vectors $\{u(t), x(t)\}$, one can use the same matrices $\hat{D}_{O B}^{-1}(t), \hat{D}_{1 B}(t), \hat{B}_{O B}(t)$, and $B_{B}^{1}(t)$.

## 5. Conclusion

As has been shown above, the basis $W_{B}$ of dimension $m T \times m T$ of the equivalent Problem 1.1a can be replaced by the system of $T$ local bases $\left\{\hat{D}_{0 B}(t)\right\}$ of dimensions $m \times m$. In this case, all simplex operations (primal, dual solutions, pricing, etc.) can be effectively implemented using this system of local bases.

On the other hand, the original Problem 1.1 can be considered as a structured linear programming problem with constraints (1.1) to (1.4). The basic matrix $\overline{\mathrm{B}}$ for this problem has dimension
$(m+n) T \times(m+n) T$. One can easily see that the basic control $u=\left\{u_{B}, u_{N}\right\}$, determined from Procedure 1 of Section 2 with the corresponding trajectory $x$, is a basic solution for linear programming Problem 1.1.

The separata operations and the whole algorithm of the dynamic simplex method will be considered in the next part.
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## II. THE DYNAMIC SIMPLEX METHOD: A BASIS FACTORIZATION APPROACH

## 1. Introduction

In this part, separate operations and the general scheme of the dynamic simplex-method will be described. An illustrative numerical example and the theoretical evaluation of the algorithm are given. In conclusion, we consider briefly important extensions of the algorithm (non-negative state constraints, time delays in state and control variables, etc.).

For convenience, we repeat the statement of the problem below [1].

Problem 1.1: Find a control $u=\{u(0), \ldots, u(t-1)\}$ and $a$ corresponding trajectory $x=\{x(0), \ldots, x(T)\}$ satisfying the state equations

$$
\begin{equation*}
x(t+1)=A(t) x(t)+B(t) u(t) \tag{1.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
x(0)=x^{0} \tag{1.2}
\end{equation*}
$$

and constraints

$$
\begin{align*}
G(t) x(t)+B(t) u(t) & =f(t)  \tag{1.3}\\
u(t) & \geq 0 \tag{1.4}
\end{align*}
$$

which maximize the objective function

$$
\begin{equation*}
J_{1}(u)=a(T Y x(T) \tag{1.5}
\end{equation*}
$$

Here we use the same notations as in Part $I$.
Problem $T .1$ can be considered as some "large" linear programming problem with constraints (1.1) to (1.4). The constraint matrix of Problem 1.1 has a staircase structure and dimension $(r+n) T \times(m+n) T$; decision variables are $\{u, x\}=\left\{u_{k}(t), x_{i}(t+1)\right.$ ( $k=1, \ldots, r ; i=1, \ldots, n ; t=0, \ldots, T-1$ ) $\}$.
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We shall denote a basic feasible solution of problem 1.1 by $\left\{u_{B}, x\right\}$ (the free variables $x$ are always in a basis). Evidently, $u_{B}$ is a basic feasible control in the sense of Definition 1.2 [1].

## 2. Basis Factorization Approach

The method which was considered in [1], can be interpreted as some basis factorization approach to Problem 1.1's solution. Below we describe the method in these terms.

We need the following assertion.
Theorem 2.1: [2]: Let a non-singuiar square matrix $F$ be partitioned into blocks

$$
\left.F=\left[\begin{array}{cc}
\frac{m}{H} & \frac{n}{P}  \tag{2.1}\\
\hdashline Q & : \\
\hdashline R
\end{array}\right]\right\} n
$$

where $A$ is a non-singular matrix.
Then $F$ is represented as the product of upper and Zower triangular matrices in the form

$$
\left.F=\bar{F} \cdot U=\left[\begin{array}{c:c}
H & 0  \tag{2.2}\\
\hdashline \dot{Q} & \vdots
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{m}{I_{m}}: \stackrel{n}{m} \\
\hdashline: M_{n} \\
0
\end{array}\right]\right\}_{n}^{m},
$$

where

$$
\begin{equation*}
C=R-Q H^{-1} P, \quad|C| \neq 0, \quad \phi=H^{-1} P \tag{2.3}
\end{equation*}
$$

$I_{m}$ and $I_{n}$ are the identity matrices of appropriate dimensions; the inverse of each of the factors is readily obtained and their product yields the inverse of $F$ :

$$
\mathrm{F}^{-1}=\left[\begin{array}{c:c}
\mathrm{H}^{-1}+\mathrm{H}^{-1} \mathrm{PC}^{-1} \mathrm{QH}^{-1} & \vdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\cdots \cdots \cdots \cdots \cdots \mathrm{H}^{-1} \mathrm{PC}^{-1} \\
-\mathrm{C}^{-1} \mathrm{QH}^{-1} & \vdots
\end{array}\right] \cdot(2.4)
$$

Theorem 2.1 is not stated in [2] in explicit form, but directly follows from results given in [2].

We now apply the theorem to Problem 1.1. The basis matrix $\bar{B}$ of Problem 1.1 has the same structure as the constraint matrix:

where $I$ is the identity matrix of dimension $n \times n, D_{B}(t)$ and $B_{B}(t)$ are submatrices, formed by basic columns of the constraint matrix.

As the rows of $D_{B}(0)$ are linearly independent, one can choose m linearly independent columns in the matrix $D_{B}(0)$. These colums generate the matrix $\hat{D}_{0 B}(0)$.

By column permutation, we can transform the matrix $D_{B}(0)$ and obtain $D_{B}(0)=\left[\hat{D}_{O B}(0) ; \hat{D}_{1 B}(0)\right]$, where $\hat{D}_{1 B}(0)$ is the submatrix, consisting of the columns of the matrix $D_{B}(0)$ which are not in the matrix $\hat{D}_{O B}(0)$.

The column permutation of the matrix $D_{B}(0)$ imolies the corresponding partition of the matrix $B_{B}(0): B_{B}(0)=\left[\hat{B}_{0 B}(0) ; \hat{B}_{1 B}(0)\right]$.

In accordance with Theorem 2.1, one can show that the matrix $\bar{B}$ is expressed as

$$
\begin{equation*}
\overline{\mathrm{B}}=\overline{\mathrm{B}}_{0} \mathrm{U}_{0} \tag{2.6}
\end{equation*}
$$

where $U_{0}$ is the upper triangular matrix whose dimensions conform with those of $\overline{\mathrm{B}}$.

$$
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In the matrix $U_{0}$, the dimension and location of the matrix

$$
\Phi_{B}(0)=\hat{D}_{0 B}^{-1}(0) \hat{D}_{1 B}(0)
$$

coincide with the dimension and location of the matrix $\hat{D}_{1 B}(0)$ in $\vec{B}$. The matrix $\overline{\mathrm{B}}_{0}$ is obtained from the matrix $\overline{\mathrm{B}}$ through replacement $\left[\hat{D}_{Q B}(0) ; \hat{D}_{1 B}(0)\right]$ b $\underset{\hat{X}}{ }\left[\hat{D}_{O B}(0) ; 0\right]$ and $\hat{B}_{1 B}(0)$ by $B_{B}^{1}(0)=\hat{B}_{1 B}(0)-\hat{B}_{O B}(0) \Phi_{B}(0)$.

In the matrix $\bar{B}_{0}$, we permute the submatrix $-I$ and the submatrix $B_{B}{ }^{1}(0)$. Then we permute the submatrices $G(1)$ and $A(1)$ in the matrix $\bar{B}_{0}$ and the submatrix $\Phi_{B}(0)$ in the matrix $U_{0}$ respectively.

By analogy with (2.6), we can write that $\overline{\mathrm{B}}_{0}=\overline{\mathrm{B}}_{1} \nabla_{0}$, where $V_{0}$ is the upper triangular matrix of the matrix $\bar{B}_{0}$ dimension:

$$
\begin{aligned}
& \mathrm{V}_{0}=\left[\begin{array}{llllllll}
1 & & & & & & & \\
& \cdot & & & & & & \\
& & \cdot & \cdot & & & -\mathrm{B}_{\mathrm{B}}^{1}(0) & \\
& & & \cdot & & & & \\
& & & & \cdot & & & \\
\\
& & & & & \cdot & & \\
& & & & & & & \\
& & & & & & & \\
& & & & & & & \\
& & & & \\
& & & & & &
\end{array}\right], \\
& B_{B}^{1}(0)=\hat{B}_{1 B}(0)-\hat{B}_{O B}(0) \Phi_{B}(0)
\end{aligned}
$$

and


The dimension and location of the matrix $-B_{B}^{1}(0)$ in $V_{0}$ coincide with the dimension and location of the matrix $B_{B}^{1}(0)$ in $\bar{B}_{0}$. The matrix $\overline{\bar{B}}_{1}$ is obtained from $\overline{\bar{B}}_{0}$ by the replacement of submatrices

$$
\begin{array}{rll}
{\left[-I: B_{B}^{1}(0)\right]} & \text { by } & {[-I: 0] \quad,} \\
{\left[G(1): 0: D_{B}(1)\right]} & \text { by } & {\left[G(1): G(1) B_{B}^{1}(0): D_{B}(1)\right],} \\
{\left[A(1): 0: B_{B}(1)\right]} & \text { by } & {\left[A(1): A(1) B_{B}^{1}(0): B_{B}(1)\right] .}
\end{array}
$$

In accordance with Theorem 2.1, a matrix, obtained from the matrix $\bar{B}_{1}$ by cutting out the rows coinciding with the rows of submatrices $\hat{D}_{O B}(0)$ and $\hat{B}_{O B}(0)$ and by cutting out the columns coinciding with the columns of submatrices $\hat{D}_{O B}(0)$ and $G(1)$, is nonsingular. Consequently, the rows of the matrix

$$
\left[G(1) B_{B}^{1}(0): D_{B}(1)\right]
$$

are linearly independent, and by column permutation, this matrix can be reduced to the form

$$
\left[G(1) B_{B}^{1}(0): D_{B}(1)\right]=\left[\hat{D}_{O B}(1): \hat{D}_{1 B}(1)\right]
$$
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where the matrix $\hat{D}_{0 B}(1)$ is nonsingular and the matrix $\hat{D}_{1 B}$ (1) is generated by columns $\left[G(1) B_{B}(0): D(1)\right]$, which are not in the matrix $\hat{D}_{0 B}(1)$.

The matrices

$$
\left[A(1) B_{B}^{1}(0): B_{B}(1)\right]=\left[\hat{B}_{0 B}(1): \hat{B}_{1 B}(1)\right]
$$

and $\Phi_{B}(0)$ in matrix $U_{0}$, as well as the matrix $-B_{B}^{-1}(0)$ in the matrix $V_{0}$, are partitioned similarly.

Proceeding in a similar way, we obtain

$$
\begin{equation*}
\overline{\mathrm{B}}=\mathrm{B}^{*} \mathrm{~V}_{\mathrm{T}-2} \mathrm{U}_{\mathrm{T}-2} \cdots \cdots \mathrm{~V}_{0} \mathrm{U}_{0}=\mathrm{B}^{*} \mathrm{U}, \tag{2,7}
\end{equation*}
$$

where

where $\hat{D}_{O B}(t)(t=0, \ldots, T-1)$ is a square non-singular matrix of dimension $m \times m$ and is formed either by colums of the matrix $D(t)$ or by some columns of matrices $D(\tau)(\tau=0, \ldots, t-1)$, which are recomputed to step $t$ during factorization process. Evidently, the matrices $\hat{D}_{0 B}(t)(t=0,1, \ldots, T-1)$, obtained in such a way, coincide with the local bases, which were defined in 1.].

The matrices $U_{t}$ and $V_{t}(t=0,1, \ldots, T-2)$ are

and


$$
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where $\Phi_{i}^{j}(t)$ and $-B_{i}^{j}(t)$ correspond to those basic control variables $u_{B}(i)$, which enter local basis $\hat{D}_{0 B}(j)$. Location of rows of submatrices $\Phi_{i}^{j}(t)$ and $-B_{i}^{j}(t)$ correspond to the location of rows of submatrices $\hat{D}_{O B}(t)$ and $\hat{B}_{O B}(t)$ in $B^{*}$.

We denote the non-zero columns in the right corners of the matrices $U_{t}$ and $V_{t}$ by $\Phi_{B}(t)$ and $B_{B}^{1}(t)$ :

$$
\begin{aligned}
& \Phi_{B}(t)=\left[\begin{array}{lllll}
\Phi_{0}^{t+1}(t) & \ldots & \Phi_{i}^{j}(t) & \ldots & \Phi_{t}^{T-1}(t)
\end{array}\right] \\
& B_{B}^{1}(t)=\left[\begin{array}{lllll}
-B_{0}^{t+1}(t) & \ldots & -B_{i}^{j}(t) & \ldots & -B_{t}^{T-1}(t)
\end{array}\right] .
\end{aligned}
$$

By construction, these matrices are defined from

$$
\begin{align*}
& \Phi_{B}(t)=\hat{D}_{O B}^{-1}(t) \hat{D}_{1 B}(t)  \tag{2.8}\\
& B_{B}^{1}(t)=\hat{B}_{1 B}(t)-\hat{B}_{O B}(t) \Phi_{B}(t) \tag{2.9}
\end{align*}
$$

One can see that these matrices conform with the matrices defined by fomulas (2.12) and (2.17) in [1].

Taking into account the permutation of basis columns in the factorization process, we can write the basic variables as

$$
\left\{u_{B}, x\right\}=\left\{\hat{u}_{O B}(0), x(1), \hat{u}_{O B}(1), \ldots, \hat{u}_{O B}(T-1), x(T)\right\},
$$

where vector $\hat{u}_{O B}(t)$ corresponds to matrix $\hat{D}_{O B}(t)(t=0,1, \ldots, T-1)$.
At each simplex iteration, it is necessary to solve three system of linear equations for:
(1) determination of a basic solution;
(2) computation of coefficients $\{v, y\}$ which are the representation of the incoming vector

$$
Y_{j}\left(t_{1}\right)=\left(0, \ldots, 0, d_{j}^{T}\left(t_{1}\right), b_{j}^{T}\left(t_{1}\right), 0, \ldots, 0\right)^{T}
$$

in terms of the basis;
(3) determination of the simplex-multipliers.

Now we describe these procedures for factorized representation of the basis. We single out the following procedures: the primal solution, the dual solution; pricing and updating.
3. Primal Solution

Vector $X=\left(u_{B}, x\right)$ is calculated from the solution of the system

$$
\begin{equation*}
\bar{B} X=B^{*} U X=B^{*} V_{T-2} \ldots U_{0} X=b \tag{3.1}
\end{equation*}
$$

where $b$ is the constraint vector of Problem 1.1.
Denote

$$
\mathrm{X}^{*}=\mathrm{UX} ;
$$

then the calculation of the vector $X$ reduces to subsequent solution of two systems of linear equations in forward and backward runs:

$$
\begin{align*}
B^{*} X^{*} & =b  \tag{3.2}\\
U X & =X^{*} \tag{3.3}
\end{align*}
$$

The solution of (3.2) is determined by recurrent formulas:

$$
\begin{array}{rlrl}
\hat{u}_{0 B}^{*}(t) & =\hat{D}_{O B}^{-1}(t)\left(f(t)-G(t) x^{*}(t)\right) & (t=0, \ldots, T-1), \\
\mathbf{x}^{*}(t+1) & =A(t) x^{*}(t)+\hat{B}_{0 B}(t) \hat{u}_{O B}^{*}(t) & (t=0, \ldots, T-1),(3.4) \\
\mathbf{x}^{*}(0) & =x(0) \quad
\end{array}
$$

The system (3.3), considering (2.3), can be written as

$$
X=U_{0}^{-1} \ldots V_{T-2}^{-1} X^{*}
$$

It is easy to see that the matrices $U_{t}^{-1}$ and $V_{t}^{-1}$ are obtained from the matrices $U_{t}$ and $V_{t}$ by simply changing the signs of the elements which are above the main diagonal. Therefore the solution of the system (3.3) reduces to the recurrent formulas:

$$
\begin{align*}
x(T) & =x^{*}(T), \\
u(T-1) & =u^{*}(T-1), \\
x(T) & =x^{*}(t)+\sum_{i=0}^{t-1} \sum_{j=t}^{T-1}\left[B_{i}^{j}(t): 0\right] \hat{u}_{O B}(j),(t=T-1, \ldots, 1)  \tag{3.5}\\
\hat{u}_{O B}(t) & =\hat{u}_{O B}^{*}(t)-\sum_{i=0}^{t} \sum_{j=t+1}^{T-1}\left[\phi_{i}^{j}(t): 0\right] \hat{u}_{O B}(j),(t=T-2, \ldots, 0)
\end{align*}
$$

Here the notation $\left[B_{i}^{\dot{j}}(t): 0\right]$ and $\left[\Phi_{i}^{j}(t): 0\right]$ denote that the matrices $B_{i}^{j}(t)$ and $\phi_{i}^{j}(T)$ are augmented by zeros, if necessary, so that the matrices conform with multiplying.

The coefficients

$$
\bar{Y}_{j}\left(t_{1}\right)=\left(\hat{v}_{O B}(0), Y(1), \hat{v}_{O B}(1), \ldots, Y(T)\right)
$$

which represent the vector $Y_{j}\left(t_{1}\right)$ in terms of the basis, are calculated from the solution of the system

$$
\bar{B} \bar{Y}_{j}\left(t_{1}\right)=Y_{j}\left(t_{1}\right)
$$

On the forward run, we find the vector sequence ( $\mathrm{v}^{*}, \mathrm{y}^{*}$ ) :

$$
\begin{align*}
\hat{v}_{O B}^{*}(t) & =0, \\
Y^{*}(t+1) & =0, \quad\left(t=0, \ldots, t_{1}-1\right), \\
\hat{v}_{O B}^{*}\left(t_{1}\right) & =\hat{D}_{O B}^{-1}\left(t_{1}\right) d_{j}\left(t_{1}\right),  \tag{3.6}\\
Y^{*}\left(t_{1}+1\right) & =\hat{B}_{O B}\left(t_{1}\right) \hat{v}_{O B}^{*}\left(t_{1}\right)-b_{j}\left(t_{1}\right), \\
\hat{v}_{O B}^{*}(t) & =-\hat{D}_{O B}^{-1}(t) G(t) Y^{*}(t), \\
Y^{*}(t+1) & =A(t) Y^{*}(t)+\hat{B}_{O B}(t) \hat{v}_{O B}^{*}(t), \quad\left(t=t_{1}+1, \ldots, T-1\right)
\end{align*}
$$

On the backward run, we find vector sequence ( $v, Y$ );

$$
\begin{aligned}
& y(T)=y^{*}(T), \\
& \hat{v}_{0 B}(T-1)=v_{0 B}^{*}(T-1), \\
& y(t)=y^{*}(t)+\sum_{i=0}^{t-1} \sum_{j=t}^{T-1}\left[B_{i}^{j}(t): 0\right] \hat{v}_{O B}(j), \\
&(t=T-1, \ldots, 1), \\
& \hat{v}_{O B}(t)=\hat{v}_{O B}^{*}(t)-\sum_{i=0}^{t} \sum_{j=t+1}^{T-1}\left[\Phi_{i}^{j}(t): 0\right] \hat{v}_{O B}(j) \\
&(t=T-2, \ldots, 0) .
\end{aligned}
$$

For given sequences $\hat{u}$ and $\hat{v}$, the pair of indices $\left(\ell, t_{2}\right)$ which correspond to the outgoing vector, is defined by

$$
\begin{equation*}
\theta_{0}=\min _{(i, \tau)} \frac{\hat{u}_{0 i}(\tau)}{\hat{v}_{0 i}(\tau)}=\frac{\hat{u}_{0 \ell}\left(t_{2}\right)}{\hat{v}_{0 i}(\tau)>0} \text { (t, } . \tag{3.8}
\end{equation*}
$$

## 4. Dual Solution

$$
\begin{align*}
& \text { We define }(n+m) T-\text { vector } \pi=\{\lambda, p\} \text { as } \\
& \qquad C_{B}=\pi \bar{B} \tag{4.1}
\end{align*}
$$

where $\bar{B}$ is a basis matrix (2.5) and $c_{B}=\{0, \ldots, 0, a(T)\}$. From (4.1) and representation (2.7) of the basis matrix $\bar{B}$, we can calculate the simplex-multipliers $\{\lambda, p\}=\{\lambda(0), p(1), \ldots, \lambda(T-1), p(T)\}$ in a similar way using the same matrices $\hat{B}_{O B}(t)$ and $\hat{D}_{O B}^{-1}(t)$ :

$$
\begin{align*}
& p(T)=a(T) \\
& \lambda(t)=p(t+1) \hat{B}_{O B}(t) \hat{D}_{O B}^{-1}(t), \quad(t=T-1, \ldots, 0)  \tag{4.2}\\
& p(t)=p(t+1) A(t)-\lambda(t) G(t), \quad(t=T-1, \ldots, 1) .
\end{align*}
$$

One can see that the formulas (3.4) to (3.7) are the explicit expression of Procedure 1 [1] for determination of basic variables and coefficients, expressing a column not in the basis by the basis colmans. The formulas (4.2) for determination of simplexmultipliers coincide with the formulas of Procedure 3 [1].

## 5. Pricing

The pricing procedure is now constructed straightforwardly. To price out a vector $d_{j}(t)$ which is not in the basis, we use formulas [1]:

$$
\begin{equation*}
\Delta_{j}(t)=\lambda(t) d_{j}(t)-p(t+1) b_{j}(t) \tag{5.1}
\end{equation*}
$$

where the simplex-multipliers $\lambda(t)$ and $p(t+1)$ are defined from (4.2).

It should be noted that the method requires only partial pricing: that is, to determine $\lambda\left(t_{1}\right)$ and $p\left(t_{1}+1\right)$, which are needed for pricing out the nonbasic components of vector $u\left(t_{1}\right)$, one has to calculate vectors $\lambda(t)$ and $p(t+1)$ only for $t=T-1, T-2, \ldots$, $t_{1}+1$. These computations require only a part of the basis inverse representation, in particular, only a few of the local bases. In a standard approach it is generally not possible to compute part of the components of the simplex-multipliet vector without computing the whole vector.

## 6. Updating

The pricing procedure of computing the values $\lambda_{j}(t)$ for vectors $d_{j}(t),(j, t) \in I_{N}(u)$, which are not in the basis allows us to define the vector to be introduced into the basis and the vector to be removed from the basis.

Let $d_{j}\left(t_{1}\right)$ be the ingoing column vector and $\hat{d}_{0 \ell}\left(t_{2}\right)$ be the outgoing column vector. Here $d_{j}\left(t_{1}\right)$ is the $j$-th nonbasic column of the matrix $D\left(t_{1}\right)$ and $A_{O \ell}\left(t_{2}\right)$ is the $\ell-t h$ column of the matrix $\hat{D}_{O B}\left(t_{2}\right), 0 \leq t_{1}, t_{2} \leq T-1$.
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Replacing the vector $d_{j}\left(t_{1}\right)$ by the vector $\hat{d}_{o l}\left(t_{2}\right)$ implies the updating of the old system of local basis $\left\{\hat{D}_{0 B}(t)\right\}$ by a new system of local bases $\left\{\hat{D}_{O B}(t)\right\}^{\prime}$.

As in the case of the static simplex method, the updating procedure must be done efficiently as it constitutes the main effort of each iterative cycle of the algorithm.

In the dynamic simplex method, we operate with the system of inverses $\left\{\hat{D}_{0 B}^{-1}(t)(t=0,1, \ldots, T-1)\right\}$ of local bases. Hence the efficiency of the method will be directly defined by the updating scheme of the inverses $\left\{\hat{D}_{0 B}^{-1}(t)\right\}$.

The main complications of the updating procedure in the dynamic case is the fact that, first, the updating of a local basis at step $t$ can change the subsequent local bases $\hat{D}_{0 B}(\tau)$ $(\tau=t+1, \ldots, T-1)$ and that, second, the outgoing vector $A_{0 \ell}\left(t_{2}\right)$ may belong to the local basis $\hat{D}_{0 B}\left(t_{2}\right)$ at another step $t_{2}, t_{2}{ }^{\prime \prime} t_{1}$.

The theorem below gives a sufficient condition when the replacement of a basis column in a local basis $\hat{D}_{O B}(t)$ does not change the other local bases.

Theorem 6.1: The replacement of the i-th column in a local basis $\hat{\mathrm{D}}_{0 \mathrm{~B}}(\mathrm{t})$ does not change the other local bases, if the i-th row of the matrix $\Phi_{\mathrm{B}}(\mathrm{t})$, where $\Phi_{\mathrm{B}}(\mathrm{t})$ defined by (2.8), vanishes.

Proof: When we replace the i-th colum in the matrix $\hat{B}_{O B}(t)$, then in accordance with (2.7), the updating of the matrix $\Phi_{B}(t)$ will be similar to the updating of the inverse $\hat{D}_{O B}^{-1}(t)$, that is, the i-th pivot row of the matrix is added to the other row with some coefficients [3].

Therefore, if the i-th row of the matrix $\Phi_{B}(t)$ is zero, the matrix $\Phi_{B}(t)$ will not change. In accordance with (2.9), the matrix $B_{B}(t)$ does not change either. Considering the construction of matrices $\hat{D}_{0 B}(t)$ at next steps, we find that all subsequent local bases $\hat{D}_{0 B}(\tau)(\tau=t+1, t+2, \ldots, T-1)$ also do not change.
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Consequence_6.1: If an element $\phi_{i j}(t)$ of the matrix $\$_{B}(t)$ is zero, then the replacement of the i-th column in the local basis $\hat{D}_{O B}(t)$ does not change the $j-t h$ column in the matrix $B_{B}^{1}(t)$.

Now let us consider the interchange of the $\ell$-th column of local basis $\hat{D}_{O B}(t)$ with a column of local basis $\hat{D}_{O B}(t+1)$ and find how the inverses $\hat{D}_{O B}^{-1}(\tau)$ and matrices $\phi_{B}(\tau), B_{B}(\tau)$ ( $\tau=t, \ldots, T-1$ ) are updated at this interchange. For this, we need the following theorem.

Theorem 6.2: Let the $k$-th column of submatrix $\left[\begin{array}{l}\mathrm{H} \\ \mathrm{Q}\end{array}\right]$ of the matrix $F$ in (2.1) be interchanged with the l-th column of submatrix $\left[\begin{array}{c}\mathrm{P} \\ \mathrm{R}\end{array}\right]$ and let the slement $\phi_{\mathrm{kl}}$ of the matrix $\Phi=\mathrm{H}^{-1} \mathrm{P}$ be not zero (pivoting element). Then, denoting the updated submatrices in $F$ is $\mathrm{H}^{\prime}, \mathrm{Q}^{\prime}, \mathrm{P}^{\prime}$ and $\mathrm{R}^{\prime}$, the following relations hold:

$$
\begin{equation*}
\text { (i) } \quad\left(H^{-1}\right)^{\prime}=E_{k} H^{-1} \tag{6.1}
\end{equation*}
$$

where $\mathrm{E}_{\mathrm{k}}$ is an elementary ( $\mathrm{m} \times \mathrm{m}$ ) column matrix with elements of the non-zero $\dot{\kappa}$-th column:

$$
\begin{align*}
& n_{i}=-\frac{\phi_{i \ell}}{\phi_{k \ell}}(i=1, \ldots, n, i \neq k) \\
& n_{k}=\frac{1}{\phi_{k \ell}} \\
& (i i) \quad \phi_{i}^{\prime}=E_{k} \phi_{i} \quad i \neq \ell, \phi_{\ell}^{\prime}=\left[n_{1}, \ldots, n_{m}\right]^{T},  \tag{6.2}\\
& \left(C^{-1}\right) \quad=E_{\ell} C^{-1}, \tag{6.3}
\end{align*}
$$

Where $\Phi_{i}$ is the i-th column of $\Phi, \mathrm{E}_{\mathrm{Q}}$ is an elementary ( $\mathrm{n} \times \mathrm{n}$ ) row matrix with elements of the non-zero $\ell=t h$ row equal to $-\phi_{l i}$ (i $=1, \ldots, n$ );

$$
\begin{equation*}
\text { (iii) } \quad C^{\prime}=C E_{\ell}^{-1} \tag{6.4}
\end{equation*}
$$

where $E_{\ell}^{-1}$ is an elementary $(n \times n)$ row matrix with elements of the non-zero $\ell$-th row:

$$
\begin{aligned}
& \eta_{i}=-\frac{\phi_{k i}}{\phi_{k \ell}} \quad(i=1, \ldots, n ; i \neq \ell) \\
& \eta_{\ell}=-\frac{1}{\phi_{k \ell}}
\end{aligned}
$$

Proof: Formulas (6.1) and (6.2) are the basis updating formulas in the simplex method [3]. Now, to prove (6.3): the colum permutations of the matrix $F$ can be written as a matrix product $\hat{F}=$ FT, where


As $T^{-1}=T$, then $\hat{F}^{-1}=T F^{-1}$. Taking into account the partitioning of the matrices and using Theorem 2.1, we obtain

$$
\begin{aligned}
& =-\left[\begin{array}{lllll}
0 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & & \vdots \\
0 & \ldots & 1 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & \ldots & 0 & \ldots & 0
\end{array}\right] \quad \Phi C^{-1}+\left[\begin{array}{llll}
1 & & & \\
& \ddots & \\
& & & \\
& & & 1
\end{array}\right] \quad c^{-1}=E_{\ell} C^{-1}
\end{aligned}
$$

The relation (6.4) follows directly from (6.3). This comoletes the proof of the theorem.

Now let $\phi_{\ell_{q}}(t) \neq 0$ be the pivoting element of the matrix $\Phi_{B}(t)$, which correspond to the $q-t h$ component of the vector $\hat{u}_{0 B}(t+1)$. According to Theorem 6.2, at the interchange of the $\ell-t h$ column of the matrix $\hat{D}_{O B}(t)$ with the $q-t h$ column of the matrix $\hat{D}_{1 B}(t)$, the inverse $\hat{D}_{0 B}^{-1}(t)$ is updated by premultiplying on the elementary matrix. The elementary matrix has dimension $m \times m$ and differs from the identity matrix by the $\ell$-th column with components [3]:

$$
\begin{aligned}
& \eta_{i}=-\frac{\phi_{i q}(t)}{\phi_{\ell q}(t)} \quad(i=1, \ldots, m ; i \neq \ell) ; \\
& \eta_{i}=\frac{1}{\phi_{\ell q}(t)} \quad(i=\ell) .
\end{aligned}
$$

The colum permutation in matrices $\hat{B}_{O B}(t)$ and $\hat{B}_{1 B}(t)$ is carried out in a similar way. The matrix $B_{B}(t)$ is updated according to Theorem 6.2 as

$$
\begin{equation*}
\left[B_{B}^{1}(t)\right]^{\prime}=B_{B}^{1}(t) E_{q} \tag{6.5}
\end{equation*}
$$

where $E_{q}$ is an elementary row matrix, which differs from the identity matrix by the $q$-th row with components

$$
\begin{aligned}
& \xi_{i}(t)=\frac{\phi_{\ell i}(t)}{\Phi_{\ell q}(t)}, \quad i \neq q ; \\
& \xi_{i}(t)=-\frac{1}{\Phi_{\ell q}(t)}, \quad i=q \quad .
\end{aligned}
$$

Define now the updating of the inverses $\left.\hat{D}_{0 B}^{-1}: \tau\right)(\tau=t+1, \ldots$, T-1).

Theorem 6.3: Let $\phi_{\ell q}(t) \neq 0$ be the pivoting element of the matrix $\Phi_{B}(t)$ (which corresponds to the $q-t n$ component of vector $\left.\hat{u}_{O B}(t+1)\right)$.

Then at the interchange of the l-th column of $\hat{\partial}_{O B}(t)$ with the $q$-th column of $\hat{D}_{0 B}(t+1)$ the following relations hold:

$$
\begin{align*}
{\left[\hat{D}_{O B}^{-1}(t+1)\right]^{\prime} } & =L_{Q}^{-1} \hat{D}_{O B}^{-1}(t+1) \\
{\left[\hat{B}_{O B}(t+1)\right]^{\prime} } & =\hat{B}_{O B}(t+1) L_{q}  \tag{6.7}\\
{\left[\Phi_{B}(t+1)\right]^{\prime} } & =L_{q}^{-1} N_{Q}+L_{q}^{-1} \hat{T}_{B}(t+1) \tag{6.8}
\end{align*}
$$

where $L_{q}$ is an elementary row ( $\mathrm{m} \times \mathrm{m}$ ) matrix; which differs from the unit matrix by the $\mathrm{q}-\mathrm{th}$ row, and $\mathrm{N}_{\mathrm{q}}$ is a matrix which differs from the zero matriz by the $q-t h$ row.

The matrix $\mathrm{B}_{\mathrm{B}}^{1}(\mathrm{t}+1)$ is not changed at this permutation, neither are all the subsequent local bases $\hat{D}_{0 B}(\tau)$ and matrices $\Phi_{B}(\tau)$, $B_{B}^{1}(\tau) \quad(\tau=t+2, \ldots, T-1)$.

Proof: Taking into account the structure of the matrices $\hat{D}(t+1)$ and $\hat{B}_{B}(t+1)$, we can write (after column permutations):

$$
\begin{align*}
\hat{D}_{B}(t+1) & =\left[G(t+1) B_{B}^{1}(t+1) ; D_{B}(t+1)\right]  \tag{6.9}\\
& =\left[\hat{D}_{O B}(t+1) ; \hat{D}_{1 B}(t+1)\right]
\end{align*}
$$

and

$$
\begin{aligned}
& \hat{B}_{B}(t+1)=\left[A(t+1) B_{B}^{1}(t+1) ; B_{B}(t+1)\right] \\
& =\left[\hat{B}_{O B}(t+1), \hat{B}_{1 B}(t+1)\right] \text {. } \\
& \text { Considering (6.9) and (6.10), we obtain } \\
& {\left[\begin{array}{l}
{\left[\hat{D}_{O B}(t+1)\right]^{\prime}\left[\hat{D}_{1 B}(t+1)\right]^{\prime}} \\
{\left[\hat{B}_{O B}(t+1)\right]^{\prime}\left[\hat{B}_{1 B}(t+1)\right]^{\prime}}
\end{array}\right]=\left[\begin{array}{ll}
\hat{D}_{O B}(t+1) & \hat{D}_{1 B}(t+1) \\
\hat{B}_{O B}(t+1) & \hat{B}_{1 B}(t+1)
\end{array}\right]\left[\begin{array}{cc}
L_{q} & N_{q} \\
0 & I
\end{array}\right](6.11)} \\
& \text { Here }\left[\hat{D}_{B}(t+1)\right]^{\prime},\left[\hat{B}_{B}(t+1)\right]^{\prime} \text { are the updated matrices cor- } \\
& \text { responding to the new basis: } L_{q} \text { is the elementary row ( } m \times m \text { ) } \\
& \text { matrix; } \mathrm{N}_{\mathrm{q}} \text { is the }(\mathrm{n} \times \mathrm{k} \text { ) matrix; } \mathrm{I} \text { is the identity matrix of dimen- } \\
& \text { sion ( } k \times \underset{k}{( }) \text {. }
\end{aligned}
$$

$$
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$$

The right matrix in (6.11) is built up as follows: the matrix $\mathrm{E}_{\mathrm{q}}$ in (6.5) is enlarged up to dimension ( $\mathrm{m}+\mathrm{k}$ ) $\times(\mathrm{m}+\mathrm{k})$ in such a way that in the added part the main diagonal contains units and all the remaining added elements are zero; then the elements of the q-th row are permuted in accordance with the columns permutations of the matrix $\hat{D}_{B}(t+1)$, when it is partitioned on the matrices $\hat{D}_{0 B}(t+1)$ and $\hat{D}_{1 B}(t+1)$.

Multiplying the right-hand matrices in (6.11) and taking into account their partitioning, we obtain (6.6) and (6.7). Besides,

$$
\begin{align*}
& {\left[\hat{D}_{1 B}(t+1)\right]^{\prime}=\hat{D}_{0 B}(t+1) N_{q}+\hat{D}_{1 B}(t+1)} \\
& {\left[\hat{B}_{1 B}(t+1)\right]^{\prime}=\hat{B}_{0 B}(t+1) N_{q}+\hat{B}_{1 B}(t+1) .} \tag{6.12}
\end{align*}
$$

According to (2.9), we have

$$
\begin{equation*}
\left[B_{B}^{1}(t+1)\right]^{\prime}=\left[\hat{B}_{1 B}(t+1)^{\prime}-\left[\hat{B}_{0 B}(t+1)\right]^{\prime}\left[\hat{D}_{O B}^{-1}(t+1)\right]^{\prime}\left[\hat{D}_{1 B}(t+1)\right]^{\prime}\right. \tag{6.13}
\end{equation*}
$$

Substituting (6.6) and (6.7) into (6.13), we obtain

$$
\begin{aligned}
{\left[B_{B}^{1}(t+1)^{\prime}\right.} & =\hat{B}_{O B}(t+1) N_{q}+\hat{B}_{1 B}(t+1)-\hat{B}_{O B}(t+1) L_{q} I_{q}^{-1} \\
& \times \hat{D}_{O B}^{-1}(t+1)\left(\hat{D}_{O B}(t+1) N_{Q}+\hat{D}_{1 B}(t+1)\right) \\
& =\hat{B}_{1 B}(t+1)-\hat{B}_{O B}(t+1) \hat{D}_{O B}^{-1}(t+1) \hat{D}_{1 B}(t+1) \\
& =B_{B}^{1}(t+1) .
\end{aligned}
$$

The matrix $B_{B}^{1}(t+1)$ is not changed, therefore all the subsequent local bases $\hat{D}_{0 B}(\tau)$ and matrices $\Phi_{B}(\tau), B_{B}(\tau)(\tau=T+2, \ldots$, T-1) are not changed.

$$
\text { Finally, taking into account }(6.6) \text { and (6.12), we obtain }
$$ (6.8):

$$
\left[\Phi_{B}(t+1)\right]^{\prime}=\left[\hat{D}_{0 B}^{-1}(t+1)\right]^{\prime}\left[\hat{D}_{1 B}(t+1)\right]^{\prime}=L_{q}^{-1} N_{q}+L_{q}^{-1} \Phi_{B}(t+1)
$$

This procedure we shall call the interchange of the $\ell$-th column of the matrix $\hat{\mathrm{D}}_{\mathrm{CB}}(\mathrm{t})$ with the $q-t h$ column of the matrix $\hat{D}_{O B}(t+1)$.

Now let us consider the interchange of the $\ell$-th column of the matrix $\hat{D}_{0 B}(t)$ with some colum of the matrix $\hat{D}_{O B}\left(t^{*}\right)$, $t^{*}>t+1$.

In the $\ell$ row of the matrix $\Phi_{B}(t)$, let the first non-zero element $\phi_{\ell q}(t)$ correspond to the basic variable, which is recomputed to the local basis $\hat{D}_{O B}\left(t^{*}\right)$, and all elements $\phi_{\ell i}(t)$, corresoonding to the variables which are recomputed to local bases $\hat{D}_{O B}(\tau), t<\tau<t^{*}$, equal to zero. Now we partition the matrices $\Phi_{B}(t)$ and $\hat{B}_{1 B}(t)$ into two parts:

$$
\begin{align*}
\Phi_{B}(t) & =\left[\Phi_{1}(t) ; \Phi_{2}(t)\right] ; \\
\hat{B}_{1 B}(t) & =\left[\hat{B}_{11}(t) ; \hat{B}_{12}(t)\right] ;  \tag{6.14}\\
B_{B}^{1}(t) & =\left[B_{1}^{1}(t) ; B_{2}^{1}(t)\right]
\end{align*}
$$

Let the columns corresponding to the variables which are recomputed into the local bases $\hat{D}_{O B}(\tau), t<\tau<t^{*}$, enter the matrix $\left.\Phi_{1}(t)\left(\hat{B}_{11}(t)\right), B_{1}^{1}(t)\right)$, and the remaining columns enter the matrix $\Phi_{2}(t) \quad\left(\hat{B}_{12}(t), B_{2}^{1}(t)\right)$.

Then, in accordance with (6.5) and consequence 6.1, the matrix $B_{1}^{1}(t)$ does not change at the interchange of the $\ell$-th. column of the matrix $\hat{D}_{O B}(t)$ with the $q-t h$ colum of the matrix $\hat{X}_{1 B}(t)$. The matrix $B_{2}^{1}(t)$, which is defined from (6.14) is transformed in accordance with the formula

$$
\left[B_{2}^{1}(t)\right]^{\prime}=B_{2}^{1}(t) E_{k}
$$

where $k$ is the number of the column of the matrix $\Phi_{2}(t)$ which contains the element $\Phi_{\ell q}(t)$. The order of matrix $E_{k}$ is equal to the number of columns of matrix $B_{2}^{1}(t)$.

Let the $k$-th column of matrix $\Phi_{2}(t)$ correspond to the $k-t h$ : component (6.9), (6.10), the columns of matrices

$$
G(t+1) B_{2}^{1}(t) \text { and } A(t+1) B_{2}^{1}(t)
$$

do not enter the matrices

$$
\hat{D}_{O B}(t+1) \text { and } \hat{B}_{O B}(t+1)
$$

Therefore the matrices $\hat{D}_{O B}(t+1), \hat{B}_{O B}(t+1)$ do not change.
Let us partition the matrices $\Phi_{B}(t+1), B_{B}^{1}(t+1)$ and $\hat{B}_{1 B}(t+1)$ into two submatrices

$$
\begin{aligned}
\Phi_{B}(t+1) & =\left[\Phi_{1}(t+1) ; \Phi_{2}(t+1)\right] ; \\
B_{B}^{1}(t+1) & =\left[B_{1}^{1}(t+1) ; B_{2}^{1}(t+1)\right] ; \\
B_{1 B}^{1}(t+1) & =\left[\hat{B}_{11}(t+1) ; \hat{B}_{12}(t+1)\right]
\end{aligned}
$$

The columns of the matrix $\phi_{B}(t+1)$, which correspond to the same basic elements as the columns of the matrix $\Phi_{2}(t)$, enter the matrix $\Phi_{2}(t+1)$.

In accordance with the partitioning, the matrices $\phi_{1}(t+1)$ and $\hat{B}_{11}(t+1)$ are not changed by the column permutations.

The matrices $\$_{2}(t+1)$ and $\hat{B}_{12}(t+1)$ are updated by formulas

$$
\begin{align*}
{\left[\Phi_{2}(t+1)\right]^{\prime} } & =\Phi_{2}(t+1) E_{k}  \tag{6.15}\\
{\left[\hat{B}_{12}(t+1)\right]^{\prime} } & =\hat{B}_{12}(t+1) E_{k}
\end{align*}
$$

As

$$
\hat{B}_{2}^{1}(t+1)=\hat{B}_{12}(t+1)-\hat{B}_{O B}(t+1) \Phi_{2}(t+1)
$$

then, taking into account (6.15), we obtain

$$
\begin{equation*}
\left[B_{2}^{1}(t+1)\right]^{\prime}=B_{2}^{1}(t+1) E_{k} \tag{6.16}
\end{equation*}
$$

Similar reasoning is valid up to the step $t^{*}$. Thus, the interchange of the q-th colum of the matrix $\hat{D}_{O B}(\tau)$ with $k-t h$ colum of the matrix $\hat{D}_{0 B}\left({ }^{*}\right)$ causes changes neither in the local
bases $\hat{D}_{O B}(\tau)$ nor in the matrices $\hat{B}_{O B}(\tau)\left(\tau=t+1, \ldots, t^{*}-1\right)$; the matrices $\Phi_{2}(\tau)$ and $B_{2}^{1}(\tau)$ are updated by formulas (6.15), (6.16) if $t+1=\tau\left(\tau=t+1, t+2, \ldots, t^{*}-1\right)$.

At step $t^{*}$, part of the columns of the matrix $G\left(t^{*}\right) B_{2}^{1}\left(t^{*}-1\right)$ enters the matrix $\hat{D}_{0 B}\left(t^{*}\right)$. Therefore, the updating of the matrices at this step reduces to the case considered above.

This procedure we shall call the interchange of the $\ell$-th column of the matrix $\hat{\mathrm{B}}_{\mathrm{OR}}(\mathrm{t})$ with the $k-t h$ column of the matrix $\hat{D}_{0 B}\left(t^{*}\right)$, where $t^{*}>t+1$.

The procedures of column permutation of the matrices $\hat{D}_{O B}(t)$ and $\hat{D}_{O B}\left(t^{*}\right)\left(t^{*}>t+1\right)$ allow us to describe the updating procedure of the old local bases $\left\{\hat{D}_{O B}(t)\right\}$ into new ones $\left\{\hat{D}_{0 B}(t)\right\}^{\prime}$.

When a vector $\hat{d}_{0 l}\left(t_{2}\right)$ is replaced by a vector $d_{j}\left(t_{1}\right)$, two cases are possible.

## Case_1: $\quad t_{2-\leq} \underbrace{}_{1}$

In this case, the $\ell-t h$ row of the matrix $\Phi_{B}(t)$ contains a nonzero pivot element. In fact, the index of tne outooing variable is defined by the relation (3.8). Hence the $\ell-$ th component of the vector $\hat{\theta}_{0 B}\left(t_{2}\right)$ is not zero.

From (2.8) and (3.7), we find that

$$
\hat{v}_{O B}\left(t_{2}\right)=-\Phi_{B}\left(t_{2}\right) \hat{v}_{1 B}\left(t_{2}\right) \text { if } t_{2}<t_{1} \text {. }
$$

Therefore, the $\ell-t h$ row of the matrix $\Phi_{B}\left(t_{2}\right)$ contains at least one non-zero element.

Let the pivot element correspond to the j-th component of vector $\hat{U}_{0 B}\left(t_{2}+\tau\right)$.

Replace the $\ell-$ th column of the matrix $\hat{D}_{0 B}\left(t_{2}\right)$ by the j-th column of the matrix $\hat{D}_{O B}\left(t_{2}+\tau\right)$. This interchange does not change the basic solution. Therefore, if $t_{2}+\tau<t_{1}$, the above reasonings are true and we can proceed with the interchanges. In result, we obtain the following case.

## Case_2: $t_{2} \rightarrow t_{1}$

Proceeding with these subsequent interchanges, we remove the outgoing vector into such a locai basis $\hat{D}_{O B}\left(t_{3}\right), t_{3} \geq t_{1}$, which satisfies the condition of Theorem 6.1.

If such $t_{3} \leq T-1$ does not exist, then we replace the outgoing colum into the last local basis $\hat{D}_{O B}(T-1)$.

In turn, the outgoing column can be replaced in the local basis $\hat{D}_{0 B}\left(t_{3}\right)$.

Let the outgoing vector be the $\ell$-th column of the matrix $\hat{\mathrm{D}}_{\mathrm{OB}}\left(\mathrm{t}_{3}\right)$. Before introducing the vector $\mathrm{a}_{j}\left(\mathrm{t}_{1}\right)$ into the basis, it is necessary to recompute it at the step $t_{3}$.

In result we obtain

$$
\begin{align*}
\hat{v}_{O B}^{*}\left(t_{1}\right) & =\hat{D}_{O B}^{-1}\left(t_{1}\right) d_{j}\left(t_{1}\right), \\
Y^{*}\left(t_{1}+1\right) & =-b_{j}\left(t_{1}\right)+\hat{B}_{O B}\left(t_{1}\right) \hat{v}_{O B}^{*}\left(t_{1}\right) \\
\hat{\mathrm{v}}_{O B}^{*}(\tau) & =-\hat{D}_{O B}^{-1}(\tau) G(\tau) Y^{*}(\tau),  \tag{6.17}\\
Y^{*}(\tau+1) & =A(\tau) y^{*}(\tau)+\hat{B}_{O B}(\tau) \hat{v}_{O b}^{*}(\tau), \\
\tau & =t_{1}+1, t_{1}+2, \ldots, t_{3},
\end{align*}
$$

In these formulas, the new local bases $\left\{\hat{D}_{O B}(t)\right\}$ are used.
The above considered updating of the ingoing column $d_{j}\left(t_{1}\right)$ is possible as the $\ell-$ th (pivot) element of the vector $\hat{v}_{0 B}^{*}\left(t_{3}\right)$ is not zero.

In fact, the $\ell$-th element of the vector $\hat{\mathrm{v}}_{0 \mathrm{~B}}^{*}\left(\mathrm{t}_{3}\right)$ is not zero, in accordance with (3.8) and the updating formulas (6.17) coincide with the formulas (3.6) and (3.7).

In accordance with (2.8) and (3.7)

$$
\hat{v}_{O B}\left(t_{3}\right)=\hat{v}_{O B}\left(t_{3}\right)-\Phi_{B}\left(t_{3}\right) \theta_{1 B}\left(t_{3}\right)
$$

But as the $\ell$-th row of the matrix $\phi_{B}\left(t_{3}\right)$ vanishes, $\hat{v}_{0 \ell}\left(t_{3}\right)=\hat{v}_{0 \ell}^{*}\left(t_{3}\right)$ $\neq 0$. Thus a new set of local bases is obtained.
7. General Scheme of the Dynamic Simplex Method

Let at some iteration there be known: $\left\{\hat{D}_{0 B}^{-1}(t)\right\}$, the inverse bases; \{ $\left.\hat{u}_{0 B}(t)\right\}$, the basic feasible control; $\{x(t)\}$, the corresponding trajectory; $\{\lambda(t), p(t)\}$, the dual variables (simplexmultipliers).

As in the static simplex method, one can introduce artificial variables at zero iteration if necessary. In that case, the zero iteration local bases are the identity matrices.

In accordance with Sections 3 to 6 , the general procedure of the dynamic simplex method comprises the following stages:

1. Choose some pair of indices (j, $t_{1}$ ), for which $\Delta_{j}\left(t_{1}\right)<0$, $\left(j, t_{1}\right) \in I_{N}(u)$, where $\Delta_{j}\left(t_{1}\right)$ are defined from Section 5. Usually, a pair $\left(j, t_{1}\right)$ with maximal absolute value of $\Delta_{j}\left(t_{1}\right)$ is selected. If all $\Delta_{j}\left(t_{1}\right) \geq 0,(j, t) \in I_{N}(u)$, then we have an optimal solution of the problem.
2. Define sequences of vector coefficients $\{v, y\}$ from (3.6) and (3.7).
3. Find the indices ( $\ell, t_{2}$ ) for the outgoing column from (3.8). If all $\hat{v}_{0 i}(t) \leq 0$, then, the solution is unbounded.
4. Compute the new basic feasible control \{u'(t)\}:

$$
u_{i}^{\prime}(\tau)= \begin{cases}u_{i}(\tau)-\theta_{0} \hat{v}_{i B}(\tau), & (i, \tau) \in I_{B}(u) \\ \theta & ,(i, \tau)=\left(j, t_{1}\right) \\ 0 & ,(i, \tau) \in I_{N}(u),(i, \tau) \neq\left(j, t_{1}\right)\end{cases}
$$

5. Update the local bases:
a) set $t=t_{2}$
b) if $t \geq t_{1}$, then go to stage e):
c) select the non-zero element in the pivot row of the matrix $\Phi_{B}(t)$. (The index of the oivot row equals the index of the outgoing column).
d) let the pivot element of the matrix $\Phi_{B}(t)$ correspond to the component of the basic control, which was recomputed into the local basis at step $t+\tau$. Then

- interchange the variables between local bases
$\hat{\mathrm{D}}_{\mathrm{OB}}(\mathrm{t})$ and $\hat{\mathrm{D}}_{\mathrm{OB}}(\mathrm{t}+\tau)$
- set $t \rightarrow t+\tau$
- go to stage b;
e) if $t=T-1$, then go to stage $g$;
f) if the pivot element of $\Phi_{B}(t)$ is nonzero, go to $c$;
g) replace the column to be removed by the column to be introduced into $\mathrm{B}_{0 \mathrm{~B}}(\mathrm{t})$.

6. Compute the dual variables $\{\lambda, \dot{p}\}$ from (4.2). Go to stage 1 .

It should be noted that only an outline of the algorithm is given here. The concrete implementation of the algorithm depends on the specifics of a problem, the type of computer, the strategy used as to which column selected and introduced into (or removed from) the set of local bases, etc.

## 8. Degeneracy

It was assumed above that all basic feasible controls were nondegenerate.

This assumption was necessary in order to guarantee that for each successive set of local feasible bases, the associated value of the objective function is larger than those that precede it. This guarantees that we will reach the optimal solution in a finite number of possible sets of local feasible bases.

For the degenerate case, there is the possibility of computing a $\theta_{0}$ at step 3 of the method, for which $\theta_{0}=0$. Therefore, the selection of a vector to be removed from and a vector to be introduced into the set of local bases will give a new basic feasible control with the value of the objective function being equal to the preceding one. Theoretical examples have been con-
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structed to show that in this case cycling of the procedure is possible. In practical examples this has never happened (with one possible exception). In order to protect against this possibility, a special rule for selecting. the outgoing column can be introduced to prevent cycling in the case of degeneracy.

Here we can use the method of overcoming degeneracy of the simplex method [3]. For this we need the columns of the inverse $\bar{B}^{-1}$ (see (2.5)). The j-th column $Y_{j}$ of the inverse $\bar{B}^{-1}$ is a solution of the system of equations:

$$
\begin{equation*}
\bar{B}_{Y_{j}}=e_{j} \tag{8.1}
\end{equation*}
$$

where $e_{j}$ is the unit vector of dimension $(m+n) T$ with the $j-t h$ component equal to one.

The system (8.1) can be solved by using the factorized representation of the basis matrix, which is similar to the primal solution procedure (Section 3).

## 9. Numerical Example

Experimental results of tests with the algorithm and its numerical evaluation will be described in a separate paper. Here we consider an illustrative numerical example and give a theoretical evaluation (Section 10) of the method.

We consider the problem with scalar state equations and constraints (that is, $n=m=1$ ). In this case, the dimension of the "global" basis matrix will be $2 T \times 2 T$, hence the corresponding static LP problem is not a very trivial one for large $T$. Using the dynamic simplex method, we do not need to invert the global basis; what is more, we do not need, for a considered example, to invert local bases either, because if $m=1$, the local bases are simply numbers.

Problem: Given the state equations

$$
\begin{equation*}
x(t+1)=x(t)+u(t)-v(t) \quad(t=0, \ldots, 4) \tag{9.1}
\end{equation*}
$$

with

$$
\begin{equation*}
x(0)=0 \tag{9.2}
\end{equation*}
$$

where $x(t), u(t), v(t)$ are scalars. Find $\{u(0), \ldots, u(4)\}$, $\{v(0), \ldots, v(4)\}$ and $\{x(0), \ldots, x(5)\}$ which satisfy (9.1), (9.2) and constraints

```
    x(t)+u(t)+v(t)=f(t)
\[
\begin{equation*}
u(t) \geq 0 ; v(t) \geq 0 \tag{9.3}
\end{equation*}
\]
where \(f(0)=10 ; f(1)=5 ; f(2)=5 ; f(3)=10 ; f(4)=5\) and minimize
```

$$
J=10 \times(5)
$$

The tableau form of the problem is given below
$u(0) v(0) x(1) u(1) v(1) x(2) u(2) v(2) x(3) u(3) v(3) x(4) u(4) v(4) x(5)$


Thus, if we solve the problem by the standard simplex method, it is necessary to handle with $10 \times 10$ "global" basis at each iteration.

Now we proceed by the dynamic algorithm. Let $\left\{u^{(0)}(0), v^{(0)}(0)\right.$, $\left.x^{(0)}(1), x^{(0)}(2), u^{(0)}(2), x^{(0)}(3), u^{(0)}(3), v^{(0)}(3), x^{(0)}(4), v^{(0)}(4)\right\}$ be the first basic variables. The corresponding local bases $\hat{D}_{0 B}(t)(t=0, \ldots, 4)$ are the following:
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$$
\begin{array}{ll}
\hat{D}_{O B}^{(0)}(0)=1 ; & \hat{u}_{O B}^{(0)}(0)=u(0) \\
\hat{D}_{O B}^{(0)}(1)=-2 ; & \hat{u}_{O B}^{(0)}(1)=v(0) \\
\hat{D}_{O B}^{(0)}(2)=1 ; & \hat{u}_{O B}^{(0)}(2)=u(2) \\
\hat{D}_{O B}^{(0)}(3)=1 ; & \hat{u}_{O B}^{(0)}(3)=u(3) \\
\hat{D}_{O B}^{(0)}(4)=-2 ; & \hat{u}_{O B}^{(0)}(4)=v(3) \\
\hat{D}_{O B}^{(0)}(5)=-2 ; & \hat{u}_{O B}^{(0)}(5)=v(4)
\end{array}
$$

Note that control variable $v(0)$ from step $t=0$ enters
the local basis $\hat{D}_{0 B}^{(0)}$ (1) at the next step $t=1$. As variable $x(5)$ does not enter the "global" basis on this iteration, it is necessary to introduce an additional local basis $\hat{D}_{O B}^{(0)}(5)$ which corresponds to variable $v(4)$.

The corresponding set of $\Phi_{B}(t)$ and $B_{B}^{1}(t)(t=0, \ldots 4)$ are the following:

$$
\begin{array}{ll}
\Phi_{B}^{(0)}(0)=1 ; & B_{B}^{1(0)}(0)=-2 \\
\Phi_{B}^{(0)}(3)=1 ; & B_{B}^{1(0)}(3)=-2 \\
\Phi_{B}^{(0)}(4)=-0.5 ; &
\end{array}
$$

$\Phi_{B}^{(0)}(1) ; \Phi_{B}^{(0)}(2), B_{B}^{1(0)}\{1), B_{B}^{1(0)}(2), B_{B}^{1(0)}(4)$ are zeros.
Using (3.4) and (3.5) for (9.1), (9.2) and (9.5), we obtain the first primal solution:

$$
\begin{align*}
& u^{(0)}(0)=7.5 \\
& u^{(0)}(2)=0 \quad u^{(0)}(3)=2.5  \tag{9.7}\\
& v^{(0)}(0)=2.5 \\
& v^{(0)}(3)=2.5 \quad v^{(0)}(4)=5 \\
& x^{(0)}(1)=5 \quad x^{(0)}(2)=5 \quad x^{(0)}(3)=5 \quad x^{(0)}(4)=5
\end{align*}
$$

the value of objective function: $\mathbf{x}^{(0)}(5)=0$.
As coefficients of the objective function for basic variables are zeros, then all simplex-multipliers (according to (4.2)) are also zeros. Therefore, we have all $\Delta_{j}$ are zeros but $\Delta^{(0)}(x(5))=-10$. Hence, $x(5)$ is to be introduced to the basis.

Denoting coefficients $\hat{v}_{0 B}(t)$ for variables $u(t), v(t)$ and $x(t)$ as $\alpha(t), B(t)$ and $\gamma(t)$ respectively, we calculate using (3.6) and (3.7), that $\alpha^{(0)}(3)=-0.25 ; \beta^{(0)}(3)=0.5 ; \beta^{(0)}(4)=0.5$; $\gamma^{(0)}(4)=-0.25$ the other $\alpha^{(0)}(t), \beta^{(0)}(t)$ and $\gamma^{(0)}(t)$ are zeros.

From (3.8)

$$
\theta_{0}^{(0)}=\min \left\{\frac{2.5}{-0.25} ; \frac{2.5}{0.25} ; \frac{5}{0.5}\right\}=-10
$$

(it should be taken into account that $\{x(t)\}$ are free variables). Thus, $x^{(1)}(5)=\theta_{0}^{(0)}=-10$ and $u(3)$ is to be removed from the basis. The new primal solution will be the following

$$
\begin{array}{llll}
u^{(1)}(0) & =7.5 ; & u^{(1)}(2)=0 & \\
v^{(1)}(0) & =2.5 ; & & v^{(1)}(3)=5 \\
\mathbf{x}^{(1)}(1)=5 ; & v^{(1)}(4)=10
\end{array}
$$

Now old local bases (9.5) are updated. As variable u(3)
leaves the basis, we have to interchange variables $u(3)$ and $v(3)$. After interchange: $\hat{D}_{O B}(3)=1, \Phi_{B}(3)=1 ; B_{B}^{1}(3)=2 ; \hat{D}_{O B}(4)=2$; $\Phi_{B}(4)=0.5$.

Then $u(3)$ and $v(4)$ should be interchanged. Hence $\mathrm{B}_{0 B}(4)=1$; $\Phi_{B}(4)=2 ; \hat{D}_{O B}(5)=4$. Finally, we replace $u(3)$ by $x(5)$, tinen $\hat{D}_{O B}(5)=-1$.

Thus, the updated local bases are

$$
\begin{array}{ll}
\hat{D}_{O B}^{(1)}(0)=1 & \hat{D}_{O B}^{(1)}(3)=1 \\
\hat{D}_{O B}^{(1)}(1)=-2 & \hat{D}_{O B}^{(1)}(4)=1  \tag{9.8}\\
\hat{D}_{O B}^{(1)}(2)=1 & \hat{D}_{O B}^{(1)}(5)=4 .
\end{array}
$$

We can begin new iterations now. Using (4.2), the dual solution is obtained for local bases (9.8):

$$
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$$
\begin{array}{lll}
p^{(1)}(5)=10 & p^{(1)}(3)=40 & p^{(1)}(1)=0 \\
i^{(1)}(4)=-10 & \lambda^{(1)}(2)=40 & \lambda^{(1)}(0)=0 \\
p^{(1)}(4)=20 & p^{(1)}(2)=0 &  \tag{9.9}\\
\lambda^{(1)}(3)=-20 & \lambda^{(1)}(1)=0 &
\end{array}
$$

From (9.9) and (5.1), $\Delta^{(1)}(u(4))=-20 ; \Delta^{(1)}(u(3))=-60$; $\Delta^{(1)}(v(2))=80$, the other $\Delta^{(1)}$ are zeros. Hence, variable $v(2)$ should be introduced into local bases. Calculating $\theta_{0}$ for this iteration, we find that $\theta_{0}^{(1)}=0$ and $u(2)$ should be removed from the bases. As $\Phi_{B}^{(1)}(2)=0$ and variables $u(2)$ and $v(2)$ are from the same step $t=2$, only local basis $\hat{D}_{0 B}(2)$ at this step $t=2$ must be updated. In result, $\hat{\mathrm{D}}_{\mathrm{OB}}(2)=1$ and the other local bases have- the same ralues as in (9.8). The new iteration yields

$$
\begin{array}{lll}
p^{(2)}(5)=10 & p^{(2)}(3)=40 & p^{(2)}(1)=0 \\
\lambda^{(2)}(4)=-10 & \lambda^{(2)}(2)=-40 & \lambda^{(2)}(0)=0 \\
p^{(2)}(4)=20 & p^{(2)}(2)=80 & \\
\lambda^{(2)}(3)=-20 & \lambda^{(2)}(1)=80 &
\end{array}
$$

and $\Delta^{(2)}(u(4))=-20 ; \Delta^{(2)}(u(2))=-80 ; \Delta^{(2)}(v(1))=160 ; \Delta^{(2)}(u(3))$ $=-40 ; \Delta^{(2)}(u(1))=0$.

Hence $v(1)$ is introduced to the local bases, $\theta_{0}^{(2)}=15$ and $u(0)$ is removed from the local bases. At this iteration, the local bases $\hat{D}_{O B}(0)$ and $\hat{D}_{O B}(1)$ are updated. In result, we obtain

$$
\begin{array}{lll}
v^{(3)}(0)=10 & v^{(3)}(1)=15 & v^{(3)}(2)=30 \\
x^{(3)}(1)=-10 & x^{(3)}(2)=-25 & x^{(3)}(3)=-55 \\
v^{(3)}(3)=65 & v^{(3)}(4)=130 & \\
\mathbf{x}^{(3)}(4)=-120 & x^{(3)}(5)=-250 &
\end{array}
$$

and $p^{(3)}(2)=80 ; p^{(3)}(1)=160 ; \lambda^{(3)}(1)=-80 ; \lambda^{(3)}(0)=-160$, thé other $p^{(3)}(t)$ and $\lambda^{(3)}(t)$ are the same as in (9.10). All values of $\Delta^{(3)}(\cdot)$ are negative now. Therefore, (9.11) is an optimal solution.
10. Evaluation of Algorithm

Above we considered an illustrative numerical example which is not so easy to solve by hand using the conventional "static" simplex method, but is very simple to handle by the dynamic algorithm.

Now we give some theoretical evaluation of the dynamic simplex method.

As can be seen from Section 7, for realization of the algorithm it is sufficient to operate only with the matrices $\hat{D}_{O B}^{-1}(t) ; \Phi_{B}(t), \hat{B}_{O B}(t), B_{B}^{1}(t), G(t), A(t)(t=0,1, \ldots, T-1)$.

Theorem 10.1: The number of columns of matrices $\Phi_{B}(t)$ and $\mathrm{B}_{\mathrm{B}}^{1}(\mathrm{t})$ does not exceed n .

Proof: Let $2 T$ steps of the factorization process be carried out.

Then the formula (2.7) can be rewritten as

$$
\bar{B}=E_{2 t-1} v_{t-1} U_{t-1} \cdot \cdot v_{0} U_{0} .
$$

On the main diagonal of the matrix $\overline{\mathrm{B}}_{2 t-1}$ there is the submatrix

$$
F=\left[\begin{array}{ll}
\hat{D}_{0 B}(t) & \hat{D}_{1 B}(t) \\
\hat{B}_{0 B}(t) & \hat{B}_{1 B}(t)
\end{array}\right]
$$

The columns of the submatrix $F$ are linearly independent as the matrix $B_{2 t-1}$ is nonsingular. Consequently, the number of columns of matrices $\hat{D}_{1 B}(t)$ and $\hat{B}_{1 B}(t)$ cannot be larger than $n$. Hence, one can obtain the statement of the theorem.

The matrices $\hat{D}_{0 B}^{-1}(t), \hat{B}_{O B}(t), G(t), A(t)$ have dimensions $(m \times m),(n \times m),(m \times n),(n \times n)$ respectively. Therefore, the algorithm operates only with the set of $T$ matrices, each containing no more than $m$ or $n$ colums.

At the same time, the straightforward application of the simplex method to problem 1.1 (in the space of $\{u, x\}$ ) leads to the necessity of operating with the basis matrix of dimension $(m+n) T \times(m+n) T$ or of dimension $m T \times m T$, if the state variables are excluded beforehand.

Thus, in some respects, the dynamic simplex method realizes a decomposition of the problem that allows a substantial saving in the number of arithmetical operations and in the core memory.

As was mentioned above, the DLP Problem 1.1 can be considered as some "large" static LP problem and thus the simplex method can be used for its solution. Let us find an upper estimation of a number of iterations. At each iteration, the simplex method requires no more than $k^{2}$ multiplications for updating of the inverse, where $k$ is the number of rows of the basic matrix. Hence, the total number of multiplications for the basis updating is no more than $(m+n)^{2} T^{2}$. To compute the coefficients which express the column to be introduced into a basis in terms of columns of the current basis, the simplex method requires some $(m+n)^{2} T$ multiplications.

Now we shall evaluate the number of multiplications for the dynamic simplex method. It was shown that at one interchange, the local bases are updated by multiplication on the elementary column or row matrix. The interchange of columns between two neighboring local bases $\hat{D}_{O B}(t)$ and $\hat{D}_{O B}(t+1)$ requires no more than $3(m+n)^{2}$ multiplications. (The matrices $\hat{D}_{O B}^{-1}(t), \hat{B}_{O B}(t)$, $\Phi_{B}(t), B_{B}^{1}(t), \hat{D}_{O B}^{-1}(t+1), B_{O B}(t+1), \Phi_{B}(t+1)$ are updated). In the worst case, when the outgoing column from the local bases $\hat{D}_{O B}(0)$ is entered into the local basis $\hat{D}_{O B}(T-1)$, one needs $T$ interchanges. We assume that the average number of interchanges is $T / 2$. Thus the dynamic simplex method requires approximately $1.5(m+n)^{2} T$ multiplications for local bases upaating per iteration.

Calculation of the coefficients expressing the ingoing vector requires about $(m+n)^{2} T$ multiplications. In addition, local bases can be represented in factorized form, thus enabling use of the effective procedures of static LP [3].

Solution of Problem 1.1 by the static simplex method requires storage of the inverse of dimension $(m+n) T \times(m+n) T$. The dynamic simplex method requires storage of only $T$ matrices of dimension $m \times m\left(\hat{D}_{O B}^{-1}(t), \hat{B}_{O B}(t)\right)$ and $T-1$ matrices of dimension $m \times n\left(\varphi_{B}(t)\right)$ and $n \times n\left(B_{B}^{1}(t)\right)$.

Thus, comparing the estimates of the static and dynamic algorithms for solution of Problem 1.1, one can see that the volume of computation and the core memory increases linearly with $T$ for the dynamic algorithm and by quadratic law for the static algorithm.

It is more important that only part of the local bases be updated at each iteration. Therefore the dynamic simplex method may turn out to be superior in comparison with a conventional revised simplex algorithm not only because it offers a more compact substitute for the basic inverse but also because it allows the use of only a part of the basic inverse representation required at each iteration.

## 11. Dual Algorithms

The introduction of local bases and techniques of their handling allows us to develop dual and primal-dual versions of the dynamic simplex method. The main advantage of using the dual methods is that the dual statements of many problems have explicit solutions. The other is connected with the choice of different selection strategies to the vector pair which enters and leaves the basis.

In the primal version of the dynamic simplex method, there are some options for choice of a column with the most negative price from all non-basic columns or from some set of these columns, etc. But a colum to be removed from the basis is unique in the nondegenerate case.

Contrarily, in dual methods, there are options in the choice of a column to be removed from the basis. It can be effectively used in dual versions of the method. In practical problems, local bases $\left\{\hat{D}_{0 B}(t)\right\}$ can be rather large, therefore part of the local
bases should be stored at the external storage capacities. Inputoutput operations are comparatively time-consuming. Hence, to reduce the total solution time, it is desirable to have more pivoting operations with a given local basis.

Thus, the usage of different dual and primal-dual strategies allows us to adjust the algorithm to the specifics of the computer to be used and to the problem to be solved.

## 12. Extensions

The approach considered above is flexible and allows different extensions and generalizations. Below, we describe briefly two of them.

First, in Problem 1.1, the state variables $x(t)$ are considered to be free. The case when $x(t) \geq 0$ or $0 \leq x(t) \leq \alpha(t)$ can be treated by the approach very easily. In fact, from the point of view of the computer implementation of the algorithm, it is better to handle with the multiplicative form of the inverse of

$$
\tilde{\dot{D}}_{0 B}(t)=\left(\begin{array}{lr}
\hat{D}_{0 B}(t) & 0 \\
\hat{B}_{0 B}(t) & -I
\end{array}\right)
$$

rather than with $\hat{D}_{O B}^{-1}(t)$, because the addition of the unit matrix -I does not generate additional zeros in the "eta-file".. If $x(t)$ are not constrained, then by handling with the inverse of $\tilde{D}_{O B}(t)$ we can consider the rows corresponding to low blocks of $\tilde{D}_{O B}(t)$, that is, $\hat{B}_{0 B}(t)$ and $-I$, as free. In this case, all $x(t)$ are in the basis.

If $x(t) \geq 0$, then the state variables $x(t)$ should be handled in the same way as control variables $u(t) \geq 0$. In this case, not all $x(t)$ will be in the basis.

Evidently, this includes the case when both state and control variables have upper bound constraints. The inclusion of generalized upper bound constraints is also possible).

The second case, which has many important applications, is DLP with time delays. Instead of (1.1) and (1.3), we have in this case

$$
\begin{align*}
x(t+1)= & \sum_{V} A\left(t, \tau_{v}\right) x\left(t-\tau_{v}\right)+\sum_{\mu} B\left(t, \tau_{\mu}\right) u\left(t-\tau_{\mu}\right) \\
& \sum_{V} G\left(t, \tau_{v}\right) x\left(t-\tau_{v}\right)+\sum_{\mu} D\left(t, \tau_{\mu}\right) u\left(t-\tau_{\mu}\right)  \tag{12.1}\\
= & f(t)
\end{align*}
$$

with given values for $x(t)$ and $u(t-1)$ if $t \leq 0$. Here $\left\{\tau_{v}\right\}$, $\left\{\tau_{\mu}\right\}$ are given ordered sets of integers.

New submatrices will appear to the left from the main staircase of the diagonal of $\mathrm{B}^{*}$ in (2.7a) (see Figure 1 a and b).


Figure 1.

Because the main staircase structure is not changed in this case (Figure 1), we can use the same procedure as in the case without time delays. There will be only one difference. Now local bases $\hat{D}_{0 B}(t)$ will contain recomputed column both from previous steps $\tau<t$ and columns from time "delayed" matrices $D(t, \tau)$ $\tau \leq t$, which enter the constraints (12.1) at step $t$.

Thus, both of these important extensions of Problem 1.1 can be handled by the algorithm almost without any modifications.
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The extensions considered above concern the extension of Problem 1.1 within the DLP framework. It should be underlined that the approach is also applicable to solve $L P$ problems with general structure (such as in Figure 1, if by $X$ one means some arbitrary matrix).

In this case, the approach will be related to factorization methods considered in $[4,5]$.

## 13. Conclusion

The general scheme and basic theoretical properties of the dynamic simplex method specially developed for solution of dynamic linear programs have been described and discussed.

Theoretical reasonings show that this algorithm may serve as a base for developing effective computer codes for the solution of DLP problems. However, the final judgment of the efficiency of the algorithm can be made only after a definite period of its exploitation in practice.

It should also be very interesting to compare (both from the theoretical and the computational point of view) the approach given in this paper with the finite-step DIP algorithms based on the Dantzig-Wolfe decomposition principle $[6,7,8]$ and other methods of solving structured IP problems [4-9].

## References

[1] Krivonozhko, V.E. and A.I. Propoi, II. The Dynamic Simplex Method: General Approach, this issue.
[2] Gantmacher, F.R., The Theory of Matrices, Chelsea Publishing Company, New York, 1960.
[3] Dantzig, G.B., Linear Programming and Extensions, University Press, Princeton, N.J., 1963.
[4] Bulavskii, V.A., R.A. Zvjagina and M.A. Yakovleva, Numerical Methods of Linear Programming (Special Problems) Nauka, 1977, (in Russian).
[5] Kallio, M. and E. Portelus, Triangular Factorization and Generalized Upper Bounding Techniques, Operations Ressarch, 25, 1 (1977).
[6] Ho, J.K. and A.S. Manne, Nested Decomposition for Dynamic Models, Mathematical Programming, 6, 2 (1974).
[7] Krivonozkho, V.E., Decomposition Algorithm for Dynamic Linear Programming Problems, Izvestia AN SSSR, Technicheskya Kibernetika, 3, (1977), 18-25, (in Russian).
[8] Beer, K., Lösung großer linearer Optimierungsaufgaben, VEB Deutscher Verlag der Wissenschaften, Berlin, 1977, (in German).
[9] Wollmer, R.D., A Substitute Inverse for the Basis of a Staircase Structure Iinear Program, Math. of Operations Research, 2, 3 (1977).

DECOMPOSITION ALGORITHMS

# A NESTED DECOMPOSITION APPROACH FOR SOLVING STAIRCASESTRUCTURED LINEAR PROGRAMS 

Phillip Abrahamson*<br>Systems Optimization Laboratory<br>Department of Operations Research<br>Stanford University

The algorithm solves a T-period staircase-structured linear program by applying a compact basis-inverse scheme for the simplex method in conjunction with a choice mechanism which uses the dual of the Nested Decomposition Principle of Manne and Ho to determine the incoming basic column. A sequence of one-period problems is solved in which, typically, information is provided to period t from previous and subsequent periods in the form of surrogate columns and modified right-hand side, and surrogate rows and modified cost coefficients, respectively.

[^15]
## I. Introduction


#### Abstract

This paper describes preliminary work on an algorithm for solving staircase-structured linear programs. Such problems often arise in the modeling of phenomena which are naturally described as evolving over a sequence of temporal or spatial "periods". A pure nested decomposition algorithm transforms the problem into an ordered set of smaller problems, one for each period, which are coordinated only through price and activity communication between adjacent periods. The process of achieving an optimal coordination involves repeated solution of the individual problems. Preliminary experience has indicated that the convergence of the pure algorithm may be slow. To accelerate this convergence, the algorithm is modified to enable the individual problems to communicate in an implicit fashion whenever possible. This modification involves the generation of surrogate colums which are passed to subsequent periods, allowing these period to parametrically adjust solutions to earlier periods. A compact basis-inverse scheme is used to represent these parametric variations.

Section 2 states the problem of interest and describes the pure nested decomposition algorithm. Section 3 outlines the modified approach and discusses some details of implementation.


2. Nested Decomposition of the Staircase Structure
2.1 The Staircase Structure

The problem of interest is

$$
\begin{array}{rl}
\operatorname{minimize} & \sum_{t=1}^{T} c_{t} x_{t} \\
\text { subject to } A_{1} x_{1} & =b_{1} \\
& -B_{t-1} x_{t-1}+A_{t} x_{t} \\
& =b_{t}, \quad t=2, \ldots, T \\
x_{t} \geq 0 & t=1, \ldots, T
\end{array}
$$

where $x_{t}$ is $n_{t} \times 1$, $A_{t}$ is $m_{t} \times n_{t}$, and all other vectors and matrices are of conformable dimension. This linear program is said to be staircase-structured because the constraint matrix has the form:


Figure 1

Activities in period $t$ are represented by the matrix $A_{t}$. The inventory provided by period $t$ to period $t+1$ is described by the matrix $-_{t}$. Otherwise, the activities in period $t$ have no direct effect on either previous or subsequent periods.

The dual of (P) is
(D) $\quad \operatorname{maximize} \quad \sum_{t=1}^{T} \pi_{t} b_{t}$ subject to $\quad \pi_{t} A_{t}-\pi_{t+1} B_{t} \leq c_{t}, \quad t=1, \ldots, T-1$ $\pi_{r_{T}} \leq c_{T}$.

### 2.2 Nested Decomposition

Manne and Ho [7] and Glassey [5] repeatedly applied the decomposition principle of linear programming developed by Dantzig and Wolfe [3] to achieve a nested decomposition of (P) . A sequence of applications, modifications, and improvements has led to advanced implementations by Ho and Loute [6], who have solved some large-scale problems more rapidly In this fashion than by directly applying commercial linear programming to (P).

Van Slyke and Wets [8] describe an algorithm for solving (P) in the case $T=2$ which is equivalent to applying the decomposition algorithm to (D) . Dantzig [2] outlined an algorithm consisting of a nested decomposition of (D) . This paper represents preliminary work on the development of a technique which is based on his approach.

### 2.3 A Nested Decomposition Algorithm for (D)

The algorithm of Dantzig [2] consists of the following nested decomposition:
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Let $x_{t-1}^{0}$ be multipliers for master $t_{t-1}$, and let

$$
\begin{equation*}
\bar{b}_{t}=b_{t}+B_{t-1} x_{t-1}^{0} \tag{1}
\end{equation*}
$$

Then the t-th period master problem has the form

$$
\begin{array}{lll}
\left(D_{t}\right) \quad \operatorname{maximize} \quad \pi_{t} \bar{b}_{t}+\sigma_{t} f_{t}+ & \rho_{t} l_{t} & \\
\text { suiject to } \quad \pi_{t} A_{t}+\sigma_{t} F_{t}+\rho_{t} L_{t} \leq c_{t} & : x_{t} \\
& \rho_{t} e \leq 1 & : \theta_{t} .
\end{array}
$$

$$
\sigma_{t}, q \geq 0
$$

where ( $F_{t}, f_{t}$ ) and ( $L_{t}, \ell_{t}$ ) are, respectively, the extreme ray and extreme point proposals generated by period $t+1$. For $t=1, \bar{b}_{1}=b_{1}$, and for $t=T$, only the terms involving $\pi_{T}$ are present. Note that each proposal is a row vector.

The dual of $\left(\mathrm{D}_{\mathrm{t}}\right)$ is
$\left(P_{t}\right)$ minimize $z_{t}=c_{t} x_{t}+\theta_{t}$
subject to $\quad A_{t} x_{t} \quad=b_{t}+B_{t-1} x_{t-1}^{0} \quad: \pi_{t}$
$F_{t} x_{t} \quad \geq f_{t} \quad: \sigma_{t}$
$L_{t} x_{t}+e \theta_{t} \geq l_{t} \quad: p_{t}$

$$
x_{t} \geq 0 .
$$

In these problems, $\bar{b}_{t}$ represents the original term $b_{t}$ from ( $P$ ) as modified by the inventory $B_{t-1} X_{t-1}^{0}$ supplied by the current period $t-1$ solution $x_{t-1}^{0}$. The dependence of $\bar{b}_{t}$ on $x_{t-1}^{0}$ will usually be suppressed for clarity. The constraints $F_{t} x_{t} \geq f_{t}$ and $L_{t} x_{t}+e \theta_{t} \geq \ell_{t}$ are necessary conditions for a solution $x_{t}$ to not lead to future infeasibilities or non-optimal solutions. Accordingly, they are called feasibility and look-ahead (optimality) cuts, respectively. The constraints $A_{t} x_{t}=b_{t}+B_{t-1}^{0} x_{t-1}^{0}$ are called the body of the constraints.

The full master problem ( $D_{1}$ ), which includes all possible proposals from the future, is equivalent to ( P ) . Computationally, a restricted master is maintained at each period by including proposals as they are generated and occasionally purging old proposals which are no longer basic in $\left(D_{t}\right)$. It will be clear from context which sets of proposals are indicated by $\left(F_{t}, f_{t}\right)$ and ( $L_{t}, \ell_{t}$ ).

While nested decomposition of (D) produces the problems ( $n_{t}$ ), it is usually more instructive and more convenient computationally to work with their respective duals $\left(P_{t}\right)$. In general, the problem at period $t$ acts as a subproblem with respect to periods $1, \cdots, \dot{t}-1$, and as a restricted master problem with respect to periods $t+1, \ldots, T$. The communication between the problems $\left(P_{t}\right)$ can be represented schematically:


Note that the form of the look-ahead cuts is such that they essentially modify the objective function in each ( $\mathrm{P}_{\mathrm{t}}$ ).

The act of solving one of the restricted master problems ( $P_{t}$ ) is called a step. If, at some step, $\left(P_{t}\right)$ is infeasible, a feasibility cut is generated and imposed on $\left(P_{t-1}\right)$. If a step terminates with a finite optimal solution to $\left(P_{t}\right)$, a modified right-hand side for ( $\mathrm{P}_{\mathrm{t}+\mathrm{l}}$ ) is generated. If in the latter case it is also found that

$$
\begin{equation*}
z_{t}^{*}>\theta_{t-1}^{0} \tag{2}
\end{equation*}
$$

where $z_{t}^{*}$ is the new optimal objective for $\left(P_{t}\right)$ and $\theta_{t-1}^{0}$ corresponds to the most recent solution to $\left(P_{t-1}\right)$, a look-ahead cut is generated which may be imposed on ( $\mathrm{P}_{\mathrm{t}-1}$ ) . If $\left(\mathrm{P}_{\mathrm{t}}\right)$ is found to have a class of solutions with objective unbounded below, a solution $x_{t}^{0}$ and a homogeneous solution $h_{t}^{0}$ are generated in the usual fashion. The desired effect of providing $\left(P_{t}\right)$ with a right-hand side of the form

$$
\begin{equation*}
b_{t+1}+B_{t} x_{t}^{0}+\alpha B_{t} h_{t}^{0}, \quad \alpha \geq 0 \tag{3}
\end{equation*}
$$

is achieved by introducing into ( $\mathrm{P}_{\mathrm{t}+1}$ ) a surrogate activity, with level $\alpha \geq 0$, represented by the column

$$
\begin{equation*}
-B_{t} h_{t}^{0} \tag{4}
\end{equation*}
$$

with cost coefficient $c_{t} h_{t}^{0}$. If (P) has a class of solutions with objective unbounded below, eventually a ray indicating this will be generated in $\left(P_{T}\right)$. Otherwise, a look-ahead cut will be generated in $\left(P_{t}{ }^{\prime}\right)$, for some $t^{\prime}>t$, which "cuts off" the ray successively in ( $\mathrm{f}_{t^{\prime}-1}$ ), $\ldots,\left(P_{t}\right)$.

A wide variety of computational strategies may be employed within the framework described above. There is freedom both in the order in which the problems $\left(P_{t}\right)$ are solved and in when to pass information between problems in the form of cuts and modified right-hand sides. Computational experience has indicated that the rate of convergence of the algorithm can vary significantly when different strategies are employed. This experience has also indicated that in order to attain the ease of solution initially envisioned for this approach, signficant modifications to the algorithm described are necessary.

## 3. A Modified Nested Decomposition Approach

### 3.1 Passing Surrogate Colums Forward

Suppose, at some step in the course of executing the algorithm described in Section 2.3, a finite optimal solution to ( $P_{t}$ ) is obtained. The optimal basis must include $\theta_{t}$ and, assuming $A_{t}$ is of full rank, at least $m_{t}$ of the variables $X_{t}$. Some slack variables corresponding to cuts which have been imposed may also be basic. Let $k_{1} \geq 0$ and $k_{2} \geq 1$ be the number of feasibility and look-ahead cuts, respectively, whose slack variables are not basic. Then $m_{t}+k_{1}+k_{2}-1$ of the variables $x_{t}$ are in the optimal basis. Ordinarily, the optimal solution $x_{t}^{0}$ is used to form a right-hand side

$$
\begin{equation*}
b_{t+1}+B_{t} x_{t}^{0} \tag{5}
\end{equation*}
$$

for the body of the constraints in $\left(P_{t+1}\right)$.
A modification to this technique is outlined as follows. Let

$$
\begin{equation*}
k=k_{1}+k_{2}-1 \tag{6}
\end{equation*}
$$

be the number of "surplus" variables, and let $B_{t}^{0}$ be the optimal basis, excluding slacks from cuts. Partition

$$
\begin{equation*}
B_{t}^{0}=L B_{t} \cup N B_{t} \cup\left\{\theta_{t}\right\}, \tag{7}
\end{equation*}
$$

where $\left|L B_{t}\right|=m_{t},\left|N B_{t}\right|=k$, and $A_{L B_{t}}^{-1}$ exists, where $A_{L B}$ is a convenient abuse of the proper notation $\left(A_{t}\right)$. $\left(L B_{t}\right)$. The variables $X_{L B}$ are called the local basis. Solve the body of the constraints in ( $\mathrm{P}_{\mathrm{t}}$ ) versus the right-hand side $\bar{b}_{t}$ to yield the locally basic solution

$$
\begin{equation*}
\left(x_{L B_{L}}\right)^{0}=A_{L B_{t}}^{-1} \bar{b}_{t} \tag{8}
\end{equation*}
$$

Represent the remaining basic variables in terms of the local basis,

$$
\begin{equation*}
Y_{N B}=A_{L B_{t}}^{-1} A_{N B_{t}} \tag{9}
\end{equation*}
$$

so that

$$
\left.x_{t}^{0}=\left(\begin{array}{l}
x_{L B}^{0}  \tag{10}\\
x_{N B}^{0} \\
0
\end{array}\right)=\left(\begin{array}{c}
\left(x_{L B}\right)^{0} \\
0 \\
0
\end{array}\right)+\left(\begin{array}{c}
-Y_{N B} \\
I \\
0
\end{array}\right){ }^{1} \begin{array}{l}
x_{N B} \\
x_{t}
\end{array}\right)
$$

Let

$$
H_{t}=\left(\begin{array}{c}
-Y_{N B}  \tag{11}\\
I \\
0
\end{array}\right)
$$

be the set of homogeneous solutions to the body of the constraints which. are generated by the representations $Y_{N B}$. In contrast to (5), use the locally basic solution $\left(x_{L B_{t}}\right)^{0}$ to form a right-hand side

$$
\begin{equation*}
b_{t+1}+B_{t}\left(x_{L B}\right)^{0} \tag{12}
\end{equation*}
$$

for $\left(P_{t+1}\right)$. In addition, introduce into $\left(P_{t+1}\right)$ a set of $k$ surrogate activities, with levels $a_{t+1} \geq 0$, represented by columns with

$$
\begin{equation*}
S_{t+1}=-B_{t} H_{t} \tag{13}
\end{equation*}
$$

in the body of the constraints, zero coefficients in the cuts on $\left(P_{t+1}\right)$, and cost coefficients $s_{t+1}=c_{t} H_{t}$. The modified problem is

$$
\begin{aligned}
& \left.\tilde{(P}_{t+1}\right) \\
& \operatorname{minimize} \quad \bar{z}_{t+1}=s_{t+1} \alpha_{t+1}+c_{t+1} x_{t+1}+\theta_{t+1} \\
& \text { subject to } \quad S_{t+1} \alpha_{t+1}+A_{t+1} x_{t+1} \quad=\vec{b}_{t+1} \quad:_{\pi_{t+1}} \\
& \mathrm{~F}_{\mathrm{t}+1} \mathrm{X}_{\mathrm{t}+1} \quad \geq \mathrm{f}_{\mathrm{t}+1} \quad: \sigma_{\mathrm{t}+1} \\
& L_{t+1} x_{t+1}+\theta_{t+1} \geq \ell_{t+1} \quad: \rho_{t+1}
\end{aligned}
$$

$$
\alpha_{t+1}, x_{t+1} \geq 0
$$

This structure, in essence, endows $\left(\tilde{P}_{t+1}\right)$ with a right-hand side which is parametrized in terms of the $k$ variables $x_{N_{N B}}$, and allows $\left(\tilde{P}_{t+1}\right)$ to select the coefficients $\alpha_{t+1}$ of the parametrization. Setting $\alpha_{t+1}=x_{N_{N B}}^{0}$ corresponds to the right-hand side (5) obtained in the pure nested decomposition framework. Passing activities down the staircase and allowing $\alpha_{t+1}$ to vary from these values provides an avenue of implicit communication between $\left(\tilde{P}_{t+1}\right)$ and $\left(\tilde{P}_{t}\right), \ldots,\left(\tilde{P}_{1}\right)$ which decreases the number of steps needed to obtain an optimal coordination of the single-period problems.

There are two potential disadvantages inherent in this approach. First, it seems that forcing ( $\tilde{\mathrm{P}}_{\mathrm{t}+1}$ ) to have some or all of the variables $\alpha_{t+1}$ in its basis would unacceptably limit the number of basic variables chosen from $x_{t+1}$. Second, the framework sketched above allows $\left(\tilde{P}_{t+1}\right)$ to use the surrogate activities at any nonnegative levels. In order to satisfy the body of the constraints in $\left(\tilde{P}_{t}\right)$, the relationship

$$
\begin{equation*}
x_{L B_{t}}\left(\alpha_{t+1}\right)=\left(x_{L B_{t}}\right)^{0}-\left(Y_{N B_{t}}\right) \alpha_{t+1} \tag{14}
\end{equation*}
$$

must be maintained. Since $\left(\tilde{P}_{t}\right)$ may include surrogate activities inherited from ( $\tilde{P}_{t-1}$ ), in general a parametrization of all variables which are locally
basic in $\left(\tilde{P}_{t}\right), \ldots,\left(\tilde{P}_{1}\right)$ is obtained in terms of the surrogate activities received by $\left(\tilde{P}_{t+1}\right)$. Clearly, nonnegative levels of $\alpha_{t+1}$ could cause the parametrized values of variables in earlier periods to have negative components. These two points are addressed in the next sections.

### 3.2 Degeneracy in Optimal Solutions Generated by Nested Decomposition of (D)

It is well-known that bases for (P) inherit the staircase structure of the general problem and exhibit a "surplus-shortage" property which generalizes the fact that a basis which contains $m_{1}+k$ of the variables $x_{1}$, with $k>0$, must exhibit a "shortage" of $k$, relative to the number of remaining constraints, $\sum_{t=2}^{T} m_{t}$, in the number of basic variables selected from $x_{2}, \ldots, x_{T}$. Fourer [4] has developed a set of bounds on the magnitudes of the surpluses and shortages which each period of a basis may possess.

The following result describes a manifestation of this property in the setting of the algorithm developed in Section 2.3.

Theorem. Suppose an optimal coordination of the single-period problems ( $P_{t}$ ) has been obtained. If $t<T$ and $\left(P_{t}\right)$ has $k+1$ cuts whose slack variables are nonbasic, then the basic solution to $\left(P_{t+1}\right)$ has at least $k$ degenerate variables.

Under the modification outlined in Section 3.1, surrogate colums passed from period $t$ replace degenerate variables in the optimal basis in period $t+1$. These degenerate variables may include basic slack variables for the cuts in period $t+1$. The fact that the surrogate columns replace degenerate variables guarantees that no solutions of interest are excluded in $\left(\tilde{P}_{t+1}\right)$.


#### Abstract

3.3 Maintaining Feasibility of Locally Basic Solutions

As indicated at the end of Section 3.1, nonnegativity of $\alpha_{t+1}$ does not imply nonnegativity of the parametrized values of the variables which are locally basic in periods $1, \ldots, t$. Two general approaches to surmounting this difficulty are possible. First, the feasibility of earlier periods can be ignored during the optimization of the modified problem $\left(\tilde{P}_{t+1}\right)$ and restored in a subsequent procedure which would minimize an appropriate infeasibility form. The alternative is to employ, while optimizing $\left(\tilde{P}_{t+1}\right)$, an extended minimum-ratio test which follows the parametric variation of locally basic variables in earlier periods and indicates when such a variable blocks the increase of an incoming columin in $\left(\vec{P}_{t+1}\right)$.

The latter approach is adopted here. The representation of an incoming column in $\left(\tilde{P}_{t+1}\right)$ includes weights on any surrogate columan which are in the local basis. Using these weights and repeatedly applying (14) and (9) yields a representation of the incoming column in terms of the variables which are locally basic in periods $1, \ldots, t+1$. This representation is used to implement the extended minimum-ratio test. This scheme of local inverses linked by representations of surrogate colums can be viewed as a compact basis-inverse technique which maintains a nearly block-angular inverse of the columns which are locally basic in periods $1, \ldots, t+1$.


When the extended minimum-ratio test reveals that a variable in a period prior to $t+1$ blocks the increase of an incoming column in $\left(\tilde{P}_{t+1}\right)$ several strategies may be employed. The choice in this work is

> to "shuffle" the structure of the surrogate columns by exchanging the roles of some of the activities which are and are not locally basic. This process is designed to take the blocking variable and pass it down to ( $\tilde{P}_{t+1}$ ) as a surrogate column. Primal and dual solutions in each period are unchanged, and when optimization of $\left(\tilde{P}_{t+1}\right)$ is resumed, the same incoming variable is blocked by this surrogate column. The indicated pivot in $\left(\tilde{P}_{t+1}\right)$ is made and maintains the nonnegativity of locally basic solutions in periods prior to $t+1$.

### 3.4 Computational Strategies and Further Work

Again, a wide variety of computational strategies may be employed within the framework described above. There is freedom in the order in which the problem $\left(\tilde{P}_{t}\right)$ are solved and in when to pass information between problems in the form of cuts, modified right-hand sides, and surrogate columns. The presence of the surrogate columns opens additional options, including variations of the "shuffle" described in Section 3.3.

Currently, computational experience is being obtained with a code written by Wittrock in Mathematical Programming Language at Stanford University. This language facilitates experimentation of the type needed at this stage of the work. The thrust of this experimentation is to devise computational strategies which tend to minimize the computational effort needed to obtain an optimal solution to (P) . Since the manipulations of data structures, and the form and frequency of updates to the local inverses, depend heavily upon the computational strategies which are employed, decisions about these factors have not yet been made.
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# LIFT: A NESTED DECOMPOSITION ALGORITHM FOR SOLVING LOWER BLOCK TRIANGULAR LINEAR PROGRAMS 

D. Ament," J. Ho, " E E. Loute, * * * M. Remmelswal*<br>*Econometric Institute, Erasmus University, Rotterdam<br>**Applied Mathematics Department, Brookhaven National Laboratory, Upton, N. Y.<br>** *CORE, Catholic University of Louvain, Louvain-la-Neuve

The lower block triangular structure is typical of time phased linear programs with multiple lags in the variables. We propose an algorithm for solving this class of problems based on the Ho and Manne (1973) nested decomposition algorithm. A computer code of this algorithm (LIFT) has been developed based on state-of-the-art modular linear programming software (IBM's MPSX/370).

We present and discuss the implementation aspects of this code and discuss several computational strategies currently available in LIFT. Preliminary computational experience with large (5000-6000 rows) energy technology assessment models is presented.

## 1. INTRODUCTION

Nested decomposition of linear programs is the result of a multilevel, hierarchical application of the Dantzig-Wolfe decomposition principle [ 4 !. It has been shown to be a promising approach to large scale problems with the staircase structure [6][9]. Staircase LP's arise from dynamic models without explicit time-lags or feedbacks. This means that a variable is involved only in its own time period and perhaps also in the one following immediately. An important generalization is to allow explicit time-lags, i.e. a variable may be involved in its own and any succeeding time period. The general structure is called lower block-triangular and permits direct accounting of long term effects of investment, service life, etc. Although lomer block-triangular problems can be transformed to equivalent staircase problems by the addition of variables and constraints, the more compact and more natural formulation would undoubtedly be favored by modellers. We may assume that models with time lags will be generated as such. Now, the use of additional software to convert the input and output data will be too costly and cumbersome. Therefore, in designing ar advanced implementation of nested decomposition primarily for the staircase structure, we decided to treat the more general lower block-triangular structure. The derivation of the algorithm is similar to that in [5] but the formulas are now more complicated when there is time-lagged coupling. The implementation known as LIFT is based on state-of-the-art modular LP software (IBM's MPSX/370). Its design is along the same lines as DECOMPSX [9].

This talk outlines both the algorithmic and software aspects of LIFT and presents computational results.
2. BLOCK-TRIANGULAR LP MODELS

A block-triangular LP problem is a linear programming problem formulated as follows :

$$
\min z=\sum_{t=1}^{T} c_{t} x_{t}
$$

$$
\text { subject to } \sum_{s=1}^{t} A_{t s} x_{s} \bullet d_{t} \quad t=1, \ldots, T
$$

$$
x_{t}>0, t=1, \ldots, T
$$

where $c_{t}$ is $1 \times n_{t}, x_{t}$ is $n_{t} x 1, d_{t}$ is $m_{t} x 1$ for $t=1, \ldots, T$ and $A_{t s}$ is $m_{t} x a_{s}$ for $s, t=1, \ldots, T$ and $s<t$.

The constraint matrix of such a problem exhibits a lower block-trianqular structure (figure 1). Nonzero coefficients of the constraint matrix can be found only in the submatrices $A t s, t=1, \ldots, T ; s \leqslant T$.
Many structured LP problems can be cast in that form if one allows some of the submatrices $A_{t s}$ to be zero (see figures 2,3 ). The most important among these are dynamic LP models, also referred to as multistage, multiperiod or time phased LP problems, which are considered as difficult problems to solve when their size is large. LIFT is primarily intended for solving dynamic LP problems with the staircase structure (figure 2) or with the structure of figure 3. Other special casegof lower block-triangular LP's include : primal or dual block-angular problems, and primal-dual blockangular problems. Although LIFT may be applied to such problems it is unlikely to be as efficient as other single-level decomposition algorithms (Dantzig Wolfe or Benders decomposition algorithms, etc.).


Eiqued : Lower block triangular structure in a block structurad LP


Figure 2 : Staircase Structure


Figure 3 : Structure of an LP inventment planning model

## 3. NESTED DECOMPOSITION ALGORITHM

The algorithm consists of solving a sequence of subproblems defined as follows.
where

$$
P_{t}^{k} \text { is an } 1 \times k \text { row vector }
$$

$\pi{ }_{s}^{k}$ is an $1 \quad x$ ms row vector, $s=t+1, \ldots, T$
$Q_{s t}^{k}$ is $\quad$ an $m_{s} x k$ matrix, $s=t, \ldots, T$
$\lambda_{t}^{k}$ is an $k \times 1$ column vector
$c_{t}$ is an $1 \times n_{t}$ row vector
$x_{t}$ is an $n_{t} \times 1$ column vector
$A_{s t}$ is an $m_{s} x n_{t}$ matrix, $s=t+1, \ldots, T$
$d_{t}$ is an $m_{t} \times 1$ column vector
$\delta_{t}^{k}$ is an $1 \times k$ row vector
$P_{t}^{k}, Q_{s t}^{k}$ and $\delta_{t}^{k}$ are defined recursively as follows.
the g th component of $\mathrm{P}_{2}^{k}: \mathrm{P}_{2 j}^{k} \equiv c_{1} \boldsymbol{x}_{1}, j=1, \ldots, k_{\text {; }}$
the fth component of $p_{t}^{k}: p_{t j}^{k} \equiv c_{t-1} x_{t-1}^{j}+p_{t-1}^{j} \lambda_{t-1}^{j}$

$$
\text { for } j=1, \ldots, k
$$

the $j$ th column of $Q_{s 2}^{k}: q_{s 2}^{j} \equiv A_{s 1}^{j} x_{1}^{j}$

$$
\begin{array}{r}
\text { for } f=1, \ldots, k \\
s=2, \ldots, T ;
\end{array}
$$

$$
t=3, \ldots, T
$$

the $j t h$ column of $Q_{s t}^{k}: q_{s t}^{j} \equiv q_{s t-1}^{j} \lambda_{t-1}^{j}+A_{s t-1} x_{t-1}^{j}$

$$
\begin{array}{r}
\text { for } \begin{array}{r}
j=1, \ldots, k \\
e=t, \ldots, T \\
t=3, \ldots, T
\end{array}, ~
\end{array}
$$

the f th component of $\delta_{2}^{k}: \delta_{2 j} \equiv\left\{\begin{array}{l}1 \\ 0\end{array}\right\}$ if $x_{1}^{j}$ is an extrem $\left\{\begin{array}{l}\text { point } \\ \text { ray }\end{array}\right\}$ solution, for $j=1, \ldots, k ;$ the $j$ th component of $\delta_{t}^{k}: \delta_{t j} \equiv\left\{\begin{array}{l}1 \\ 0\end{array}\right\}$ if $\left(\lambda_{t-1}^{j}, x_{t-1}^{j}\right)$ is an extreme $\left\{\begin{array}{l}\text { point } \\ \text { ray }\end{array}\right\}$ solution,
for $j=1, \ldots, k ; t=3, \ldots, T$.

We let $S P_{t}$ denote the $t=t h$ subproblem with $k$ unspecified. The index $k$ denotes a cycle in the algorithm. $S P_{t}^{k}$ is then read as subproblem $t$ at cycle $k$. To simplify the notition, we assume that all subproblems at cycle kave the same number of proposals. For $k=1$, delete the terms involving $\lambda$ and define $\left(x_{t}, \lambda_{t}^{l}\right)=(0,1)$ to be associated with the null proposal. We may assume without loss of generality that $\binom{1}{l},\left(\lambda_{t}^{1}, x_{t}^{l}\right)$ for $t=2, \ldots$, are feasible solutions so that $\delta_{t}^{1}-(1), t=2, \ldots, T$.

As a subproblew, $S P_{t}^{k}$ uses prices from $S P_{t+1}^{k}$ and generates a proposal (if any) for $S P_{t+1}^{k+1}$. As a restricted master problem, $S P_{t}^{k}$ optimizes over the available proposals and generates prices for $S P_{s}^{k}, s=t-1, \ldots, 1$.
Note that $S P_{T}^{k}$ acts only as a master and $S P_{l}^{k}$ only as a subproblem. The latter has the form

$$
S P_{1}^{k}\left\{\begin{array}{c}
\min \left(c_{1}-\sum_{s=2}^{T} \pi_{s}^{k} A_{s 1}\right) x_{1} \\
A_{1} x_{1}=S_{1} \\
x_{1}>0
\end{array}\right.
$$

Each proposal from $S P_{t}$ consists of the following parts :
$P_{t+1 s}^{k}$ a scalar which is the actual unit cost for the proposal
$q_{s, t+1}^{k}$ an $m_{s} x$ l column vector representing the coupling between periods $t$ and $s(t<s<T)$. in fact $q_{t+1, t+1}^{k} \quad$ represents an accumiated coupling between periods $1, \ldots, t$ and $t+1$. Only this coupling is explicitly constrained.

### 3.1. A Phase 1 Procedure

A phase l procedure is necessary to determine either a feasible starting basis for each subproblem $S P_{t}$, $t=1, \ldots, T$, or that the original problem (1) is infeasible.

Let $\left[S P_{1}, \ldots, S P_{t}\right]$ denote the system comprising the first $t$ subproblems. Thus [ $\left.S P_{1}, \ldots, S P_{T}\right]$ represents the nested decomposition of (1). The following procedure is based on the observation that ( 1 ) is feasible if and only if each [ $\left.S P_{1}, \ldots, S P_{t}\right], t=1, \ldots, T$ is feasible.

Phase l
Step (i) : Set tel. Find an extreme point solution to $S P_{1}$. If none exists, stop : (l) is infeasible.

Step (ii) : If $t=T, a$ feasible basis is available to $S P_{t}, t=1, \ldots, T$. Otherwise, form a proposal for $\mathrm{SP}_{\mathrm{t}+1}$. Set $t=t+1$.

Step (iii) : Start with an artificial basis for $S P_{t}$. Set the objective to be an infeasibility form i.e. a sum of artificial variables in $\mathrm{SP}_{\mathrm{t}}$, minimize this objective over $\left[S P_{1}, \ldots, S P_{t}\right]$, using the phase 2 procedure in section 3.2. If the minimum is not zero, stop : (l) is infeasible. Otherwise go to atep (ii).

### 3.2. A Phase 2 Procedure

Phase 2

Step (i) : Set $k=1$.
Step (ii) : Set t=T.
Step (iii) : Solve $S P_{t}^{k}$.
If $S P_{t}^{k}$ has an optimal solution and
a) $t<T$ : sand extreme point proposal (if any) to $S P_{t+1}^{k+1}$;
b) $t>1$ : sand prices to $S P_{s}^{k}, g=1, \ldots, t-1$;

If $S P_{t}^{k}$ is unbounded from below and
c) $t<T$ : send extreme ray proposal to $S P_{t+1}^{k+1}$ and go to step (ii).
d) $t=T$ : stop, the problem is unbounded from below.

Step (iv) : Set t=t-l. Return to step (iii) if $t>0$.
Step (v) : If no propoal is generated by any $S P_{t}^{k}$, i.e.

$$
z_{t}^{k}-\sigma_{t+1}^{k}=0, t=1, \ldots, T-1:
$$

Stop, a minimum is achieved. Otherwise, set $k=k+1$ and return to step (ii).

### 3.3. A Phase 3 Procedure

We shall describe a procedure for the reconstruction of a feasible solution to the original problem at the end of cycle $k$ (more precisely right after $S P_{T}^{k}$ has been solved). We call this procedure Phase 3 . We assume that
$S P_{T}^{k}$ is bounded. Denote the feasible solution vectors by $y_{t}$ and $\mu_{t}$. Let $\mu_{T}=\lambda_{T}^{k+1}$ and $y_{T}=x_{T}^{k+1}$ where $\left(\lambda_{T}^{k+1}, x_{T}^{k+1}\right)$ is an extreme point optimal solution of $\mathrm{SP}_{\mathrm{k}}^{\mathrm{k}}$. The remaining vectors are determined by solving a sequence of LP problems $S Y_{t}, t=T-1, \ldots, 1$, defined as follows :
and

$$
S Y_{1} \left\lvert\, \begin{aligned}
& \min c_{1} y_{1} \\
& \text { subject to } \quad A_{1} y_{1}=d_{1} \\
&-\quad A_{t 1} y_{1}=d_{t}-\Sigma_{s=2}^{t} A_{t s} y_{s}, \quad t=2, \ldots, T \\
& y_{1} \geqslant 0
\end{aligned}\right.
$$



Figure 4 : Nesting of master problems and subproblems

## 4. AN IMPLEMENTATION BASED ON MPSX/370

The necessary data structure and computational strategies for an efficient implementation of decomposition algorithms have been discussed in [6] and [9]. Only atraightforward adaptation or simple extensions are required for the algorithm in section 3. The advantages of the modularity of MPSX/370 are also atudied in some detail in [9] and [14]. We proceed directly to describe briefly LIFT, an implementation of the nested decomposition algorithm coded in PL/I, with major services provided by MPSX/370. Details are given in [ 2 ].

### 4.1. Procedures in LIFT

The services required and the MPSX/370 procedures used are listed in table 4.1. Procedurea written in PL/I for LIFT are called external procedures. These are interfaced with MPSX/370 procedures by means of a bootstrap procedure called DPLBOOT. It loads the appropriate modules on the first call of any MPSX/370 procedure, thereby establishing all the 1 inks necessary for subsequent calls. This linkage is completely transparent to the user. LIFT consists of 11 external procedures (totaling 2200 instructions) and two libraries of macros. One library is that of MPSX/370 ECL macros and the other contains LIFT specific macros.

The file organization is illustrated in Figure 5. Table 4.3. lists the purpose and frequency of use for each file. Two problem files are used in a flipflop manner. Repeated problems ravision leads to a waste of storage space. When the current problem file is about to over-flow; it is compressed while copied to the other file.

| SERVICE | FREQUENCY | MPSX/370 <br> procedure |
| :---: | :---: | :---: |
| Reading and checking the subproblem data <br> Adding convexity row and Phase 3 objective row and right-hand-side <br> Setting up and scaling the subproblem <br> Forming the objective row <br> Solving the subproblem <br> Multiproposal generation tests <br> Forming an extreme point proposal <br> Forming an extreme ray proposal <br> Adding new proposais <br> Purging unprofitable proposals <br> Saving and restoring the basis Computing the dual solution <br> Setting up the subproblem right-hand-side in Phase 3 | once <br> once <br> cycle <br> iteration ${ }^{+}$ <br> cycle <br> iteration ${ }^{+}$ <br> several times <br> during a cycle <br> several times <br> during a cycle <br> cycle <br> several cycles <br> cycle <br> cycle <br> once | CONVERT REVISE SETUP FORMG* PRIMAL* PRIMAL* Current solution in work region FTRANL followed by FIRANU*, MODIFY to fix the column at its bound REVISE REVISE SAVE and RESTORE BIRANU followed by BIRANL REVISE |

Table 4.1

```
*These MPSX/370 procedures have been modified to service the subproblems (see【3]).
ta simplex iteration.
```

| LIFT major external procedures | function | frequency of use | called by | major <br> LIFT <br> procedures | ls to MPSX/370 procedures |
| :---: | :---: | :---: | :---: | :---: | :---: |
| control | main procedure | once | - | InITPAR <br> SAVREST <br> SETSUB NEST <br> PHASE3 | - |
| Savrest | saves and restores <br> a problem | once | CONTROL NEST | initpar | - |
| initpar | initializes controls and parameters | once | CONTROL <br> SAVREST | - | - |
| Setsub | reads the subproblem data, performs first set up, creates lists of coupling rove, insertsconvexity rom, rhs and objective for phase 3 | $\begin{aligned} & \text { once for } \\ & \text { each } \\ & \text { subproblem } \end{aligned}$ | CONTROL | - | CONVERT SETUP INQUIRE SElist REVISE FREECORE |
| nest | driver procedure for phase 1 and phase 2 of the algorithm | once | CONTROL | SOLVSUB GARBCOL PROPSCL SAVREST | SETUP revise ASSIGN COPY FREECORE |



Table 4.2.


Figure 5

| File | Type | Purpose | Frequency of use |
| :---: | :---: | :---: | :---: |
| INFILE | sequential | used to specify the subproblems characteristics and control parameters | once |
| DECFILE | sequential | cycle $\log$ for the algorithm | cycle |
| SVRFILE | sequential | save and restore file for the algorithm | once |
| SYSIN | sequential | file containing the subproblems data in MPS format | once |
| SYSPRINT | sequential | iteration $\log$ of the simplex algorithm | simplex iteration |
| $\begin{aligned} & \text { PROBFILE } \\ & \text { and } \\ & \text { OLDPFILE } \end{aligned}$ | direct access | problem files for the subproblems, used ina flipflop way. | cycle |
| MATRIXI/2 | direct access | mork matrix Eiles (intermal file of MPSX/370) | each |
| ETAl/2 | direct access | eta files ( $U^{-1}$ and $L^{-1}$ ) of basis inverse representation (internal file of MPSX/370). | at each cycle |

Table 4.3.
LIFT has been designed to handle problems with up to 99 periods (i.e. a maximum of 99 subproblems). The maximum number of coupling rows for a subproblem is 1000 . Both limits could be easily changed but the proposal buffer storage requirements may become prohibitive for a large number of coupling rows. The subproblems could theoretically have up to 16000 rows, but a practical limit is in the 2000-4000 range.

### 4.2. Input data for LIFT

For a problem with $T$ periods, the data for the $T$ subproblems comprise T contignous, complete data sets in the MPS format [ll]. They are entered in the reversed period order (i.e; $T, T-I, \ldots, l$ ). In the row section of each subproblem, the coupling rows that are active (i.e. having non zero coefficients in that subproblem) mast be declared first, along with the objective row. Note that a subproblem $S_{t}$ inherits all active coupling rows of $S_{t-1}$ in periods $t+1, \ldots$. The date partitioning is very natural and allows independent generation of the subproblems as long as the names and units of the coupling rows are consistent.

It remains to specify the control parameters for LIFT in a separate file. The most important ones are the strategic parameters which,
i) indicate the abproblams are to be solved backwards or siternately backwards and forwards;
ii) specify the percentage improvement, frequency and maximum number of proposal iq the mechanism for multi-proposal generation;
iii) control the proposal purging mechanism;
iv) determine whether the prices or coupling rows of a subproblem have changed significantly to call for its resolution; and
v) control printing.

## 5. COMPUTATIONAL EXPERIENCE

We have experimented with LIFT on a series of test problems. Table 5.1 summarizes the statistics of the test problems. The nature and origin of all the test problems (except MODGLOB and BEDYOO) are given in [10]. SCAGR7/25 (group A) are agricultural planning models. SCSD1/6/8 (group B) are structural design optimization problems. SCFXMl/2/3 (group C) are production scheduling problems. SCTAP1/2/3 (group D) are dynamic traffic assignment problams. SCORPION, SCRS8, MODGLOB and BEDYOO (group E) are energy models. Note that only the last two have a truly lower block-triangular structure.

All test problems wera solved with standard MPSX/370. The parameters were set to their default values and the macro OPTIMIZE [11] was called in these runs. Table 5.2 reports the corresponding statistics. All runs were made under $\mathrm{VM} / \mathrm{CMS}$ on an IBM/370 model 158 in a 1000 K virtual machine ( 1500 K for BEDYOO).

We solved all the test problems with LIFT in a 1000 X virtual machine (1200X for BEDYOO). The same control parameters were used in all the experiments. All runs were stopped with a primal-dual gap of less than $0.1 \%$. Table 5.3 sumarizes the statistics of the runs. Phase 3 always terminated in one cycle, because of little purging (if any) in phase 1 and 2 . In addition to input, phases 1,2 and 3 : the total CFU time accounts for table construction for the program, initializations, computing proposal scaling factors, saving the problem, etc.

Our experiments were aimed at testing the robustness of LIFT and efficiency as compared to standard MPSX/370 but not at validating its computational strategies. This has been done by J. Ho in $\mathrm{I}_{6}$ !.

```
-403-
```

| Problem | Type <br> (*) | Number of Periods | Number of |  |  | Density |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Rows | Columns (**) | Nonzeros |  |
| SCAGR 7 | S | 7 | 130 | 270 | 683 | 1.94 |
| SCAGR27 | S | 25 | 472 | 972 | 2501 | 0.55 |
| SCSDI | s | 3 | 78 | 838 | 3226 | 4.94 |
| SCSD6 | S | 7 | 148 | 1498 | 5814 | 2.62 |
| SCSD8 | S | 39 | 398 | 3148 | 11732 | 0.94 |
| SCPXM1 | s | 4 | 331 | 788 | 2943 | 1.13 |
| SCFXM2 | S | 8 | 661 | 1575 | 5890 | 0.57 |
| SCFXM3 | S | 12 | 991 | 2362 | 8837 | 0.38 |
| SCTAP 1 | S | 10 | 311 | 791 | 3683 | 1.50 |
| SCTAP2 | S | 10 | 1101 | 2981 | 14395 | 0.44 |
| SCTAP3 | 5 | 10 | 1491 | 3971 | 19045 | 0.32 |
| SCORPION | S | 6 | 389 | 747 | 2097 | 0.72 |
| SCRS8 | S | 16 | 491 | 1660 | 4520 | 0.55 |
| MODGIOB | T | 6 | 1387 | 4547 | 17828 | 0.28 |
| BEDYOO | T | 6 | 5898 | 12048 | 25184 | 0.03 |

Table 5.1
(*) 'S' means 'staircase'
' T ' means 'lower block_triangular'
(**) Including slacks

| BEDYOO | ¢ ¢ ¢ \％ | $\mathfrak{n}$ | \％ |
| :---: | :---: | :---: | :---: |
| SODGLOB |  |  | N |
| SCRS8 | が心 |  | $\underset{\sim}{2}$ |
| SCORPIoN | 응 ${ }_{\text {® }}$ |  | $\stackrel{\sim}{\text { ® }}$ |
| SCTAP3 | Кّ |  | $\overline{\mathrm{I}}$ |
| SCTAP2 | ¢ ¢ ¢ ¢ | ¢ ${ }_{\substack{0}}^{\substack{0}}$ | N |
| sctapl | $\bar{\sim} \bar{\sim}$ |  | － |
| SCPR04 | － | ＠ | \％ |
| SCrx042 | \％ |  | \％ |
| SCrand | ※゙き～ |  | － |
| scsps | へั |  | $\frac{8}{2}$ |
| SCSD6 | ¢ |  |  |
| SCSD1 | $\cdots \stackrel{0}{\sim}$ |  | $\stackrel{\text {－}}{ }$ |
| SCAGR2S |  |  | $\overline{\overline{-}}$ |
| SCAGR 1 | ¢88 |  | ¢ |
|  | 荡 <br> ． |  | 은 |

Table 5.2
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|  | 䫆 | $\bullet$ | no $=$ | ぞロッセ゚ －o o in | $\stackrel{ \pm}{\underset{\sim}{*}}$ |  | － |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 年 | $\bullet$ | no $=$ |  －Nino | $\stackrel{8}{8}$ |  | 旡 |
|  | $\begin{array}{\|l\|} \hline 0 \\ \text { 苞 } \\ \hline \end{array}$ | $*$ | かのに |  | $\begin{array}{\|c} \mathbf{\otimes} \\ \underset{\sim}{\mathbf{i}} \\ \hline \end{array}$ |  | ＋ |
|  | 告 | $\bullet$ | $n \times 0$ |  | 产 |  | － |
| $\sim$ | 成 | $n$ | － 0 |  －－Mion | $\stackrel{\rightharpoonup}{\circ}$ |  <br> －mio | ¢ |
|  | N | $\cdots$ | $\rightarrow$－ |  oonio | $\stackrel{\otimes}{\stackrel{0}{*}}$ | ㅊ Nom． －－～ | 合 |
|  | 苞 | $\cdots$ | ＋0응 |  | $\underset{\underset{-1}{9}}{ }$ | べがす。 $00^{\circ} 0^{\circ}$ | 荌 |
| $\bigcirc$ | 管 | $\cdots$ | こロロ |  | $\underset{\infty}{\underset{\infty}{\circ}}$ | Mn | $\stackrel{\infty}{\sim}$ |
|  | 管 | － | $\sim \sim$－ | ロニロベッ <br> 0 －ios | $\stackrel{8}{i}$ |  ono m | \％ |
|  | $\begin{array}{\|l\|} \hline \overline{\mathrm{C}} \\ \text { 苞 } \end{array}$ | － | ニー～～ | 웅무ㄴㅜㅜㅇ －0．0i | $\stackrel{\bar{\sim}}{\sim}$ |  | － |
| $\infty$ |  | $\bullet$ | $\cdots m \infty$ |  | $\begin{aligned} & \text { N} \\ & \underset{\sim}{2} \end{aligned}$ |  | N |
|  | $\begin{array}{\|l\|} \hline \stackrel{0}{0} \\ \text { 苞 } \\ \hline \end{array}$ | m | $\sim \infty$ |  －00－－ | $\underset{\sim}{2}$ |  |  |
|  | $\begin{array}{\|l\|} \hline \overline{0} \\ 0 \\ 0 \end{array}$ | $m$ | $N+\infty$ |  | $\begin{array}{\|c} \hline \stackrel{\rightharpoonup}{\circ} \\ \stackrel{y}{\circ} \end{array}$ |  | － |
| $<$ | N | $\bullet$ | ニヘッ |  | $\underset{\sim}{\sim}$ | ペ～：$\underset{\sim}{\sim} \underset{\sim}{\sim}$ $\ddot{\circ}-\dot{\circ}$ | 罵 |
|  | $\begin{array}{\|l\|} \hline \text { E. } \\ \text { 4 } \\ \hline \end{array}$ | m | － 0 응 | 꿍ํ웅 $00^{\circ} 0^{\circ}$ | ñ | 응․․․․ | $\stackrel{n}{\sim}$ |
| $\begin{array}{\|l\|} \hline \stackrel{\rightharpoonup}{0} \\ \text { din } \end{array}$ |  |  |  <br> 렬랼운 <br>  |  |  |  | 옥 |

Table 5.3

We observe that for some classes of test problems (group B and E) LIFT tends to be more efficient than MPSX/370 as the problem size increases.

It can be observed in table 5.3 that only a small portion of CPU time is spent on LIPT's external procedures. The rest is taken up by MPSX/370 setup, revise and. simplex iterations. This leads us to believe that improvement of the efficiency of LIFT should come primarily from strategic manipulation aimed at reducing the number of cycles.

We balieve thet LIFT is a veluable addition to a mathematical programming system such as MPSX/370. It provides, for some classes of problems, a way to solve large problems more economically. Problems that are impractical to solve by $s$ tandard software may now be accomodated.
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# SOLVING LINEAR PROGRAMMING PROBLEMS BY RESOURCE ALLOCATION METHODS 

Klaus Beer<br>Mathematical Programming Department<br>Technische Hochschule<br>Karl-Marx-Stadt

We describe a method of feasible directions for the resource-allocation approach (see Kornai/Liptak, Geoffrion, and others) to soiving LP problems. We compute the direction by application of the $\epsilon$-subdifferential. The method generates primal feasible solutions which improve the objective function by at least $\epsilon$ at each iteration. The numerical experiments indicate that as a rule a solution near to the optimum is reached after about 10 iterations. The method converges to the exact value of the objective function only at a linear rate
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1. INTRODUCTION

In 1977 we published a book (see Beer [1]) on solving largescale LP problems. We considered four types of methods:
(a) simplex methods for general problems using sparse matrix techniques such as LU-decomposition of the inverse basis matrix;
(b) simplex methods with basis matrix factorization for problems with special structures;
(c) iteration methods, such as penalty methods or augmented Lagrangian methods;
(d) decomposition methods.

In the book we made the following conclusions:

- The simplex method is competitive and is not obsolete for large problems. For normal cases we would use such software. In the GDR this is the PS OPSI, which is comparable with the MPS from IBM.
- Simplex methods for special structures are more effective, but are only applicable for the selected structure. In the GDR we do not have such software (except for the transportation problem).
- Iteration methods use simple computer programs and rapidly give solutions near to the optimum. We applied the penalty method for a large problem on a small computer.
- Decomposition methods are not recommended. The rate of convergence is too slow.

However, in the last four years we have dealt with some questions of realization of decomposition methods for the blockangular structure (coupled rows) and for the linked structure (coupled columns). We have carried out some experiments (see kaschel [4,5]).

If we want to get a solution that is only close to the optimum, then our decomposition methods equal the simplex method with respect to the solution time. The slow convergence in the essential part of the method (from a practical point of view the first iterations) is improved. An important improvement in the efficiency of the method was to use the $\varepsilon$-subdifferential instead of the usual subdifferential, which we recommended in Beer [1] for resource allocation methods. The decomposition method not only works for the case of a blockangular structure but also for a linked structure with primal feasible solutions.

## 2. THE GENERAL PRINCIPLE

In our opinion dealing with decomposition methods implies dealing with methods for subdifferentiable problems. The programming problems which are connected with decomposition have the following properties:

- The objective function is given only implicitly. This implies that to compute this function at a point, one must solve a programming problem.
- We may compute the subdifferential of the objective function by a generation technique.
- Usually, some of the restrictions are given only implicitly.

We conclude from this situation that we must apply subgradient or feasible direction methods.

Before we report about resource allocation methods it will be useful to discuss briefly the background of such an approach., specifically the method of feasible directions for nondifferentiable problems. Let us consider the problem (1)

$$
\begin{align*}
& f(u) \rightarrow \max \}  \tag{1}\\
& u \in U
\end{align*}
$$

where $f$ is a subdifferentiable concave function and $f(u)=-\infty$ at some points $u \in U$ is possible. In LP-decomposition $f$ is a piece-wise linear concave function. $U \in R^{n}$ is a closed convex set. For theoretical simplification we replace problem (1) by the equivalent problem (2)

$$
\begin{align*}
& F(u) \rightarrow \max  \tag{2}\\
& u \in R^{n}
\end{align*}
$$

with

$$
F(u)=\left\{\begin{array}{cc}
f(u), & u \in U \\
-\infty, & u \notin U
\end{array} .\right.
$$

We suppose further that we know the subdifferential $\partial F(u)$ and that for all $\varepsilon>0$ we know an extension $P_{\varepsilon}(u)$ of $\partial F(u)$, i.e., $P_{\varepsilon}(u) \supset \partial F(u)$,

$$
u \in R^{n} .
$$

At each iteration of the method of feasible directions (FDM) we have to realize two operations:

- We must calculate a direction $r$ with the property $F^{\prime}(u, r)>0$. We do it by solving the problem
$\max _{\|r\| \leq 1} \min \left\{(r, v):, v \in P_{E}(u)\right\} \quad$ (DRP) .

Here (.,.) denotes the scalar product in $R^{n}$. (DRP) is a linear programing problem, if we use the sum or maximum norm. By using the Euclidean norm we get a quadratic programming problem. These LP or quadratic problems
we may solve by column generation (see Beer [1], and Kaschel [2]).

- The second operation is the determination of the steplength in the direction $r$. We must determine such a scalar $\lambda$ that

$$
F(u+\lambda r)=\max \{F(u+\gamma r): \gamma \geq 0\}
$$

(SLP)

In decomposition methods (SLP) leads to parametric programming with one parameter, which is common for all subproblems.

Now we can formulate the FDM method in outline.

```
Step 1: Given a point \(u^{0} \in \operatorname{dom} F, \varepsilon_{0}>0, Y_{0} \geq 0, \rho \in(0,1)\),
    we put \(k:=0, t:=0\).
Step 2: We solve (DRP) by \(\varepsilon=\varepsilon_{k}, u=u^{t}\). If we obtain
    during the solving process for (DRP) a solution
    \(\left(v^{*}, v^{t}\right)\) with the property
        \(\left(\boldsymbol{r}^{t}, v^{t}\right)=\min \left\{\left(\boldsymbol{r}^{t}, v\right): v \in P_{\varepsilon_{k}}\left(u^{t}\right)\right\}>\gamma_{k}\),
    then we go to step 3 , otherwise we go to step 4.
Step 3: We solve (SLP) by \(r=r^{t}, u=u^{t}\). We choose the
    steplength \(\lambda_{t}\) and put
        \(u^{t+1}:=u^{t}+\lambda_{t} r^{t}, t:=t+1\)
    and return to step 2.
Step 4: We put
    \(\varepsilon_{k+1}:=\rho \cdot \varepsilon_{k}, \gamma_{k+1}:=\rho \cdot Y_{k}, k:=k+1\)
    and go to step 2.
For details and proofs of convergence of FDM see Schwartz [8].
```
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After this background let us now turn to the core of this paper. We consider problem (A), and simultaneously problem ( $\hat{A}$ ), with block-structure:

$$
\text { (A) }\left\{\begin{array} { l } 
{ \sum _ { i = 1 } ^ { n } ( c _ { i } , x _ { i } ) \rightarrow \operatorname { m a x } } \\
{ \sum _ { i = 1 } ^ { n } A _ { i } x _ { i } \leq b } \\
{ D _ { i } x _ { i } = d _ { i } } \\
{ x _ { i } \geq 0 , i = 1 ( 1 ) n }
\end{array} \quad ( \hat { a } ) \left\{\begin{array}{l}
\left(\hat{c}_{0}, \hat{x}_{0}\right)+\sum_{i=1}^{n}\left(\hat{c}_{i}, \hat{x}_{i}\right) \rightarrow \max \\
\hat{A}_{i} \hat{x}_{0}+\hat{D}_{i} \hat{x}_{i}=\hat{a}_{i}, i=1(1) n \\
\hat{x}_{i} \geq 0, i=1(1) n
\end{array}\right.\right.
$$



We shall explain an improvement of the decomposition algorithms described in Beer [1], pp 188-202.
For $u_{i} \in R^{m}$ and $u \in R^{n} o$ we put, respectively,

$$
\begin{aligned}
& \phi_{i}\left(u_{i}\right)=\left\{\begin{array}{l}
\max \left\{\left(c_{i}, z_{i}\right): A_{i} x_{i} \leq u_{i}, D_{i} x_{i}=d_{i}, x_{i} \geq 0\right\}, \text { i. ..\} } \neq \emptyset \\
-\infty \quad,\{\ldots\}=\emptyset
\end{array}\right. \\
& \hat{\phi}_{i}(u)=\left\{\begin{array}{cc}
\max \left\{\left(\hat{c}_{i}, \hat{x}_{i}\right): \hat{b}_{i} \hat{z}_{i}=\hat{a}_{i}-\hat{A}_{i} u, z_{i} \geq 0\right\},\{\ldots\}=\varnothing \\
-\infty & ,\{\ldots\}=\varnothing
\end{array}\right.
\end{aligned}
$$

For our subproblems, we put

$$
\begin{aligned}
\Phi\left(u_{1}, u_{2}, \ldots, u_{n}\right) & =\sum_{i=1}^{n} \phi_{i}\left(u_{i}\right) \\
\hat{\Phi}(u) & =\left(c_{0}, u\right)+\sum_{i=1}^{n} \phi_{i}(u)
\end{aligned}
$$

where $\Phi$ and $\hat{\phi}$ are concave, subdifferentiable, piece-wise functions.

We replace problems $(A)$ and $(\hat{A})$ by (3) and (4), respectively.

$$
\begin{equation*}
F\left(u_{q}, u_{2}, \ldots, u_{n}\right)=\Phi\left(u, u, \ldots, u_{n}\right)+\delta(u / U) \rightarrow \max \tag{3}
\end{equation*}
$$

(4)

$$
\hat{F}(u)=\hat{\$}(u)+\delta(u / \hat{V}) \rightarrow \max
$$

where

$$
\begin{aligned}
& U=\left\{\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in R^{n m} ; \sum_{i=1}^{n} u_{i}=b\right\} \\
& U=\{u: u \geq 0\} .
\end{aligned}
$$

It is well known (for instance, from Kornai and Liptak [6], Lasdon [7], and Geoffrion [3]) that problems (3) and (4) are equivalent to ( $A$ ) and ( $\hat{A}$ ), respectively.

For the subdifferential we have the formulas (see Beer [1])

$$
\begin{aligned}
\partial \phi_{i}\left(u_{i}\right)= & \left\{u_{i}^{*}: u_{i}^{*} A_{i}+y_{i} D_{i} \geq c_{i}, u_{i}^{*} \geq 0,\right. \\
& \left.\left(u_{i}, u_{i}^{*}\right)+\left(y_{i}, d_{i}\right) \leq \phi_{i}\left(u_{i}\right)\right\} \\
\partial \hat{\phi}_{i}\left(u_{i}\right)= & \left\{-u_{i}^{*} \hat{A}_{i}: u_{i}^{*} \hat{b}_{i} \geq \hat{c}_{i},\left(u_{i}^{*}, d_{i}-\hat{A}_{i} u\right) \geq \hat{\phi}_{i}(u)\right\},
\end{aligned}
$$

i.e., $\partial \phi_{i}$ is a projection of the set of optimal dual solutions
from the subproblem $\phi_{i}(u)$ and therefore is a convex polyhedral set. The same is true for $\partial \hat{\phi}_{i}$.

Also we have

$$
\begin{aligned}
\partial F\left(u_{1}, u_{2}, \ldots, u_{n}\right)= & \left\{u_{1}^{*}+w, u_{2}^{*}+w, \ldots, u_{n}^{*}+\omega\right): \\
& \left.u_{i}^{*} \in \partial \phi_{i}\left(u_{i}\right), w \in R^{m}\right\} \\
\partial \hat{F}(u)= & \left\{c_{0}+\sum_{i=1}^{n} \lambda_{i}+\mu:\right. \\
& \left.\lambda_{i} \in \partial \hat{\phi}_{i}(u), i=1(1) n, \mu \in K^{*}(u)\right\}
\end{aligned}
$$

where $K^{*}(u)$ is a convex polyhedral cone (see Beer [1]).
Now we may formulate the basic results.
Theorem 1. If we denote by $\partial_{\varepsilon} \phi_{i}\left(u_{i}\right)$ the $\varepsilon$-subdifferential (after R.T. Rockafellar)

$$
\partial_{E} \phi_{i}(u):=\left\{u_{i}^{*}: \phi_{i}(w)-\phi_{i}\left(u_{i}\right) \leq\left(u_{i}^{*}, w-u_{i}\right)+\varepsilon, \forall w \in R^{m}\right\}
$$

then the following formula is true

$$
\begin{aligned}
\partial_{E} \phi_{i}\left(u_{i}\right)= & \left\{u_{i}^{*}: u_{i}^{*} A_{i}+y_{i} D_{i} \geq c_{i}, u_{i}^{*} \geq 0\right. \\
& \left.\left(u_{i}^{*}, u_{i}\right)+\left(y_{i}, d_{i}\right) \geq \phi_{i}\left(u_{i}\right)+\varepsilon\right\}
\end{aligned}
$$

Thus $\partial_{E} \Phi_{i}\left(u_{i}\right)$ is a weak extension of the set of optimal dual solutions from the subproblem $\phi_{i}\left(u_{i}\right)$.

Theorem 2. If we put

$$
\begin{aligned}
P_{E}\left(u_{1}, u_{2}, \ldots, u_{n}\right):= & \left\{\left(u_{1}^{*}+w, u_{2}^{*}+w, \ldots, u_{n}^{*}+w\right):\right. \\
& \left.u_{i}^{*} \in \partial_{E} \phi_{i}\left(u_{i}\right), w \in R^{m}\right\}
\end{aligned}
$$

then we have

$$
\partial_{\varepsilon} F\left(u_{1}, u_{2}, \ldots, u_{n}\right) \subset p_{\varepsilon}\left(u_{1}, u_{2}, \ldots, u_{n}\right) \subset \partial_{\varepsilon n} F\left(u_{1}, u_{2}, \ldots, u_{n}\right)
$$

Analogous results to theorems 1 and 2 are also true for $\partial_{E} \hat{\phi}(u)$ and $\partial_{\varepsilon} \hat{E}$.

Theorems 1 and 2 permit us to use the FDM described above to solve the problems (3) and (4) respectively. This completes the requirements for the decomposition algorithms for the original problems (A) and ( $\hat{A}$ ). The decomposition algorithms deal only with the linear subproblems $\phi_{i}\left(u_{i}\right)$ and the (DRP), which is also an LPproblem. Therefore, we can realize the decomposition algorithm on the basis of an existing LP-routine for a computer. At the Technische Hochschule, Karl-Marx-Stadt, we have realized it on the basis of PS OPSI. The practical implementation of the algorithms can not be described here (see [1],[2],[4] and [5]).

The convergence and some important practical aspects follow from the next theorem.

Theorem 3. We denote the optimal value of the objective function of problem ( $A$ ) by $F^{*}$, and the vectors $u^{t}:=\left(u^{t}, u^{t}, \ldots, u_{n}^{t}\right) \in R^{m n}$ and $r^{t}:=\left(r^{t}, r^{t}, \ldots, r_{n}^{t}\right) \in R^{m n}$ by $u^{t}$ and $r^{t}$ respectively. We suppose that $F^{*}<\infty$.

Thus we have:
(a) From $0 \in P_{\varepsilon}\left(u^{t}\right)$ it follows that

$$
\begin{equation*}
F^{*} \geq F\left(u^{t}\right) \geq F^{*}-n \cdot \varepsilon \tag{5}
\end{equation*}
$$

(b) If the (DRP) yields an improving direction, i.e., we go in the FDM from step 2 to step 3 , then

$$
F\left(u^{t+1}\right) \geq F\left(u^{t}\right)+\varepsilon
$$

(c) There exists in the sequence $\left\{u^{t}\right\}$, which the algorithm FDM generates, an index $t_{0}$ such that for $t \geq t_{0}$ we have the inequalities
(c) There exists in the sequence $\left\{u^{t}\right\}$, which the algorithm FDM generates, an index $t_{o}$ such that for $t \geq t_{0}$ we have the inequalities
$0 \leq F^{*}-F\left(u^{t+1}\right) \leq\left(1-\frac{D}{n+1}\right)^{n+1}\left(E^{*}-F\left(u^{t}\right)\right.$
(first proved by Schwartz).
This means:

- If we solve (DRP) exactly, i.e., in the algorithm FDM $\gamma_{0}=0$, then the sequence of steps 2 and 3 of the algorithm leads to a near optimal solution of problem (A). Thereby, the algorithm converges. If $\gamma_{c}>0$, then convergence may also be proved (see Schwartz [8]).
- At step 3 in the algorithm FDM the objective function increases at least by $\varepsilon$. Thereby, after a finite number of steps 2 and 3 the algorithm comes to step 4. However, we may select the value of $\varepsilon$ as we like and thus control the approximation to the optimal value. The results in experiments are encouraging and follow in the sequel.
- The algorithm FDM has a linear rate $q=1-\frac{0}{n+1}$ of convergence, which explains the observation of slow convergence near the optimum in numerical experiments. Here $\rho$ is the factor that we apply in step 4 to scale down the $\varepsilon$ and $n$ is the number of diagonal blocks.

An analogne of theorem 3 for the problem ( $\hat{A}$ ) may also be formulated.
4. RESULTS OF SOME NUMERICAL EXPERIMENTS BY J. KASCHEL AND W. REMKE

For the blockangular structure shown below we have computed only small-scale examples. We consider an example with the following size:


If we start the algorithm FDM with different values of $\varepsilon_{0}$ tand $Y_{0}=0, \rho=0.33$ ) we get :

## Table 1

| $t$ | $k$ | $\varepsilon_{k}$ | $F\left(u^{t}\right)$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 200 | $7,452.28$ |
| 1 | 0 | 200 | $13,773.40$ |
| 2 | 0 | 200 | $14,240.49$ |
| 3 | 1 | 66.67 | $15,188.89$ |
| 4 | 2 | 22.22 | $15,698.35$ |
| 5 | 3 | 7.41 | $15,698.35$ |
| 6 | 3 | 7.41 | $15,715.01$ |

## Table 2

| $t$ | $k$ | $\varepsilon_{k}$ | $F\left(u^{t}\right)$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 400 | $7,452.28$ |
| 1 | 0 | 400 | $7,575.48$ |
| 2 | 0 | 400 | $9,739.88$ |
| 3 | 0 | 400 | $12,010.52$ |
| 4 | 0 | 400 | $15,194.24$ |
| 5 | 1 | 133.3 | $15,194.24$ |
| 6 | 2 | 44.4 | $15,373.18$ |
| 7 | 2 | 44.4 | $15,719.96$ |
| 8 | 3 | 14.8 | $15,719.96$ |

Table 3

| $t$ | $k$ | $\varepsilon_{k}$ | $F\left(u^{t}\right)$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 300 | $7,452.28$ |
| 1 | 0 | 300 | $7,475.05$ |
| 2 | 1 | 100 | $9,346.89$ |
| 3 | 2 | 33.3 | $10,433.11$ |
| 4 | 2 | 33.3 | $12,632.88$ |
| 5 | 2 | 33.3 | $13,579.37$ |
| 6 | 2 | 33.3 | $13,773.10$ |
| 7 | 2 | 33.3 | $14,747.19$ |
| 8 | 2 | 33.3 | $15,284.08$ |
| 9 | 2 | 33.3 | $15,600.42$ |
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Table 4

| Iteration <br> number | $F\left(u^{t}\right)$ |
| :---: | :---: |
| 38 | 9,231 |
| 46 | 13,627 |
| 47 | 14,287 |
| 50 | 14,796 |
| 51 | 15,648 |
| 52 | $15,721=$ optimal |

For comparison purposes we have computed the same example on the same computer with the simplex method. We obtained the results in Table 4.

Next we consider the linked structure


[^16]$$
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In Table 5 we compare the number of simplex steps, added over all subproblems in the decomposition method (simplex tables with $p$ rows), with the number of simplex steps needed if we apply the simplex method (simplex tables with $M$ rows) to the whole problem.

Table 5 Results for nine examples with linked structures.

| $n$ | 8 | $p$ | 9 | M | N | Total number of simplex steps, added over all $n+1$ subproblems, in the decomposition method | Number of simplex steps in the simplex method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 4 | 10 | 12 | 33 | 35 | 30 |
| 3 | 3 | 4 | 10 | 12 | 33 | 91 | 24 |
| 3 | 3 | 4 | 10 | 12 | 33 | 255 | 6 |
| 4 | 6 | 5 | 20 | 20 | 86 | 355 | 45 |
| 4 | 6 | 5 | 20 | 20 | 86 | 435 | 82 |
| 5 | 4 | 4 | 10 | 20 | 54 | 453 | 35 |
| 6 | 8 | 10 | 40 | 60 | 278 | 548 | 233 |
| 6 | 8 | 10 | 40 | 60 | 248 | 863 | 151 |
| 8 | 15 | 20 | 49 | 160 | 407 | 1,664 | 505 |

Table 6 shows the behavior during the solution process for the last example from Table 5 ( 8 blocks and 15 coupled variables).

Table 6

| Decomposition <br> method | Simplex method |  |  |
| :--- | :--- | :--- | :--- |
| $t$ | $F\left(u^{t}\right)$ | Number of <br> iteration $t$ | $F\left(u^{t}\right)$ |
| 0 | 667 | 420 | 0 |
| 1 | 722 | 430 | 367 |
| 2 | 745 | 440 | 608 |
| 3 | 751 | 450 | 697 |
| 4 | 756 | 470 | 761 |
| 5 | 813.3 | 813.4 | 505 |

Our conclusion from the examples is that with the decomposition method we oftain a value near the optimum at an earlier stage of the solution process than with the simplex method. Usually, the first 10 iterations in the decomposition method leads to a solution that differs from the optimal value by no more then 3\%. We hope that the same effect will be true for very large Lp-problems.

## REFERENCES

[1] Beer, K., Lठsung grosser linearer Optimierungsaufgaben, VEB Deutscher Verlag der Wissenschaften, Berlin 1977.
[2] Beer, R., J. Kaschel, Column generation in quadratic programming, Mathem. Operationsforsch. Statistik, Ser. Optimization, vol. 10 (1979), no.2, pp 179-184
[3] Geoffrion, A.M., Primal resource-directive approaches for optimizing nonlinear decomposable systems, Oper. Res., vol. 18 (1970), תо. 3, pp 375-403.
[4] Kaschel, J., Zur numerischen Realisierung von Dekompositionsverfahren der Linearen Optimierung, Berichte der 11. Jahrestagung "Mathematische Optimierung", Vitte (Hiddensee), 1979, pp 87-90.
[5] Kaschel, J., $Z u$ ersten numerischen Ergebnissen bei der Realisierung von Dekompositionsverfahren mit Hilfe von PS OPSI, Jahrestagung "Mathematische Optimierung", Vitte (Hiddensee), 1980, pp 55-59.
[6] Lasdon, L.S., Optimization theory for large systems, The Macmillan Co., New York 1970.
[7] Kornai, J., T. Liptak, Two level planning, Econometrica, vol. 33 (1965), no. 1, pp 141-169.
[8] Schwartz, B. Untersuchungen zur Konvergenz der Verfahren der zulassigen Richtungen f\#r Optimierungsaufgaben in endlichdimensionalen Raumen, B-Dissertation an der Technischen Hochschule Karl-Marx-Stadt, 1979.

# AN ADVANCED IMPLEMENTATION OF THE DANTZIG-WOLFE DECOMPOSITION ALGORITHM FOR LINEAR PROGRAMMING* 
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Since the original work of Dantzig and Wolfe in 1960, the idea of decomposition has persisted as an attractive approach to large-scale linear programming. However, empirical experience reported in the literature over the years has not been encouraging enough to stimulate practical application. Recent experiments indicate that much improvement is possible through advanced implementations and careful selection of computational strategies. This paper describes such an effort based on state-of-the-art, modular linear programming software (IBM's MPSX/370).

The first part of the paper is devoted to a summary of the algorithm and to specifications for an advanced implementation (LP routine, data handling, and computational strategies). A code, named DECOMPSX, meeting these specifications is presented in the second part. Computational experiments on a sample of test problems are reported
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## 1. INTRODUCTION

Linear programs (LP) with the block-angular structure arise from the optimization of systems consisting of coupled subsystems. For example, the subsystems may be geographical regions each with its own production operations while the coupling is due to common resource constraints. Or the subsystems may be national econowies coupled by international trade. In any case, it would be easy to imagine that when the number of subsystems is large or when each subsystem is already very complex, the realting problems may become very difficult to solve. In 1960 , Dantzig and Wolfe [ 10 ] introduced the elegant decomposition principle for linear programs. Applied to the block-angular atructure, this principle implies that the entire problem can be solved by solving a coordinated sequence of independent subproblems corresponding to the subsystems. Although the process of coordination is shown to be finite, little is known of its convergence properties [1]. Subsequent attempts in implementation, application and refinemant ([2], [26], [32], [33]; see [13] for a sumary) produced inconclusive and often less than encouraging results in terms of computational efficiency. The status of the decomposition approach, twenty yeare after ita inception, can be sumarized as follows.

1) With advances in sparsity techniques for variants of the simplex method (see e.g. [29]), it is unlikely that decomposition can, in general, be significantly more efficient than the aimplex approach whenever the latter can produce a solution at an acceptable coat.
2) There is no general purpose, easily accessible, easy to use and computationally robust implementation of decomposition compatible with state-of-the-art LP software. Software manufacturers tend to cater to the average user whose problems are seldom large enough to call for decomposition. In turn, the average user is unlikely to formulate problems too complex for available software.
3) From time to time, users faced with really large problems do attempt decomposition. This is uaually done in an ad hoc fashion for the application at hand. Even if it works, there remains always the question of justifying such a nontrivial software project which seldom profits from continuing or even repeated use.

Motivated by Dantzig's insight [12], recent results in large scale techniques for structured LP's ([20], [21]) have identified the following directions for further development of the decomposition approach.
i) The aim of decomposition is not to compete with the simplex approach in its domain of application, but to extend its capability for truly large problems.
ii) For a definitive demonstration of its potential usefulness, it is necessary to attempt implementations at the level of state-of-theart LP software.
iii) To promote understanding and practice of these concepts, decomposition must be available as a simple to use option in commercial LP codes.

This paper describes an advanced implementation, henceforth called DECOMPSX, of the Dantzig-Wolfe decomposition algorithm. Much as it is a logical progression in our long term research interest, this effort has been precipitated by
a) the growing interest in employing multi-regional and multi-national energy system optimization models ([15], [20]) in energy policy analysis which is expected to give rise to problems exceeding practical limits of exiating software; and
b) the advent of modular comercial LP software, such as IBM's MPSX/370 [23], which facilitates a state-of-the-art implementation.

The idea of building upon existing LP software is nothing new. In fact it is the only logical choice because decomposition involves repeated solution of LP's. For example the LP codes LP/90/94, XDLA (ICL), LPMI (Tomlin) and MPSX (IBM) were used in [2], [32], [20], and [33] respectively. However, the modularity of MPSX/370 allows the full exploitation of its advanced algorithmic features in the design of DECOMPSX.

After a brief summary of the Dantzig-Wolfe algorithm in section 2 , the specifications for an efficient implementations in terms of data handing
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and solution strategies are given in section 3. Section 4 describes the design of DECOMPSX based on MPSX/370. The results on a sample of test problems are included in section 5 for the sole purpose of indicating the robustnes: of DECOMPSX. Extensive experimental, comparative and benchmark results will be reported in a subsequent paper.

## 2. SUMMARY OF THE ALGORITHM

A block-angular LP with R blocks has the form :

$$
\begin{align*}
& \text { minimize } \quad \equiv \sum_{r=0}^{R} c_{r} x_{r}  \tag{2.1}\\
& \text { subject to } \sum_{r=0}^{R} A_{r} x_{r}=d_{0}  \tag{2.2}\\
& B_{r} x_{r}=d_{r}, r=1, \ldots R  \tag{2.3}\\
& x_{r} \geqslant 0, r=0, \ldots R
\end{align*}
$$

where $c_{r}$ is $I x n_{r}, d_{r}$ is $m_{r} x \mid$ and all other vectors and matrices are of suitable dimensions. The Dantrig-Wolfe algorithm is described very briefly here, primarily to recall concepts assumed to be familiar to the reader and to present notations used in subsequent sections. The reader is referred to [10], [11] and [4] for details.

Assuming that each block of constraints (2.2) and (2.3) is fessible, the $m_{0}$ constraints in (2.2), called the coupling constraints, will be used to define a master problem which, at cycla $k$ of the algorithm, datermines prices $\pi_{0}^{k}$ on these constraints. With these prices, a subproblem from block $r$ at cycle $k\left(S P_{\mathbf{r}}\right.$ ) can be defined.

If $S P_{T}^{\mathbf{k}}$ is bounded, then it has an extrewe point optimal solution. Otherwise, En:solution corresponding to an extreme ray (henceforth called simply an extreme ray solution) is obtained. In either case, denote the solution by $x_{r}^{k}$, and if it passes a test of candidacy to be described shortly, a proposal for the master problem is generated. The proposal from $\mathrm{SP}_{\mathrm{I}}^{\mathrm{k}}$, defined as

$$
\binom{P_{r k_{r}}}{q_{r k_{r}}}=\left(\begin{array}{cc}
c_{r} & x_{r}^{k}  \tag{0,8}\\
A_{r} & x_{r}^{k}
\end{array}\right)
$$

is the $\left(k_{r}\right)$ th proposal submitted by block $r$ through cycle $k$. Representing all the proposals from block $r$ as a matrix, we have

$$
\left[\begin{array}{c}
P_{r}^{k_{r}}  \tag{2.9}\\
Q_{r}^{k_{r}}
\end{array}\right] \equiv\left[\begin{array}{lll}
p_{r i}, \cdots, & p_{r k_{r}} \\
q_{r 1}, & \cdots, q_{r k_{r}}
\end{array}\right]
$$

The master problem $E^{k}$ is then obtained from (2.1) and (2.2) by substituting $x_{r}, r=1, \ldots, R$ with convex combinations of the proposals, which by definition are feasible in their respective block constraints (2.3) and (2.4). Hence
where $\lambda_{r}^{k_{r}} \neq\left(\lambda_{r} \mid \ldots, \lambda_{r k_{r}}\right)$ with $\lambda_{r \ell}$ being the weight on the $\ell^{\text {th }}$ proposalfrom block $r$ : and $\left.\delta_{r}^{k_{r}} \Psi^{( } \delta_{r l}, \ldots, \delta_{r k}\right)$ with $\delta_{r l}$ being one if the $\ell^{t h}$ proposal corresponds to an extreme solution, and zero otherwise. Finally, denote the vector of dual variables in $E_{k}$ by $\left(\pi_{0}^{k}, \sigma_{1}^{k}, \ldots, \sigma_{R}^{k}\right)$ where $\pi_{0}^{k}$ corresponds to the coupling constraints (2.11) and $\sigma_{r}^{k}$ to the $r^{\text {th }}$ convexity constraint in (2.12).

The algorithm, consisting of three phases, can now be described.
Phase I (For feasibility)
Step_1. (Feasibility of each block)
Solve subproblem $S P_{r}^{0}$ for $r=1, \ldots, R$. These are defined in (2.5)-(2.7) with $\pi_{0}^{k}=0$. If one of the subproblems is infeasible, stop : the whole problem is infeasible. Generatea proposal from each subproblem for the master problem $E^{1}$.

Step 2. (Feasibility of the coupling constraints)
Use phase II to minimize the sum of infeasibilities in $E^{\prime}$. If the optimal value is positive, stop : the original problem is not feasible. Otherwise, restore original objective function and proceed to phase II.

Phase II (For optimality)

## Step o.

- Set k to 1 if objective function is sum of infeasibilities.
- Set $\underline{z}^{k-1}$, the lower bound on optimal value of objective function, to $-\infty$ if objective function is the original one.

Step 1 .
Solve current master problem $E^{k}$. If it is unbounded, stop; the original problem is unbounded. Otherwise, send vector of dual variables ( $\pi_{0}^{k}, \sigma_{r}^{k}$ ) to subproblem $r$ for $r=1, \ldots, R$.

Step 2.
Solve subproblem $S P_{r}^{k}$ for $r=1, \ldots, R$.

- If $\mathrm{SP}_{\mathbf{r}}^{\mathrm{k}}$ is bounded, denote the optimal solution by $\mathrm{X}_{\mathbf{r}}^{\mathrm{k}}$.

Test of candidacy :

$$
\begin{equation*}
\text { if } v_{r}^{k} \equiv\left(c_{r}-\pi_{0}^{k} A_{r}\right) x_{r}^{k}<\sigma_{r}^{k}, \tag{2.14}
\end{equation*}
$$

form an extreme point proprosal accroding to (2.8).
. If $S P_{r}^{k}$ is unbounded, form an extreme ray proposal according to (2.8).

Step_3. (Stopping criteria)

- If no proposal has been generated in step 2, stop; if objective function is sum of infeasibilities, teminate step 2 of phase I. Otherwise, proceed to phase III.
- If all subproblems have been optimized and the objective function is the original one, update lower bound on optimsl value according to :

$$
\underline{z}^{k}=\max \left(\underline{z}^{k-1}, z^{k}+\sum_{r=1}^{R}\left(v_{r}^{k}-\sigma_{r}^{k}\right)\right) .
$$

If $2^{k}-\underline{z}^{k}<E$, where $\varepsilon$ is some small positive user aupplied tolerance proceed to phase III. Otherwise, set $k$ to $k+1$ and po back to atep 1.

Phase III (For reconatruction of a primal solution)
Step_1. (Compute allocation)
Let the optimal values in $\varepsilon^{k}$ be $\left(\hat{z}^{k} ; \hat{x}_{0}, \lambda_{1}^{k}, \ldots, \lambda_{R}^{k R}\right)$
Compute $y_{r}=Q_{r}^{k_{r}} \chi_{r}^{k_{r}}$, for $r=1, \ldots E$
and define for $r=1, \ldots, R$

$$
S T_{\mathbf{I}} \quad\left\{\begin{align*}
& \text { minimize } \quad \mathbf{c}_{\mathbf{r}} \mathbf{x}_{\mathbf{r}}  \tag{2.15}\\
& \text { abject to } \mathbf{A}_{\mathbf{r}} \mathbf{x}_{\mathbf{r}}=y_{\mathbf{r}} \\
& \mathbf{B}_{\mathbf{r}} \mathbf{x}_{\mathbf{r}}=\mathrm{d}_{\mathbf{r}} \\
& \mathbf{x}_{\mathbf{r}}>0
\end{align*}\right.
$$

Step_2. (Reconstruction)
Solve $S Y_{r}$ for $\hat{\mathbf{x}}_{\mathbf{r}}, r=1, \ldots, R$.
Then ( $\hat{z}_{0}, \hat{x}_{1}, \ldots, \hat{z}_{R}$ ) conatitute a solution to the original problem with objective value $\hat{z}^{k}$.




Figure 3.1. : continued
3. SPECIFICATIONS FOR AN. ADVANCED INPLEMENTATION

There are three major aspects in the design of a decomposition code :
a) solving the master and subproblems,
b) data handling to update and process the master and abproblem; and
c) computational strategies

### 3.1. LP routine

Since the master as well as the subproblems are linear-programe, the efficiency of an implementation of the decomposition algorithm depends primarily on the LP routine used. At present, the revised simplex method [9] is atill the only approach that has proved to be computationally efficient and robust in practice. By current atandards, any efficient revisad simplex code would have the following features.
i) Sparse storage : usually a packing scheme is used to tore the nonzero elements of matrices by columa.
ii) Product form of inverse [29]: the basis inverse is updated by appending an elementary matrix represented by a vector determined by the pivot column.
iii) Basis inversion : the basis is reinverted periodically to maintain sparsity and numerical accuracy.

In addition, an advanced revised simplex code may have most of the following sophisticated fagtures.
iv) Superaparaity [25]: an elemant pool is used to atore only unique valuea of nonzero elements.
v) Dynamic atorage allocation.
vi) Either the Hellerman-Rarick invert procedure [18] or a LU factorization of the inverse [16] (also known as elimination form of the inverse (28]).
vii) Forrest-Tomlin update of LU inverse [ 14].
viii) Harris 'DEVEX' methods for pivot selection [17].
ix) Accuracy checking by acaling and dynamic tolerance: [3].

### 3.2. Data handling

Access to an advanced LP code does not automatically cover this as pect of the design. In particular, the master and subproblems should be accessible for solution and updating in the internal format for the LP code without convertion to and from intermediate input and output data. This is relatively staightforward if the LP code already has provisions for such data and solution management. Otherwise, a formidable programming task will be required to interface the LP code with comands of the decomposition algorithm. Simply "batchjug" the individual LP's and revising them in external format would incur so much overhead in data processing as to preclude any hope of overall efficiency in decomposition.

In terms of the generation and utilization of the coordinating information, i.e. prices and proposals, it is possible to specify an efficient design for the data structure of the subproblem independently of the LP code used.

In one of the few implementations of the decomposition algorithm mentioned in the literature, Beale [2] suggests keeping subproblems in the tabular fore depicted in figure (3.2.).


Figure 3.2. : Tabular representation of subproblem data.

Note that the coupling rows are present in the subproblem. They are declared as nonbinding rows. To simplify notation we omit the subproblem subscript. Note that the first $m_{0}+1$ logical variables are always basic because they correspond to nonbinding rows. Therefore a subproblem basis matrix M will exhibit the following structure :

| 1 |  | 0 | $I$ |
| :---: | :---: | :---: | :---: |
|  | $\ddots$ |  |  |
| 0 | $\ddots$ |  |  |
|  |  | $\ddots$ | $\bar{A}$ |
| 0 |  | 0 |  |
|  |  |  |  |

Figure 3.3. : Subproblem basis matrix atructure.

The basis inverse is then as in figure 3.4.


Figure 3.4. : Subprotlem basis inverse

Recall from (2.5) that the subproblem objective function at cycle $k$ is :

$$
v^{k}=\left(c-\pi_{0}^{k} A\right) x
$$

For data management considerations it is not desirable to compute and use this objective function explicitly. Indeed, introducing new coefficients is not easy with the standard packing scheme used in LP codes. Moreover, one would have to make the distinction in the data structure between the $A$ and $B$ matrices. This would preclude the use of the standard columnwise packing scheme. A last drawback is that one would have to keep a copy of the vector $c$ to construct the cost vector at each cycle.

Generation of the subproblem objective function is facilitated by the subproblem structure in figure 3.2. Recall that the vector of simplex multipliers is obtained by multiplying a unit row vector by the basis inverse. In the case of the subproblem :

$$
\begin{align*}
& \text { components }  \tag{3.1}\\
& m_{0}+w_{r}+1 \text { components }
\end{align*}
$$

The $1 \times m_{r}$ row vector $\bar{C} \bar{B}^{-1}$ is the vector of simplex multipliers corresponding to the original objective function ( $\pi_{0}^{0}=0$ ) in the subproblem. If, instead of a unit vector, we take the vector :

$$
\begin{equation*}
\left(1,-\pi_{0}^{k}, 0, \ldots, 0\right) \tag{3.2}
\end{equation*}
$$

and postmultiply by $M^{-1}$, we get the $1 \times\left(1+m_{0}+m_{r}\right)$ row vector :

$$
\begin{equation*}
\left(1,-\pi_{0}^{k},-\left(c-\pi_{0}^{k} \bar{A}\right) \bar{B}^{-1}\right)=\left(1,-\pi_{0}^{k},-\pi_{r}^{k}\right) \tag{3.3}
\end{equation*}
$$

so that the vector of simplex multipliers corresponding to the modified objective function is given, modula a minus sign, by the third term.
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The reduced cost of column $j$ of the subproblem is by definition

$$
\begin{equation*}
c_{j}-\pi_{0}^{k} A_{j}-\pi_{r}^{k} B_{j} \tag{3.4}
\end{equation*}
$$

which is simply the scalar product of the row vector (3.3) by the $j^{\text {th }}$ colum of the matrix in figure 3.3. Thus with this data structure there is no need to form the objective function explicitly provided that one uses the vector (3.2) to compute the simplex multipliers.

Proposals corresponding to extreme points are generated as follows. The current basic solution is given by premultiplying the right-hand-side vector by the basis inverse. This yields in our case :

$$
\left(\begin{array}{l}
0 \\
0 \\
d
\end{array}\right)=\left(\begin{array}{cc}
-\bar{c} \bar{B}^{-1} & d \\
-\bar{A} \bar{B}^{-1} & d \\
\bar{B}^{-1} & d
\end{array}\right)
$$

Now $\bar{x}=g^{-1} d$ is the basic solution of the subproblem, giving all nonsero values of $x^{k}$. Therefore, $c x^{k}-\bar{c} \bar{x}$ and $A x^{k}=\bar{A} \bar{x}$, and the proposal dafined in (2.8) is given by the first two components of (3.5), modulo a aign. Proposale corresponding to extreme raya are generated as followa.
Suppose that column $j$ of the aubproblem prices out nagatively. To find its update, i.e. its expression in terms of the current basis, we must premaltiply by the basis inverse

$$
M^{-1}\left(\begin{array}{l}
c_{j} \\
A_{j} \\
B_{j}
\end{array}\right)=\left(\begin{array}{c}
c_{j}-\bar{C} \bar{B}^{-1} \\
B_{j} \\
A_{j}-\bar{A}^{-1} \\
\bar{B}_{j} \\
\bar{B}^{-1} \\
B_{j}
\end{array}\right)
$$

If $\hat{B}, \bar{B}^{-1} B_{j}<0$, then the subproblem is unbounded. An extreme ray $y$, and $n_{r} \times 1$ colum vector, is conetructed by setting (cf Simmonard [ 301 , vol 2, pp 9-(0) :

$$
\left\{\begin{array}{l}
y_{j}=1 \\
y_{s}=-\hat{B}_{j i}, \text { if } x_{s} \text { is basic in row } i, \\
y_{s}=0, \text { otherwise. }
\end{array}\right.
$$

The extreme ray proposal is then :

$$
\binom{c y}{A y}=\binom{c_{j}-\bar{c} \bar{B}_{j}}{A_{j}-\bar{A} \bar{B}_{j}}=\binom{c_{j}-\bar{c} \bar{B}^{-1} B_{j}}{A_{j}-\bar{A} \bar{B}-1 B_{j}}
$$

The data etructure proposed above allows very handy generation of extreme point and extreme ray proposals. Moreover it is quite convenient for implamenting the phase III procedure. Indeed, forming the phase III subproblems amounts to revising the right-hand-aide and declaring the coupling rows as binding in figure 3.2 .

### 3.3. Computational strategiea

This third aspect concerns refinements of the basic algorithm aimed at accelarting convergence and reducing core storage requirementa and the amount of data handling. Most of these refinements are motivated by heuristics and thair benefits cannot be guaranteed on theoretical grounds. However, an advanced implemantation ahould provide such instruments for fine tuming in actual applications.
i) Partial cycles

The convargence of the decomposition algorithm is not lost if in some cycles, only a few of the subproblem a are solved. Such cycles are
called partial cycles.If in the course of the algorithm, a few subproblems turn out to be more active in the proposal generation mechanism, it may be useful to treat only these aubproblems during a few cycles. Such partial cycles can save CPU time and peripheral activities because less subproblems are set up and solved. Subproblems to be solved in these pantialcycles should be selected according to some criterion such as the number of their proposals that have entered the mater basis, etc ... Some knowledge of the nature of the problem may indicate subproblems which are more important : for example in a multi-national energy model a subproblem corresponding to a country with an important energy deficit or surplus, is likely to be more active in the algorithmic process. Note also that a subproblem that is not affected by the latest price changes in the master problem needs not be resolved.
ii) multi proposal generation

Since any solution of a subproblem that satisfies the candidacy test (2.14) may lead to an improvement in the master problem, it can be used to generate a proposal. This allows the possibility of obtaining a multitude of proposals from a subproblem during one cycle. Empirical experience ([2] , [27]) showed that this strategy tends to accelerate convergence. An example of a mechanism to control proposal generation, used by ho [19], depends on three factors :
a) frequency control;
b) relative improvement of the reduced cost of the candidate proposal;
and c) total number of proposals generated.
The user specifies four parameters : $q_{\text {freq }}, q_{\text {perc }}, q_{\text {max }}$ and $q_{\text {term }}$ " The proposal generation procedure is triggered by the first feasible solution $x$ to the subproblem $r$ that satisfies :

$$
Y_{r}=\left(c_{r}-\pi_{0} A_{r}\right) x-\sigma_{r}<0
$$

The corresponding proposal is generated. Then a proposal is generated every $q_{f r e q}$ iterations or whenever $\gamma_{r}$ is decreased by $q_{\text {perc }}$. No more than $q_{\text {max }}$ proposals are kept for transmission. The procedure is terminated once $q_{\text {term }}$ proposals have been generated. The last $q_{m a x}$ proposals generated are then sent to the master problem.
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## 4. AN IMPLEMENTATION BASED ON MPSX/370

From the description of the Dantzig-Wolfe decomposition algorithm, we identify the services required by the algorithm. We now consider how modera LP codes may be used to provide these services.

Clearly, the important logic of the algorithm as well as the manipulation of the prices and propoasls cannot be performed by the usual procedures in conventional LP packages. A control procedure wust be designed to call the $L P$ routine repeatedly to solve the appropriate problems. Different levels of interface between user written procedures (in FORTRAN, PL/I, etc) and the LP procedures can be conaidered.

1) User procedures can be called in a control program (acting as a man procedure) written in the control language of the LP package. Commnications of data is done by means of files. The MPSX/READCOMM interface [22] is an example.
2) The macro services of the $L P$ code (e.g. primal simplex) can be called in a main procedure written by the user in a high level language. Data is commanicated primarily by files. An axample is CDC's APEX III [5].
3) Not only macro services, but modular algorithmic tools for LP, e.g. pricing, pivot selection, updating, are ueer callable. Data can be commancated through arrays or atructures rather than files. Moreover, internel computational data for the LP code (the work region) is made accessible. The MPSX/370 LP software offers these possibilities through an extended control language called ECL [23], [31].

The ability to solve and modify LP problems repeatedly within a high level language is a major requirement of the Dantzig-Wolfe algorithm. The control language of traditional mathematical programing systems do not provide enough flexibility. All the power of a high level language, as well as that of an advanced LP code are necessary. As MPSX/370 is the first commercially available LP code that has all the features listed in 53.1. except supersparsity, in addition to provisions for a level 3) interface, it is used as the basis of our implementation.
4.1. The MPSX/370 extended control language (ECL)

The MPSX/370 extended control language (ECL) is PL/I supplemented by a serise of macro instructions to be used with the PL/I preprocessor. Examples of the macros are those that declare :
i) the control parameters stored in the commanication region (CR);
ii) the MPSX/370 user callable procedurea;
iii) PL/I data etructures to access internal computational data.

Conditions reflection various statue of the problem, such as infeasibility, optimality, and unboundednese, are defined in many kPSX/370 proceduree. Whenever a condition is met in a procedure, a demand is issued and concrol ie passed to the macro which is designated to act on that demand. Employing the ON CONDITION facility in PL/I, the user may override the macro defined by the MPSX/370 and substitute other actions on that demand. For example, MPSX/370 terminates the primal simplex algorithm when the condition of unboundedness occurs in the PRIMAL procedure. Rowever, in decomposition, this condition should lead to the generation of an extreme ray proposal if PRTMAL is being used to solve a subproblem.

The MPSX/370 proceduree are interfaced with user written ECL procedures by mean of a bootstrap procedura called DPLBOOT. It loads the appropriate modules on the first call of any MPSX/370 procedure, thereby establishing all the links necessary for subsequent calla. This linkage is completely transparent to the user.

### 4.2. Using MPSX/370 procedures to service the master problem

The services required and the MPSX/370 procedures used are listed in Table 4.l. Note that similar procedures exist and are ually callable in other LP codes (e.g. [5]). However, unless data is passed in internal format instead of by external files, such services would not be adequately efficient for an advanced iuplementation.

```
We mention here some adjustements that are necessary. Empirical experience indicates that the scaling procedure used by MPSX/370 is
```

inappropriate for the proposal data, which may contain elements with large magnitudes relative to the unit element in the convexity row. Therefore, a separate external procedure will be used for this purpose. Also, all the computations are performed in double precision ( 8 bytes) in MPSX/370 procedures. However the data is kept on a file, named Probfile, by packing each nonzero element with its row index in 8 bytes : 6 bytes for the coefficient and 2 bytes for the index. This intermediate precision limits the accuracy of the coordination between the master problem and the subprcblems. Default tolerances have been adjusted in order to avoid numerical difficulties when solving the master problem.

| Serrice | Frequency | MPSX/370 procedure |
| :---: | :---: | :---: |
| Reading and checking the data <br> Adding convexity rows <br> Adding new proposals <br> Purging umprofitable proposals <br> Setting up an scaling the problem <br> Saving and restoring the basis <br> Solving the problem <br> Saving the dual solution <br> Setting up right-hand-side for subproblems in Phase III | 1 cycle cycle cycle cycle cycle <br> cycle <br> 1 | CONVERT REVISE REVISE REVISE SETUP SAVE/RESTORE PRIMAL or OPTIMIE SOLUTION POSTMUL |

Table 4.1 MPSX/370 procedures serving the master problem.

### 4.3. Using MPSX/370 procedures to service the subproblems

The services required and the MPSX/370 procedures used are listed in Table 4.2. Three of these, and two others called by them, have to be modified for this purpose.
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In order to use the implicit form of the objective function as described in 53.2 , the following MPSX/370 procedures involving the objective value require modification :

FORMC, which initializes the vector used to compute simplex prices; FIXVEC, which computes the current solution after a reinversion; FTRANU, which updates candidate columns; and ELIMINLU, which updates the problem at the end of a simplex iteration.

The MPSX/370 procedure PRIMAL is used to solve a subproblem. It has to be modified to incorporate the mechanism for proposal generation described in 5 3.3. The tests for proposal generation are performed after a major simplex iteration to benefit from multiple pricing. If one of the tests is passed, the demand $X D O F R E Q 3$ is issued. The corresponding action is to copy the proposal to a buffer for the next revision of the master problem. The execution of PRIMAL is then resumed. A similar action is caken when the XDOUNB demand is issued in PRIMAL, signalling an unbounded solution. In this case however, PRIMAL is resumed after copying the proposal to the buffer and fixing the column that caused unboundedness to zero value.

To summarize, five MPSX/370 procedures have been modified. About 120 assembler statements have been added. These modifications were easily implemented with the aid of the MPSX/370 logic manual \5〕, as well as comments in the source code. We could have chosen not to modify the MPSX/370 source at the cost of :

1) revising the data of the objective row at each cycle (using REVISE on the problem file or better still, MODIFY on the work matrix);
2) less efficient implementation of the multiproposal generation scheme (more frequent calls to and returns from PRIMAL; and interruption of major iterations of the multiple pricing strategy).
All the modifications are fully described in [6].

| Service | Frequency | MPSX/370 procedure |
| :---: | :---: | :---: |
| Reading and checking the data <br> Setting up the problem <br> Forming the objective row <br> Multiproposal generation tests <br> Forming an extreme point proposal <br> Forming an extreme ray proposal <br> Solving the subproblem <br> Saving and restoring basis <br> Setting up the subproblem for <br> Phase III <br> Solving the subproblem in <br> Phase II | 1 cycle iteration ${ }^{\dagger}$ iteration ${ }^{\dagger}$ several <br> times/cycle several <br> times/cycle cycle cycle I | CONVERT SETUP FMPMC* FRIMAL* Current solution in work region FTRANL followed by FTRAN: * PRIMAL* SAVE and RESTORE MODIFY (On work matrix) PRIMAL* or OPTIMIZE |

Table 4.2. MPSX/370 procedures serving the subproblems.

* These MPSX/370 procedures have been modified to service the subproblems
† A simplex iteration


### 4.4. Organization of DECOMPSX

We are now ready to describe briefly DECOMPSX, an implementation of the Dantzig-Wolfe decomposition algorithm coded in PL/I, with major services provided by MPSX/370. A full description can be found in [7] and [8].

DECOMPSX consists of 17 external procedures (totaling about 2600 instructions) and 2 libraries of macros. One library is that of MPSX/370 ECL macros and the other contains 9 declaration macros with 300 instructions. The name, function, frequency of use, calling procedure and procedures called for the major external procedures of DECOMFSX and MPSX/370
are sumarized in Table 4.3.

The file organization is illustrated in Figure 4.1. Table 4.4. lists the type, purpose and frequency of use for each file. For the master problem, two problem files are used in a flip-flop manner. Repeated problem revisions lead to a waste of storage space. When the current problem file is about to overflow; it is compressed while copied to the other file.

DECOMPSX has been designed to handle up to 99 subproblems with up to 1000 coupling rows in the master problem. Both limits could be easily changed but the proposal buffer storage requirements may become prohibitive for a large number of coupling rows. The subproblems could theoretically have up to 16000 rows, but a practical limit is in the range of 2000-4000 rows.

| $\underset{\text { deconpsX }}{\text { external procedure }}$ function |  | frequency of use | called by | major calle to |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | decompsx |  | MPSX/370 |
| CONTROL | main procedure |  | 1 | - | Savrest | convert |
|  |  | initpar |  |  |  |
|  |  | master |  |  |  |
|  |  |  |  |  |  |  |
| initpar | initializes controls and parameters | 1 | CONTROL | Savrest | - |  |
| SAVREST | saves and restores a problea | 1 | CONTROL <br> INITPAR | - | - |  |
| master | driver procedure for phase 1 and II of decomposition algorithm | 1 | contiol | $\begin{aligned} & \text { OPTZE } \\ & \text { POLICY } \end{aligned}$ | $\begin{aligned} & \text { ASSIGN } \\ & \text { COPY } \end{aligned}$ |  |
|  |  |  |  | setsubp | CRASH |  |
|  |  |  |  | SOLUSUB PURGE | freecore |  |
|  |  |  |  | carbcol | REVISE |  |
|  |  |  |  | PROPSCL | SETUP |  |
| PROPSCL | computes a scaling factor for proposals based on first batch of proposals | 1 | MASTER | - | - |  |
| POLICY | selects subprobleas to be treated in a cycle | cycle | master | - | - |  |
| SETSUBP | performs first set up of suproblemf, creates tables for price transfers betueen master and subproblem | Hsubprobleas | master | - | imquire SETUP SELIST |  |

Table 4.3. DECOMPSX external procedures.

| DECOMPSX external procedure | function | frequency of use | called by | major calle to |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | DECOMPSX procedure | HPSX/370 procedure |
| OPTZE | solves the aaster problen, solves the subproblems in phase III. | cycle <br> \# subpro- <br> blema | master | - | CRASH RESTORE <br> DUAL SAVE <br> INVERT SOLUTIOA <br> PRHHAL  |
| SOLvSUB | solves subproblems in thase $I$ and $1 I$ | cycle | master | purce | FTRANLI etranul getveci invalue PRIMAL MODIFY SAVE |
| garbcol | purges unprofitable proposals from master problem file | n cycles | master | - | SELIST <br> btranul BTRANLI pREMUL |
| Purge | purges the proposal buffer on an auxiliary file when it is full | cycle | MASTER <br> solvsub | - | - |
| PHASE3 | driver procedure for Phase III of decomposition algorithe | 1 | CONTROL | OPTZE filesol | INVALUE SETUP <br> MODIFY RESTORE <br> POSTINL  <br> SELIST  |
| FILESOL | files the solution in standard MPS format | \# aubproblems | phase 3 | - | solution |

Table 4.3 (Continued)


Figure 4.1. File organization of DECOMPSX.

| Pile | type | purpose | frequency of use |
| :---: | :---: | :---: | :---: |
| infile | sequential | used to apecify tha master problem and subproblems characteristics, and control paremeter | 1 |
| decpile | sequential | iteracion log for the decomposition algorithm | cycle |
| SOLFILE | sequential | solution file in standard MPS format | 1 |
| SURPILE | sequential | ave and restore file for the decomposicion algorithm | 1 |
| filerev | sequential | file used to keep proposal data for master problem revise | cycle |
| SYSIN | equential | file containing master problem and subprobleal data | 1 |
| SYSPR INT | sequential | iteration log of the simplex algorithm | simplex <br> iteration |
| DPLUSER1/2 | direct acces: | problen filea for master problew, used in a flip-flop way | cycle |
| Probfile | direct accesa | problem file for subprobleme | cycle |
| MATRIXI/2 | direct accesa | work matrix filez (interaal file of HPSX/370) | cycle $x$ problema |
| ETAI/2 | direct accesa | eta files ( $U^{-1}$ and $L^{-1}$ ) of basis inverse representation (incernal file of MPSX/370) | cycle $x$ problems |

[^19]
### 4.5. Input data for DECOMPSX

For a problem with $R$ blocks, the data for the master and subproblems comprise $\mathrm{R}+1$ contiguous, complete data sets in the MPS format [23]. In the row section of each subproblem, the coupling rows that are active (i.e. having non zero coefficients in that aubproblem) must be declared first, along with the objective row. The data partitioning is very natural and allows independent generation of the subproblems as long as the names and units of the common constraints are consistent.

It remsins to apecify certain control parameters for DECOMPSX.
The most important ones are the strategic parameters which,
i) indicate whether the master or the subproblems are to be solved firgt In the first cycle;
ii) indicate whether the proposal buffer is to be shared by all subproblems (and copied on to a file when overflow occurs) or to be used by one subproblem at a time;
iii) indicate whether subproblems that have not been sending proposals are to be skipped;
iv) specify the percentage improvement, frequency and total number generated used in the mechanism for multi-proposal generation;
v) determine whether the prices from the master problem have changed significantly to call for resolution of individual subproblems; and
vi) control the printing and filing of the solution.

## 5. SAMPLE OF EXPERIMENTS

We have experimented with DECOMPSX on a series of test problems. Table 5.1. sumarizes the statistics of the test problems. All runs were performed under VM/CMS on an IBM/370 model 158. A 1000 K virtual machine was used for the runs. Table 5.2. indicates the number of cycles of the decomposition algorithm and the total CPU time in minutes. In Table 5.3. we indicate the CPU time in the major MPSX/370 procedures during phases I and II : SETUP, REVISE and PRIMAL for the mater problem, SETUP and PRIMAL for the subproblems. The last colum gives the total of the preceeding five and is to be compared with the last column of Table 5.2. The difference is the processing time needed for converting the problem data, for prices and proposals transfer and for the reconstruction phase (phase III).

We conclude with a few remarks on the computational results presented in Tables 5.2. and 5.3. From Table 5.2., we note that the convergence of the algorithm depends on the problem as much as on its dimensions. It is therefore important to identify convergence properties for various classea of applications. The problems used include all the truly blockangular models we have access to at ehin writeing as well as models that can be transformed somewhat artificially, to have this atructure. For that reason we believe that DECOMPSX is robust. It can be observec from Table 5.3. that only a amall portion of the total CPU time is spent on DECOMPSX external procedures. The rest is taken up by MPSX/370 simplex operations. This justifies our claims to an efficient implementation. It also means that future improvement would have to come primarily from strategie manipulations aimed at reducing the number of cycles. The omisaion of any comparative performance data is deliberate. This is because not all the problems tested are truly block-angular. Some are decomposable in other, possibly more efficient ways. Sketchy comparative statistics would therefore be most misleading. Instead, the detailed results of experiments and comparaisons will be reported in a subsequent paper.

| \％ |  |  |  | \％ |
| :---: | :---: | :---: | :---: | :---: |
| 䂞 |  | 骨 |  | Z |
| $\begin{array}{\|l\|l\|} \hline \\ \hline \end{array}$ |  |  |  | $\stackrel{\square}{n}$ |
| $\begin{array}{\|l\|l\|} \hline \text { 気 } \\ \hline \end{array}$ |  | $\begin{gathered} \stackrel{\rightharpoonup}{\mathrm{o}} \\ \stackrel{\rightharpoonup}{\mathrm{i}} \\ \hline \end{gathered}$ |  | 玉 |
| 曾 |  |  |  | $\bar{\sim}$ |
|  |  | ¢ ¢ |  | － |
| 気至 |  |  |  | 幺 |
|  |  | $\begin{aligned} & \text { àn } \\ & \stackrel{\rightharpoonup}{\mathrm{o}}= \end{aligned}$ |  | ¢ |
| $\begin{aligned} & \text { 県 } \\ & \frac{4}{4} \\ & \frac{8}{6} \end{aligned}$ |  |  |  <br>  |  |

Table 5．1．Dimensions of the test problems．

| Problem <br> name | number <br> of cycles | Total <br> CPU time <br> (minutes) |
| :---: | :---: | :---: |
| SCORPION | 6 | 1.30 |
| FIDMAR | 22 | 2.35 |
| FORESTRY | 12 | 2.35 |
| FOREST | 7 | 1.30 |
| REGEMT | 6 | 5.65 |
| ORESTE | 12 | 4.24 |
| DYNA | 25 | 38.46 |
| BLDYOO | 21 | $71.85 \quad(\dagger)$ |

( $\dagger$ ) All problems are stopped with primal-dusl gap less than $0,01=$ except the last one ( 9 ) .

Table 5.2. Solution statistics with DECOMPSX.

| Problen name | CPU time (minutes) |  |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Master |  |  | Subproblems |  |  |
|  | SETUP | REVISE | PRIMAL | SETUP | PRIMAI |  |
| SCORPION | 0.01 | 0.01 | 0.09 | 0.20 | 0.54 | 0.85 |
| PIXCMAR | 0.16 | 0.05 | 0.32 | 0.34 | 0.94 | 1.81 |
| FORESTRY | 0.06 | 0.08 | 0.15 | 0.33 | 1.21 | 1.83 |
| FOREST | 0.05 | 0.01 | 0.05 | 0.17 | 0.69 | 0.97 |
| regemt | 0.03 | 0.04 | 0.11 | 2.13 | 1.29 | 3.60 |
| ORESTE | 0.01 | 0.04 | 0.11 | 0.83 | 2.41 | 3.40 |
| dYNA | 0.54 | 1.19 | 9.58 | 4.17 | 16.97 | 32.85 |
| BLDYOO | 1.32 | 0.85 | 14.15 | 4.47 | 43.25 | 64.44 |

Table 5.3. Time spent in MPSX/370 procedures.
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# ON A DECOMPOSITION PROCEDURE FOR DOUBLY COUPLED LP'S 

J. Stahl<br>Institute for Applied Computer Techniques<br>Budapest

The first part of this paper presents a decomposition procedure for solving the doubly coupled LP(1). Problem (1) is solved by treating the two master problems (3), (4) and the subproblem (5). The resulting procedure is not a generalization of either DantzigWoife (D-W)'s or Benders' well-known decomposition algorithms. Though the method can be derived using ideas similar to those of the D-W decomposition procedure, neither the D-W nor the Benders' algorithm is a special case. Nevertheless there are cases where the same algorithm can be obtained from our procedure as from $\mathrm{D}-\mathrm{W}$ decomposition and Benders' algorithm respectively. The second part of the paper discusses the possibility of applying a dynamic scaling strategy to solve the master problems.

## INTRODUCTION

An LP of the following form

$$
\begin{aligned}
& B_{y}+\sum_{i} A_{i} x_{i} \leq b \\
& D_{i} y+B_{i} x_{i} \leq b \\
& y, x_{1}, x_{2}, \ldots \geq 0 \\
& \max \left(c y+\sum_{i} c_{i} x_{i}\right)
\end{aligned}
$$

can be the mathematical model of several interesting economic
problems. For example, the model of a system consisting of several subsystems, or the model of a system over several periods, may be of this form. In the first case $x_{i}$ represents the subsystems' activities. The coupling variable $y$ can be interpreted as a centrally controlled activity of direct influence on the subsystems' activities, and the first group of constraints (coupling constraints) may be balances. An obvious interpretation at the same level can also be given for the second case.

Keeping in mind these interpretations or thinking of the Dantzig-Wolfe and/or Benders decomposition procedure, a decomposition scheme is suggested, where the subproblems are of the form

$$
B_{i} \tilde{z}_{i \leq} \leq b_{i}-D_{i} \tilde{y}
$$

$$
x_{i} \geq 0
$$

$\max \left(c_{i}-\tilde{p} A_{i}\right) x_{i}$

Here the multipliers $\tilde{p}$ assigned to the coupling rows and the values $\tilde{y}$ assigned to the coupling variables can be obtained by solving master problems similar to that of the mentioned procedures. A more formal derivation of such a procedure can also be given (Stah1 1976).

In Section 1 of the present paper we sumarize the procedure. It consists mainly of earlier results that have been published mostly in Hungarian (Stahl 1978). Section 2 deals with a variant of the procedure. Since we have at present little computational experience, we consider our paper as dealing with possibilities to increase the scope and effectiveness of decomposition.

1. DECOMPOSITION PROCEDURE FOR DOUBLY COUPLED LPS

Let us consider the following LP problems:

$$
\begin{align*}
& A_{01} x_{1} \leq b_{0} \\
& A_{10} x_{0}+A_{11} x_{1}+A_{12} x_{2} \leq b_{1}  \tag{1}\\
& A_{21} x_{1}+A_{22} x_{2} \leq b_{2} \\
& x_{0}, x_{1}, x_{2} \geq 0 \\
& \max \left(c_{0} x_{0}+c_{1} x_{1}+c_{2} x_{2}\right)
\end{align*}
$$
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and its dual

$$
\begin{align*}
& p_{1} A 10 \geq c_{0} \\
& p_{0}^{A} 01+p_{1} A_{11}+p_{2} A 21 \geq c_{1}  \tag{2}\\
& p_{1} A 12+p_{2}^{A} 22 \geq c_{2} \\
& p_{0}, p_{1}, p_{2} \geq 0 \\
&\left.\min \left(p_{0} b_{0}+p_{1}^{b} l_{1}+p_{2}^{b}\right)_{2}\right)
\end{align*}
$$

To simplify the notation we did not take into account explicitly the possible block-diagonal structure of $A_{22}$.

Now we assume that the polyhedral sets

$$
x_{1}=\left\{x_{1}: A_{01} x_{1} \leq b_{0}, x_{1} \geq 0\right\}
$$

and

$$
p_{1}=\left\{p_{1}: p_{1} A_{10} \geq c_{0}, p_{1} \geq 0\right\}
$$

are bounded.
To solve (1) and (2) we use the following iterative procedure.

In each step, one has to solve two master problems. The first is an LP problem of the form

$$
\begin{align*}
& A_{10} x_{0}+\sum_{i} \lambda_{i}\left(A_{11} \tilde{x}_{1 i}+A_{12} \tilde{\Xi}_{2 i}\right)+\sum_{j} \mu_{j} A_{12} \tilde{\tilde{x}}_{2 j} \leq b_{1} \\
& \sum_{i} \lambda_{i}=1  \tag{3}\\
& \tilde{z}_{0}, \lambda_{i}, \mu_{j} \geq 0 \\
& \max \left(c_{0} x_{0}+\sum_{i} \lambda_{i}\left(c_{1} \tilde{x}_{1 i}+c_{2} \tilde{\Xi}_{2 i}\right)+\sum_{j} \mu_{j} c_{2} \tilde{\Xi}_{2 j}\right)
\end{align*}
$$

where $\left(\tilde{x}_{1 i}, \tilde{x}_{2 i}\right)$ is an element of the set

$$
X=\left\{\left(x_{1}, x_{2}\right): A_{01} x_{1} \leq b_{0}, A_{21} x_{1}+A_{22} x_{2} \leq b_{2}, x_{1}, x_{2} \geq 0\right\}
$$

and $\stackrel{x}{x}_{2 j}$ is an extremal direction of the set

$$
X_{2}=\left\{x_{2}: A_{22} x_{2} \leq 0, x_{2} \geq 0\right\}
$$

The problem does not necessarily contain $\lambda$ and $\mu$ variables, and in the first case there is no need for the equality constraint. Due to the boundness of $X_{1}$, the set

$$
\left\{\left(x_{1}, x_{2}\right): A_{01} x_{1} \leq b_{0}, A_{21} x_{1}+A_{22} x_{2} \leq 0, x_{1}, x_{2} \geq 0\right\}
$$

can be replaced by $X_{2}$.
The other master problem is similar and of the form

$$
\begin{aligned}
& P_{0}^{A} 01+\sum_{i} \sigma_{i}\left(\tilde{P}_{1 i} A_{11}+\tilde{p}_{2 i} A_{21}\right)+\sum_{j} \tau_{j} \tilde{P}_{2 j} A_{21} \geq c_{1} \\
& \sum_{i} \sigma_{i}=1 \\
& P_{0}, \sigma_{i}, \tau_{j} \geq 0 \\
& \min \left(p_{0}^{b}{ }_{0}+\sum_{i} \sigma_{i}\left(\tilde{p}_{1 i}^{b} 1+\tilde{p}_{2 i}^{b}{ }_{2}\right)+\sum_{j} \tau_{j} \tilde{\tilde{p}}_{2 j}{ }_{2}\right)
\end{aligned}
$$

where $\left(\tilde{p}_{1 i}, \tilde{p}_{2 i}\right)$ is an element of the set

$$
p_{1}=\left\{\left(p_{1}, p_{2}\right): p_{1} A_{10} \geq c_{0}, p_{1} A_{12}+p_{2} A_{22} \geq c_{2}, p_{1}, p_{2} \geq 0\right\}
$$

and the $\tilde{\tilde{p}}_{2 j}$ s are extremal directions of the set

$$
P_{2}=\left\{p_{2}: p_{2} A_{22} \geq 0, p_{2} \geq 0\right\}
$$

We call these problems the $p_{1}$-problem and the $x_{1}$-problem respectively.

Again, due to the boundness of $X_{1}$ and $P_{1}$, both the masters always have feasible solutions. It is easy to see that, if a $p_{1}$-problem (an $x_{1}$-problem) is unbounded, then problem (2) (problem 1) has no feasible solution. In such a case the procedure terminates.

Let $\tilde{\phi}$ be the optimal value of the actual $p_{1}$-problem if this problem contains a $\lambda$ variable and $-\infty$ otherwise. Similarly $\Psi$

If $\tilde{\phi}=\tilde{\Psi}$, the procedure terminates, otherwise let ( $\tilde{p}_{1}, \tilde{\pi}_{0}$ ) and ( $\tilde{x}_{1}, \tilde{\xi}_{0}$ ) denote optimal solutions to the duals of the master problems. Now to complete the iteration steps, one has to deal with the subproblem

$$
\begin{align*}
A_{22} x_{2} & \leq b_{2}-A_{21} \tilde{x}_{1} \\
x_{2} & \geq 0 \tag{5}
\end{align*}
$$

$\max \left(\varepsilon_{2}-\tilde{p}_{1}{ }_{12}\right) x_{2}$
If this problem has no feasible solution one must introduce a new t variable into problem (4). This variable corresponds to that extremal element $\widetilde{p}_{2}$ of $P_{2}$ for which $\widetilde{P}_{2}\left(b_{2}-A_{21} \tilde{x}_{1}\right)<0$.

Similarly, if (5) is unbounded, a new $\mu$-variable will be introduced into problem (3). The variable corresponds to that extremal element $\tilde{\tilde{x}}_{2}$ of $X_{2}$, for which $\left(c_{2}-\tilde{p}_{1}{ }_{12}\right) \widetilde{\tilde{x}}_{2}>0$.

If (5) has an optimal solution then one has to augment the master problems with a $\lambda$ or $\sigma$ variable corresponding to $\left(\tilde{x}_{1}, \tilde{x}_{2}\right)$ and ( $\tilde{p}_{1}, \tilde{p}_{2}$ ) respectively, where $\tilde{x}_{2}$ and $\tilde{p}_{2}$ are extremal optimal solutions to problem (5) and its dual, respectively.

In any case, one has to begin a new iteration step.
The following theorem contains the main features of the procedure.

THEOREM 1. If (1) has no optimal solution, the procedure terminates after a finite number of steps. Otherwise the values of $\tilde{\phi}$ and $\tilde{\psi}$ obtained converge to the optimal value (1).

If problem (1) has an optimal solution, then the procedure may be finite or infinite. If $\tilde{\phi}=\tilde{\psi}$, the procedure can indeed be completed,since from the actual $p_{1}$-problem and $x$-problem one can easily obtain feasible solutions to (1) and to the dual problem (2) such that the corresponding objective values are $\tilde{\phi}$ and $\tilde{\psi}$ respectively. Both of the sequences of the $\tilde{\phi}$ and $\tilde{\psi}$ values are obviously monotonic.

Now we omit the assumptions about the boundness of $X_{1}$ and $p_{1}$. (However, with respect to the economic interpretation which was given, these are in any event not too restrictive in some important practical cases.)

Let us augment problem (1) in the following way

$$
\begin{array}{ll}
e x_{1} & \leq \beta \\
A_{01} x_{1} & \leq b_{0}
\end{array}
$$

$$
\begin{equation*}
-\xi e+A_{10} x_{0}+A_{11} z_{1}+A_{12} x_{2} \leq b_{1} \tag{6}
\end{equation*}
$$

$$
A_{21} x_{1}+A_{22} x_{2} \leq b_{2}
$$

$$
\xi, x_{0}, x_{1}, x_{2} \geq 0
$$

$$
\max \left(-\gamma \xi+c_{0} x_{0}+c_{1} x_{1}+c_{2} x_{2}\right)
$$

where each of the components of the $e$ vectors is unity, and $B$ and $Y$ are non-negative.

Now we fix $\in>0$ arbitrarily and choose two sequences $\left\{B_{h}\right\}$ and $\left\{\gamma_{h}\right\}$ in such a way that $0<B<\beta_{2}<\ldots, 0<\gamma<\gamma_{2}<\ldots$, $\beta_{h} \rightarrow \infty, \gamma_{h} \rightarrow \infty$.

For a fixed pair ( $\beta_{h}, Y_{h}$ ), one can apply the procedure for solving (6). After a finite number of steps one of the following cases will occur:

$$
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(a) (6) has no feasible solution:
(b) the dual problem of (6) has no feasible solution;
(c) one has a feasible solution ( $\xi_{h}, x_{0 h}, x_{1 h}, x_{2 h}$ ) to (6), a feasible solution ( $\pi_{h}, p_{0 h}, p_{I h}, p_{2 h}$ ) to its dual, and the absolute value of the difference of the corresponding objective values is at most $\varepsilon$.
Then one can choose the next pair ( $\beta_{h+1}, \gamma_{h+1}$ ) and do the same, etc. If the sets $X$ and $P$ are not empty and both $\beta$ and $\gamma$ are large enough, then case (c) is the only possibility. We have the following theorem.

THEOREM 2. The sequences $\left\{\xi_{h}\right\}$ and $\left\{\pi_{h}\right\}$ converge. Problem (1)/(2) has a feasible solution if and only if $\lim _{h \rightarrow \infty} \xi_{h}\left(=\lim _{h \rightarrow \infty} \pi_{h}\right)=0$, and in this case also $\lim _{h \rightarrow \infty}\left|\gamma_{h} \xi_{h}-\varepsilon\right|\left(=\lim _{h \rightarrow \infty} \beta_{h} \pi_{h}=\varepsilon\right)=0$ is valid.

This means that by applying the procedure in the above manner in the case when problem (1) has an optimal solution, both $\xi_{h}$ and $\pi_{h}$ will be arbitrarily small after a finite number of steps. Then the variables $\xi$ and $\pi$ can be omitted. Now there are two ways to proceed.

The first possibility is to terminate the procedure. According to the last theorem, $\left(x_{0 h}, x_{1 h}, x_{2 h}\right)$ and $\left(p_{0 h}, p_{1 h}, p_{2 h}\right)$ are almost feasible and almost optimal solutions to problems (1) and (2) respectively.

The other possibility is to continue the procedure in the same way as in the bounded case. (Actually, we have somewhat changed the original problem (1).) In the new problem we have $b_{1}+\xi_{h} e$ on the right-hand side, and $c_{1}-\pi_{h} e$ in the objective function instead of $b_{1}$ and $c_{1}$ respectively. The following theorem of Dantzig justifies why we can proceed now as in the bounded case.

THEOREM 3. If both problems (3) and (4) have feasible solutions, and if both these have non-degenerate basic feasible solutions, then appluing the procedure as in the bounded case, the obtained $\tilde{p}_{1}$ belongs to a bounded set, and the same is valid for the obtained $\tilde{x}_{1}$.

We can thus apply the same argument as in Theorem 1 to establish the convergence of this part of the procedure for solving (1) without the boundedness assumptions.

If in the course of the above procedure one of the variables $\xi$ and $\pi$ is already small, the variable and the corresponding sequence can be omitted, and one can proceed similarly. Namely, if $\xi_{h}$ is small, we omit the variable $\xi$ and the sequence $\left\{\gamma_{h}\right\}$, and we continue with $\pi$ and $\left\{\beta_{h}\right\}$; then $\lim _{h \rightarrow \infty} \pi_{h}$ exists. If $\lim _{h \rightarrow \infty} \pi_{h}=0$, then problem (l) is an optimal solution; if $\lim _{h_{h} \rightarrow \infty} \pi_{h}>0$, then problem (1) is unbounded. (Now the sequence $\left\{\pi_{h}\right\}$ is obviously monotonic.) All these can be justified by applying the last theorem and ideas similarly to those of Theorem 2 .

With respect to computations, we have no results on choosing and changing efficiently the $\varepsilon$ and the sequences $\left\{B_{h}\right\}$ and $\left\{Y_{h}\right\}$. That is to say we do not know anything about the rate of the convergence of the procedure. The introduction of the assumption on boundness of $X_{I}$ and $P_{I}$ has assured the feasibility of the masters and made the presentation much more simple,i.e. we can avoid the usual phase-I procedures, which are now a bit complicated because of the two separate masters. There is similarly no problem with the presentation if at least one of the sets $X_{1}$ and $P_{I}$ is bounded. The boundness of $X_{1}$ is not unrealistic if one thinks of real, large LPs.

We have two further remarks.
One can think of nested decomposition based on this procedure.

Secondly, in the polar case, the LP problem

$$
\begin{aligned}
& A x \leq b \\
& x \geq 0 \\
& \max c x
\end{aligned}
$$

where

$$
\begin{aligned}
& A=\left[\begin{array}{llll}
A_{11} & A_{12} & \ldots & { }^{A}{ }_{1 n} \\
A_{21} & A_{22} & \ldots & { }^{A_{2 n}} \\
A_{m 1} & A_{m 2} & \ldots & A_{m n}
\end{array}\right] \\
& b=\left(b_{1}, b_{2}, \ldots, b_{m}\right) \\
& c=\left(c_{1}, c_{2}, \ldots, c_{n}\right)
\end{aligned}
$$

and

$$
x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

has the equivalent LP-problem

$$
\begin{aligned}
& \sum_{j}^{y_{i j}} \leq b_{i} \\
& x_{j}-x_{i j}=0 \\
&-y_{i j}+A_{i j} x_{i j} \leq 0 \\
& \max \left(\sum_{j} a_{j} x_{j}\right)
\end{aligned}
$$

$$
(i=1,2, \ldots, n)
$$

$$
(i=1,2, \ldots, m ; j=1,2, \ldots, n)
$$

$$
(i=1,2, \ldots, m ; j=1,2, \ldots, n)
$$

Now applying the procedure for solving this problem we shall have subproblems of the form

$$
\begin{gathered}
A_{i j} x_{i j} \leq \tilde{y}_{i j} \\
x_{i j} \geq 0 \\
\max \left(\tilde{q}_{i j} x_{i j}\right)
\end{gathered}
$$

where $\tilde{y}_{i j}$ and $\tilde{q}_{i j}$ are given vectors at each occurence of these subproblems. In this case the matrices of the subproblems are arbitrary parts of the matrix of the original problem.

$$
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To augment the masters it is not neccesary to use the variables corresponding to the optimal solutions of the subproblem. In fact, other solutions of (5) and its dual can be used. The procedure to be considered in the next part is such a variant.

## 2. A VARIANT OF THE PROCEDURE

To apply the simplex method there are several strategies to choose the incoming variables. To solve the masters using the procedure in part 1 , we simply choose a variable for which the relative cost is of appropriate sign. We denote the optimal solutions to the subproblem and its dual respectively. Since by $\tilde{x}_{2}$ and $\tilde{p}_{2}$ respectively. Since

$$
\begin{aligned}
& c_{1} \tilde{x}_{1}+c_{2} \tilde{x}_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} \tilde{x}_{2}\right)-\tilde{\pi}_{0} \\
= & c_{1} \tilde{x}_{1}-\tilde{p}_{1} A_{11} \tilde{x}_{1}+\left(c_{2}-\tilde{p}_{1} A_{12}\right) \tilde{x}_{2}+\tilde{p}_{1} b_{1}-\tilde{\phi} \\
= & \tilde{\psi}-\tilde{\xi}_{0}-\tilde{p}_{1} A_{11} \tilde{x}_{1}+\tilde{p}_{2}\left(b_{2}-A_{21} \tilde{x}_{2}\right)+\tilde{p}_{1} b_{1}-\tilde{\phi} \\
= & \tilde{p}_{1} b_{1}+\tilde{p}_{2} b_{2}-\left(\tilde{p}_{1} A_{11}+\tilde{p}_{2}^{A}{ }_{21}\right) \tilde{x}_{1}-\tilde{\xi}_{0}+\tilde{\psi}-\tilde{\phi}
\end{aligned}
$$

and $\tilde{\Psi}-\tilde{\phi}>0$, it follows that at least one of the relations

$$
c_{1} \tilde{x}_{1}+c_{2} \tilde{x}_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} \tilde{x}_{2}\right)-\tilde{\pi}_{0}>0
$$

or

$$
\tilde{p}_{1} b_{1}+\tilde{p}_{2} b_{2}-\left(\tilde{p}_{1} A 11+\tilde{p}_{2} A_{21}\right) \tilde{x}_{1}-\tilde{\xi}_{0}<0
$$

## is valid.

Using a more efficient variable selection method, one can hope for better progress in the masters. The method to be investigated is dynamic scaling, i.e. the relative cost divided by a norm of the colunn is taken into account. This ratio is independent of variable scaling. Depending on the norm
there are several further possibilities. The main point here is to choose an easy-to-calculate norm (or an approximation to the Euclidean norm) which still results in efficient variable selection. We will consider such a form, that was suggested and successfully tested in (1).

Denoting a column by $a$ and a basis by $B$ one can choose

$$
\|a\|=\max \left\{1,\left|\Sigma x_{j}\right|\right\}
$$

where the summation is over those $\alpha_{j}$ components of $B$ for which the $j^{\text {th }}$ basic variable is structural. It is obvious that the above $\|a\|$ can be easily calculated. Namely,

$$
\tilde{\delta}_{j}= \begin{cases}1 & \text { if the } j^{\text {th }} \text { basic variable is structural } \\ 0 & \text { otherwise }\end{cases}
$$

defines the components of a vector $\tilde{d}$. The vector $\tilde{d} B^{-1}$ can be calculated parallel to the prices, and $\left|\Sigma x_{j}\right|=\tilde{d} E^{-1} a$ can be calculated parallel to the relative costs.

When choosing an incoming variable in a $p_{1}$-problem, this means that, instead of the subproblem (5), one has to solve a problem of the form

$$
\begin{gather*}
A_{22} x_{2} \leq b_{2}-A_{21} \tilde{x}_{1} \\
x_{2} \geq 0  \tag{7}\\
\max \left\{\frac{c_{1} \tilde{x}_{1}+c_{2} x_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} \tilde{x}_{2}\right)-\tilde{\pi}_{0}}{\max \left[1,\left|\tilde{d}\left(A_{11} \tilde{x}_{1}+A_{12} x_{2}\right)+\tilde{\delta}\right|\right\}}\right\} .
\end{gather*}
$$

Applying the usual transformations, (7) can be reduced to a linear program. Under the condition

$$
c_{1} \tilde{x}_{1}+c_{2} x_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} x_{2}\right)-\tilde{\pi}_{0}>0
$$

the objective in (7) is equivalent to

$$
\begin{equation*}
\min \left\{\frac{\max \left\{1,\left|\tilde{d}\left(A_{11} \tilde{x}_{1}+A_{12} x_{2}\right)+\tilde{\delta}\right|\right\}}{c_{1}^{\tilde{x}} 1+c_{2} \tilde{x}_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} \tilde{m}_{2}\right)-\tilde{\pi}_{0}}\right\} \tag{8}
\end{equation*}
$$

We let

$$
\begin{aligned}
\zeta & =\frac{1}{c_{1} \tilde{x}_{1}+c_{2} x_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} x_{2}\right)-\tilde{\pi}_{0}} \\
\bar{\xi}_{2 i} & =\frac{\xi_{2 i}}{c_{1} \tilde{x}_{1}+c_{2} x_{2}-\tilde{p}_{1}\left(A_{11} \tilde{x}_{1}+A_{12} x_{2}\right)-\tilde{\pi}_{0}} \quad(i=\ldots)
\end{aligned}
$$

where $\xi_{2 i}$ is the component of $x_{2}$. Denoting by $z_{2}$ the vector consisting of the $\zeta_{2 i}$ (8), (7) becomes equivalent to the Lp-problem

$$
\begin{aligned}
& \zeta+\xi \leq 0 \\
& d A_{12} z_{2}+\left(\tilde{d} A_{11} \tilde{\Xi}_{1}+\tilde{\tilde{K}}\right) \zeta+\xi \leq 0 \\
& -d A_{12} z_{2}-\left(\tilde{d} A_{11} \tilde{\tilde{z}}_{1}+\tilde{\delta}\right) \zeta+\xi \leq 0 \\
& \left(c_{2}-\tilde{p}_{1} A_{12}\right) z_{2}+\left(c_{1} \tilde{x}_{1}-\tilde{p}_{1} A_{11} \tilde{x}_{1}-\tilde{\pi}_{0}\right) 5=1 \\
& A_{22} z_{2}-\left(\tilde{b}_{2}^{-A} 21^{\tilde{x}_{1}}\right) \zeta \quad \leq 0 \\
& z_{2}, 5 \geq 0 \\
& \max \xi \quad \text { - }
\end{aligned}
$$

It is easy to see that (9) cannot be unbounded and that it always has a feasible solution if there exists a variable in the $p_{1}$-problem for which the relative cost is greater than zero. If in an optimal solution to (9) $\zeta>0$, then one obtains a $\lambda$ variable, and for $\zeta=0$ one has $\mu$ variable. (To be
precise, one has to describe a separate problem similar to (7) for the $\mu$ variables. But the solution to this problem can be obtained from (9) in the case where $\zeta=0$. )

A similar possibility for the Dantzig-Wolfe procedure was discussed in Somos (1980).

A further point here is that from the dual solution of (9) one can obtain a $\sigma$ variable for the $x_{1}$-problem.

One can apply the same argument for the $x_{1}$-problem. The dual of the problem corresponding to (9) is of the form

$$
\begin{aligned}
& -\left(c_{2}-p_{1} A_{12}\right) x_{2}-\lambda_{1}-\lambda_{2}\left(\tilde{p}_{1} A_{11} \tilde{e}+\tilde{\varepsilon}\right)+\lambda_{3}\left(\tilde{p}_{1} A 11 \tilde{e}+\tilde{\varepsilon}\right) \\
& -\lambda_{4}\left(\tilde{p}_{1} \tilde{b}_{1}-\tilde{p}_{1} A_{11} \tilde{x}_{1}-\tilde{\xi}_{0}\right) \leq 0 \\
& \lambda_{1}+\lambda_{2}+\lambda_{3}=1 \\
& A_{22} x_{2}-\lambda_{2} A_{21} \tilde{e}+\lambda_{3} A_{21} \tilde{e}-\lambda_{4}\left(b_{2}-A_{21} \tilde{x}_{1}\right) \leq 0 \\
& x_{2}, \lambda_{1}, \lambda_{2}, \lambda_{3} \geq 0
\end{aligned}
$$

Both problem (9) and (10) require just a little more updating compared with the procedure of the previous part. They are not "far" from each other, so they can be solved at the same time. (Having solved these problems, one has two variables to each of the masters.)

None of these statements are valid if we try to use the greatest-change-in-the-objective column selection strategy for the masters. Furthermore, we could not prove in this case a theorem corresponding to the following.

THEOREM 4. If in the case of $\bar{\phi}<\bar{\psi}$ one generates new variabies for the masters by solving (9) and (10)(instead of solving (5)), then either (1) has no optimal solution and the procedure terminates after a finite number of steps or the $\tilde{\phi}$ and $\tilde{\Psi}$ values converge to the optimal value of (1).
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THE ELLIPSOIDAL ALGORITHM

# AN EQUIVALENCE BETWEEN THE SUBGRADIENT AND ELLIPSOIDAL ALGORITHMS 

Marshall L. Fisher*<br>Department of Decision Sciences<br>The Wharton School<br>University of Pennsy/vania

We show that the ellipsoidal algorithm is equivalent to the subgradient algorithm executed in a transformed problem space. This suggests that the ellipsoidal algorithm will perform well on problems for which the subgradient algorithm is known already to perform well. The best example of this is the dual problem arising in the Lagrangian relaxation approach to integer programming, on which the subgradient algorithm has generally out-performed the simplex method.

The subgradient and ellipsoidal algorithms are iterative methods for finding $x \in \mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
a_{i}^{T} x \leq b_{i} \quad\left(i=1, \ldots, m, a_{i} \in 2^{n}, b_{i} \in 2\right) \tag{p}
\end{equation*}
$$

In ( $P$ ), $x$ and $a_{i}$ are column vectors and $T$ denotes transpose.
Both methods begin at an arbitrary point $x^{0} \in R^{n}$ and generate a sequence ( $x^{k}$ ) of trial solutions. The methods differ in the rule for obtaining $x^{k+1}$ from $x^{k}$. If $x^{k}$ solves ( $P$ ), both methods stop. Otherwise, let $i_{k}$ denote the index of a constraint violated by $x^{k}$, (i.e. $a_{i_{k}}^{T} x^{k}>b_{i_{k}}$ ) and set $a=a_{i_{k}}$. The subgradient rule is

$$
\begin{equation*}
x^{k+1}=x^{k}-t_{k}^{a} \tag{SG}
\end{equation*}
$$

where $t_{k}$ is a positive scalar step size. Several approaches for setting $t_{k}$ have been proposed and observed to perform well in practice. The fundamental theoretical result is the $\left\{x^{k}\right\}$ converges to a solution to a solution of (P) if one exists and if
$\lim _{k \rightarrow \infty} t_{k}=0$ and $\lim _{k \rightarrow \infty} \sum_{i=0}^{k} t_{i}=\infty$.
This method was first proposed by Agmon [1] and Motzkin and Schoenburg [6]. Subsequent study has included a substantial Russian literature, principally poljak [7] and Shor [8] and
rate of convergence studies such as Goffin [3]. Held, Wolfe and Crowder [4] reported successful computational experience and Fisher $[2]$ has surveyed the use of the subgradient method in conjunction with Lagrangian relaxation.

The ellipsoidal rule is

$$
\begin{equation*}
x^{k+1}=x^{k}-\frac{1}{(n+1)| | Q_{k}^{T} a| |} \quad Q_{k} Q_{k}^{T} a \tag{E}
\end{equation*}
$$

where $Q_{k}$ is an $n x$ nonsingular matrix. This method appears to have first been suggested by shor [9], [10]. Recently, Khachian [5] achieved a fundamental breakthrough in complexity theory by showing how to specify $\left\{Q_{k}\right\}$ so as to solve (P) in polynomial time.

The subgradient and ellipsoidal rules are obviously quite similar. If we take $t_{k}=\frac{1}{(n+1)| | Q_{k}^{t} a| |}$ in the subgradient rule, then they differ only in their direction vectors. The direction -a of the subgradient method is normal to the hyperplane $a x=b_{i_{k}}$ and points into the set of points satisfying $a x \leq b_{i_{k}}$. In the ellipsoidal algorithm, the subgradient direction is deflected to $-Q_{k} \AA_{k}^{T}$, which forms an acute angle with $-a$.

Comparison of the two methods can be sharpened by employing a statement of $(P)$ in a transformed space. Let $Q$ be a given $n x n$ nonsingular matrix. We transform the original problem variables by $y=Q^{-1} x$ to obtain

$$
a_{i}^{T} Q y \leq b_{i} \quad\left(i=1, \ldots, m, a_{i} \varepsilon z^{n}, b_{i} \in z\right) \quad\left(P_{Q}\right)
$$

Problem ( $P_{Q}$ ) is equivalent to $(P)$ in the sense that $Y$ solves $\left(P_{Q}\right)$ if and only if $x=Q y$ solves $(P)$. However, ( $P_{Q}$ ) and ( $P$ )
are not equivalent from the algorithmic viewpoint in that the performance of the subgradient method is generally not the same on $(P)$ and $\left(P_{Q}\right)$. Thus one might be able to speed up convergence of the subgradient method by an appropriate choice of $Q$.

In a sense, this is exactly what the ellipsoidal algorithm does. Precisely, iteration $k$ of the ellipsoidal algorithm applied to ( $P$ ) is identical to iteration $k$ of the subgradient method on $\left(P_{Q_{k}}\right)$ with $t_{k}=\frac{1}{(n+1)| | Q_{k}^{T} a| |}$ To verify this, apply (SG) to $\left(P_{Q_{k}}\right)$.

$$
\begin{aligned}
y^{k+1} & =y^{k}-\frac{1}{(n+1)| | Q_{k}^{T} a| |}\left(a^{T} Q_{k}\right)^{T} \\
& =Q_{k}^{-1} x^{k}-\frac{1}{(n+1)| | Q_{k}^{T} a| |} Q_{k}^{T} .
\end{aligned}
$$

Transforming $y^{k+1}$ to $x^{k+1}=\varepsilon_{k} Y^{k+1}$ gives

$$
\begin{aligned}
x^{k+1} & =Q_{k} Y^{k+1} \\
& =x^{k}-\frac{1}{(n+1) \| Q_{k}^{T} a| |} \quad Q_{k} Q_{k}^{T} a
\end{aligned}
$$

which is identical with the point determined by (E).
What are the implications of this result? A number of researchers have conducted computational experiments to determine what, if any, is the practical value of the ellipsoidal algorithm for linear programming. To date this effort has failed to discover a class of problems on which the ellipsoidal algorithm outperforms the simplex method. The result of this paper suggests that the ellipsoidal algorithm is likely to perform well on problems for
which the subgradient method is known to outperform the simplex method. The most spectacular example of this is the success of the subgradient method in solving the dual problems which arise in the Langrangian relaxation approach to integer programming. As discussed in Fisher [2], this approach involves dualizing a set of complicating constraints of an integer program to obtain a Lagrangian problem whose optimal value is a lower bound (for minimization problems) on the optimal value of the original problem. The Lagrangian problem can thus be used in place of a linear programming relaxation to provide bounds in a branch and bound algorithm. This approach has lead to dramatically improved algorithms for a number of important problems in the areas of routing, location, scheduling, assignment and set covering.

The dual problem in Lagrangian relaxation is the problem of finding values for the dual variables that maximize the lower bound. This problem is a linear program with a vast number of constraints that are implicitly generated as solutions of the Lagrangian problem. Fisher [2] surveys the computational experience with the solution of Lagrangian duals and concludes that the subgradient method has generally outperformed the simplex method.

This suggest that the ellipsoidal algorithm would also do well on these problems. Moreover, the ellipsoidal algorithm can accomodate the large number of implicitly generated constraints much more easily than the simplex method. Finally, when one uses a dual problem within branch and bound, it is not neccessary to obtain an optimal solution to the dual. The question of interest is whether there are dual variable values that give a lower bound
large enough to fathom the current node of the branch and bound tree. Since this problem has exactly the same form as (P),
any awkwardness in converting an optimization problem to (P)
is avoided.
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# A NUMERICAL INVESTIGATION OF ELLIPSOID ALGORITHMS FOR LARGE-SCALE LINEAR PROGRAMMING* 
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#### Abstract

The ellipsoid algorithm associated with Khachiyan and others has certain theoretical properties that suggest its use as a linear programming algorithm. Some of the practical difficulties are investigated here. A variant of the ellipsoid update is first developed, to take advantage of the range constraints that often occur in linear programs (i.e. constraints of the form $/ \leqslant a^{T} x \leqslant u$, where $u-1$ is reasonably small). Methods for storing the ellipsoid matrix are then discussed for both dense and sparse problems. In the large-scale case, a major difficulty is that the desired ellipsoid cannot be represented compactly throughout an arbitrary number of iterations. Some schemes are suggested for economizing on storage, but any guarantee of convergence is effectively lost. At this stage there remains little room for optimism that an ellipsoid-based algorithm could compete with the simplex method on problems with a large number of variables.
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## 1. INTRODUCTION

Considerable interest has been generated by the publication (Khachiyan, 1979) of a so-called ellipsoid algorithm that can theoretically find a feasible point for certain sets of linear inequalities in polynomial time. The algorithm defines an initial ellipsoid that encloses a finite volume of the feasible region, and proceeds by defining a sequence of shrinking ellipsoids, each of which contains this feasible region. The center of one of the ellipsoids must eventually be a feasible point, for if not, the volume of the ellipsoids will ultimately be smaller than that of the feasible region they contain (a contradiction).

It is known that a feasible-point algorithm can be adapted to solve the linear programming problem, and conversely. It is also well known that the simplex method (Dantzig, 1963), the standard technique for solving linear programs, is potentially an exponential-time algorithm, and that simple examples exist that elicit the algorithm's worst-case performance. It is therefore natural for the question to have been raised: for the solution of linear programs, could Khachiyan's algorithm prove to be superior to the simplex method?

There are several practical diffculties with the original ellipsoid algorithm, and with various derivatives that have since been proposed. For large-scale problems, perhaps the most obvious difficulty is that the matrix defining the required ellipsoid is far too large to be stored. The corresponding basis matrix in the simplex method is smaller in dimension and is invariably very sparse. Also, the known practical performance of the simplex method (except on contrived examples) is exceedingly good; in fact it is safe to regard it as a linear-time algorithm. Therefore, for problems involving more than 100 variables (say), the hope that an ellipsoid algorithm might prove superior should never have been high.

A redeeming feature of ellipsoid algorithms is that they do not require the solution of any large systems of equations each iteration, and therefore do not require a matrix factorization for that purpose. Also, there is a degree of arbitrariness about the definition of the ellipsoid, and the general flavor is that of an iterative procedure. These properties we hope to exploit. Although the bound on the number of iterations for Khachiyan's algorithm is low compared to that of the simplex method, it is still far too large to be meaningful. In abandoning the polynomial-time features of the algorithm, little of practical value will be lost.

No attempt is made here to review the literature concerning ellipsoid algorithms (most of which is theoretical in nature). For chronological details we refer the reader to Lawler (1980) and Wolfe (1980a,b).

## 2. SOLYING LINEAR PROGRAMS

The primal simplex method is usually implemented to solve linear programming problems in the following standard form:

| LP1: | minimize | $e^{T} x$ |
| :--- | :--- | :--- |
|  | subject to | $A x+y=b$ |
|  |  | $l \leq x \leq u$ |
|  |  | $l^{\prime} \leq y \leq u^{\prime}$ |
|  |  |  |

Where $A$ is $m \times n$. There are no restrictions on $m$ and $n$, but it is usually true that $m<n$. A typical ratio is $m \approx \frac{1}{2} n$.

The slack variables $y$ are present to allow the simplex method to be implemented using column operations only. The upper and lower bounds on $x$ and $y$ allow for equality and inequality constraints of all types. Many of the bounds could be infinite, but a user would usually be able to assign reasonable values to them if pressed to do so.

It is important to note that in most real-life examples a large proportion of the general constraints are equalities, so that many components of $y$ should be zero at a solution. (Thus, for perhaps half of the constraints, the associated bounds will be $l_{i}^{\prime}=u_{i}^{\prime}=0$.) It has been suggested that for each such $i$, some variable $x_{j}$ could be eliminated. However, when so many equality constraints are present, this would duplicate much of the computational effort involved in the simplex method. Furthermore, the number of general constraints would not be reduced unless the bounds on $x_{j}$ were both infinite. (For example, the simple lower bound $x_{j} \geq l_{j}$ would be transformed into a general constraint that would have to be retained, unless $l_{j}=-\infty$.)

## Conversion to a feasible-point problem.

In order to convert a linear program to a feasible-point problem, various suggestions have been made concerning the dual of the linear program (e.g., Asprall and Stone, 1979). Because of the inclusion upper and lower bounds above, the dual of LP1 is complex, and for the sake of brevity we will not give it here. It is sufficient to note that the combined primal-dual system involves a much larger number of constraints and (more significantly) a much larger number of variables than in the primal problem alone. Also, the volume of the feasible region is essentially zero. At this stage of development, there seems little point in considering the primal-dual system.

Returning to LP1, we shall instead take the obvious approach of imposing a "target value" on the objective function. The aim will be to find a point $x$ that
achieves this value and also satisfies the primal constraints. With an ellipsoid algorithm there is no need to introduce slack variables. We shall therefore consider the problem

| LP2: | find a point |
| :--- | :---: |
|  | that satisfies |
|  | $c^{T} x \leq t$ |
|  |  |
|  |  |
|  | $l \leq A x \leq b_{u}$ |
|  |  |
|  |  |
|  |  |
|  |  |

This is exactly equivalent to LP1 if the bounds on $A x$ are suitably defined and if the target value $t$ happens to be the optimal value for the objective.

Naturally we still wish to avoid treating a problem whose feasible region has zero volume. For test purposes we choose to perturb all of the bounds to obtain the following relaxed problem:

where the perturbations are positive vectors and will be substantial (rather than near rounding level). Some of the upper and lower bounds could still be $+\infty$ or $-\infty$ respectively, but any general equality constraints will now be range constraints.

In fact, it would be sufficient to relax just the bounds on equality constraints by a nontrivial amount, as long as the objective perturbation $\delta t$ is also significant.

Clearly, if LP1 is well posed and has a known optimal objective $t$, then the feasible region for LP3 has nonzero volume. The larger the perturbations the larger the feasible region. Our reason for dealing with such problems is that they can be derived naturally from existing LP models with known solutions. Furthermore, if an ellipsoid algorithm is not able to solve such problems satisfactorily, then it is unlikely to be of any use on a problem whose solution is unknown.

## 3. AN ELLIPSOID FOR RANGE CONSTRAINTS

Since range constraints arise naturally, it is worthwhile developing an ellipsoid that takes advantage of them. It will then be possible to accomplish in one
iteration an effect that would take many consecutive iterations with the earlier ellipsoid algorithms.

In order to define the necessary notation, we shall first derive the usual updating process in a fairly general way.

## The linear transformation.

An ellipsoid may be represented in the form

$$
\begin{equation*}
\left(x-x_{k}\right)^{T}\left(R^{T} R\right)^{-1}\left(x-x_{k}\right) \leq \sigma^{2} \tag{1}
\end{equation*}
$$

where $x_{k}$ is its center, $\sigma$ is a scalar, and

$$
B \equiv R^{T} R
$$

is a positive-definite matrix. Given any nonzero vector $a$, we can transform this ellipsoid into a hypersphere as follows. Let the vector $R a$ be normalized to have unit Euclidean length, and then choose an orthonormal matrix $Q\left(Q^{T} Q=I\right)$ that reduces it to the first column of the identity matrix:

$$
\begin{align*}
\nu & =\|R a\|_{2} \\
q & =\frac{1}{\nu} R a  \tag{2}\\
Q q & =e_{1}
\end{align*}
$$

(The matrix $Q$ will not be needed in practice.) Now define some new variables $z$ according to the linear transformation

$$
x-x_{k}=\sigma R^{T} Q^{T} z
$$

It is easy to see that the original ellipsoid reduces to $z^{T} z \leq 1$, a sphere in $n$ dimensions with center at the point $z_{k}=0$ (i.e., the origin).

If $a^{T} x \geq l_{i}$ happens to be the $i$-th constraint on $x$, we can define a scalar $p$ to be the "scaled residual",

$$
\rho=\left(l_{i}-a^{T} x_{k}\right) / \sigma \nu
$$

and the corresponding constraint on $z$ will become $z \geq \rho e_{1}$. If $x_{k}$ violates the constraint, and if the constraint cuts the original ellipsoid, $\rho$ will lie within the range $0<\rho<1$. The transformed ellipsoid and constraint are shown as the circle and the left-most vertical line in Figures 1, 2 and 3.


Figure 1. Khachiyan's original ellipsoid.


Figure 2. The deep-cut ellipsoid.


Figure 3. The range eilipsoid.

An updated ellipsoid.
A new ellipsoid with center at the point $z_{k+1}=\theta e_{1}$, and with all major axes equal except for the first, must take the form

$$
\alpha\left(z_{1}-\theta\right)^{2}+\sum_{j=2}^{n} \beta z_{j}^{2} \leq 1
$$

(The three quantities $\theta, \alpha$ and $\beta$ have yet to be specified.) In matrix notation, this is

$$
\left(z-z_{k+1}\right)^{T}\left(\begin{array}{cc}
\alpha & \\
& \beta I_{n-1}
\end{array}\right)\left(z-z_{k+1}\right) \leq 1
$$

which becomes

$$
\left(x-x_{k+1}\right)^{T} R^{-1} Q^{T}\left(\begin{array}{cc}
\alpha / \beta & \\
& I_{n-1}
\end{array}\right) Q R^{-T}\left(x-x_{k+1}\right) \leq \frac{\sigma^{2}}{\beta}
$$

in the original coordinates. We wish to write this in a form analogous to equation (1), namely

$$
\begin{equation*}
\left(x-x_{k+1}\right)^{T}\left(\bar{R}^{T} \bar{R}\right)^{-1}\left(x-x_{k+1}\right) \leq \bar{\sigma}^{2} \tag{3}
\end{equation*}
$$

where

$$
\bar{B} \equiv \bar{R}^{T} \bar{R} \quad \text { and } \quad \bar{\sigma}^{2} \equiv \sigma^{2} / \beta
$$

It follows that

$$
\begin{aligned}
\bar{B} & =R^{T} Q^{T}\left(I-\left(1-\frac{\beta}{\alpha}\right) e_{1} e_{1}^{T}\right) Q R \\
& =R^{T}\left(I-\delta q q^{T}\right) R \\
& =R^{T}\left(I-\xi q q^{T}\right)^{2} R
\end{aligned}
$$

and so

$$
\begin{align*}
\bar{B} & =B-\delta p p^{T},  \tag{4}\\
\bar{R} & =\left(I-\xi q q^{T}\right) R  \tag{5}\\
\bar{\sigma} & =\sigma \gamma  \tag{6}\\
x_{k+1} & =x_{k}+\sigma \theta p \tag{7}
\end{align*}
$$

where

$$
\begin{align*}
p & =R^{T} q  \tag{8}\\
\gamma^{2} & =1 / \beta  \tag{9}\\
\phi^{2} & =\beta / \alpha  \tag{10}\\
\delta & =1-\phi^{2}  \tag{11}\\
\xi & =\delta /(1+\phi) \tag{12}
\end{align*}
$$

## The range ellipsoid.

We must now choose $\theta, \alpha$ and $\beta$ in some optimal way. To do this, we first specify where the surface of the new ellipsoid should be, by imposing two simple constraints. This determines $\alpha$ and $\beta$ in terms of $\theta$. The volume of the new ellipsoid can then be minimized with respect to $\theta$.

Figure 1 illustrates where Khachiyan's updated ellipsoid was chosen to lie, and Figure 2 shows the so-called deep-cut ellipsoid that was later proposed by many authors. Both cases can be obtained from the "range ellipsoid", which we shall now derive.

In general, the constraint defining the above transformations will take the form

$$
l_{i} \leq a^{T} x \leq u_{i}
$$

The lower bound gave rise to the scaled residual $\rho$, and the upper bound defines a similar quantity $r$ as follows:

$$
\begin{align*}
\rho & =\left(l_{i}-a^{T} x_{k}\right) / \sigma \nu, \\
\tau & =\left(\iota_{i}-a^{T} x_{k}\right) / \sigma \nu,  \tag{13}\\
\mu & =\frac{1}{2}(\rho+\tau), \\
\psi & =\left(1-\rho^{2}\right)+\left(1-\tau^{2}\right),
\end{align*}
$$

where $\mu$ is the mid-point of the scaled range, and $\psi$ will be useful below. The transformed range constraint is

$$
\rho e_{1} \leq z \leq r e_{1}, \quad \text { or } \quad \rho \leq z_{1} \leq r
$$

This is shown as the two vertical lines in Figure 3. (We are considering the case where $u_{i}$ is small enough for the second line to pass through the hypersphere, i.e., the inequality $r \leq 1$ is satisfied. Otherwise, we simply set $r=1$.)

Clearly the ellipsoid in Figure 3 will contain all of the relevant feasible region if it cuts the hypersphere at the points $z_{1}=\rho$ and $z_{1}=r$. Assuming $\rho<r$, this gives the two conditions

$$
\begin{align*}
& \alpha(\rho-\theta)^{2}+\beta\left(1-\rho^{2}\right)=1  \tag{14}\\
& \alpha(r-\theta)^{2}+\beta\left(1-\tau^{2}\right)=1 \tag{15}
\end{align*}
$$

from which we can deduce expressions for $\alpha$ and $\beta$ in terms of $\theta$ :

$$
\begin{align*}
& \frac{\beta}{\alpha}=1-\frac{\theta}{\mu} \\
& \frac{1}{\alpha}=\theta^{2}-\frac{1+\rho \tau}{\mu} \theta+1,  \tag{16}\\
& \frac{1}{\beta}=1-\mu \theta+\frac{\theta}{\mu-\theta} \frac{(\tau-\rho)^{2}}{4} .
\end{align*}
$$

$$
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Now the volume of the new ellipsoid relative to the hypersphere is $1 / \sqrt{\alpha \beta^{n-1}}$. Hence, the volume can be minimized by choosing $\theta$ to satisfy

$$
\frac{\partial}{\partial \theta}\left(\frac{1}{\alpha \beta^{n-1}}\right)=0
$$

This leads to the quadratic equation

$$
(n+1) \theta^{2}-\left(2 n \mu+\frac{1+\rho \tau}{\mu}\right) \theta+(n \rho \tau+1)=0
$$

and since it is clear from the figure that $\theta$ must lie to the left of the mid-point $\mu$, the required root of the quadratic is given by

$$
\begin{align*}
\theta & =\mu-\Delta \\
\Delta & =\frac{1}{4 \mu(n+1)}\left(\sqrt{\left(n^{2}-1\right)\left(\tau^{2}-p^{2}\right)^{2}+\psi^{2}}-\psi\right) \tag{17}
\end{align*}
$$

This completes the derivation. The optimal range ellipsoid is defined by equations (2)-(13) and (16)-(17).

## Discussion.

Setting $\tau=1$ gives the deep-cut ellipsoid in Figure 2, and $\rho=0, \tau=1$ gives the original (Khachiyan) ellipsoid in Figure 1.

If $\rho=\tau$, i.e., if the original range constraint was actually an equality constraint, equations (14) and (15) will be dependent. In this case the updated ellipsoid reduces to a subspace, and in equations (4)-(12) we would take $\theta=\rho$, $1 / \alpha=0,1 / \beta=1-\rho^{2}, \phi=0$, and $\delta=\xi=1$.

## 4. STORING THE ELLIPSOID

For derivation purposes we represented the ellipsoid matrix above by $B=R^{T} R$. The best way to store $B$ in practice is naturally open to question. Although we are primarily concerned with large problems, it is worthwhile considering small problems first.

## The dense case.

One pleasing feature of an ellipsoid algorithm is that it can be "super stable", provided a little care is taken with its implementation. By super stable we mean that rounding errors may slightly retard convergence but will not prevent it. This statement may come as a surprise, since the original algorithm has been
criticized on numerical grounds. It is important to note that the mere fact that the matrix $B$ can become ill-conditioned does not necessarily imply that the algorithm is unstable. Indeed it is quite possible for $B$ to be singular without incurring any ill effects, provided it is represented in an appropriate manner.

The main operation in question is the recurrence of a positive-deffite matrix given a rank-one modification:

$$
B=B-\delta p p^{T} .
$$

This problem occurs in many algorithms and a fully satisfactory solution is known. In other situations we usually wish to solve some linear equations with the updated matrix, and hence it has proved beneficial to recur the Cholesky factorization $B=L D L^{T}$, where $L$ is lower triangular and $D$ is diagonal. In the present context we only need to form products of the form $B a$, so "invertibility" of $B$ or its factors is not relevant. Nevertheless, it can be helpful to recur the Cholesky factors, because there are procedures for doing so that guarantee $B$ will retain numerical positive definiteness (e.g., Gill, Murray and Saunders, 1975). Any rounding errors incurred simply cause the computed ellipsoid to be slightly larger than it would be analytically.

If equality constraints are admitted, $B$ will become singular and we can again update the Cholesky factors in a way that guarantees positive semidefiniteness. (Some of the diagonals of $D$ will be exactly zero.) This would be preferable to updating $B$ itself, but it is not safe to assume that subsequent iterates will satisfy the equality constraints to within working accuracy. To avoid unreasonable loss of feasibility with respect to the equality constraints it would be necessary to continue checking them. If one of them is not satisfied to within the required tolerance, it would be necessary to repeat the rank-reduction process. The net effect is therefore almost identical to treating equalities as range constraints.

An alternative to $B=L D L^{T}$ is the factorization $B=R^{T} R$ with $R$ held as a dense, square matrix. On numerical grounds there is little to choose between the two approaches, even if singularity arises owing to the presence of equality constraints. (For example, Wolfe (1980b) has implemented the deep-cut ellipsoid using $\sigma^{2} B=J^{T} J$ with square $J$, and mentions performing 30,000 updates without numerical difficulty.) However, the Cholesky factorization requires less work per iteration and only half the storage, i.e., essentially the same requirements as if $B$ itself were maintained as a symmetric matrix.

## The sparse case.

For large $n$ it is clearly not practical to represent $B$ using dense matrices. The only obvious approach is to start with $B=I$ or some diagonal matrix (requiring minimal storage) and then update $B$ or its factors in some kind of product form.

It is known how to update Cholesky factors in the form

$$
L=L_{k} L_{k-1} \ldots L_{0}
$$

where each factor $L_{j}$ is triangular and can be stored compactly using two $n$ vectors. However, there are more efflient alternatives. From equation (4) above we see that the factorization $B=R^{T} R$ would give the product form

$$
\begin{equation*}
R=\left(I-\xi_{k} q_{k} q_{k}^{T}\right) \ldots\left(I-\xi_{1} q_{1} q_{1}^{T}\right) R_{0} \tag{18}
\end{equation*}
$$

requiring storage of a scalar $\xi_{j}$ and one $n$-vector $q_{j}$ per iteration. Even more simply, we have

$$
\begin{equation*}
B=B_{0}-\delta_{1} p_{1} p_{1}^{T}-\cdots-\delta_{k} p_{k} p_{k}^{T} \tag{19}
\end{equation*}
$$

a direct summation that requires the same storage as the product form of $R$, but about half the work per iteration.

One possible advantage of using (18) rather than (19) is that the vectors $\left\{q_{j}\right\}$ are almost certainly more sparse than the vectors $\left\{p_{j}\right\}$, at least initially. However, since both sets of vectors rapidly become dense (particularly if the violated constraint vector $a$ is chosen as an aggregation of several violated constraints), this advantage is of little significance. The fact that only one pass is needed through the vectors $\left\{p_{j}\right\}$ each iteration, weighs heavily in favor of (19).

In the dense case we argued against working with $B$ itself. This was because the Cholesky factorization offered superior numerical reliability at no cost in terms of storage or work. In fact, it would be safe to work with $B$ as long as there are no equality constraints or very narrow ranges, and as long as the scaled residual $\rho$ is prevented from being very close to one.

A fundarental difliculty with both the product form (18) and the summation form (19) is that the storage required grows steadily with each iteration. This is analogous to sparse implementations of the simplex method, in which the factorization of the basis matrix tends to occupy more and more storage each time it is updated. A vital difference is that the basis matrix can be refactorized periodically in a compact form that seldom requires storage for more than $5 m$ nonzeros. In other words, the simplex method's workspace can be condensed when necessary without any loss of ground; the next iteration will not be materially different from what it would have been had the condensation not taken place. Unfortunately this does not appear to be true for the ellipsoid algorithm.

The need to compactify storage is discussed further below under the heading of "resetting" and "cycling" strategies.

## 5. IMPLEMENTATION ASPECTS

An ellipsoid algorithm for solving the feasible-point problem (such as problem LP3) would ideally take the following form:

1. (Initialize.) Set $k=0$ and choose an initial ellipsoid defined by $x_{0}, B$ and $\sigma$, such that $B$ is positive definite and at least part of the feasible region satisfies $\left(x-x_{0}\right)^{T} B^{-1}\left(x-x_{0}\right) \leq \sigma^{2}$.
2. (Terminate?) If $x_{k}$ satisfies the constraints to within a required tolerance, accept it as a feasible solution and terminate.
3. (Choose a constraint.) Select, or construct, a constraint of the form $l_{i} \leq$ $a^{T} x \leq u_{i}$ that is not satisfied to the desired accuracy.
4. (Update.) Obtain new quantities $x_{k+1}, \bar{B}$ and $\bar{\sigma}$ by a process such as the one described in section 3 . Set $k=k+1$ and return to step 2 , using the new quantities in place of the old.

We need to consider how each step of such an algorithm might be implemented on a machine with finite precision and finite storage. It will be necessary to introduce certain changes to the algorithm, and some of these will unfortunately invalidate the proof of convergence.

## Choice of initial ellipsoid.

Since the method proceeds by shrinking the volume of an ellipsoid enclosing a solution, the efficiency of the method will be doubly enhanced if the initial ellipsoid has a small volume. (Over-estimating the initial size of the ellipsoid permits $x_{k}$ to move far away from $x_{0}$. It also slows the initial rate of reduction in volume.)

In some cases the user may be able provide an estimate of the distance from $x_{0}$ to the feasible region. Alternatively, it would not be unreasonable to ask the user to place sensible lower and upper bounds on all variables. An initial ellipsoid could then be defined from a diagonal matrix with assurance that it contained some feasible points. However, it would probably be a gross over-estimate of the dimensions that would in reality suffice.

In practice, some general procedure for choosing an initial ellipsoid is required, whether sensible bounds on the variables are available or not. Barring use of the simplex method, it seems that any procedure that is guaranteed to enclose part of the feasible region is likely to give an initial ellipsoid that is much too large for the subsequent algorithm to be efficient. An estimate without such guarantees may be adequate, provided we have some means of increasing the size of the ellipsoid should the estimate prove to have been too small.

The method we have used is to set the initial $\sigma^{2} B$ equal to the hypersphere $\sigma^{2} I$, where the radius $\sigma$ is chosen so that the initial scaled residual $\rho$ takes a specified value, such as 0.5 or 0.1 . The smaller the value of $\rho$ the more likely the ellipsoid will be sufficiently large. However, the initial rate of convergence will be correspondingly slower.
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## Expanding and shrinking the ellipsoid.

It is worth noting that it is not essential for there to be a feasible point within the initial ellipsoid. Subsequent ellipsoids will always contain regions that were not contained in their predecessors. Also, at every iteration we will consider altering the current radius $\sigma$ to ensure that the scaled residual satisfies

$$
0<\rho_{\min } \leq \rho \leq \rho_{\max }<1
$$

(Typical values are $\rho_{\min }=0.01, \rho_{\max }=0.9$.) These are heuristic values to prevent the current ellipsoid from being "too big" or "too small", respectively. In particular, if $\rho>\rho_{\text {maz }}$, we assume that the ellipsoid is too small and increase $\sigma$ accordingly.

Unfortunately, a value of $\rho>1$ will ultimately arise in the case where no feasible point exists. The strategy of expanding the ellipsoid therefore eliminates any hope of confirming the non-existence of a feasible point. (On the other hand, such confirmation was never a practical reality with the original algorithm either.) More seriously, if $\rho_{\text {max }}$ becomes active and forces an increase in $\sigma$, the proof of convergence is invalidated because the ellipsoids are no longer continually shrinking.

The interpretation of a small value of $\rho$ is that all the violated constraints pass close to the center of the ellipsoid. Under such circumstances it seems reasonable to shrink the size of the ellipsoid by reducing $\sigma$. This should not interfere too seriously with the proof of convergence. In any event, not to do so would result in a long succession of small $\rho$ values, and the corresponding volume reduction would be negligible.

## Choice of constraint.

The proof of convergence does not depend on which violated constraint is chosen to construct the next ellipsoid, but it seems reasonable to suppose that the rate of convergence may depend critically on the choice made. The reduction in volume of succeeding ellipsoids is greater the larger the value of $\rho$. Therefore it may appear that $\rho$ should be maximized. This could be done if the quantities $a_{i}^{T} B a_{i}$ were recurred for each constraint vector $a_{i}$. However, additional work would be required, and in reality it would be a poor strategy. The reason is that the ellipsoid may be very oblate. (This would be certain if the problem has narrow range constraints.) The scaled residual $\rho_{i}=(i-$ th violation $) /\left(\sigma\left(a_{i}^{T} B a_{i}\right)^{\frac{1}{3}}\right)$ may be very large just because $a_{i}^{T} B a_{i}$ is very small. It is not the volume of the ellipsoid that is of overriding concern, since the volume can be arbitrarily small if the ellipsoid tends towards a subspace, and this can happen at any stage.

Instead of the above, we adopted the obvious strategy of choosing constraints with the largest violations. For consistency the general constraints were always scaled so that $\sum_{j=1}^{n}\left|a_{i j}\right|=1$.

Intuitively, choosing just a single violated constraint would seem to be a myopic strategy, and indeed it was found to give a poor rate of convergence in the early iterations. It is worth noting that when $B$ is represented in summation form, the product

$$
B a=\left(B_{0}-\delta_{1} p_{1} p_{1}^{T}-\cdots-\delta_{k} p_{k} p_{k}^{T}\right) a
$$

is computed by setting $w \leftarrow B_{0} a$ and then performing the operations

$$
\pi \leftarrow a^{T} p_{j}, \quad w \leftarrow w-\pi \delta_{j} p_{j}
$$

for $j$ from 1 to $k$. The $p_{j}$ 's are stored as dense vectors, but if $a$ is just one row $a_{i}$ from the original constraint matrix it will be very sparse, and so the scalars $\pi$ can be computed at negligible cost. Hence in the sparse case, an iteration can be performed almost twice as fast if violated constraints are not aggregated.

In spite of the previous comment, overall performance is usually much improved if a violated constraint is constructed from the set of all violated constraints, according to

$$
a=\sum \omega_{i} a_{i}
$$

for appropriate indices $i$ and weights $\omega_{i}$. The weights we have experimented with are $\omega_{i}=r_{i}, \sqrt{r_{i}}$, and 1 , where $r_{i}$ is the violation for the $i$-th constraint.

A disadvantage of this aggregated constraint (apart from giving a dense a) is that unless all of the constraints involved have reasonable upper and lower bounds, the aggregated range is unlikely to be small. Most of the advantage of the range ellipsoid will therefore be lost. One way of avoiding this drawback would be to form three separate aggregated constraints, one from any narrow range constraints (e.g., perturbed equalities), one from normal range constraints, and one from the remainder. At each iteration, one of these aggregated constraints would be chosen. However, this variation was not tried.

## Resetting strategies.

Even with $B$ represented in product or summation form, the most serious implementation difficulty is still the amount of storage required. After $k$ updates to an initial ellipsoid we need to store $k$ dense vectors $p_{j}$, each of length $n$. For large $n$ it is clearly not practical to allow $k$ to exceed 100 (say), and the work per iteration for such a large $k$ would far exceed that invoived in a typical iteration of the simplex method.

Ideally we would like to define a new ellipsoid at some stage, with the same center $x_{k}$ and the following three properties:

1. it should have a sparse representation;
2. it should be similar in volume;
3. it should enclose the original ellipsoid.

For example, the current $\sigma^{2} B$ could conceivably be replaced by $\sigma^{2} \lambda I$ where $\lambda$ is the largesc eigenvalue of $B$. This would obviously satisfy properties 1 and 3. However, the new volume is likely to be considerably larger than before. We have been unable to define an ellipsoid that has all three properties, and it is probable that no such ellipsoid exists. Instead, since we have some means of increasing the size of the ellipsoid should it prove to be too small, it may be sufficient to satisfy properties 1 and 2.

The resetting strategy we have used is as follows. At some specified frequency (every $K$ iterations where $K=20$, say), the current ellipsoid

$$
\left(x-x_{k}\right)^{T} B^{-1}\left(x-x_{k}\right) \leq \sigma^{2}
$$

is replaced by

$$
\left(x-x_{k}\right)^{T} D^{-1}\left(x-x_{k}\right) \leq(\varphi \sigma)^{2}
$$

where $D=\operatorname{diag}(B)$ and $\varphi=0.9$, provided the choice of 0.9 leads to a satisfactory value of $\rho$ on the next iteration. It can be shown that if $\varphi=1$, the new ellipsoid would enclose the old one along its smallest axis, but not along its largest axis. From Figure 3 we see that the volume at the fringe of the ellipsoid along the largest axis may not even be within the initial ellipsoid, so its omission may not prove to be crucial. The "reduction factor" $\varphi$ is an attempt to compensate for the over-estimate that the diagonal ellipsoid makes along the shortest axis. Little can be said about how the new ellipsoid compares to the old along intermediate axes, but we would expect the shorter ones to be enclosed and the longer ones not to be.

## Cyeling strategies.

"Resetting" amounts to discarding all modification vectors $p_{j}$ every $K$ iterations. An alternative is to retain $K$ modifications throughout. At each iteration a new update is added but the one from $K$ iterations earlier is discarded. (We call this "cycling" because the new update simply overwrites the old one in storage; the point at which the replacement occurs cycles around a workspace of fixed size.)

It can be shown that at each iteration, this cyclic update gives an ellipsoid that encloses both the ellipsoid from the previous iteration and the ellipsoid that would be present had no discards ever been made.

Note that although updates are discarded from $B$, their effect on $x_{k}$ and $\sigma$ is not. This latter point is of some importance, since the volume of the current ellipsoid would otherwise reflect only the last $K$ updates. Also, it is vital in this variation of the algorithm that $\sigma$ decrease every iteration. This will occur only if $\rho$ is larger than $1 / n$. (Hence the introduction of $\rho_{\text {min }}$ earlier.)

## 6. RESULTS AND OBSERVATIONS

Most of the ideas discussed here have been implemented in a Fortran program on an IBM 370/168. Some existing LP models were used as test problems. These were input in standard MPS format and stored in single precision. Since access is required to the rows of the constraint matrix, a row list of its nonzero elements was formed from the usual column list. All computation was performed in double precision (approximately 15 decimal digits).

The dimensions of some of the LP models are as follows:

| Name | Rows | Columns | Equalities |
| :--- | :---: | :---: | :---: |
| WEAPON | 12 | 100 | 0 |
| SHARE2B | 99 | 79 | 13 |
| ISRAEL | 175 | 142 | 0 |
| BANDM | 306 | 472 | 305 |
| STAIR | 357 | 467 | 209 |

Many test runs were made on these and other problems. Figures 4-6 illustrate a typical set of results. The inescapable conclusion is that even the best variant of the ellipsoid algorithm performs exceedingly poorly. The hope that a point would be reached where a "good basis" could be identified was rarely realized, even when a small sum of infeasibilities was attained. Some variants could be said to perform better than others, but the dificulties of comparison were complicated by the fact that convergence does not occur in any conventional sense. There is no quantity (such as the sum of infeasibilities) that decreases monotonically, and only in exceptional circumstances was a feasible point ever found.

The following are some tentative conclusions, observations, and (where possible) explanations.

1. There was usually a rapid initial reduction in the sum of infeasibilities. This was followed by slow but discernible convergence. Eventually the sum of infeasibilities oscillated around a steady-state value. If this value was small enough, a feasible point would occasionally be obtained by chance.
2. Choosing a single constraint is usually much worse than aggregating constraints. (Clearly, reducing one infeasibility without regard to the others will have, in the short term, an unpredictable effect on the total sum of infeasibilities.)
3. Weighting aggregated constraints by $r_{i}$ can produce oscillations about a (perturbed) equality constraint; i.e., the iterates $x_{k}$ are reflected back and forth across the constraint and converge only slowly towards it. This was a symptom of the single-constraint strategy when the range ellipsoid was not used. It arises when the aggregated range is too large for the features of the range ellipsoid to take effect.
4. Using $\sqrt{r_{i}}$ as weights tended to reduce the oscillations, because the smaller weights would soon allow some other equality constraint to dominate in the aggregation. It would sometimes result in slightly poorer performance on problems for which oscillation was not a difficulty, but it seemed to be the best compromise.
5. Choosing equal weights was often a poor strategy, since the most violated constraint would sometimes remain the same for thousands of iterations. This is the opposite extreme to oscillation and justifies the previous comment.
6. The resetting frequency $K$ was not critical. Resetting more frequently often resulted in a more rapid initial convergence, particularly if the initial ellipsoid was very large. This was because of the reduction factor $\varphi$ that was applied each reset. However, the subsequent convergence would usually be slower. The net result was a degree of invariance with respect to the frequency (assuming that even the largest $K$ was small compared to $n$ ). The range of values tried was $5,10,20,30,40$, and 50 . The value $K=20$ seems to be a reasonable value in practice. The work and storage per iteration are then roughly equivalent to refactorizing the basis in the simplex method every 50 iterations.
7. Problem SHARE2B was small enough to allow use of $K=200$ ( $=2.2 n-$ normally an unthinkable ratio). This was the one case where termination at a feasible point could reasonably be expected. However, the total work and iterations far exceeded that required by the simplex method to solve the unperturbed problem exactly.
8. In spite of its promising properties, the cycling algorithm did not perform more favorably than the resetting algorithm. In fact, since there was no artificial shrinking of $\sigma$ at the end of each $K$ iterations, both the initial rate of convergence and the overall performance tended to be worse.
9. Forcing a reduction in $\sigma$ on resetting eventually results in violated constraints lying outside the current ellipsoid. Not forcing a reduction meant poorer initial convergence. Possibly the size of the reduction should be related to the estimated progress made during the last $K$ iterations. Progress is ultimately so slow that this would suppress any artificial reduction each reset. This in turn would ensure that progress was slow or non-existent, once $\rho_{\text {max }}$ starts forcing an increase in $\sigma$ during the iterations.
10. In most cases the target objective value was reached at a point where the sum of infeasibilities was reasonably low. (Of course it could also be reached in an early iteration at the expense of gross infeasibility elsewhere.)
11. The algorithm is highly sensitive to scaling - much more so than the simplex method. Scaling the constraints by rows is essential. Scaling them by columns (i.e., scaling the variables) would doubtless help in general, but was not tried. The problem ISRAEL was one with poor column scaling, and although the algorithm was able to reduce the sum of infeasibilities by several orders of magnitude, it was unable to obtain an objective value anywhere close to the target.
12. If the original problem was really one of finding a feasible point and if the volume of the feasible region was large, the algorithm tended to perform much the same as described, but with a somewhat greater chance of terminating. A dramatic improvement could be made in this situation by shifting the constraints inwards, i.e., by changing $A x \geq b$ to $A x \geq b+\delta b$, where $\delta b$ is positive. In effect, a feasible point to the original problem was then found in the rapid convergence stage of the algorithm.
13. One of the more difficult matters is to propose a stopping criterion that recognizes the time when forther progress is unlikely. Of all the usual quantities that could be monitored, the most stable would probably be the size of the maximum constraint violation, $r_{i}$.

Some of these observations are illustrated in the following figures. For comparison, the simplex method was applied to unperturbed linear programs, cast in the form LP2 with $t$ set to the optimal objective value (see section 2). Hence, all iterates except the last were infeasible. The beginning and end of the simplex iterations are marked by a cross.

The ellipsoid algorithms were applied to perturbed problems of the form LP3, with equality-constraint bounds perturbed each way by $5 \%$. (If the $i$-th components of $b_{l}$ and $b_{u}$ were both $\beta$, the quantity $\delta \beta=0.05(|\beta|+1)$ was computed and the bounds on the $i$-th row of $A x$ were taken to be $\beta-\delta \beta$ and $\beta+\delta \beta$.) The perturbation to the objective value was $\delta t=0.01 t$. During the test for feasibility, a constraint was considered violated only if the residual $r_{i}$ exceeded 0.05.

The curves drawn for the ellipsoid algorithms have been smoothed to show the general trend. The quantity plotted is the minimum sum of infeasibilities achieved during the previous 10,20 or 50 iterations. The actual sum varies erratically with iteration number and would lie above the curves shown.


Figure 4. Problem SHARE2B. Sum of infeasibilities vs. iteration number.
Comparison of resetting and cycling strategies with large initial radius.

$$
K=20, \quad \rho_{0}=0.01, \quad \sigma_{0}=6500, \quad \rho_{\min }=0.01, \quad \omega_{i}=\sqrt{r_{i}} .
$$

1. The sum of infeasibilities increases substantially in the early iterations. This is typical when the initial radius $\sigma_{0}$ is large.
2. The bound $\rho \geq \rho_{\min }$ was often active, particularly after each reset. This leads to a more rapid reduction in $\sigma$ for the resetting strategy, and hence to greater initial progress.
3. Approximate cpu times:

Ellipsoid algorithm, cycling: 5.6 seconds for 400 iterations.
Ellipsoid algorithm, resetting: 4.8 seconds for 400 iterations.
Simplex method: 2.4 seconds for 108 iterations (solution found).


Figure 5. Problern SHARE2B. Sum of infeasibilities vs. iteration number.
Comparison of resetting and cycling strategies with smaller initial radius. $K=20, \quad \rho_{0}=0.1, \quad \sigma_{0}=650, \quad \rho_{\min }=0.0127=1 / \sqrt{n}, \quad \omega_{i}=\sqrt{r_{i}}$.

1. The bound $\rho_{m i n}$ was active for both ellipsoid algorithms during early iterations, reducing $\sigma$ and allowing rapid initial progress.
2. The finer scale used for the vertical axis illustrates the slow terminal convergence that can be expected in general.


Figare 6. Problem STAIR. Sum of infeasibilities vs. iteration number.
Comparison of weights $\omega_{i}=1$ and $\omega_{i}=\sqrt{T_{i}}$ in aggregated constraints.
Resetting strategy with $K=30$.

$$
\rho_{0}=0.1, \quad \sigma_{0}=2500
$$

1. The ellipsoid algorithms could not be expected to converge within a tolerable time.
2. This is a difficult example even for the simplex method (in which the basis factorizations are unusually dense). The workspace required by the simplex method is slightly more than that needed by the ellipsoid algorithms (storing 30 updates).
3. Approximate cpu times:

Ellipsoid algorithms: 53 seconds for 1000 iterations.
Simplex method: 50 seconds for 537 iterations (solution found).

## Final comments.

The main hope was that a feasible point to a perturbed linear program could be found that would suggest a good set of basic variables in the LP sense. This hope was not realized. There are several reasons for this, particularly with large problems. In practice, there are frequently many Lagrange multipliers (dual variables) that are zero or close to zero. This means that a feasible point to the perturbed problem need not be close to any vertex. Also, the size of the perturbations used was sufficiently large that for a many-variable problem, an accumulation of small changes in some variables could allow other variables to take on values quite unlike their optimal values.

Given a system of linear equations $B x=b$, the effect on $x$ of a perturbation to $b$ has been studied at length (e.g., Wilkinson, 1965). For example, if the components of $b$ were perturbed by $1 \%$ and if the condition number of $B$ were greater than 100, then the perturbed solution may be different from $x$ in all figures. In most linear programs, we would expect the condition number of the basis matrix to be 100 at least. Hence, even if a feasible solution could be found to a perturbed problem, we could not expect to recognize the solution if the perturbations were as much as $1 \%$. On the other hand, for problems containing any equality constraints, the hope for obtaining a solution when the perturbations are as small as $1 \%$ would seem to be remote.

Regarding convergence, the difficulty remains that if the problem is too large to allow the ellipsoid matrix $B$ to be stored and updated continuously, then the assurance of convergence is lost. In spite of certain optimism during the early stages of this research, we can only conclude that for large-scale linear programs, the prospects for developing an efficient ellipsoid algorithm are indeed quite bleak.
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# THE ELLIPSOID METHOD AND ITS CONSEQUENCES IN COMBINATORIAL OPTIMIZATION 

M. Grötschel," L. Lovász," * and A. Schrijver*** $\dagger$<br>*Institut für OKkonometrie und Operations Research, Universität Bonn<br>**Bolyai Institute, Josef Attila University, Szeged<br>***Mathematisch Centrum, Amsterdam

L.G. Khachian recently published a polynomial algorithm to check feasibility of a system of linear inequalities. The method is an adaptation of an algorithm proposed by Shor for non-linear optimization problems. In this paper we show that the method also yields interesting results in combinatorial optimization. Thus it yields polynomial algorithms for vertex-packing in perfect graphs; for the matching and matroid intersection problems; for optimum covering of directed cuts of a digraph; for the minimum value of a submodular set function; and for other important combinatorial problems. On the negative side, it yields a proof that weighted fractional chromatic number is NP-hard.
O. INTRODUCTION.

A tyolcal problem in combinatorial optimization is the following. Given a finite set $S$ of vectors in $\mathbb{R}^{n}$ and a linear objective function $c^{\top} x$, Eind

$$
\begin{equation*}
\max \left\{e^{\top} x \mid x \in S\right\} \tag{1}
\end{equation*}
$$

Generally S is large (say exponential in $n$ ) but highly structured. For example, $s$ may consist of all characteristic vectors of perfect matchings in a graph. We are interested in finding the value of (1) by an algorithm whose runing time is polynomial in $n$. Therefore, enumerating the elements of S is not a satisfactory solution.

The following approach was proposed by Edmonds [1965], Ford and Fulkerson [1962] and Eoffman [1960], and is the classical approach in combinatorial opeimization. Let $P$ denote the convex hull of $S$. Then clearly
(2) $\quad \max \left\{c^{\top} x \mid x \in S\right\}=\max \left\{c^{\top} x \mid x \in P\right\}$.

The fight hand side here is a linear programing problem: maximize a innear objective function on a polytope. Of course, to be able to apply the methods of linear programming, we have to represent $P$ as the set of solutions of a system of linear inequalities. Such a representation, of course, always exists, but our ability to find the necessary inequalities depends on the structure of S. However, in many cases these inequalities (the facets of p) can be described. There are some beautiful theorems of this kind, e.g. Edmonds' description of the matching polytope. In these cases, the methods of linear programing can be applied to solve (1). However, until about a year ago there were two main obstacles in carrying out the above program even for nice sets $S$ like the set of perfect matchtngs. First, no algorithm to solve linear programming with polynomial running time in the worst case was known. Second, the number of inequalities describing $S$ is typically large (exponential) and hence even to formulate the linear program takes exponential space and time. Indeed, the well-known efficient combinatorial algorithms, like Ednonds' matching algorithm [1965] or Lucchesi's algorithm to find optimum coverings for directed cuts [1976] are based on different - ad hoc - ideas.

A recent algorithm to solve linear programs due to L.G. Khachian [1979], based on a method of Shorr [1970], removes both difficulties. Its running time is polynomial; also, it is very insensitive to the number of constraints in the following senge: we do not nead to list the faces in advance, but only need a
subroutine which racognizes faasibility of a vector and if it is infaasible then computes a hyparplane saparating it from p. Saarching for such a hyperplane is another combinatorial opelmization problem which if often much asier to solve. It is interasting that if wo want to apply the same mothod to this aecond problem, wo get back the first one.

The main purpose of this paper 13 to exploit this equivalenca between problems. After formulating the optimization problem in Chapter 1 exactly, we survey the "elilpsoid method" in Chapter 2. Is Chapter 3 we prove the equivalence of the optimization and the separation problem, and their equivalence with other optimization problems. So we show that optimum dual solutions can be obtained by the mathod isince the dual problem has, generaliy in combiratorial prablems, exponentialiy many variables, the method cannot be applied to the dual directly). Chapter 4 contains applications to the matching, matroid intersection, and branching problems, while in Chapter 5 we show how to apply the method to minimize a submodular set function and, as an application, to give algorithmic versions of some results of Edmonds and Giles [1977] and Frank [1979]. These include an algorithm to find optimum covering of directed cuts in a graph, solved first by Lucchesi [1976].

It 13 interesting to point out that these applications rely on the deep theorems characterizing facets of the corresponding polytope. This is in quite contrast to previously known algorithms, which typically do not use these characterizations but quite often give them as a by-product.

The efficiency of the algorithms we give is polynomial but it seems much worse than those algorithms developed before. Even if we assume that this efficiency can be improved with more work, we do not consider it the purpose of our work to compete with the special-purpose algorithms. The main point is that the ellipsoid method proves the polynomial solvability of a large number of different combinatorial optimization problems at once, and hereby points out directions for the search for practically feasible polynomial algorithms.

Chapter 6 contains an algorithm to Eind maximum independent sets in perifect graphs. The algorithm makes use of a number $\vartheta(G)$ introduced by one of the authors as an estimation for the Shannon capacity of a graph (Lovisz [1979]). Finaliy, in Chapter 7 we note that the vertex-packing problem of a graph is in a sense equivalent to the fractional chromatic number problen, and comment on the phenomenon that this latter problem is an example of a problem in NP which is NP-nard but (as for now) not known to be NP-comolete.

Let $K$ be a non-empty convex compact set in $\mathrm{R}^{\mathrm{n}}$. We formulate the following two algorithmic problems in connection with $K$.

Strong optimization problem: given a vector $c \in \mathbb{R}^{n}$, find a vector $x$ in $X$ which maximizes $c^{\top} x$ on $K$.

Strong separation problem: given a vector $y \in \mathbb{R}^{\mathrm{n}}$, decide if $\mathrm{Y} \in \mathrm{K}$, and if not, find a hyperplane which separates $y$ from $K$; more exactly, find a vector $c \in \mathbb{R}^{n}$ such that $c^{\top} y>\max \left\{c^{\top} x \mid x \in K\right\}$.

Examples. Let K be the set of solutions of a system of linear inequalities

$$
\begin{equation*}
a_{i}^{T} x \leq b_{i} \tag{3}
\end{equation*}
$$

$$
(1=1, \ldots, \mathbb{B})
$$

( $a_{i} \in \mathbb{R}^{n}, b_{i} \in \mathbb{R}$ ). Then the strong separation problem can be solved trivially: we substitute $x=y$ in the constraints. If each of them is satisfied, $y \in K$. If constraint $a_{i}^{\top} x \leq b_{i}$ is violated, it yields a separating hyperplane. On the orher hand, the optimization problem on $K$ is just the linear programming problem.

As a second example, let $K$ be given as the convex hull of a set $\left\{v_{1}, \ldots, v_{m}\right\}$ of points in $\mathbb{R}^{n}$. Then the optimization problem is easily solved by evaluating the objective function at each of the given points and selecting the maximum. On the other hand, to solve the separation problem we have to find a vector $c$ in $\mathbb{R}^{n}$ such that

$$
\begin{equation*}
c^{\top} y>c^{\top} v_{i} \tag{4}
\end{equation*}
$$

$$
(i=1, \ldots, m)
$$

So this problem requires finding a feasible solution to a system of linear ineqralities; this is again essentially the same as linear programoing.

Note that the convex hull of $\left\{v_{1}, \ldots, v_{m}\right\}$ is, of course, a polytope and so it can be described as the set of solutions of a system of linear inequalities as well. But the number of these inequalities may be very large compared to m and $n$, and so their determination and the checking is too long. This illustrates that the solvability of the optimization and separation problems depends on the way $K$ is given and not only on $K$.

We do not want to make any a priori arithmetical assumpelion on $K$. Thus it may well be that tine vector in $K$ maximizing $c^{\top} x$ has irrational coordinates. In this case the formulation of the problem is not correct, since it is not clear
how to state the answer. Therefore we have to formulate two weaker and pore complicated, but more correct problems.
(Heak) optimization problem: given a vector $c \in \mathbb{R}^{n}$ and a number $\varepsilon>0$, find a vector $Y \in R^{n}$ such that $d(y, K) \leq \varepsilon$ and $y$ almost maximizes $C^{\top} x$ on $K$, i.e. for every $x \in K, c^{\top} x \leq c^{\top} y+\varepsilon$.
(6) (Weak) separation problem: given $a$ vector $y \in \mathbb{R}^{n}$ and a number $\varepsilon>0$, conclude with one of the following: (1) asserting that $d(Y, K) \leq \varepsilon_{i}$ (ii) finding a vector $c \in \mathbb{R}^{n}$ such that $\mathbb{C}!\geq 1$ and for every $x \in K$, $c^{\top} x \leq c^{\top} y+\varepsilon$.

We shall always assume that we are given a point $a_{0}$ and $0<r \leq R$ such that

$$
\begin{equation*}
s\left(a_{0}, r\right) \subseteq K \subseteq s\left(a_{0}, R\right) . \tag{7}
\end{equation*}
$$

The second inclusion here simplymeans that $K$ is bounded, where a bound is known explicitly; this is quite natural to assume both in theoretical and in (possible) practical applications. The first assumption, namely that $K$ contains an explicit ball, is much less natural and we make it for purely technical reasons. What it really means is that K is full-dimensional, or at least we can find the affine subspace it spans and also that we can find a ball in this subspace contained in K. At the end of Chapter 3 we shall show that some assumption like this must be made.

So we define a convex body as a quintuple ( $K ; n, a_{0}, T, R$ ) such that $n \geq 1$, $K$ is a convex set in $\mathbb{R}^{n}, a_{0} \in \mathbb{K}, 0<E \leq R$ and (7) is satisfied.

Let $K$ be a class of compact convex bodies. We assume that each $K \in K$ has some encoding. An input of the optimization problem for $K$ is then the code of some member $K$ of $K$, a vector $\subset \in \mathbb{R}^{n}$, and a number $\varepsilon>0$. Inputs of the other problems are defined similarly. The length of the input is defined in the (usual) binary encoding. Thus the length of the input is at least $n+|\log r|+|\log R|+$ $+\mid \log \varepsilon$ !. An algorithm to solve the optimization problem for the class $K$ is called polynomial if its running time is bounded by some polynomial of the size of the input.

The fact that the funning time unst be polynomial in $|10 g \varepsilon|$ is crucial it means that running the algorithm for $\varepsilon=\frac{1}{2}, h, \ldots$ we get a sequence of approximations which converge exponentially fast in the running time. Other approximation algorithms for linear programing (Motzkin and Schoenberg [1954]) have only polynomial convergence speed. This exponential conergence rate enables

Shachian to obtain exact optimum in polynomial time (essentially by rounding) and us to give the combinatorial applications in this paper.

## 2. THE ETLIPSOID METHOD

Let us first describe the simple geometric idea behind the method. We start with a convex body $K$, included in a ball $S\left(a_{0}, R\right)=E_{0}$, and a linear objective function $c^{\top} x$. In the $k$ th step there will be an ellipsoid $E_{k}$, which includes the set $K_{k}$ of those points $x$ of $K$ for which $c^{\top} x$ is at least as large as the best found so far. We look at the centre $x_{k}$ of $E_{k}$. If $x_{k}$ d $k$ then we take a hyperplane through $x_{k}$ which avoids $K$. This hyperplane cuts $E_{k}$ into two halves; we pick that one which includes $K_{k}$ and include it in a new ellipsoid $E_{k+1}$, "smaller" than $E_{k}$. If $x_{k} \in K$ then we cut with the hyperplane $c^{\top} x=c^{\top} x_{k}$ similarly. The volumes of the ellipsoids $E_{k}$ will tend to 0 exponentially and this guarantees that those centres $x_{k}$ which are in $K$ will tend to an optimum solution exponentially fast.

We now turn to the exact formulation of the procedure. Let $K \subseteq \mathbb{R}^{n}$ be a compact convex set, $S\left(a_{0}, z\right) \subseteq K \subseteq S\left(a_{0}, R\right), c^{\top} x$ a linear objective function, $\| \subset l \geq 1$ and $\varepsilon>0$. Assume that there is a subroutine SEP to solve the separation problem for $K$. This means that given a vector $y \in \mathbb{R}^{n}$ and $\delta>0$, SEP aither concludes that $Y \in S(K, S)$ or yields a vector $d$ such that

$$
\begin{equation*}
\max \left\{d^{\top} x \mid x \leq K\right\} \leq d^{\top} y+\delta \tag{1}
\end{equation*}
$$

To solve the optimization problem on $K$ we run the following algorithm. Let

$$
\begin{align*}
& N=4 n^{2}\left\lceil\log \frac{2 R^{2} I C l}{\Gamma \varepsilon}\right] .  \tag{2}\\
& \delta=\frac{R^{2} 4^{-N}}{24(n-1)},
\end{align*}
$$

and

$$
\begin{equation*}
\left\{p=5 N\left\lceil\log \frac{12 \sqrt{n}}{R^{2}}\right\rceil .\right. \tag{4}
\end{equation*}
$$

We now define a sequence $x_{0}, x_{1}, \ldots$ of vectors and a sequence $A_{0}, A_{1}, \ldots$ of positive definite matrices as follows. Let $x_{0}=a_{0}$ and $A_{0}=R^{2} I$. Assuming that $x_{k}$, $A_{k}$ are defined, we run the subroutine SEP with $y=x_{k}$ and $\delta$. If it concludes that $x_{k} \in S(K, 5)$ we say that $k$ is a feasible index, and get a $=c$. If SEP Yields a vector $d \in \boldsymbol{R}^{n}$ such that $\| \mathbb{d} \geq 1$ and
(5) $\quad \max \left\{d^{\top} x \mid x \in X\right\} \leq d^{\top} x_{k}+0$,
then we call $k$ an infeasible index and let $a=-d$. Next define
(6) $\quad b_{k}=A_{k} a / \sqrt{a^{\top} A_{k} a}$,
(7) $\quad x_{k}^{*}=x_{k}+\frac{1}{n+1} b_{k}$,
(8) $\quad A_{k}^{*}=\frac{2 n^{2}+3}{2 n^{2}}\left(A_{k}-\frac{2}{n+1} b_{k} b_{k}^{\top}\right)$,
and
(9) $\quad x_{k+1} \Rightarrow x_{k}^{*}$, and $A_{k+1} \Rightarrow A_{k}^{*}$,
where the sign means that the left hand side is obtained by rounding the right hand side to $p$ binary digits, taking care that $A_{k+1}$ is symmetric.

The sequence ( $x_{k}$ ), $k$ feasible, will give good approximations for the optimum solution of our problem. To prove this, we shall need some lemas, which will also illuminate the geometric background of the algorithm.

First we introduce same further notation. Let

$$
\begin{equation*}
E_{k}=\left\{x \in \mathbb{R}^{n} \mid\left(x-x_{k}\right)^{T} A_{k}^{-1}\left(x-x_{k}\right) \leq 1\right\}, \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{k}^{*}=\left\{x \in \mathbb{R}^{n} \mid\left(x-x_{k}^{*}\right)^{\top} A_{k}^{*-1}\left(x-x_{k}^{*}\right) \leq 1\right\} . \tag{11}
\end{equation*}
$$

(2.1) LEMMA. The matrices $A_{0}, A_{1}, \ldots$ are positive definite. Moreover,
(12) $\quad\left\|x_{K}\right\| \leq\left\|a_{0}\right\|+R \cdot 2^{k},\left\|A_{k}\right\| s R^{2} \cdot 2^{j}$, and $\left\|A_{k}^{-1}\right\| \leq R^{-2} \cdot 4^{k}$.

PROOF. By induction on $k$. For $k=0$ all the statements are obvious. Assume that they are true for $k$. Then note first that

$$
\begin{equation*}
\left\|A_{k}^{*}\right\|=\frac{2 n^{2}+3}{2 n^{2}}\left\|A_{k}-\frac{2}{n+1} b_{k} b_{k}^{\top}\right\| \leq \frac{2 n^{2}+3}{2 n^{2}}\left\|A_{k}\right\| \leq\left(1+\frac{3}{2 n^{2}}\right) R^{2} \cdot 2^{k} \tag{13}
\end{equation*}
$$

and so

$$
-518-
$$

$$
\begin{equation*}
\left\|A_{k+1}\right\| \leq\left\|A_{k}^{*}\right\|+\left\|A_{k+1}-A_{k}^{\#}\right\| \leq\left(1+\frac{3}{2 n^{2}} R^{2} \cdot 2^{k}+n \cdot 2^{-P} \leq R^{2} \cdot 2^{k+1}\right. \tag{14}
\end{equation*}
$$

Further,
(15) $\quad\left\|b_{k}\right\|=\frac{\left\|A_{k} a\right\|}{\sqrt{a^{\top} A_{k} a^{a}}}=\sqrt{\frac{a^{\top} A_{k}^{2} a}{a^{\top} A_{k} a}} \leq \sqrt{\left\|A_{k}\right\|} \leq R .2^{k}$,
and so
(16) $\quad\left\|x_{k+1}\right\| \leq\left\|x_{k}\right\|+\frac{1}{n+1}\left\|b_{k}\right\|+\left\|x_{k+1}-x_{k}^{*}\right\| \leq\left\|a_{0}\right\|+R \cdot 2^{k}+\frac{1}{n+1} R \cdot 2^{k}+\sqrt{n} \cdot 2^{-p} \leq$

$$
s\left\|a_{0}\right\|+R .2^{k+1}
$$

## Finally we have

(17) $\quad\left(A_{k}^{*}\right)^{-1}=\frac{2 n^{2}}{2 n^{2}+3}\left(A_{k}^{-1}+\frac{2}{n-1} \cdot \frac{a a^{\top}}{a^{\top} A_{k} a^{a}}\right)$,
as it is easy to verify bu computation, and hance $A_{k}$ is positive definite. Further,

$$
\begin{equation*}
\left\|\left(A_{k}^{*}\right)^{-1}\right\| \leq \frac{2 \pi}{2 n+3}\left(\left\|A_{k}^{-1}\right\|+\frac{2}{n-1} \cdot \frac{\|a\|^{2}}{a^{\top} A_{k} a}\right) \leq \frac{2 n^{2}}{2 n^{+}+3}\left(\left\|A_{k}^{-1}\right\|+\frac{2}{n-1}\left\|A_{k}^{-1}\right\|\right)<\frac{n+1}{n-1}\left\|A_{k}^{-1}\right\| . \tag{18}
\end{equation*}
$$

Let $\lambda_{0}$ denote the least eigenvalue of $A_{k+1}$ and let $v$ be a corresponding eigenvector, $\|v\|=1$. Then

$$
\begin{align*}
& \lambda_{0}=v^{\top} A_{k+1} v=v^{\top} A_{k}^{*} v+v^{\top}\left(A_{k+1}-A_{k}^{*}\right) v \geq\left\|\left(A_{k}^{*}\right)^{-1}\right\|^{-1}-\left\|A_{k+1}-A_{k}^{*}\right\| \geq  \tag{19}\\
& \geq \frac{n-1}{n+1}\left\|A_{k}^{-1}\right\|^{-1}-\sqrt{n} \cdot 2^{-p} \geq \frac{n-1}{n+1} \cdot R^{2} \cdot 4^{-k}-\sqrt{n} \cdot 2^{-p}>R^{2} \cdot 4^{-(k+1)} .
\end{align*}
$$

This proves that $A_{k+1}$ is positive definite and also that
(20)

$$
\left\|A_{k+1}^{-1}\right\|=1 / \lambda_{0} \leq R^{-2} \cdot 4^{k+1}
$$

(2.2) LEMMA. Let 4 denote the n-dimensional volume. Then
(21) $\frac{\mu\left(E_{k+1}\right)}{\mu\left(E_{k}\right)}<e^{-1 / 4 n}$.

PROOF. See Gacs and Lovász [1979].

Set

$$
\begin{equation*}
\zeta_{k}=\max \left\{c^{\top} x_{j} \mid 0 \leq j<k, j \text { faasible }\right\}, \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.k_{k}=x \cap i x \mid c^{\top} x \geq \varepsilon_{k}\right\} \tag{23}
\end{equation*}
$$

(2.3) LEMpyA. $E_{k} \supseteq K_{k}$, for $k=0,1, \ldots, N$.

PROOF. By induction on $k$. For $k=0$ the assertion is obvious. Let $x \in K_{k+1}$. Then
(24) $\quad x \in K_{k} \subseteq E_{k}^{\prime}$,
and also
(25)

$$
a_{k}^{\top} x \geq a_{k}^{\top} x_{k}-\delta,
$$

where $a_{k}$ equals the auxiliary vector a used in step $k$ (if $k$ is a feasible index we do not even have the $\delta$ here). Write

$$
\begin{equation*}
x=x_{k}+y+t b_{k}^{\prime} \tag{26}
\end{equation*}
$$

where $a_{k}^{\top} y=0$ (since $b_{k}$ and $a_{k}$ are not perpendicular because of the positive definiteness of $A_{k}$, such a decomposition of $x$ always exists). By (24),

$$
\begin{equation*}
1 \geq\left(y+t b_{k}\right)^{\top} A_{k}^{-1}\left(y+t b_{k}\right)=y^{\top} A_{k}^{-1} y+t^{2} b_{k}^{\top} A_{k}^{-1} b_{k}=y^{\top} A_{k}^{-1} y+t^{2} \tag{27}
\end{equation*}
$$

Hence $t \leq 1$. On the other hand, (25) yields

$$
\begin{equation*}
-\delta \leq t a_{k}^{\top} b_{k}=t \sqrt{a_{k}^{\top} A_{k} a_{k}} \tag{28}
\end{equation*}
$$

Now we have

$$
\begin{equation*}
\left(x-x_{k+1}\right)^{\top} A_{k+1}^{-1}\left(x-x_{k+1}\right) \leq\left(x-x_{k}^{*}\right) A_{k}^{*-1}\left(x-x_{k}^{*}\right)+R_{1} \tag{29}
\end{equation*}
$$

where the remainder term $R_{1}$ can be estimated easily by similar methods to those in the proof of Lema (2.1), and it turns out that $R_{1}<1 / 12 n^{2}$.

For the main term we have
(30)

$$
\begin{aligned}
& \left(x-x_{k}^{*}\right)^{\top} A_{k}^{*-1}\left(x-x_{k}^{*}\right)=\frac{2 n^{2}}{2 n^{2}+3}\left(\left(t-\frac{1}{n-1}\right) b_{k}+y\right)^{\top}\left(A_{k}^{-1}+\frac{2}{n-1} \cdot \frac{a a^{\top}}{a^{\top} A_{k}}\right)\left(\left(t-\frac{1}{n+1}\right) b_{k}+y\right)= \\
& =\frac{2 n^{2}}{2 n^{2}+3}\left[\left(t-\frac{1}{n+1}\right)^{2}+y^{\top} A_{k}^{-1} y+\frac{2}{n-1}\left(t-\frac{1}{n+1}\right)^{2}\right) \leq \frac{2 n^{2}}{2 n^{2}+3}\left(\frac{n^{2}}{n^{2}-1}-\frac{2 t(1-t)}{n-1}\right) \leq \\
& s \frac{2 n^{4}}{\left(2 n^{2}+3\right)\left(n^{2}-1\right)}+\frac{4 \delta}{(n-1) \sqrt{a^{\top} A_{k} a}} \leq 1-\frac{1}{6 n^{2}}+\frac{4 \delta}{n-1}\left\|A_{k}^{-1}\right\| \leq 1-\frac{1}{6 n^{2}}+\frac{4 \delta R^{-2} \cdot 4^{N}}{n-1} .
\end{aligned}
$$

Eence $\left(x-x_{k+1}\right)^{\top} A_{k+1}\left(x-x_{k+1}\right) \leq 1$, and so $x \in E_{k+1}$. $\square$

Now we are able to prove the main theorem in this section.
(2.4) THEOREM. Let $y$ be a fassible index for which

$$
\begin{equation*}
c^{\top} x_{j}=\max \left\{c^{\top} x_{k} \mid 0 \leq k<N, k \text { Ieasible }\right\} \tag{31}
\end{equation*}
$$

Then $c^{\top} x_{j} \geq \max \left\{c^{\top} x \mid x \in \mathbb{K}\right\}-\varepsilon$.
PROOF. Let us observe Eirst that Lemas (2.2) and (2.3) imply that

$$
\begin{equation*}
\mu\left(X_{N}\right) \leq \mu\left(E_{N}\right) \leq e^{-N / 4 n^{\prime}} \mu\left(E_{0}\right)=e^{-N / 4 n_{R} V_{n}}, \tag{32}
\end{equation*}
$$

where $v_{n}$ is the volume of the $n$-dimensional unit ball. On the other hand, let

$$
\begin{equation*}
\zeta=\max \left\{c^{\top} x \mid x \in \mathbb{K}\right\} \tag{33}
\end{equation*}
$$

and $y \in K$ such that $c^{\top} y=\zeta$. Consider the cone whose base is the ( $n-1$ )-dimensional ball of radius $r$ and centre $x_{0}$ in the hyperplane $c^{\top} x=c^{\top} x_{0}$ and whose vertex is $y$. The piece of this cone in the half-space $c^{\top} x \geq c^{\top} x_{j}$ is contained in $X_{N}$. The volume of this piece is
(34) $\quad \frac{v_{n-1} \cdot x^{n-1} \cdot\left(5-c^{\top} x_{0}\right)}{n\|C\|}\left(\frac{5-c^{\top} x_{j}}{5-c^{\top} x_{0}}\right)^{n} \leq u\left(x_{N}\right) \leq e^{-N / 4 n} \cdot R^{n} v_{n}$.

Hence

$$
\begin{equation*}
\zeta-c^{\top} x_{j} \leq e^{-N / 4 n^{2}} \cdot R \cdot\left(\frac{T-c^{\top} x_{0}}{r}\right)^{\frac{n-1}{n}}\left(\frac{n v_{n}}{V_{n-1}}\right)^{1 / n}\|\in\|^{1 / n} . \tag{35}
\end{equation*}
$$

We still need an upper bound on $\zeta$. Since

$$
\begin{equation*}
\left|\zeta-c^{\top} x_{0}\right|=\left|c^{\top}\left(y-x_{0}\right)\right| \leq\|c\| .\left\|y-x_{0}\right\| \leq R .\|c\|, \tag{36}
\end{equation*}
$$

we Inally have

$$
\begin{equation*}
5-c^{\top} x_{j}<2 e^{-N / 4 n} \cdot \frac{R^{2}}{x}\|c\| \leq \varepsilon . \tag{37}
\end{equation*}
$$

## 3. EQUIVALENCE OF OPTIMIZATION AND OTEER PROBLEMS

First we prove the equivalence of the separation problem and the optimization problem, for any given K. More exactly, this means the following.
(3.1) THEOREM. Let $K$ be a class of convex bodies. There is a polynomial algorithm to solve the separation problem for the members of $K$, if and only if there is a polynomial algorithm to solve the optimization problem for the members of $K$.

A class $K$ with this property will be called solvable.

PROOF. I. The "oniy if" part. In view of the results of chapter 2 , the only thing to check is that the algorithm described there is polynomial-bounded. This follows since by assumption, the subroutine SEP is polynomial, hence the number of digits in the entries of a 13 polynomal and so the computation of $x_{k+1}$ and $A_{k+1}$ requires only a polynomial number of steps. All other numbers occurring have only a polynomial number of digits, by Lemma (2.1). The number of iterations is also polynomial. Hence the algorithm funs in polynomial time.
II. The "if" part. Without loss of generality assume that $a_{0}=0$. Let $\mathrm{R}^{*}$ be the polar of K , i.e.,
(1) $\quad \mathbb{K}^{*}=\left\{u \mid u^{\top} x \leq 1\right.$ for each $\left.x \in \mathbb{K}\right\}$.

It is well-known that $\mathrm{K}^{*}$ is a convex body, and
(2) $\quad S(0,1 / R) \subseteq \mathbb{K}^{*} \subseteq S(0,1 / \Sigma)$.

If $K$ is a class of convex bodies with $a_{0}=0$, let $K^{*}=\left\{K^{*} \mid K \in K\right\}$.
(3.2) LEMMA. The separacion problem for a ciass $K$ of convex bodies with $a_{0}=0$ is poiynomially solvable iff the opeimization problem is polynomially solvable for the class $K^{*}$.

Since $\left(K^{*}\right)^{*}=K$ this lemma immediately implies the "if" part of the theorem: if the optimization problem is polynomially solvable for $K$ then the separation problem is polynomially solvable for $K^{*}$. But then by part $I$, the optimization problem is polynomially solvable for $K^{*}$ and so using the lemma again, it follows that the separation problem is polynomially solvable for $K$.

PROOF OF THE LEMMA. L. The "if" part. Let $K^{\star} \in K^{\star}, v \in R^{n}$ and $\varepsilon>0$. Using the optimization subroutine for $K$, with objective function $v$ and error $\varepsilon . r$, we get a vector $z \in R^{n}$ such that $d(z, K) \leq E r$, and
(3) $\quad v^{\top} z \geq \max \left\{V^{\top} x \mid x \in K\right\}-\varepsilon x$.

Now if $v^{\top} z \leq 1$ then $v^{\top} x \leq 1+\varepsilon x$ and hence $v_{0}=\frac{1}{1+\varepsilon r} v \in K^{\star}$, whence $d\left(v, K^{\star}\right) \leq \varepsilon$. On the other hand, if $v^{\top} z>1$ then $z$ is a solution of the separation problem for $X^{\star}$. In fact, let $z_{0} \in K$ such that $\left\|z-z_{0}\right\| \leq \varepsilon r$. Then for every $u \in X^{\star}$,

$$
\begin{equation*}
z^{\top} u=\left(z-z_{0}\right)^{\top} u+z_{0} u \leq\|u\| \cdot\left\|z-z_{0}\right\|+1 \leq \varepsilon+z^{\top} v, \tag{4}
\end{equation*}
$$

which proves that 2 is a solution or the separation problem for $\kappa^{*}$.
II. The "only if" part follows by interchanging the roles of $K$ and $K^{*}$.

Let $K$ and $L$ be two classes of convex bodies. Define

$$
\begin{equation*}
K \wedge L=\left\{K \cap L \mid K \in K, L \in L, \operatorname{dim} K=d L_{m} L, a_{0}(K)=a_{0}(L)\right\} \tag{5}
\end{equation*}
$$

(3.3) COROLLARY. If $K$ and $L$ are solvable then so is $K \wedge L$.

PROOF. The separation problem for $K \wedge L$ goes trivially back to the separation problems for $K$ and $L$. $]$
(3.4) COROLtARY. Let $K$ be a class of convex bodies with $a_{0}=0$. Then $K$ is solvable iff $K^{*}$ is solvable.

The proof is trivial by Lemma (3.2).
Let $R_{+}^{n}$ be the non-negative orthant in $R^{n}$. Next we study convex bodies $K$ such thar there are $\rho>0, R>0$ with

$$
\begin{equation*}
\mathbb{R}_{+}^{n} \cap S(0,0) \subseteq K \subseteq \mathbb{R}_{+}^{n} \cap S(0, R) \tag{6}
\end{equation*}
$$

The anti-blocker of K is defined by
(7) $\quad A(K)=\left\{y \in \mathbb{R}^{n} \mid y^{\top} x \leq 1\right.$ for every $\left.x \in \mathbb{X}\right\}$.

Moreover, $A(K)=\{A(X) \mid X \in K\}$.
(3.5) COROLLARY. Let $K$ be a class of convex bodies satisfying (6). Then $K$ is solvable iff $A(K)$ is solvable.

The proof is the same as that of Leuma (3.2).

Next we want to show that without the assumption that X contains a ball, there is no algorithm at all to solve the optimization problem. More exactly, consider the class of polytopes ( $\mathrm{K}_{\lambda} ; 2, \underline{0}, *, 1$ ), where the * means that no ball is supposed to be contained in $K_{\lambda}$, and

$$
\begin{equation*}
k_{\lambda}=\left\{\left(x_{1}, x_{2}\right) \mid 0 \leq x_{1} \leq \lambda, x_{2}=(4+4 \sqrt{5}) x_{1}\right\} \tag{8}
\end{equation*}
$$

First note that if $\lambda$ is known then both optimization and separation algorithms are easily given, even in the strong sense: $c^{\top} x$ is maximized by either $(0,0)$ or $(\lambda,(1+1+\sqrt{5}) \lambda)$; and if $\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}$ then let

$$
c= \begin{cases}(-1,0) & \text { if } y_{1}<0 ;  \tag{9}\\ (0,-1) & \text { if } y_{1} \geq 0, y_{2}<0 ; \\ \left(-y_{1}-2 y_{2}, y_{1}+y_{2}\right) & \text { if } y_{1} \geq 0, y_{2} \geq 0, y_{1}^{2}+y_{1} y_{2}-y_{2}^{2}<0 ; \\ \left(y_{1}+2 y_{2},-y_{1}-y_{2}\right) & \text { if } y_{1} \geq 0, y_{2} \geq 0, y_{1}^{2}+y_{1} y_{2}-y_{2}^{2}>0 ; \\ (1,0) & \text { if } y_{1}>\lambda, y_{2} \geq 0, y_{1}^{2}+y_{1} y_{2}-y_{2}^{2}=0 .\end{cases}
$$

If $0 \leq y_{1} \leq \lambda, y_{2} \geq 0$, and $y_{1}^{2}+y_{1} y_{2}-y_{2}^{2}=0$ then conclude $\left(y_{1}, y_{2}\right) \in K_{\lambda}$. It is easy to check that this algorithm solves the separation problem for $K_{\lambda}$.

On the other hand, we show that there is no algorithm at all (even arbitrarily slow) which would use a separation oracle for the class $\left\{K_{\lambda} \mid 0 \leq \lambda \leq 1\right\}$, and would be able to maximize the objective function $x_{1}$ (i.e., $c^{\top} x$ with $c=$ (1,0)) over $K_{\lambda}$. By this we mean an algorithm whose input is a block box which is known to solve the strong separation problem for one of the $K_{\lambda}$ 's; but the box cannot be broken open to see which value of $\lambda$ is there; and the algorithm should work regardless which separation algorithm is used by the black box. In particular, it must work if we use the above-described separation algorithm. But then our algorithm runs the same way for every $0 \leq \lambda \leq 1$ : the only way it
could distinguish between different $K$, 's is to sun the subroutine with an input vector $\left(Y_{1}, Y_{2}\right)$ such that $Y_{1}>0$ and $Y_{1}^{2}+Y_{1} Y_{2}-Y_{2}^{2}=0$. But then one of $Y_{1}, Y_{2}$ is irrational and so it cannot be the input of an algorithm. So the algorithm cannot determine $\lambda$, a contradiction. Thus no such alqoritim may exist.

EInally we show that for polytopes many of the results are even nicer. By a rational polytope we mean a quadruple ( $P ; n, a_{0}, T$ ) where $p$ is a fulldimensional polytope (in $R^{n}$ ), $a_{0} \in I n t P$, and every component of $a_{0}$ as well as of every vertex of $P$ is a rational number with numerator and denominator not exceeding $T$ in absolute value. (This definition is much in the spirit of our previous discussion: the vertices of $P$ must be rational in order to be able to explicitly present them and explicit bounds must be known for their complexity.)
(3.6) THEOREM. Let ( $\left.p ; n, a_{0}, T\right)$ be a rational polytope. Then $S\left(a_{0}, r\right) \subseteq P \subseteq$ $S\left(a_{0}, R\right)$, where $R=2 n T$ and $r=(2 \pi)^{-n^{2}-n}$. Furthermore, every facet of $p$ can be written as $a^{\top} x \leq b$, where $a(f 0)$ is an integral vector, $b$ is an integer, and the entries of $a$ as well as $b$ are less than $m=(n T)^{n}$.

Thus every rational polytope can be viewed as a convex body, with $x$ and $R$ as akove. A certain converse of this assertion holds as well.
(3.7) THEOREM. Let $P \subseteq R^{n}$ be a polytope, $a_{0} \in$ Int $P$, and assume that every component of $a_{0}$ is a rational number with numerator and denominator less than T in absolute value. Also assume that every facet of $p$ can be written as $a^{\top} x \leq b$, where $a(\neq 0)$ is an integral vector, $b$ is an integer and the entries of a as well as b are less tian $t$ in absolute value. Then ( $P ; n, a_{0}, T$ ') is a rational polytope where $T \cdot(n T)^{n}$.

Whe proof of these two theorems is rather straightforward arithmetic and is omitted (ce. Lemmas 1-2 in Gács and Lovaisz [1979]).
(3.8) THEOREM. Let $K$ be a class of rational polytopes. suppose that $K$ is solvable. Then the strong optimization problem and the strong separation problem are solvable for $K$ in time polynomial in $n$, $\log T$, and logill $C l l$ (respectively $\log S$, where $S$ is the maximum of the absolute values of the numerators and denominators occurring in $y$ ).

PRCOF. Let $\left(P ; n, a_{0}, T\right) \in K, Q=2 T^{2}$, and

$$
\begin{equation*}
d=Q^{n} c+\left(1,2, \ldots, Q^{n-1}\right)^{\top} . \tag{10}
\end{equation*}
$$

We prove that maxid $\left.{ }^{\top} x \mid x \in P\right\}$ is attained at $a$ unique vertex of $P$ and that this vertex maximizes $c^{\top} x$ as well.

For let $x_{0}$ be a vertex of $p$ maximizing $d^{\top} x$ and let $x_{1}$ be another vertex. Write

$$
\begin{equation*}
x_{0}-x_{1}=\frac{1}{x} z, \tag{11}
\end{equation*}
$$

where $0<a<T^{2}$ is an integer and $z=\left(z_{1} \ldots, z_{n}\right)^{\top}$ is an integral vector with $\left|z_{i}\right|<2 T^{2}=Q$. Then

$$
\begin{equation*}
0 \leq d^{\top}\left(x_{0}-x_{1}\right)=\frac{1}{x}\left\{Q^{n} c^{\top} z+\sum_{j=1}^{n} Q^{j-1} z_{j}\right\} \tag{12}
\end{equation*}
$$

Eere $c^{\top} z \geq 0$, since it is an integer and if $c^{\top} z \leq-1$, then the first term in the bracket is larger in absolute value than the second. Gence

$$
\begin{equation*}
c^{\top} z=c^{\top}\left(x_{0}-x_{1}\right) \geq 0 \tag{13}
\end{equation*}
$$

for every vertex $x_{1}$, 1.e., $x_{0}$ indeed maximizes the objective function $c^{\top} x$ over p. Also note that the second term is non-zero since $z \neq 0$. Hence
(14) $\quad a^{\top}\left(x_{0}-x_{1}\right) \geq \frac{1}{a} \geq \frac{1}{T^{3}}$
and so $x_{0}$ is the unique vertex of $P$ maximizing the objective function $d^{\top} x$. Now use the hypothesized polynomial algorithm to find a vector $y \leq \mathbb{R}^{n}$ such that

$$
\begin{equation*}
d(Y, P) \leq \varepsilon=u\|d\|^{-1} T^{-6} \tag{15}
\end{equation*}
$$

and $d^{\top} y \geqslant d^{\top} x_{0}-\varepsilon$. We clain that
(16) $\left\|Y-x_{0}\right\| \leq \frac{1}{2 T^{3}}$.

For let $Y_{0}$ be the point of $P$ next to $y$. Represent $Y_{0}$ as a convex combination of $n+1$ vertices of $p$, one of which is $x_{0}$ :

$$
\begin{equation*}
y_{0}=\sum_{i=0}^{n} \lambda_{i} x_{i}, \lambda_{i} \geq 0, \sum_{i=0}^{n} \lambda_{i}=1 . \tag{17}
\end{equation*}
$$

Then by (14)

$$
\begin{equation*}
d^{\top} y=d^{\top}\left(y-y_{0}\right)+d^{\top} y_{0} \leq \varepsilon\|d\|+\sum_{i=0}^{n} \lambda_{i} d^{\top} x_{i} \leq \varepsilon\|d\|+d^{\top} x_{0}-\frac{1-\lambda_{0}}{T^{2}} . \tag{18}
\end{equation*}
$$

Eence
(19)

$$
\frac{1-\lambda_{0}}{T^{2}} \leq \varepsilon(\|d\|+1) \leq 2 \varepsilon\|d\|
$$

and

$$
\begin{align*}
& \left\|y-x_{0}\right\| \leq\left\|y-y_{0}\right\|+\left\|y_{0}-x_{0}\right\| \leq \varepsilon+\left(1-\lambda_{0}\right)\left\|\sum_{i=1}^{n} \frac{\lambda_{i}}{1-\lambda_{0}} x_{i}-x_{0}\right\| \leq  \tag{20}\\
& \leq \varepsilon+\left(1-\lambda_{0}\right) 2 T^{2} \leq \varepsilon+2 \varepsilon\|a\| \cdot 2 T^{4} \leq \frac{1}{2 T^{2}} .
\end{align*}
$$

Now it is rather elear how to conclude: round each entry of $y$ to the next rational number with denominator less than $T$; the resulting vector is $x_{0}$. The rounding can be done by using the technique of continued fractions. We leave the details to the reader.

The separation algorithm can be obtained by applying the previous algorithm to $P^{*}$ (assuming that $a_{0}=0$, possibly after translation).

If the strong separation problem conclicles that $y \in P$ then it is nice to have a "proof" of that, i.e., a represencation of $y$ as a convex combination of vertices of $P$. This problem can also be solved.
(3.9) THEOREM. Let $K$ be a solvable class of rational polytopes. Then there exists an algorithm which, given $\left(P ; n, a_{0}, T\right) \in K$ and a rational vector $Y \in P$, yields vertices $x_{0}, x_{1}, \ldots, x_{n}$ of $P$ and coefficients $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{n} \geq 0$ such that $\lambda_{0}+\lambda_{1}+\ldots+\lambda_{n}=1$ and $\lambda_{0} x_{0}+\lambda_{1} x_{1}+\ldots+\lambda_{n} x_{n}=y$, in time polynomial in $n$, log 7 and $\log S$, where $S$ is the maximum absolute value of numerators and denominators of components of $y$.

PROOF. We construct a sequance $x_{0}, x_{1}, \ldots, x_{n}$ of vertices, $y_{0}, y_{1}, \ldots, y_{n}$ of points and $F_{1}, F_{2}, \ldots, F_{n}$ of facers of $P$ as follows. Let $x_{0}$ be any vertex of $P$, and let $y_{0}=Y$. Assume that $x_{i}, y_{i}$ and $F_{i}$ are defined for $i \leq j$. Let
$Y_{j+1}$ be the last point of $P$ on the semi-line from $x_{j}$ through $Y_{j}$, let

$$
\begin{equation*}
Y_{j+1}^{\prime}=Y_{j+1}+\varepsilon\left(y_{j}-x_{j}\right) \tag{21}
\end{equation*}
$$

where $0<\varepsilon<(n T)^{-3 n^{2}}$. Let $F_{j+1}$ be a facat separating $Y_{j+1}^{\prime}$ from $p$, and let $x_{j+1}$ be a vertex of $F_{1} \cap \ldots \cap F_{j+1}$. It is straightforward to prove by induction that $x_{i}, Y_{1} \in F_{j}$ for $j \geq 1, Y \in \operatorname{conv}\left(x_{0}, \ldots, x_{i}, Y_{i}\right)$, and $\operatorname{dim}\left(F_{i} \cap \ldots \cap F_{j}\right)=n-y$. Hence $x_{n}=Y_{n}$ and so $y$ is contained in the convex hull of $x_{0}, \ldots, x_{n}$.

The procedure described above is easy to follow with computation. The vertex of $F_{1} \cap \ldots \cap F_{f}$ can be obtained as follows. Let $a_{i}^{\top} x \leq b_{i}$ be the inequality corresponding to facet $F_{i}$; then maximize the objective function $\left(\sum_{i=1}^{j} a_{i}\right)^{\top} x$. We Leave the details to the reader. $\square$

The "dual" form of this theorem will also play an important role in the sequel. It shows that if we consider optimization on $P$ as a linear program, an optimal dual basic solution can be found in polyncmial time, if the, class is solvable.
(3.10) THEOREM. Let $K$ be a soivable class of rational polytopes. Then there exists a polynomial-bounded algorithm which, given $\left(P ; n, a_{0}, T\right) \in K, \varepsilon \in \mathbb{Z}^{n}$, provices facets $a_{i}^{\top} x \leq b_{i}(i=1, \ldots, n)$ and rationals $\lambda_{i} \geq 0(i=1, \ldots, n)$ such that $\sum_{i=1}^{n} \lambda_{1} a_{i}=c$ and $\sum_{1=1}^{n} \lambda_{i} b_{i}=\max \left\{c^{\top} x \mid x \in P\right\}$.

The proof is easy by considering $K^{*}$.
4. matroid intrersection, granceings and matceings

We now apply the methods described in the previous chapters to a number of combinatorial problems. As said in the introduction our main aim is to show the existence of polynomial algorithms for certain combinatorial problems, and these algorithms are not meant as subgtitutes for the algorithms developed for these problems before (see Lawler [1976] for a survey). However, in the next chapters we shall show the existence of polynomial algorithms also for certain problems which were not yet solved in this sense. The algorithms found there. though polynomial, in general do not seem to have the highest possible rate of efficiency, and the challenge remalns to find better algorithms.

First we apply the ellipsoid method to matroid intersection (cf. Edmonds [1970,1979], Lawler [1970]). Note that given a matroid (V, r), the corresponding matroid polytope is the convex hull of the characteristic vectors of independent sets. The idea is very simple: given an integral "weight" function $w$ on $V$,
the trivial "greedy algorithm" finds an independent set $V$ ' maximizing
$\sum_{\mathcal{V} \in V^{\prime}}(v)$. That is, it finds a vertex $x$ of the corzesponding matroid polytope maximizing the objective function $w^{\top} x$, in time bounded by a polynomial in iv and logilw. So the class of matroid polytopes is solvable. Therefore, by corollary (3.3) also intersections of matroid polytopes are solvable. Since the intersection of two matroid polyeopes has integer vertices again, this provides us with a polynomial algorithm for matroid intersection. (In fact, we obtain a polynomial algorithm for common "fractional" independent sets for any number of matroids.) Obviously, we may replace "matroid" by "polymatroid" In Chapter 5 we shall extend this algorithm to a more general class of polytopes, and we shall show there how to obtain optimal integral dual solutions.

In this application, and in the following examples we leave it to the reader to check that without loss of generality we may zestrict the classes of polytopes to full-dimensional polytopes, and to find a vector $a_{0}$ and a number $T$ such that (i) each numerator and denominator occurring in the components of the vertices of the polytope, and in those of $a_{0}$, do not axceed T in absolute value, (ii) $a_{0}$ is an internal point of the polytope, and (iii) $\log T$ is bounded by a polynomial in the size of the original combinatorial problem (in most cases we have $T=1$ ).

Also the second application is illustrative for the use of the method. It shows the existence of a polynomial algorithm for finding optimum branchings in a directed graph (cf. Chu and Liu [1965], Edmonds [1967]). Let D = (V,A) be a digraph, and let $r$ be some fixed vertex of $D$, called the root. A branching is a set $A$ ' of arrows of $D$ waking up a rooted directed spanning tree, with root r. A rooted cut is a set $A^{\prime}$ of arrows with $A^{\prime}=\delta^{-}\left(V^{\prime}\right)$ for some non-empty set $V^{\prime}$ of vertices not containing $r$, where $5^{\circ}\left(V^{\prime}\right)$ denotes the set of arrows entering $V$ '. It follows from Edmonds' branching theorem [1973] that the convex hull of the (characteristic vectors of) the sets of arrows containing a branching as a subset (i.e., the sets intersecting aach rooted cut), is a polytope $P$ in $R^{A}$ defined by the following linear inequalities:

$$
\begin{array}{ll}
\text { (1) } 0 \leq x(a) \leq 1 & \text { (a } \in A),  \tag{1}\\
\text { (ii) } \sum_{a \in A}, x(a) \geq 1 & \text { (A' rooted cut). }
\end{array}
$$

Sc there exists an algorithm which, given a digraph $D=(V, A), a r o o t r$, and a nonnegative integral waight function $w$ defined on $A$, determines a branching of minimum weight, in time polynomially bounded by $|V|$ and logilw, if and only if the strong optimization problem is solvable for the class of polytopes $P$ arising in this way. By Theorem (3.1) and (3.8) it is enough to show that the
strong separation problem is solvable. Indeed, if $x \in \mathbb{R}^{A}$ one easily checks condition (i) above and one finds a separating hyoerplane in case of violation. To check condition (ii), we can find a rooted cut $A$ minimizing $\sum_{a \in A} x(a)$ in eime polynomially bounded by $|V|$ and $\log T$ (where $T$ is the maximum of the numerators and denominators occurring in $x$ ), namely by applying Ford-Fulkerson's max Elow-min cut algorith to the corresponding network with capacity function $x$, source $x$ and sink $s$, for each $s p$. If the minimum is not less than 1 we conclude $x \in P$, and otherwise $A '$ determines a separating hyperplane. (Again, see Chapter 5 for a more general approach.)

In fact this branching algorithm is one instance of a more general procedure. Let $E$ be a clutter, i.e., a finite collection of finite sets no two of which are contained in each other. The blocker $B(E)$ of $E$ is the collection of all minimal sets intarsecting every set in $E$ (minimal with respect to inclusion). E.g., if $E$ is the collection of branchings in a digraph, then $B(E)$ is the collection of minimal rooted cuts. One easily checks that $B(B(E))=$ $E$ for every clutter $E$. Sometimes an even stronger duality relation may hold. Let $V=U E$, and let $P$ be the convex hull of the characteristic vectors (in $\mathbb{R}^{V}$ ) of all subsets of $V$ containing some set in $E$. Clearly, each vector $x$ in $P$ satisfies:

| (i) $0 \leq x(v) \leq 1$ | $(v \in V)$, |
| :--- | :--- |
| (ii) $\sum_{v \in V^{\prime}} x(v) \geq 1$ | $\left(v^{\prime} \in B(E)\right)$, |

as these inequalities hold for characteristic vectors of sets in $E$. In case $p$ is completely determined by these linear inequalities, $E$ (or the hypergraph $(V, E))$ is sajd to have the $\Phi_{+}-\max$ Elow-min cut-proparty or the $\Phi_{+}$-MFMC-property (cf. Seymour [1977]). Thus the clutter of all branchings in a digraph has the $\Phi_{+}$-MFMC-property, as we saw above. Fulkerson $[1970]$ showed the interesting fact that a clutter $E$ has the $\Phi_{+}$-MFMC-property if and only if its blocker $B(E)$ has the $\Phi_{+}$MFMC-property.

Now one easily extends the derivation of a polynomial algorithm for branchings from such an algorithm for rooted cuts as described above, to the following theoram.
(4.1) THEOREM. Let $C$ be a class of clutters with the $\mathbb{N}_{4}-4 F M C-p r o p e r t y, ~ s u c h ~$ that there exists an algorithm which finds, given $E \in C$ and $w \in \mathbb{Z}_{+}^{V}$ (where $V=U E$ ). a set $V^{\prime}$ in $E$ minimizing $\sum_{v \in V}, w(v)$, in time bounded by a polynomial in $|V|$ and logil wli. Then the same is true for the class of blockers of clutters in $C$.

One should be caraful with how the clutter $E$ is given. Perhaps formally the wost proter way to formulate the theorem is as follows: there exists an algorithm $A$ and a polynomial $f(x)$ such that $A$ given a "minimization algorithm" for soma clutter $E$ with the $\Phi_{+}-M F M C-p r o p e r t y, ~ w i t h ~ " t i m e ~ b o u n d " ~ g(l o g l l w i l), ~ a n d ~$ given some vector $u \in \mathbb{Z}_{+}^{V}(V=U E)$, A finds a set $V$ in $B(E)$ minimizing $\sum_{V \in V} u(V)$ in time bounded by $f(|v| . \log \| u l l . g(|v| . \log \| u l \mid)$.

Among the other instances of Theorem (4.1) are the following. Let $D=$ (V,A) be a digraph. A directed cut is a set $A^{\prime}$ of arrows of $D$ such that $A^{\prime}=$ $\delta^{-}\left(V^{\prime}\right)$ for some nonempty proper subset $V^{\prime}$ of $V$ with $\delta^{+}\left(V^{\prime}\right)=g$ (as usual. $\delta^{-}\left(V^{\prime}\right)$ and $\delta^{+}\left(V^{\prime}\right)$ denote the sets of arrows entering and leaving $V^{\prime}$, respectivelyl. A covering is a set of arrows intersecting each directed cut, i.e., a set of arrows whose contraction makes the digraph strongly connected. Let $E$ be the clutter of all minimal directed cuts. It follows from the LucchesiYounger theorem [1978] that $E$ has the $\Phi_{+}-$MFMC-property, and an easy adaptation of Ford-Fulkerson's max flow-min cut algorithm yields a polynomial algorithm for finding minimum weighted directed cuts, given some nonnegative waight function on the arrows (to this end we could add for each arrow also the reversed arrow with infinite capacity). Eence, by Theorem (4.1) there exists a polynomial algorithm for finding minimum weighted coverings in a digraph (such algorithms were found earlier by Lucchesi [1976], Karzanov [1979] and Frank [1979]).

In fact we do not need to call upon Ford-Fulkerson for finding minimum weighted cuts: such an algorithm can be derived also from Theorem (4.1). Indeed, Let $D=(V, A)$ be a digraph and let $r$ and $s$ be two specified vertices. Let $E$ be the clutter of all directed r-s-paths (considered as sets of arrows). So the blocker $B(E)$ of $E$ consists of all minimal r-s-cuts. It follows from the max flow-min cut theorem that $E$ has the $\mathbb{Q}_{+}$-NFMC-property. There exists an (easy) polynomial algorithm for finding shortest paths (Dijkstra [1959]), hence there exists a polynomial algorithm for finding minimum weighted cuts.

Theorem (4.1) also applies to T-cuts and T-Jolns. Let $G=(V, E)$ be an undirected graph, and let $t$ be a set of vertices of $G$ of even size. A set $E$ ' of edges of $G$ is called a $T$-cut if there exists a set $V^{\prime}$ of vercices with $\left|V^{\prime} M T\right|$ odd such that $E$ ' is the set of edges of $G$ intersecting $V '$ in exactly one vertex. A $T$-join is a set $E$ ' of edges with the property that $T$ coincides with the set of vercices of odd valency in the graph ( $V, E^{\prime}$ ). One easily checks that the clutter $E$ of all minimal T-cuts has as blocker the clutter of all minimal T-joins, and Edmonds and Johnson [1970] showed that $E$ has the $\mathbb{M}_{+}$-MFMCproperty. Padberg and Rao [1979] adapted the Ford-Fulkerson minimum cut al-
gorithm to obtain a polynomial algorith to £ind minimum weighted r-cuts, given a nonnegative weight function on the edges (cf. also Chapter 5). Eence there exists a polynomial algorithm for finding minimum weighted T-joins, which was demonstrated earlier by Edmonds and Johnson [1970]. As special cases we may derive a polynomial algorithm for the Chinese postman problem (take $T$ to be the set of vertices of odd valency in G), and a polynomial algorithm for finding minimum weighted perfect matchings (take $T=V$, and add a large constant to a.ll weights; it is easy to derive conversely from a polynomial algorithm for minimum weighted perfect matchings, a polynomial algorithm for minimum weighted T-yoins). In the latter case we may even take weights to be negative (which could be repaired by adding a large constant to all weights), and hence wa have also polynomial algorithms for maximum weighted matchings (cf. Edmonds [1965]).

From Theorem (3.10) we know that if $C$ is a class of clutters with the properties as described in Theorem (4.1), then there exists an algorithm to eind optimal dual solutions, that is, given $E \in C$ and $w \in \mathbb{Z}_{+}^{V}$ (where $V=U E$ ), sats $E_{1}, \ldots, E_{t}$ in $B(E)$, with $t \leq|V|$, and nonnegative numbers $\lambda_{1}, \ldots, \lambda_{t}$ such that
(3) (1) $\lambda_{1} x_{E_{1}}+\ldots+\lambda_{t} x_{E_{t}} \leq w$,
(ii) $\lambda_{1}+\ldots+\lambda_{t}=$ mirqu $\in E^{\sum_{v \in V}}{ }^{w(v)}$
(where $X_{E}$ denotes the characteristic vector in $\mathbb{R}^{V}$ of $E$ ), in time polynomially bounded by $|V|$ and logilwil. So in the special cases discussed above this provides us with polynomial algorithm to find optimal fractional packings of branchings, rooted cuts, coverings, directed cuts, r-s-cuts, r-s-paths (i.e., optimum fractional r-s-flow), T-joins, T-cuts. Similarly, polynomial algorithms for finding optimum fractional two-commodity flow, and for fractional packings of two-commodity cuts may be derived (ct. Bu [1963,1973]). Moreover, a recent theorem of Okamura and Seymour [1979] implies the existence of a polymomial algorithm for finding optimum fractional multicommodity flows in planar undirected graphs, provided that all sources and all sinks are on the boundary of the infinite face.

It is not necessarily true that if $E$ has the $\mathbb{Q}_{+}$-MFMC-property, we can take the $\lambda_{1}, \ldots, \lambda_{t}$ in the dual solution to be integers. If this is the case for each $w \in \mathbb{Z}_{+}^{V}$ then $E$ is said to have the $\mathbb{Z}_{+}-M F M C$-property; and if for each such $w$ we can take the $\lambda_{1}, \ldots, \lambda_{t}$ to be half-integers, $E$ has the ty ${ }_{+}$-MFMCproperty. E.g., the clutters of branchings, rooted cuts, coverings, r-s-cuts,
r-s-paths all have the $\mathbb{Z}_{+}$-MFMC-property (proved by Fulkerson [1974], Edmonds [1973], Lucchesi and Younger [1978], Ford and Fulkerson [1956], and Fulkerson [1968], respectively), and the clutters of T-jolns, two-commodity cuts, twocommodity paths, and multicomodity cuts in planar graohs (with commodities on the boundary), have the $4 \mathcal{Z}_{+}$- MFMC-property (proved by Edmonds and Joinson [1970], fu [1963], Seymour [1978], and Okamara and Seymour [1979], respectively). Edmonds and Giles [1977] posed the problem whether the clutter of directed cuts has the $\mathbb{Z}_{+}$- MFFC-property.

We were not able to derive from the ellipsoid method in genaral a polynomial algorithm for optimum (half-) integer dual solutions, if such solutions exist. However, in the case of optimum packings of (rooted, directed, $x-s-$, T-) cuts we can find by Theorem (3.10) an optimum fractional solution in which the number of cuts with nonzero coofficient is at most $|v|$. Hence, by well-known techniques (cf. Edmonds and Giles [1977], Franic [1979], Lovász [1975]) we can make these cuts laminar (i.e., non-crossing) in polynomial time, and we can find (haif-)integer coefficients for the new collection of cuts, again in polynomial time, thus yielding an optimum (half-linteger packing of cuts.

We do not know whether the class $C$ of all clutters with the $\mathbf{O}_{+}$- MFMCproparty is polynomially solvable in the sense of Theorem (4.1) (in which case Theorem (4.1) would become trivial). In Chapter 6 we shall see this indeed is the case for its anti-blocking analogue.

In this chapter, as wall as in the next chapters we see that the existence of polynomial algorithms can be derived from the ellipsoid method for many problems for which such algorithms have been designed before. gowever, we ware not able to derive such an algorithm for the following two problems, for which (complicated) polynomial algorithms are known: the problem of finding a maximum independent set of vertices in a $\mathrm{K}_{1,3}$-iree graph (Minty [1977]). and that of finding a maximum collection of independent linas in a projective space (Lovasz [1978]). A main obstacle to darive such algorithm from the ellipsold method is that so far no characterizations in terms of facets of the corresponding convex-hull polytopes have been found. Such characterizations, previously considered as more theoretical of nature, might now be useful to derive polynomial algorithms even for the weighted versions of these problems.
5. SUBMODULAR FUNCTIONS AND DIRECTED GRAPES

In this chapter we show the existence of a polynomial algorithm finding the minimum value of a submodular set function, and we derive polynomial algorithms for the optimization problems introduced by Edmonds and Giles [1977] and by Frank [1979].

Let $X$ be a finite set, let $F$ be a collection of subsets of $X$ closed under union and intersection, and let $f$ be an integer-valued sumodular function defined on $F$, that is, let $f: F \longrightarrow \mathbb{Z}$ be such that

$$
\begin{equation*}
f\left(X^{\prime}\right)+f\left(X^{\prime \prime}\right) \geq f\left(X^{\prime} \cap X^{\prime \prime}\right)+f\left(X^{\prime} \cup X^{\prime \prime}\right) \tag{1}
\end{equation*}
$$

for $X^{\prime}$, $X^{\prime \prime} \in F$. Examples of submodular functions are the rank functions of matroids, and the function $E$ defined on all sets $V$ ' of vertices of a capacitated digraph by: $f\left(V^{\prime}\right)$ is the sum of the capacities of the arrows leaving $V^{\prime}$. We shall give an algerithm to find $X^{\prime}$ in $F$ minimizing $f(X ')$, in time polynomially bounded by $|X|$ and $\log B$, where $B$ is some (previously known) upper bound for $\left|f\left(X^{\prime}\right)\right|\left(X^{\prime} \in F\right)$. So as special cases we can decide in polynomial time, given a matroid $(X, r)$ and a weight function $w$ on $x$, whether $w$ is in the corresponding matroid polytope (i.e., whether $\sum_{X \in X^{\prime}} w(x) \leq r\left(X^{\prime}\right)$ for each subset $X^{\prime}$ of $X$ ), and we can derive a polynomial algorithm for finding minimum capacitated cuts in networks.

We need to make some requiraments on the way $F$ and $f$ are given. First we should know an upper bound $B$ for $\left|E\left(X^{\prime}\right)\right|\left(X^{\prime} \in F\right.$ ). Secondly, we must know in advance the sets $\cap F$ and $U F$, as well as for which pairs $x_{1}, x_{2}$ in $X$ there exists $X^{\prime} \in F$ with $x_{1} \in X^{\prime}$ and $x_{2} \not X^{\prime}$. This makes it possible to decide winether a given subset $X^{\prime}$ of $X$ is in $F$, and it allows us to assume without loss of generality that $\cap F=\emptyset$ and $U F=X$. Finally, given $X$ in $F$ we must be able to find $f\left(X^{\prime}\right)$. It is enough to know that $f\left(X^{\prime}\right)$ can be calculated in time polynomial in $|X|$ and $\log B$, or that some oracle gives the answer. Most of the special-case submodular functions fulfil these requirements.

We shall reduce the minimization problem for submodular functions to the strong separation problem for polymatroid polytopes. Since the class of polymatroid polytopes is solvable (as optimization can be don by the greedy algorithm - see Edmonds [1970]), this will solve the problem.

Since we know an upper bound $B$ for $\left|f\left(X^{\prime}\right)\right|$ we can find the minimum value of $f$ by applying binary search. So it suffices to have a polynomial algorithm finding an $X^{\prime}$ in $F$ with $f\left(X^{\prime}\right)<K$, or deciding that no such $X^{\prime}$ exists, for any
given $K$. Since adding a constant to the values of $f$ does not violate submodularity we can take $K=0$. Now if $f(\eta)<0$ we can take $X^{\prime}=\lambda$. Bence we may assume that $f(\emptyset)=0$.

Let $g$ be the function defined on $F$ by

$$
\begin{equation*}
g\left(X^{\prime}\right)=f\left(X^{\prime}\right)+2 B .\left|X^{\prime}\right| \tag{2}
\end{equation*}
$$

for $X^{\prime} \in F$. So $g$ is nonnegative, integral, monotone and submodular. Moreover, $f\left(X^{\prime}\right)<0$ if and only if $g\left(X^{\prime}\right)<2 B$. $\left|X^{\prime}\right|$. Next define for each subset $X^{\prime}$ of $X$ the set

$$
\begin{equation*}
\overline{x^{\prime}}=n\left\{x^{\prime \prime} \in F \mid x^{\prime} \subseteq x^{\prime \prime}\right\} . \tag{3}
\end{equation*}
$$

(Note that $\overline{X^{\prime}}$ can be determined in polynomial time.) Let $h\left(X^{\prime}\right)=g\left(\overline{X^{\prime}}\right)$ for each subset $X^{\prime}$ of $X$. One easily checks that $h$ again is nonnegative, integral, monotone and submodular. Moreover, the problem of the existence of an $X^{\prime}$ in $F$ with $g\left(X^{\prime}\right)<2 B .\left|X^{\prime}\right|$ is equivalent to that of the existence of a subset $X^{\prime}$ of $x$ with $h\left(X^{\prime}\right)<2 日 .\left|X^{\prime}\right|$. But the latter problem is fust a special case of the strong separation problem for the polymatroid polytope corresponding to h :

$$
\begin{equation*}
\left\{v \in \boldsymbol{R}_{+}^{X} \mid \sum_{x \in X^{\prime}} v(x) \leq h\left(X^{\prime}\right) \text { for all } X^{\prime} \subseteq X\right\} \tag{4}
\end{equation*}
$$

(by Theorem (3.8) the separation algorithm yields facets as separating nyperplanes, 1.e., subsets $X^{\prime}$ of $X$ violating the inequality). As the optimization problem is solvable for the class of these polytopes we are Einished.

We apply the algorithm for innding the minimum value of a submodular function to theorems of Edmonds and Giles and of Frank.

Let $D=(V, A)$ be a digraph, and let $F$ be a collection of subsets of $V$ such that if $V^{\prime}, V^{\prime \prime} \in F$ and $V^{\prime} \cap V^{\prime \prime} \neq \eta$ and $V^{\prime} \cup V^{\prime \prime} \neq V$ then $V^{\prime} \cap V^{\prime \prime} \in F$ and $V^{\prime} U V^{\prime \prime} \in F$. Let $f$ be an integer-valued function defined on $F$ such that for all $V^{\prime}, V^{\prime \prime} \in F$ with $V^{\prime} \cap V^{\prime \prime} \neq \emptyset$ and $V^{\prime} \cup V^{\prime \prime} \neq V$ we have

$$
\begin{equation*}
f\left(V^{\prime}\right)+f\left(V^{\prime \prime}\right) \geq f\left(V^{+} \cap V^{\prime \prime}\right)+f\left(V^{\prime} u V^{\prime \prime}\right) \tag{5}
\end{equation*}
$$

Denote by $\delta^{+}\left(V^{\prime}\right)$ and $\delta^{-}\left(V^{\prime}\right)$ the sets of arrows leaving (entering, respecively) the set $V^{\prime}$ of vertices. Let vectors $b, c, d \in \mathbb{Z}^{A}$ be given, and consider the ilnear programming maximization problem

$$
\operatorname{maximize} \sum_{a \in R} c(a) \cdot x(a)
$$

where $x \in \mathbb{R}^{\boldsymbol{A}}$ such that

| (i) $d(a) \leq x(a) \leq b(a)$ | $(a \in A)$, |
| :--- | :--- |
| (ii) $\sum_{a \in \delta^{\prime}\left(v^{\prime}\right)} x(a)-\sum_{a \in \delta^{\prime}\left(v^{\prime}\right)} x(a) \leq f\left(v^{\prime}\right)$ | $\left(v^{\prime} \in F\right)$. |

Edmonds and Giles showed that this problem has an integer optimum solution; this is equivalent to the fact that the polytope defined by the linear inequalities (7) has integral vertices. Edmonds and Giles also showed that the dual minimization problem can be solved with integral coefficients.

As special cases of Edmonds and Giles' result one has Ford and Fulkerson's max flow-min cut-theorem, the Lucchesi-Younger theorem an packing directed cuts and minimum coverings, Edmonds' (poly-)matroid intersection theorem, and theorems of Frank [1979] on orientations of undirected graphs. Moreover, one may derive the theorem due to Frank that if fis an integral submodular function defined on a collection $F$ and $g$ is an integral supermodular function on $F\left(i . e .,-g\right.$ is submodular) such that $g(X ') \leq f(X ')$ for all $X^{\prime}$ in $F$, then there exists an integral modular function $h$ on $F$ (i.e., both sub- and supermodular) such that $g\left(X^{\prime}\right) \leq h\left(X^{\prime}\right) \leq f\left(X^{\prime}\right)$ for all $X^{\prime}$ in $F$.

We shall give an algorithm which solves the maximization problem (6) in time polynomially bounded by $|v|$ and $\log B$, where $s$ is some (previously known) upper bound on $\left|f\left(X^{\prime}\right)\right|\left(X^{\prime} \in F\right),\|b\|,\|c\|$ and $\|d\|$. We muse know in advance for each pair of vertices $v_{1}, v_{2}$ of $D$ whether $v_{1} \in V^{\prime}$ and $v_{2} \neq V^{\prime}$ for some $V^{\prime} \in F$ (this makes it possible to decide whether $V^{\prime} \in F$ ). Moreover we must have a subroutine calculating $f\left(V^{\prime}\right)$ if $V^{\prime} \in F$, in time polynomially bounded by $|V|$ and $\log 3$.

First of $a l l$, we may suppose that $d(a)<b(a)$ for each arrow $a$, since if $d(a)>b(a)$ the polytope (7) is empty, and if $d(a)=b(a)$ we can remove the arrow a from the digraph and replace $f\left(V^{\prime}\right)$ by $f\left(V^{\prime}\right) \pm d(a)$ if $a \in f^{F}\left(V^{\prime}\right)$. We may even assume that the polytope (7) is full-dimensional and that we know an interior point $x$ whose components have numerators and denominators not larger than a polynomial in $|V|$ and $B$. Otherwise we can extend the digraph $D$ with one new vertex $v_{0}$ and with new arrows $\left(v_{0}, v\right)$ for each "old" vertex $v$ of $D$. Define $d(a)=$ $=-4 B, b(a)=0$ and $c(a)=2 n B^{2}$ for the new arrows $a$. One easily checks that the corresponding new polytope is full-dimensional, and one easily finds an $x$ as required. Moreover, the solutions of the original optimization problem correspond exactiy to those solutions $x$ of the new problem with $x(a)=0$ for each new arrow a.

Assuming the polytope (7) to be full-dimensional, by Theorem (3.8) it is
enough to show that the strong separation problem is solvable. Let $x \in \mathbb{R}^{A}$. One easily checks in polynomial time whether condition (i) is fulfilled. In case of violation we find a separating hyperplane. To check condition (ii) it suffices to find a set $V^{\prime}$ in $F$ minimizing

$$
\begin{equation*}
g\left(v^{\prime}\right):=f\left(v^{\prime}\right)-\sum_{a \in \delta^{*}\left(v^{\prime}\right)} x(a)+\sum_{a \in \delta^{*}\left(v^{\prime}\right)} x(a) \tag{8}
\end{equation*}
$$

in time polynomial in $\log B$ and $\log T$, where $T$ is the maximum of the numerators and dencminators occurring in $x$. Note that $g$ is submodular, hence we can appeal to the algorithm finding the minimim value of a submodular function. To this and we have to multiply the values by a factor to make the function integral (this factor is bounded above by $\left.T V\right|^{2}$ ), and we have to apply the algorithm for each $v_{1}, v_{2}$ in $v$ with $v_{1} \neq v_{2}$, to the function restricted to $\left\{V^{\prime} \in F \mid v_{1} \in V^{\prime}, v_{2} \notin V^{\prime}\right\}$, since this collection is closed under union and intersection. Note that these requisites do not affect the polynomial boundedness of the required time.

So we proved that the class of "Edmonds-Giles" polytopes is solvable. Eence, by Theorem (3.10) we can find an optimum solution for the dual linear programing problem. In general, this solution will be Eractional, but one can make this solution integral by making the collaction of sets in $F$ with non-zero dual coefficient laminar, by the well-known techniques (see Edmonds and Giles [1977]). in polynomial time. Now the (possibly fractional) coefficients can be replaced by integer coefficients, and these coesficients can be found by solving a linear program of polynomial size.

We leave it to the reader to darive by similar methods a polynomial algorithm for finding the solution to the following optimization proiolem, designed by Frank $[1979]$. Let $D=(V, A)$ be $a$ dygraph, and let $F$ be a collection of subsets of $V$ such that if $V^{\prime}, V^{\prime \prime} \in F$ and $v^{\prime} n V^{\prime \prime} \neq \rho$ then $V^{\prime} \cap V^{\prime \prime} \in F$ and $V^{\prime} u V^{\prime \prime} \in F$. Let $f$ be a nonnegative integral function defined on $F$ such that

$$
\begin{equation*}
f\left(V^{\prime}\right)+f\left(V^{\prime \prime}\right) \leq f\left(Y^{\prime} \cap V^{\prime \prime}\right)+f\left(V^{\prime} U V^{\prime \prime}\right) \tag{9}
\end{equation*}
$$

if $v^{\prime}, v^{\prime \prime} \in F$ and $v^{\prime} n v^{\prime \prime} \neq Q$ : Let $b, c, d \in \mathbb{Z}_{+}^{A}$. Consider the linear programming problem

$$
\begin{equation*}
\operatorname{minimize} \sum_{a \in A} c(a) . x(a) \tag{10}
\end{equation*}
$$

where $x \in \mathbb{R}^{A}$ such that

$$
\begin{array}{ll}
\text { (i) } d(a) \leq x(a) \leq b(a) & (a \subseteq A),  \tag{11}\\
\text { (ii) } \sum_{a \in \delta^{*}\left(V^{\prime}\right)} x(a) \geq f\left(V^{\prime}\right) & \left(V^{\prime} \in F\right) .
\end{array}
$$

Frank showed that this problem, and its dual, has an integer solution. As special cases one may derive again Ford and Fulkerson's max flow-min cut theorem and Edmonds polymatroid intersection theorem, and also Fulkerson's theorem on minimum weighted branchings [1974].

We finally remark that the algorithm for finding a set $V$ in $F$ minimizing $f\left(V^{\prime}\right)$, where $f$ is a submodular Aunction defined on $F$, can be modified to a polynomial algorithm for finding a set $V^{\prime}$ in $F$ of odd size minimizing E(V'). This extends Padberg and Rao's algorithm [1979] to find minimum odd cuts. More generally, let $G \subseteq F$ be such that $i \notin V^{\prime} \in G$ and $V^{\prime \prime} \in F \backslash G$ then $V^{\prime} n V^{\prime \prime}$ $\epsilon G$ or $V ' u v " \in G$. (E.g., $G$ is the collection of sets in $F$ intersecting $V_{0}$ in a number of elements not divisible by $k$, for some fixed subset $V_{0}$ of $V$ and some natural number k.) Then there exists a polynomial algorithm to find $v '$ in $G$ minimizing $f\left(V^{\prime}\right)$ (by this we mean: $\left.f\left(V^{\prime}\right)=m i n\left\{f\left(V^{\prime \prime}\right) \mid V^{\prime \prime} \in G\right\}\right)$. This algorithm needs, besides the prerequisites for $F$ and $f$ as above, a palynomial subroutine deciding whether a given set $V^{\prime}$ is in $G$. Without loss of generality we may assume that $\emptyset \subset G$ and $V \varangle G$.

The algorithm is defined by induction on |V|. Suppose the algorithm has been defined for all such structures with smaller |v|. Find a set $V$ ' in $F$ such that $\emptyset \nRightarrow V^{\prime} \neq V$ which minimizes $f\left(V^{\prime}\right)$. This can be done by applying the polynomial algorith described above to the function festricted to the collection $\left\{V^{\prime} \in F \mid v_{1} \in V^{\prime}, v_{2} \notin V^{\prime}\right\}$, for all $v_{1}, v_{2}$ in $V$. If $V^{\prime} \in G$ we are finished. If $V^{\prime} \& G$ there will be a set $V^{\prime \prime}$ in $G$ minimizing $f\left(V^{\prime \prime}\right)$ such that $V^{\prime \prime} \subseteq V^{\prime}$ or $V^{\prime} \subseteq V^{\prime \prime}$. Indeed, if $V^{\prime \prime} \in G$ minimizes $f\left(V^{\prime \prime}\right)$ then either $V^{\prime} n V^{\prime \prime} \in G$ or $V^{\prime} u V^{\prime \prime} \in G$; in the former case we have

$$
\begin{align*}
& f\left(V^{\prime} \cap V^{\prime \prime}\right)+f\left(V^{\prime} U V^{\prime \prime}\right) \leq f\left(V^{\prime}\right)+f\left(V^{\prime \prime}\right),  \tag{12}\\
& f\left(V^{\prime} \cap V^{\prime \prime}\right) \geq f\left(V^{\prime \prime}\right), \\
& f\left(V^{\prime} \cup V^{\prime \prime}\right) \geq f\left(V^{\prime}\right), .
\end{align*}
$$

as $V^{\prime}$ and $V^{\prime \prime}$ minimize $f\left(V^{\prime}\right)$ and $f\left(V^{\prime \prime}\right)$ for $V^{\prime} \in F$ and $V^{\prime \prime} \in G$, respectively. Hence $f\left(V^{\prime} \cap V^{\prime \prime}\right)=f\left(V^{\prime \prime}\right)$. If $V^{\prime} U V^{\prime \prime} \in G$ we can exchange $J$ and $\cap$ in this reasoning. Now there exists an algorithm finding $V^{\prime \prime} \in G$ with $V^{\prime \prime} \equiv V^{\prime}$ minimizing $f\left(V^{\prime \prime}\right)$, and an algorithm finding $V^{\prime \prime} \in G$ with $V^{\prime \prime} \supseteq V^{\prime}$ minimizing $f\left(V^{\prime \prime}\right)$, for these algorithms follow seralghtforwardly from the previously defined algorithms for sets or size $\left|V^{\prime}\right|$ and $\left|V \backslash V^{\prime}\right|$. We leave it to the zeader to check that this gives us a polynomial algorithm.
6. INDEPERNEENT SETS IN PERFECT GRAPES

In the previous chapters we have applied the ellipsold method to classes of polytopes. He now apply the method to a class of non-polytopal convex sets, in order to obtain a polynomial algorithm finding maximum (weighted) independent sets and minimum colourings for perfect graphs (ef. Lovasz [1972]).

Let $G=(V, E)$ be an undirected graph, and let $a(G)$ denote the independence number of G, i.e., the maximum number of paiwise non-adjacent vertices. Let $a^{*}(G)$ denote the fractional independence number of G, 1.e.. the maximum value of $\sum_{v \in V} C(v)$ where the $C(v)$ are nonnegative real numbers such that $\sum_{v \in C} C(v) \leq 1$ for each clique $C$ of $G$. So $\alpha(G) \leq \alpha^{*}(G)$, and furthermore $G$ is perfect if and only if $a\left(G^{\prime}\right)=a^{*}\left(G^{\prime}\right)$ for emch induced subgraph $G^{\prime}$ of $G$. Since $a^{*}(G)$ is the optimum of a linear programming problem, we could ery to calculate $a^{*}$ ( $G$ ) by means of the ellipsoid method; but the size of this problem is not polynomially bounded as there can exist too many cliques $C$.

Eowever, the following number $v(G)$ was introduced in Lovisz [1979]. Suppose $V=\{1, \ldots, n\}$. Then $v(G)$ is the maximum value of $\sum_{i, j=1}^{n} b_{i j}$, where $B=\left(b_{i j}\right)$ belongs to the following convex body of matrices

$$
\begin{align*}
\left\{B=\left(b_{i j}\right) \mid B \text { is positive semi-deflnite with trace } 1,\right. \text { and }  \tag{1}\\
\left.b_{i j}=0 \text { if } i \text { and } j \text { are adjacent vertices of } G(i \neq j)\right\} .
\end{align*}
$$

If $B$ belongs to this class we sinall say that $B$ represents $G$. It was shown that $a(G) \leq v(G) \leq a^{*}(G)$. (In $£ a c t, \vartheta(G)$ is an upper bound for the shannon capacity of G.) We show that $\vartheta(G)$ can be caleulated (approximated) by the allipsoid method in time bounded by a polynomial in $|V|$. This allows us to find $v(G)$ for graphs $G$ with $a(G)=\vartheta(G)$, in particular for parfect graphs.

In fact we exhlbit an algorithm finding the maximum waight $\sum_{v \in A} w(v)$ where $A$ is an independent set in a perfect graph, given some nonnegative integral weight function on $v$, in time polynomially bounded by $|v|$ and log\|wil. Obviously, this maximum weight is equal to $a\left(G_{w}\right)$, where the graph $G_{w}$ arises from $G$ by replacing each vertex $\nabla$ of $G$ by $w(v)$ pairwise non-adjacent new vertices and where two vertices of $G_{w}$ are adjacent iff their originals in $G$ are adjacent. Note that if $G$ is perfect then also any $G$ is perfect (cf. Lovász [1972]). Morcover, $\mathcal{V}\left(G_{w}\right)$ is equal to the maximum value of

$$
\begin{equation*}
\sum_{i, j=1}^{n} \sqrt{w_{i} w_{j}} \cdot b_{i j} \tag{2}
\end{equation*}
$$

where $B=\left(b_{i j}\right)$ represents $G$. This can be seen as follows. If $B=\left(b_{i j}\right)$ represents $G$ then, by replacing each entry $b_{i j}$ by a matrix of size $w_{i} \times w_{j}$ with constant entries $\left(w_{i} w_{j}\right)^{-\frac{1}{b}} b_{i j}$, we obtain a matrix $B^{\prime}$ representing $G_{w}$, with

$$
\begin{equation*}
\sum_{i, j=1}^{n} \sqrt{w_{i} w_{j}} \cdot b_{i j}=\sum_{i, j=1}^{n} b_{i j}^{\prime} . \tag{3}
\end{equation*}
$$

Conversely, if $B^{\prime}$ represents $G_{w}$, then, by replacing the $w_{i} w_{j}$ submatrix induced by the coples of 1 and $j$, by the sum of its entries divided by $\sqrt{w_{i} w_{j}}$, we obtain a matrix $B$ representing $G$, satisfying (3) again.

To approximate $\vartheta\left(G_{w}\right)$ up to an error of at most $\varepsilon>0$, we can replace $\sqrt{w_{i} w_{j}}$ of (2) by some rational number $\omega_{i j}$ with

$$
\begin{equation*}
\left|\omega_{i j}-\sqrt{w_{i} w_{j}}\right|<\varepsilon / 2 n^{2} \tag{4}
\end{equation*}
$$

(taking $\left.\omega_{1 j}=\omega_{j 1}\right)$, where the denominators of the $\omega_{i j}$ are at most $2 n^{2} / \varepsilon$. Then $v\left(G_{w}\right)$ differs by at most $h_{2}$ from the maximum value of $\sum_{1, j} \omega_{i j} \cdot b_{i j}$ with $g=\left(b_{1 j}\right)$ representing $G$. So we need to approximate this last number with accuracy he, which can be done by the ellipsoid method.

To apply the ellipsoid method we replace the set ( 1 ) by a full-dimensional convex body, by forgetting the coordinates below the main diagonal, as well as the coordinates $(1, j)$ for adjacent $i$ and $j$, and one diagonal coordinate. We end up with a full-dimensional convex body in the $\left(n+\binom{n}{2}-|E|-1\right)$-dimensional space. One easily finds an interior point $a_{0}$ in $1 t$, and radii $r$ and $R$ such that the convex body contains $S\left(a_{0}, r\right)$ and is contained in $S\left(a_{0}, R\right)$, and such that the logarithms of $r$ and $R$ and of the numerators and denominators occurring in $a_{0}$ are bounded (in absolute value) by a polynomial in $n$ (fixed over all graphs G). So we may apply Theorem (3.1). We show that the separation problem is solvable for the class of convex bodies ontained in this way. Lat $b$ be some vector in the $\left(n+\binom{n}{2}-|E|-1\right)$-dimensional space. Extend this vector, in the obvious way, to a symmetric $n \times n$-matrix $B=\left(b_{i j}\right)$ with trace 1 and with $b_{i j}=0$ if 1 and $y$ are adjacent vertices of $G$. Find a principal minor $B \prime$ of $B$ such that rank ( $B^{\prime}$ ) $=\operatorname{rank}(B) \cdot$ and $B^{\prime}$ is nonsingular (this is easy by Gaussian elimination). Without loss of generality assume that $B^{\prime}=\left(b_{i j}\right)_{i=1, j=1}^{k}$. The matrix B is positive semi-definite iff

$$
\begin{equation*}
\operatorname{det} B_{t}=\operatorname{det}\left(b_{i j}\right)_{i=1, j=1}^{t} \geq 0, \tag{5}
\end{equation*}
$$

for $t=0,1, \ldots, k$. Since these determinants can be calculated in polynomial
time, thereby we have checked in polynomial time whether 3 belongs to the con-
vex set (1). If, moreover, we Eind that $B$ is not pogitive semidefinite then let $t$ be the smallest index for which dat $\mathrm{B}_{\mathrm{t}}<0$. Let $\phi_{1}$ denote $(-1)^{1}$ times the $(i, t)-t h$ minor of $B_{t}(i=1, \ldots, t)$ and $\phi_{i}=0 i f i>t$. Then
(6)

$$
\sum_{i, j=1}^{n} \phi_{i} \phi_{j} \beta_{i j} \geq 0
$$

for every positive semidefinite matrix ( $\beta_{i j}$ ). By definition, and by simple computation.

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} \phi_{1} \phi_{j} b_{i j}=\operatorname{det} B_{k} \cdot \operatorname{det} B_{k-1} \leq 0 . \tag{7}
\end{equation*}
$$

So the matrix $\left(\phi_{1} \phi_{j}\right)_{1, j=1}^{n}$ is a solution of the separation problem.
Therefore, by Theorem (3.1), we can approximate the maximum value of $\left[\omega_{1 j} b_{1 j}\right.$ for $B=\left(b_{1 j}\right)$ in (1) with accuracy ie (and hence $\theta\left(G_{w}\right)$ with accuracy $\varepsilon)$, in time polynomially bounded by $|V|,|\log \varepsilon|$ and $\log T$ where $T$ is the maxtmum among the denominators and numerators occurring in ( $\omega_{i j}$ ). If we know that $a\left(G_{w}\right)=\vartheta\left(G_{w}\right)$ it follows that $\vartheta\left(G_{w}\right)$ is an integer, and we can take $\varepsilon=1$. In particular there exists an algorithm which ealculates a( $G_{w}$ ) for perfect graphs $G$ in time polynomially bounded by $|v|$ and logil $w \|$.

We can find an explicit maximum waighted independent set in a perfect graph as follows. Compare $\alpha\left(G_{w}\right)$ with $a\left(G_{w}^{\prime},\right)$, where $G^{\prime}$ and $w^{\prime}$ arise from $G$ and $w$ by ramoving vertex 1 from $G$ and the corresponding compnent from w. If $a\left(G_{w}^{\prime}\right)=a\left(G_{W}\right)$ we replace $G$ by $G^{\prime}$ and $w$ by $w^{\prime}$; otherwise we leave $G$ and $w$ unchanged. Next we try to remove vertex 2 similarly, and so on. At the end we are left with a collection of vertices forming a maximum weighted independent set in $G$.

So given a perfect graph $G=(V, E)$ and a weight function $w$ on $V$ we can find an independent set $V^{\prime}$ maximizing $\sum_{v \in V}, w(v)$. This implies that the strong optimization problem is solvable for the class of convex hulls of the independent sets in perfect graphs. For perfect graphs $G=(V, E)$ this convex hull is given by the innear inequalities
(8)
(i) $x(v) \geq 0$
( $v \in V$ ),
(ii) $\sum_{v \in C} x(v) \leq 1$
(C clique).

This yields that also the strong separation problem is solvable for this class, but this is not interesting anymore, as it amounts to finding a maximum weighted clique in a perfect graph, i.e., a maximum weighted independent set in the complementary graph, which is perfect again.

Eowever, by Theorem (3.9) we can Eind an optimal (fractional) dual solution for the corresponding linear programing problem. So, given $w \in \mathbb{Z}{ }^{\downarrow}$, we can find cliques $C_{1}, \ldots, C_{t}$ and positive real numbers $\lambda_{1}, \ldots, \lambda_{t}(=s \mid v i)$ such that $\lambda_{1}+\ldots+\lambda_{t}=\alpha\left(G_{w}\right)$ and
(9)

for each vertex 1 , in polynomial time. But for perfect graphs a(G) is equal to the minimum number of cliques needed to cover $V$ (i.e., to the chromatic number of the complementary graph), which means that there exist integers $\lambda_{1}, \ldots, \lambda_{t}$ with the required properties. Indeed we can find such integers as follows

First, if $w \equiv 1$, each clique $C_{j}$ with $\lambda_{j}>0$ intersects ail maximum-sized independent sets. So we can remove clique $C_{1}$ from $G$, thus obtaining a graph G' with $a(G ')=a(G)-1$, and we can repear the procedure for $G^{\prime}$. After $a(G)$ repetitions we have found $\alpha(G)$ sliques covering $V$.

If $w$ is arbitrary, let $\lambda_{j}^{\prime}$ be the lower integer part of $\lambda_{j}$, and let

$$
\begin{equation*}
w_{i}^{\prime}=w_{i}-\sum_{j \in C_{j}} \lambda_{j} . \tag{10}
\end{equation*}
$$

Since $\left(\lambda_{j}-\lambda_{j}\right)<i$ we know by ( 9 ) that $w_{i}^{\prime}<t \leq|V|$. Therefore, $G_{w}$, has at most $|V|^{2}$ vertices, and as in the previous paragraph a covering with $a\left(G_{w}\right.$, eliques can be found in time polynomially bounded by $|v|^{2}$. This covering, together with the covering by $C_{1}, \ldots, c_{t}$ with coefficients $\lambda_{1}^{\prime}, \ldots, \lambda_{t}^{\prime}$, yields an optimum integral dual solution as required.

We remark that the algorithm to find $a(G)$ clearly works for all graphs $G$ with $a(G)=\theta(G)$ but that $\sigma$ method to find an explicit maximum independent set requires that $\alpha(G ')$ - $\mathcal{O}\left(G^{\prime}\right)$ for each induced subgraph $G^{\prime}$ of $G$; this is the case if and only if $G$ is perfect, as was shown by Lovász [1979].

## 7. INTRACTABILITY OF VERTEX-PACKING AND FRACTIONAL COLOURING

The ellipsoid method yields a sertain "polynomial equivalence" of combinatorial problems, in the sense that there exists a polynomial algorithm for one problem iff such an algorithm exists for some other problem. We can use this principle also in the negative: if some problem is "hard" (e.g., Npcomplete) then it follows that also certain other problems are hard.

We apply this to the problem of determining the independence number $\alpha(G)$
of a graph $G$, which is known to be NP-complete (cf. Garey and Johnson [1979]). More precisely, and more generally: given a graph $G=(V, E)$, a weigit function $w: v \rightarrow \mathbb{Z}_{+}$and a number $K$, the problam of deciding whether there exists an independent set $V^{\prime}$ of vertices such that $\sum_{v \in V^{\prime}} w(v) \geq X\left(1 . e\right.$. , whether $a\left(G_{w}\right) \geq K$ ) is NP-complete. To formulate this in terms of polytopes, let $P(G)$ be the convex hull of the characteristic vectors of independent sets in $G$. Then the strong optimization problem for the class of polytopes $P(G)$, is NP-complete.

Now consider the anti-blocker $A(P(G))$ of $P(G)$ (cf. Chapter 3). By Corollary (3.5) the strong optimization problem for the class of polytopes $A(P(G))$ Is solvable iff it is solvable for the class of polytopes $P(G)$. This remains to be true if we restrict $G$ to a subclass of the class of all graphs.

Now the strong optimization problem for $\lambda(P(G))$ asks for a maximum weighted fractional clique, 1.e., for a vector $x$ in $R_{+}^{V}$ such that $\sum_{v \in V}, x(v) \leq 1$ for each independent set $V$ ', and such that $\sum_{v \in V} w(v) . x(v)$ is as large as possible, given some weight function $w$ in $\mathbb{Z}_{+}^{V}$. By ilnear programming duality this maximum is equal to the weighted fractional chromatic number, i.e., to the minimum value $\gamma_{w}^{*}(G)$ of $\lambda_{1}+\ldots+\lambda_{t}$, where $\lambda_{1}, \ldots, \lambda_{t}$ are positive numbers for which there exist independent sets $v_{1} \ldots \ldots v_{t}$ such that for every vertex $v$ we have
(1)

(we can take $t \leq|v|$ ). gence, given a class of graphs, there exists a polynomial algorithm deternining $a\left(G_{w}\right)$ for each graph $G$ in this class and for each weight function $w$, iff such an algorithm exists determining the fractional chromatic number for each such $G$ and $w$. In fact, the ellipsoid method shows that both problems are "Turing reducible" to each other (ct. Garey and Johnson [1979]). This 1mplies that, since the former problem for the class of ail graphs is NPcomplete, the latter problem is both NP-hard and NP-easy, 1.e.. NP-equivalent.

In fact the problem of determining the fractional chromatic number belongs to the class NP, as in order to show in polynomial time that $\gamma_{W}^{*}(G) \leq K$ we can bound the numerators and denominators of the $\lambda_{j}$ by $\|w\| .|V|^{|V|}$. So the fractional colouring problem is not only Triring reducible, but even polynomial reducible to the independence number problem, but we do not know the other way around.

Since the problem of determining a(G) is already NP-complete if we restrict $G$ to planar eubic graphs the problem of deteroining $\gamma_{w}^{*}$ ( $G$ ) remains to be NP-equivalent if $G$ is rescricted similarly. The problem of determining the fractional chromatic number $\gamma_{w}^{*}(G)$ and that of determining the chromatic number
$Y(G)$ seem to be incomparable with respect to hardness. For cubic grapis $G$, $\gamma(G)$ can be determined easily in polynomial time, but the problem of determining $Y_{w}^{*}(G)$ is NP-equivalent. In contrast to this, for line graphs $G$ of cubic graphs the problem of determining $\gamma(G)$ is NP-complete (Eolyer [1979]), whereas $\gamma_{W}^{*}(G)$ can be determined in polynomial time (since $\alpha\left(G_{W}\right)$ can be determined in polynomial time by the matching algorithm).
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## ELLIPSOIDAL ALGORITHMS FOR LINEAR PROGRAMMING

Stanisław Walukiewicz

Systems Research Institute*<br>Polish Academy of Sciences<br>Warsaw

A description of ellipsoidal algorithms for linear programming is given. We establish a new estimation for the initial ellipsoid and study the rate of convergence of such algorithms. As a result we obtain the ellipsoidal algorithm with the best rate of convergence and show that even in the worst case its performance is bounded by a polynomial of the number of variables and the length of the input. Detailed proofs, geometrical interpretation, and a numerical example are given.

[^21]1. INTRODUCTION AND AN IDEA OF THE ALGORITHM

These lecture notes provide a complete, self-contained description of the ellipsoiaal algori chn for linear programming. Detailed groofs, geometrical interpretation and a numerical example are given. We describe the context of these notes more precisely after the presentation of an idea of the algorithm. For a given (primal) linear programming problem
(PL)

$$
\begin{aligned}
& v(P L)=\max c^{T} y \\
& \text { subject to } M y \leqslant d, \\
& Y \geqslant 0,
\end{aligned}
$$

where $M$ is $\bar{m} \times \bar{n}$ matrix, $d$ is $\bar{m} \times 1$ matrix or $d \in \bar{R}^{\bar{m}}, c \in \mathbb{R}^{\bar{n}}$ and $y \in R^{\bar{n}}$, the dual problem is
(DL) $\quad v(D L)=\min d^{T} u$ $M^{2} u \geqslant C$
$u \geqslant 0$
where $u \in R^{\bar{m}}$. By $v(P L)$ we denote the optimal value of the objective function and by $F(P L)$ we denote the set of all feasible solutions to (PL). We will always assume that all vectors are colum vectors and $x^{T}$ denotes the transposition of a vector $x$. From duality theory we know that there are only four possibilities:

1) $v(P L)<+\infty$ or $v(D I)>-\infty$, then $c^{T} y^{*}=d^{T} u^{*}$ where $y^{*}$ is any optimal solution to (PL). Since $c^{T} y \leqslant \epsilon^{T} u$ for any $y \in F(P L)$ and Eor any $u \in E(D I)$, then we can write this equality as tre inequality $c^{-} y^{*} \geqslant d^{T} U^{*}$.
2) $v(P L)=+\infty$, then $F(D L)=\varnothing$.
3) $v(D L)=-\sim$, then $F(P L)=\varnothing$.
4) $F(P I)=\varnothing$ and $F(D L)=\varnothing$.

Therefore a given problem ( $P=$ ) (or ( $D L$ )) is equivalent to the system of $2(\bar{m}+\bar{n})+1$ linear inequalities
$M y \leqslant d$
$-\mathrm{y} \leqslant 0$
$-M^{T} L \leqslant-c$
$-u \leqslant 0$
$d^{T} u-c^{T} y \leqslant 0$
i.. ( $\overline{\mathrm{A}}+\overline{\mathrm{n}}$ ) real variables. For further studies we write the
above system in a more comprenensive form as a problem ( P )
(P) $\quad a_{i}^{2} x \leqslant b_{i}, i=2, \ldots, m, x \in R^{n}$.
We note that the above construction is not a unique transforma-
tion of a linear programming problem into a system or systems
of linear inecualities. We choose it because of its simplicity.
Throughout these notes we assume that:
(A1) $a_{i} \in z^{n}, \quad b \in z^{m}, i=1, \ldots, m$,
i.e., all data in $(P)$ are integer $\left(2^{n}\right.$ denotes set of all n-dimensionai integer vectors) and
(A2; $a_{i} \neq 0, i=1, \ldots, m$.

To avois some patiological cases we will reguire
(a3) $n \geqslant 2$.
From a practical point of view, the assumption (Al) is not a restriction since in practical proilems data are rational numders and can be converted into integers. The assumption (A2) may de easily verified, nameiy if $a_{i}=0$ and $b_{i} \geqslant 0$, then the $i-t h$ inecuality may be dropped, since it is satisiied by any $x \in R^{n}$, and if $a_{i}=0$, but $b_{i}<0$, then $(P)$ is inconsistent. Obviously for $n=1$, tine system ( $P$ ) can be solved in polynomial time for any m.

At tine beginning of 1979 Khachian published a paper [5; in which he showed that one can solve (P) using operations of the form $+,-, x,:, r$ max and the number of such operations is bounded dy some polynomial of $n$ and of $L$, where $L$ is defined as


It is easy to see that $I$ is "almost" equal the number of symbols 0 and 1 that are necessary to write ( $P$ ) in the binary arithmetic. The "almost" comes from that the $\left.\log _{2}\left(a_{i j}\right\rangle+1\right) 7$ binary symذols are recuired to write $a_{i j}$ in the binary arithmetic, where ' $x^{7}$ aenote the smailest integer grater or equal $x$. But since the computational complexity of the method is estimatea with the accuracy to the order of a polynonial, we can say that $L$ is somehow proportional to the number of binary symbolf necessary to Write (D) in the binary arithmetic and it is somehew proportion-
al co the mumier of bits mecessary to write ( $P$ ) on a tape of a detorministic Turing macnine. We will consider is as one of possiule garameters describing system (P).

Carleson in 1 . used anotier parameter, namely

$$
a_{i j}, b_{i}<D_{1}, i=1, \ldots, n, j=1, \ldots, n
$$

Now we present an idea of the ellipsoidal algorithm solving graphically system of three inequalities in $R^{2}$. These inequalities are labeled in Fig. 1 as (1), (2) and (3) and they represent the inequality (1), (2) and (3) from our numerical exanple solved in Section 6. For simplicity of presentation we assume that $F(P) \neq \varnothing$, i.e., the set of solutions to (P) is nonempty.


Fig. 1

At the initial iteration we construct a ball (an ellipsoid) $E_{0}$, with the centre $x_{0}$ that containes at least one feasibie solution to (P). Since $x_{0}$ is not a solution to our system, we construct the next ellipsoid $E_{1}$, that covers the set of all candidates for soiution to ( $P$ ) contained in $E_{0}$. With reference to (1) the set of candidates represents a shaded part of $E_{0}$. We will show later that the ellipsoidal algorithm convergences independently of the choice of the reference constraint (in our example we may choose (2) as a reference constraint as well) but the speed of convergence depends heavily on that choice. We construct $E_{1}$ in the following way. Points $A_{1}$ and $B_{1}$ are intersection points of (1) with the boundary of $E_{0}$ while the line parallel to (1) is tangent to $E_{0}$ at point $C_{1}$. These 3 points combined with the requirement that $E_{1}$ is an ellipsoid of the minimal volume define a unique ellipsoid $E_{1}$. From Fig. I we can see that the center $x_{1}$ of $E_{1}$ does not satisfy (2) although it satisfies (1), so in the next iteration we construct $E_{2}$ and check that its center, $x_{2}$, is a solution to (P).

In the above constructions on Fig. 1 and througnout this paper we assume that
(A4) all computations are exact
or can be carried out with infinite precision.
Computing on real computers with finite precision it is possible that instead of $A_{1}$ we find point $A_{1}^{\prime}$ and construct an ellipsoid $E_{1}^{\prime}$ instead of $E_{1}$. Then it is possible that we loose some part of the set of candidates for the solutions of ( $P$ ) and, therefore
it is possible that a computer gives the answer $F(P)=\varnothing$ while in reality $F(P) \neq 0$. We introduce the assumption (A4) because it simplifies the presentation of the algorithm. In the forthcoming paper we will lift chis unrealistic assumption and describe the ellipsoid algo:itim Eor real computers.

It follows from the above description that we nave to proof that:
i) there exist an upper bound on the radius $p$ of the initial hypersphere,
ii) the volume of the next ellipsoid is always strictly less than the volume of the previous one or that

$$
\begin{equation*}
R_{k}=\frac{\operatorname{Voi} E_{k+1}}{\operatorname{Vol} E_{k}} \leqslant q<1 \text { for any } k \geqslant 0 \tag{2}
\end{equation*}
$$

We will call the number $R_{k}$ the convergence rate of the ellipsoidal aigorithm. In the next section we give a new extimation of 0 , while in Section 3 and 4 the convergence rate is studied. In these section we show how to construct the ellipsoidal algorithm with the best rate of convergence i.e. the algorithm for that $R_{K}$ is the smallest possible for any $k \geqslant 0$. We note, that it is not by no means obvious that the construction of $\bar{E}_{1}$ described in Fig. l gives the ellipsoical aigorithm with the best rate of convergence. A Eescription 0 such an algorithm is given in Section 5 and in Section 6 a numerical example is solved. In the concluding remaris we give preliminary results of comparison between the Simplex Method and the ellipsoidal algorithm.
2. AN ESTIMATION OF THE RADIUS OF THE INITIAZ BALL

We reaall that the determinant of $r$ by $r$ matrix $B=\left(b_{i j}\right)$ is the numbe:

$$
\text { cet } B=\Sigma(-1)^{k} b_{1, j_{1}} b_{2, j_{2}} \cdots b_{r, j_{r}}
$$

where in each term the column (second) subscripts $j_{1}, j_{2}, \ldots, j_{r}$ are some ordering of $1,2, \ldots, r$, and the sum is taken over all possible r! orderings. For each term, the exponent $k$ of ( -1$)^{k}$ is the number of inversions of the column subscripts $j_{1}, j_{2}, \ldots, j_{2}$. The permanent $O f r$ by $r$ matrix $B$, per $B$, is defined in the same way as det $B$, but we drop $(-1)^{k}$. Thereミore

$$
\text { aet } \quad\left(\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right)=b_{11} b_{22}-b_{12} b_{21}
$$

while

$$
\text { per } \left.\quad \begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array} \right\rvert\,=b_{11} b_{22}+b_{12} b_{21}
$$

The theorem below gives the answer to the question i) stated in the previous sections.

Theorem 1
If $F(P) \neq \emptyset$, chen tinere exists a solution $x^{0}$ to $(P)$ in the Euclidean ball

$$
\Sigma_{0}=\{x| | x \mid\} \leqslant 0 \leqslant \frac{1}{2 m n} 2^{2}
$$

and a better estimation of $\hat{\sim}$ is
(3) $\left.\quad \rho \leqslant \frac{1}{2 m n} 2^{L}-\sum_{i=1}^{m} \sum_{j=1}^{n} a_{i j}+\sum_{i=1}^{m} \right\rvert\, b_{i}+\sum_{k=2}^{r} \Sigma$ per $\left.\bar{B}_{k} \mid\right)$,
where $B$ is a non-singular submatrix of ( $a_{i j}$ ) with the maximal $r a r k r \leqslant \min (m, n)$ and $I$ per $; \bar{B}_{k} \mid$ denotes the sum of permanents of all possible principal square $k$ by $k$ matrices $\mid \bar{w}_{k}$ |obtained from $\mid B_{i}^{i}=\left(\left|b_{i j}\right|\right), i=1, \ldots, r, j=1, \ldots, r$.

## Prooz

It is possible that $E(P)$ has no vertices at all, e.g. when $m=1$. minerefore in the first part of the proof we show that $x^{\circ}$ is an intersection point of some number of hyperplanes ootained fram (P) and in the second part we estimate the norm of $x^{\circ}$.

Pare I
For any $x \in R^{n}$ we define

$$
I(x)=\left\{i a_{i}^{T} x=b_{i}\right\}
$$

Let $\bar{x} \in \bar{F}(P)$ be such that

$$
|I(\vec{x})|=\max |I(x)|
$$ $x \in F(P)$

As $F(P) \neq \emptyset$ such an $\bar{x}$ exists and we may assume that
$I(\bar{x})=\{1, \ldots, k\}, k \leqslant m$.
So we have a system of equations
( $P^{\prime}$ ) $\quad a_{i}^{T} x=b_{i}, i=1, \ldots, k$
and we wonder if a solution to ( $P^{\prime}$ ) is at the same time a solu-
tion to (P). Therefore we proof the following

Chaim: If $x \in F\left(P^{\prime}\right)$, then $x \in F(P)$.
Assume that $x^{\prime} \in F^{\prime}\left(P^{\prime}\right)$, but $x^{\prime} \nexists F(P)$ and define $I^{\prime}=\left\{i i_{i}>k, \bar{a}_{i}^{T} X^{\prime}>b_{i}\right\}$.
As $\bar{x} \in E(P)$, then $a_{i}^{T} \bar{x} \leqslant b$ for $i \in I '$, and then there exist
$0<t_{i}<1$ such tinat
$a_{i}^{T}\left(\bar{x}+t_{i}\left(x^{\prime}-\bar{x}\right)\right)=b_{i}$ for $i \in I^{\prime}$.
Let

$$
t_{i *}=\min _{i \in I^{\prime}} t_{i}
$$

then $x^{\prime \prime}=\left(\bar{x}+t_{i}{ }^{*}\left(x^{\prime}-\vec{x}\right)\right) \in F(P)$ and

$$
I\left(x^{\prime \prime}\right) \supset I(\bar{x}) \cup\left\{i^{*}\right\}
$$

but that contradicts the fact that

$$
\begin{aligned}
I(\bar{x})= & \max |I(x)| \\
& x \in F(P)
\end{aligned}
$$

and proves the Cl aim.
Now from ( $P^{\prime}$ ) we choose the maximal independent system of equations and write it in the form

$$
B x_{B}+N x_{\mathrm{N}}=\overline{\mathrm{b}}
$$

where 3 is non-singular $r$ by $r$ matrix and $r \leqslant n$.
Setting $x_{N}=0$, by Cramer's rule, we Iind

$$
\mathbf{x}_{\mathrm{Bj}}=\frac{\operatorname{det} \mathrm{B}_{j}}{\operatorname{det} B}
$$

where $B_{j}$ is obtaincd from $B$ by substituting the $j-t h$ column of $B$
by $\bar{D}$. Therefore we have shown that $x^{\circ}=\left(x_{B}, 0\right) \in F(P)$.
Part II
(Estimation of ${ }^{\left(\mid x^{0}\right.}$ ).
(4)

$$
\begin{aligned}
& \left.\left|\left|x^{0}{ }_{i}\right|=\left(\sum_{j=1}^{r} x_{B j}^{2}\right)^{1 / 2} \leqslant \sum_{j=1}^{r}\right| x_{B j}\left|=\sum_{j=1}^{r}\right| \frac{\operatorname{det} B_{j}}{\operatorname{det} B} \right\rvert\, \leqslant \\
& \leqslant \sum_{j=1}^{r} \mid \text { det } B_{j} \mid \\
& \leqslant \sum_{j=1}^{r} \text { as } \text { per }\left|B_{j}\right|
\end{aligned}
$$

Erom (1) we have

$$
2^{L-1}=m \prod_{i=1}^{m} \prod_{j=1}^{n}\left(\left|a_{i j}\right|+1\right) \prod_{i=1}^{m}\left(\left|b_{i}\right|+1\right)
$$

and this is equivalent to

$$
\begin{align*}
\frac{1}{2 \pi n} 2^{L} & =1+\sum_{i=1}^{m} \sum_{j=1}^{n}\left|a_{i j}\right|+\sum_{i=1}^{m}\left|b_{i}\right|+\Sigma P^{2}+  \tag{5}\\
& +\Sigma P^{3}+\ldots+\Sigma P^{r}+\ldots+P^{m n+n}
\end{align*}
$$

where $I P^{k}$ denotes the sum of all possible products of $k$ numbers $(2 \leqslant k \leqslant m n+n)$ taken from the ordered set

$$
\left\{\left|a_{11}\right|,\left|a_{12}\right|, \ldots,\left|a_{m n}\right|,\left|b_{1}\right|,\left|b_{2}\right|, \ldots,\left|b_{m}\right|\right\}
$$

$E P^{r}$ includes all products from

$$
\sum_{j=1}^{r} \text { per }\left|B_{j}\right| \text { for all } j
$$

and morcover all products from per iB $\geqslant$ det $E \mid$, while

$$
\Sigma p^{2}+\Sigma p^{3}+\ldots+\Sigma p^{r-1}
$$

includes all products from the permanent of any principal square $k$ by $k$ matrix $\overline{\mathrm{B}}_{\mathrm{K}} \mid(2 \leqslant k \leqslant r-1)$ taken from matrix |B|. As $\mid$ det $\vec{E}_{k} \mid \geqslant 1$ then per $\left|\bar{B}_{k}\right| \geqslant 1$ for any $2 \leqslant k \leqslant r$.
Combining (4) and (5) we have (3).
It is worth to note, that in general, $k>r$ cannot guarantee that $\mid$ det $B_{k} \mid \neq 0$ and per $\left|B_{k}\right| \neq 0$ where $\left|B_{k}\right|$ is a $k$ by $k$ matrix obtained from ( $a_{i j}$ ).
Corollary 1

$$
\begin{aligned}
& |\operatorname{det} B| \leqslant \frac{1}{2 m n} 2^{L} \\
& \left|\operatorname{det} B_{j}\right| \leqslant \frac{1}{2 \pi n} 2^{L}, j=1,2, \ldots, r .
\end{aligned}
$$

From Corollary 1 we conclude that any solution to (p) is either zero, i.e. $x^{0}=0$, or it cannot be infinitly close to zero as

$$
\left|x_{B j}\right|=\left|\frac{\operatorname{det} B_{j}}{\operatorname{det} B}\right| \geqslant \frac{1}{|\operatorname{det} B|} \geqslant 2 m 2^{-L} .
$$

In otiner words, the assumption (Al) odas a certain "discreteness" to tine problem (P), namely, all points that we look at the proof of Theorem 1 are not arbitrary points in $R^{n}$, but have entries that are rational numbers with bounded denominators. This allows us to perturb the right-hand-side of ( $P$ ) by a certain small number $\varepsilon \geqslant 0$ in such a way that a solution to the perturbed system which we cali ( $P^{\prime \prime}$ ), is at the same time a solution to ( $P$ ). Consider a system (p'r) of strict inequalities
( $\left.P^{\prime \prime}\right) \quad a_{i}^{T} x<b_{i}+E, \quad i=1, \ldots, m$
where
(6)

$$
0 \leqslant \varepsilon \leqslant \frac{2 m}{n} 2^{-I}
$$

## Theorem 2

$$
F(P) \neq \emptyset \text { iff } F\left(P^{\prime}\right) \neq \varnothing .
$$

Proof
If $F(P) \neq \varnothing$, then $F\left(P^{\prime \prime}\right) \neq \varnothing$ as $\varepsilon \geqslant 0$. We show that the converse is also true by constructing a solution to ( $P$ ) given a solution to (2'r).
The set $F\left(P^{\prime \prime}\right)$ is open so we take its closure in $R^{n}$ and using the same roasoning as in Part I of the proof of Theorem 1 we derive a system of equations from ( $P^{\prime \prime}$ ). A solution to this system can be written in the form $x=\left(x_{B}, x_{N}\right)$ where

$$
x_{3 j}=\sum_{k=1}^{\sum} \frac{\text { det } B_{k j}}{\operatorname{det} B}\left(b_{k}+\varepsilon ;, j=1, \ldots, r, x_{N}=0,\right.
$$

and $B$ is she same as in Theorem $l$ and $B_{k j}$ is a square matrix obtained Erom $B$ by delating the $k$-tin row and the j-th column. Setting this solution into ( $\mathrm{P}^{\prime \prime}$ ), we obtain for $i=1, \ldots, m$

$$
\begin{aligned}
\frac{1}{\operatorname{det} B} & \sum_{j=1}^{r} \sum_{k=1}^{r} a_{i j} \text { det } B_{k j} b_{k}-b_{i}<\varepsilon+ \\
& -\frac{\varepsilon}{\operatorname{det} B} \sum_{j=1}^{r} \sum_{k=1}^{r} a_{i j} B_{k j} .
\end{aligned}
$$

We denote the left-hand-side of this inequality by $\Delta$ and note that it is the difference between $a_{i}^{T} x$ in the case $\varepsilon=0$ and $b_{i}$, i.e., the right-hand-side in ( $P$ ). We estimate $\Delta$ in the following way:

$$
\begin{aligned}
& \therefore \text { det } \equiv<\varepsilon \text { ciet } B!+\varepsilon \sum_{j=1}^{n} \text { Eet } B_{j} \quad \text { as } n \geqslant r \\
& \leqslant \frac{1}{n^{2}}+\frac{1}{n} \quad \text { as } \varepsilon \leqslant \frac{2 m}{n} 2^{-L} \text { and } \mid \text { det } B_{j} \left\lvert\, \leqslant \frac{1}{2 m n} 2^{L}\right. \\
& <1 \quad \text { as } n \geqslant 2
\end{aligned}
$$

Now $\operatorname{Er} 0 \mathrm{~m}$ det $\mathrm{d} ; \geqslant 1$ and $\Delta \mid \operatorname{det} B!\geqslant 0$ and integer we have $A=0$. Theresore $\left(x_{B}, x_{N}\right) \in F(P)$ for $0 \leqslant \varepsilon \leqslant \frac{2 m}{n} 2^{-L}$. By Vol ( $F\left(P^{\prime \prime}\right) \cap E_{0}$ ) we denote the volume of all solutions to ( $P^{\prime \prime}$ ) insicie $E_{0}$.

Theorem 3
If $F\left(P^{\prime \prime}\right) \neq \varnothing$, then $\operatorname{Vol}\left(E\left(P^{\prime \prime}\right) \cap E_{0}\right) \geqslant(2 m)^{n_{2}-n L}$.
Proof
If $F\left(P^{\prime \prime}\right) \neq \varnothing$, then by Theorem $1 F\left(P^{\prime \prime}\right) \cap E_{0} \neq \varnothing$ and moreover the above intersection of sets has nonempty interior, i.e.
int $\left(F\left(P^{\prime \prime}\right) \cap E_{0}\right) \neq \varnothing$. Therefore there exist $x_{0} \in \operatorname{Int}\left(F\left(P^{\prime \prime}\right) \cap E_{0}\right)$.
If $x_{0} \neq 0$, then we shift the origin to 0 . The set $F\left(P^{\prime \prime}\right) \cap E_{0}$ is open so we take its closure in $R^{n}$ and using the same reasoning as in Part $I$ of Theorem 1 we find points $x_{1}, \ldots, x_{n}$ such that

$$
x_{i}=\frac{u_{i}}{\operatorname{det} D_{i}} e_{i}=\frac{1}{\operatorname{det} D_{i}} \bar{e}_{i}
$$

where $e_{i}$ is a unit vector and $u_{i}$ is some integer.
Points $x_{1}, \ldots, x_{n}$ are linearly independent and together with $x_{0}$ form a simplex in $\mathbb{R}^{n}$ and the volume of this simplex is given by a well-known Eormula

$$
v=\frac{1}{n!} \left\lvert\, \operatorname{det}\left(\left.\begin{array}{llll}
1 & 1 & \cdots & 1 \\
x_{0} & x_{1} & \cdots & x_{n}
\end{array} \right\rvert\,\right.\right.
$$

and vo: $\left(F\left(P^{\prime}\right) C E_{0}\right) \geqslant V$ as $V$ is the volume of the symplex insiãe $F\left(P^{\prime \prime)}\right) \cap E_{0}$. We estimate $v$ in the following way:

$$
\begin{aligned}
& v=\frac{1}{n!} \text { det }\left(x_{1} x_{2} \ldots x_{n}\right) \quad \text { as } x_{0}=0 \\
& \left.=\frac{1}{n!} \frac{1}{\text { iet } D_{1}} \cdots \operatorname{det} D_{n} \quad \operatorname{det}\left(\bar{e}_{1} \bar{e}_{2} \ldots \bar{e}_{n}\right) \right\rvert\, \\
& \geqslant \frac{1}{n!} \frac{1}{\left|\overline{\dot{a} e t} D_{1}\right| \cdots \mid \operatorname{det} D_{n}} \quad \text { as }\left|\operatorname{det}\left(\bar{e}_{1} \ldots \bar{e}_{2}\right)\right| \geqslant 1 \\
& \geqslant \frac{1}{n!}(2 m n)^{n} 2^{-n L} \quad \text { by corollary } 1 \\
& \geqslant(2 m)^{n}-n L \quad \text { as } n!\geqslant n^{n}
\end{aligned}
$$

and this concludes the proof.
Theorems 2 and 3 show that assuming $R_{k}<1$ the ellipsoidal algorithm requires finite number of iterations to reduce the initial $E_{0}=\left\{x_{i}| | x| | \leqslant \frac{1}{2 m n} 2^{L}\right\}$ to the ellipsoid which volume is at most $(2 m)^{n} 2^{-n L}$.
3. DESCRIPTION OF THE ALGORITHM

We will use two ways of describing an ellipsoid $E$ in $R^{n}$ :
$1^{\circ}$ as a shifted image of a unit ball, i.e., the set of points in $R^{n}$ such that
(8) $E=\{x: x=\bar{x}+Q z, \quad| | z| | \leqslant 1 ;$
where $\bar{x}$ is the center of $E$ and $Q$ is any $n$ by $a$ matrix with
det $Q \neq 0$. (See Fig. 2)
$2^{\circ}$ as a set of points described by a quadratic positive definite form, i.e., the set of points that satisfy a quadratic form (9) $\quad(x-\bar{x})^{T_{A}^{-1}}(x-\bar{x}) \leqslant 1$
wherc A is a symetric positive definite matrix. We rccall that


rig. 2

Now we estaiclisi relations between these two descriptions. From (8), dec $Q \neq 0$ we obtain

$$
z=Q^{-1}(x-\bar{x})
$$

and since : $z \leqslant 1$ is equivalent to $z^{T} z \leqslant l$ we have

$$
\left(Q^{-1}(x-\bar{x})\right)^{T} Q^{-1}(x-\bar{x}) \leqslant 1
$$

$$
(x-\bar{x})^{T}\left(Q^{-1}\right)^{T} Q^{-1}(x-\bar{x}) \leqslant 1 .
$$

Therefore from (9)

$$
\begin{equation*}
A^{-1}=\left(Q^{-1}\right)^{T} Q^{-1}=\left(Q^{T}\right)^{-1} Q^{-1}=\left(Q Q^{T}\right)^{-1} \tag{10}
\end{equation*}
$$

So
(11) $\quad A=Q Q^{T}$.

As we described it in Section 1 the ellipsoidal algorithm con-
structs $a$ sequence of ellipsoids

$$
E_{0}=\left(x_{0}, Q_{0}\right), E_{1}=\left(x_{1}, Q_{1}\right), \ldots, E_{k}=\left(x_{k}, Q_{k}\right), \ldots
$$

where $X_{0}=0$ and $Q_{0}=\rho I$ ( $I$ is the unit matrix) since then we rave Erom (9) and (11)

$$
x^{m}\left(Q Q^{m}\right)^{-1} x \leqslant 1
$$

Eut $\left(Q Q^{T},-1=\frac{1}{2} I\right.$, so

$$
\frac{1}{\rho} x^{T} I x=\frac{1}{\rho}: x: 2 \leqslant 1
$$

Therefore by Theorem 1

$$
x: 0 \leqslant \frac{1}{2 m n} 2^{\Sigma}
$$

Assume now tinat we have finished the $k$-th iteration, $k=0,1,2, \ldots$, so we have constructed $\Sigma_{k}=\left(X_{k}, Q_{k}\right)$. To simplify notations we denote $E_{k}=\left(x_{k}, Q_{k}\right)$ as $E=(\bar{x}, Q)$. Then one and only one of two possibilities may occur:
$1^{\circ}$
$a_{i}^{T} \bar{x}-b_{i} \leqslant 0 \quad$ for $i=1, \ldots, m$, then $\bar{x}$ satisfies each inequality of $(P)$ therefore $\bar{x} \in F(P)$ and the ellipsoicai algorithm stops.
$2^{\circ}$ For scme $i \quad a_{i}^{T} \bar{x}-b_{i}>0$, then we construct the next, i.e., the $(k+1)$-st ellipsoid $E_{k+1}=\left(x_{k+1}, Q_{k+1}\right)$, that for simplicity OE notation we denote as $E^{\prime}=\left(x^{\prime}, Q^{\prime}\right)$.

We define $d_{i}(\bar{x})$ as the algebraic distance from $\bar{x}$ to the hyperplane oounding the half-space $H_{i}=\left\{x \in R^{\mathbb{N}} \mid a_{i}^{T} x \leqslant b_{i}\right\}$. Let $D$ denote the maximal algebraic distance from $\bar{x}$, namely,

$$
\begin{equation*}
D=\frac{a_{1}^{T} \bar{x}-b_{1}}{\left|\left|Q^{T} a_{1}\right|\right|}=\max \frac{a_{i}^{T} \bar{x}-b_{i}}{| | Q^{T} a_{i}| |}=\max _{i} a_{i}(\bar{x}) \tag{12}
\end{equation*}
$$

We call $a_{j}^{T} x<b_{1}$ the most violated inequality. By $u_{i}(\bar{x})$ we denote sre aifecernce $a_{i}^{T} \bar{x}-b_{i}$.

## Theoren 4

i) $I \neq d_{i}(\bar{x})>1, t h e r_{i} H_{i} \cap E \varnothing$ and ( $P$ ) is inconsistent.
ii) $I \approx-1 \leqslant d_{i}(\bar{x}) \leqslant 1$, then $H_{i} \cap E \neq \varnothing$.
iii) If $a_{i}(\bar{x})<-1$, then $H_{i} \cap E=E$ and $H_{i}$ is inessential.

Moreover, if $d_{i}(\vec{x})=1$, then $H_{i} \cap E$ degenerates to a point and for $\bar{a}_{i}(\bar{x}) \leqslant 0, \bar{x} \in H_{i} \cap E, i . e ., \bar{x}$ satisfies $a_{i}^{T} x \leqslant b_{i}$.

Proof
We prove only i). The proof of ii) and iii) is similar.
For any $x \in E$, i.e., $x=\bar{x}+Q z$, where $||z| \leqslant 1$, we have
$a_{i}^{T}(\bar{x}+Q z)=a_{i}^{T} \bar{x}+a_{i}^{T} Q z$

$$
=b_{i}+u_{i}(\bar{x})+Q^{m} a_{i} z \quad \text { as } u_{i}(\bar{x})=a_{i}^{T} \bar{x}-b_{i}
$$

$$
\geqslant b_{i}+u_{i}(\bar{x})-\left|\left|Q^{T} a_{i}\right|\right||z| \mid \text { as } \mid Q^{T} a_{i} z \leqslant
$$

$$
\geqslant b_{i}+u_{i}(\bar{x})-\left|\left|Q^{T} a_{i}\right| i\right.
$$

$$
\text { as }\left|\left|z_{\mid}\right| \leqslant 1\right.
$$

$$
\geqslant b_{i}+u_{i}(\bar{x})\left(1-\frac{1}{d_{i}(\bar{x})}\right)
$$

$$
\text { as } d_{i}(\bar{x})=\frac{u_{i}(\bar{x})}{\left\|Q^{T} a_{i}\right\|}
$$

If $d_{i}(\bar{x})>1$ then for any $x \in E$

$$
\begin{equation*}
a_{i}^{T}(\bar{x}+Q z) \geqslant b_{i}+u_{i}(\bar{x})\left(1-\frac{1}{d_{i}(\bar{x})}\right)>b_{i} \tag{13}
\end{equation*}
$$

so no $x \in E$ can satisfy inequality $a_{i}^{T} x \leqslant b_{i}$ and therefore the system (P) is consistent.

We note that if $0<D<1$ then

$$
a_{1}^{T}(\bar{x}+Q z) \geqslant b_{1}+u_{1}(\bar{x})\left(1-\frac{1}{D}\right)<b_{1}+u_{1}(\bar{x})
$$

so there exist in $E$ points form that the algeiraic distance to the Louncing hyperplanc of $H_{1}$ is smailer than from $\bar{x}$ to the same
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hyperplane and we construct a new ellipsoid $E^{\prime}=\left(x^{\prime}, Q^{\prime}\right)$ that covers $\mathrm{H}_{1} \cap \mathrm{E}$.
We assume that $x$ ' is given by the formula
(14) $\quad x^{\prime}=x-n \frac{Q Q^{T} a_{1}}{\| Q^{T} a_{1}| |}$
where $h \geqslant 0$ is a parameter, and $Q^{\prime}$ is given by the formula
(15) $\quad Q^{\prime}=g G$
where $G$ is an r. by n orthogonal matrix that transforms vectors from $z$-coordinate system into $x$-coordinate system (see Fig. 2), with the first column given as

$$
e_{1}=\frac{Q^{T} a_{1}}{\left\|\mid Q^{T} a_{1}\right\|}
$$

and H is a diagonal matrix
$H=\left(\begin{array}{ccc}v^{-1} & & 0 \\ & w^{-1} & \\ & & \ddots\end{array}\right)$
where $v, w>0$ are parameters of this transformation.
Now we choose tie parameters $h, v, w$ in $s u c h$ a way that the volume of $E^{\prime}$ is as small as possible. Therefore we start constructing the ellipsoidal algorithm with the best rate of convergence.

A solution to (P) has to satisfy two conditions, first the most violated inequality, i.e.,

$$
a_{1}^{T} x \leqslant a_{1} \bar{x}-D \| Q^{T} a_{1}| |
$$

and secondly $x \in E$, i.e., $x=\bar{x}+Q z,||z|| \leqslant 1$. Therefore
(16; $\quad a_{1}^{T}(\bar{x}+\Omega z) \leqslant a_{1} \bar{x}-D!!Q^{T} \bar{E}_{1}!\vdots$.

But the left-band-side of this inequality equals
(17)

$$
a_{1}^{T} \bar{x}+a_{1}^{T} Q z=\left|a_{1}^{T} Q\right| z_{1}
$$

as from the definition of an orthogonal matrix $G$ we get $a_{1}^{T} Q z=$ $=\left|a i_{i}^{T}\right| \mid z_{1} \cdot$ Combining (16) and (17) gives
(18) $\quad z_{1} \leqslant D$.

A new ellipsoid $E^{\prime}=\left\{x\left|x=x^{\prime}+Q^{\prime} z^{\prime},\left|\left|z_{i}^{\prime}\right| \leqslant l\right\}\right.\right.$ has to cover all points of the set

$$
E \cap\left\{x\left|a^{T} x \leqslant a_{1}^{T} \bar{x}-D\right|\left\{Q^{T} a_{1} \mid\right\}\right\}
$$

so we have a system of vector equations and one scalar equation

$$
\begin{array}{ll}
x^{\prime}+Q^{\prime} z^{\prime}=\bar{x}+Q z & \text { and }\left|\left|z^{\prime}\right|\right| \leqslant 1  \tag{19}\\
\text { for all } z_{1} \leqslant-D & \text { and all }||z|| \leqslant 1 .
\end{array}
$$

In (19) a vector 2 is a parametr. Setting (14) and (15) in (19)
we obtain:

$$
\bar{x}-h \frac{Q Q^{T} a_{1}}{\| Q^{T} a_{1}| |}+(Q G H) z^{\prime}=\bar{x}+Q z \text { and } \mid\left\{z^{\prime} \mid \leqslant 1\right.
$$

or

$$
z^{\prime}=(Q G H)^{-1}\left[Q z+h \frac{Q Q^{T} a_{1}}{| | Q^{T} a_{1}| |}\right]=(Q G K)^{-1}\left[Q z+h Q e_{1}\right]
$$

The above equality can be written in the form

$$
z^{\prime}=v\left(h+z_{1}\right) e_{z_{1}}+w \sum_{j=2}^{n} z_{j} e_{z_{j}}
$$

where $e_{z_{1}}, e_{z_{2}}, \ldots, e_{z_{n}}$ is the original basis (see Fig. 2). Then the requirement $||z|| \leqslant 1$ takes the form

$$
\begin{equation*}
v^{2}\left(h+z_{1}\right)^{2}+w^{2}\left(\sum_{j=2}^{n} z_{j}\right)^{2} \leqslant 1 \tag{20}
\end{equation*}
$$

for any $z^{T}=\left(z_{1}, \ldots, z_{n}\right)^{T}$ such that $|z| \leqslant i$ and $z_{1} \leqslant-$. This
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can de expressed as a parametric inequality, namely for any $t$ such that $0 \leqslant D \leqslant t<1$ from (20) we have

$$
\begin{equation*}
g(t)=v^{2}(h-t)^{2}+w\left(1-t^{2}\right) \leqslant 1 \tag{21}
\end{equation*}
$$

and $g(t)$ is a convex function of a parameter $t$.
It is well-known that for a linear transformation given by (15) the volume of $E^{\prime}$ is equal

$$
\operatorname{Vol}\left(E^{\prime}\right)=\mathrm{v}^{-1} W^{-(n-1)} \operatorname{Vol}(E)
$$

So minimization of $\operatorname{Vol}\left(E^{\prime}\right)$ is equivalent to minimization of the rate of convergence $R^{k}=v^{-1} W^{-(n-1)}$ or to maximization of a convex function
(22) $\quad f(v, w)=v^{2} w^{2 n-2}$
under the constraints given by (21) for $0 \leqslant D \leqslant t \leqslant 1$. This is a convex programing problem and the maximum of $f(v, w)$ is obtained on the boundry of the set of feasible parameters. For $t=D$ we have
(23) $\quad v^{2}(n-D)^{2}+w^{2}\left(1-D^{2}\right) \leqslant 1$
while for $t=1$, we obtain
(24) $\quad v^{2}(1-h)^{2} \leqslant 1$

The last inequality gives us
(25) $\quad v^{2} \leqslant \frac{1}{(1-h)^{2}}$
and taking this into account from (23), we get

$$
\begin{equation*}
w^{2} \leqslant \frac{1}{1-D^{2}}\left(1-\frac{(h-D)^{2}}{(1-h)^{2}}\right) . \tag{26}
\end{equation*}
$$

Setting (25) and (26) into (22), we obtain

$$
f(h, D)=\frac{1}{(1-n)^{2}} \frac{1}{\left(1-D^{2}\right)^{n-1}}\left(1-\frac{(h-D)^{2}}{(1-n)^{2}}\right)^{n-1}
$$

as a Eunction of $n$ and $D$.

The optimal vaiue of $h, h^{*}$, that maxinizes $E(h, D)$ is found by setting the partiai derivative $\frac{\hat{3}(h, D)}{\partial h}$ to zero
(27)

$$
h^{*}=\frac{D n+1}{h+1} .
$$

Then from (25) and (26) we obtain
(28)

$$
\begin{aligned}
& v^{*}=\frac{r_{n}+1}{n} \frac{1}{1-D} \\
& w^{*}=\frac{r^{2}-1}{n} \sqrt{1-D^{2}}
\end{aligned}
$$

where $0<D<1$.
Now we can compute the rate of convergence
(30) $\quad R_{k}^{*}=\frac{1}{v^{*}\left(w^{*}\right)^{n-1}}=\frac{n^{n}}{n+1}\left(n^{2}-1\right)^{-\frac{n-1}{2}}(1-D)\left(1-D^{2}\right)^{\frac{n-1}{2}}$.

So the rate of convergence is a function of the maximal algebraic
distance of (P) defined by (12). We will study this function in the next section.
From the algorithmic point oi view it is better to describe an ellipsoid by means of a quadratic from. Recalling that $E=E_{k}=$ $=\left(x_{k}, A_{k}\right)$ and $E^{\prime}=E_{k+1}=\left(x_{k+1}, A_{k+1}\right)$ ana using (11), (14),(15) and (27) - (29) we write a recursive formulae
(31) $\quad x_{k+1}=x_{k}-\frac{D n+1}{n+1} \frac{A_{k} a_{1}}{\sqrt{a_{1} A_{k} a_{1}}}$
(32) $\quad A_{k+1}=\frac{n^{2}\left(1-D^{2}\right)}{n^{2}-1}\left(A_{k}-\frac{2(D n+1)}{(n+1)(D+1)} \frac{A_{k} a_{1}\left(A_{k} a_{1}\right)^{T}}{a_{1}^{T} A_{k} a_{1}}\right)$

$$
\text { for } k=0,1,2, \ldots
$$

Fise initial values are
(33) $\quad x_{0}=0$ and $A_{0}=\rho^{2} I=\left(\frac{1}{2 \pi n}\right)^{2} 2^{2 L} I$.

In (31) and (32) D is defined as
(34)


This completes a description of the ellipsoidal algorithm for linear programming since we have shown how to construct the initial eilipsoid $E_{0}$ and how to construct the ellipsoid $E_{k+1}$ from the ellipsoid $E_{k}$ for $k=0,1,2, \ldots$.
4. THE CONVERGENCE RATE

Now we prove that ( 30 ) is the best possible convergent rate of the ellipsoidal algorithm for linear programming.

Theorem 5

$$
R_{k}^{*}=\frac{n^{n}}{n+1}\left(n^{2}-1\right)^{-\frac{n-1}{2}}(1-D)\left(1-D^{2}\right)^{\frac{n-1}{2}}
$$

is the best possible rate of convergence of the ellipsoidal algorithm

## Proof

We construct $E_{k+1}$ for $k=0,1,2, \ldots$ in such a way that it covers all candidates for solution inside $E_{k}$. In (19) we do not specify any restriction on intersection points of the bounciry of $E_{k}$ and of the boundry of $E_{k+1}$. Next we establish all parameters of $E_{k+1}, i . e ., n^{*}, v^{*}, w^{*}$, in such a way that they minimize the rave of convergence and for these values of $h, v$ and $w$ we obtain (30).

Therefore (30) gives the best possible rate of convergence.

It is interestirg to note that Murray in ' $^{6}$ : has received the same zate of convergence under the same assumption about the intersection points of $E_{k}$ and $E_{k+1}$ as we made in Section 1 . We prove tinis 15

Theorem 6
The ellipsoidal algorithm has the following features for $k=0,1$,
$2, \ldots=$
i) $x_{x+1}$ satisfies the most violated inequality,
ii) $\mathbf{A}_{k+1}$ is positive definite,
iii) tine boundary of $E_{k+1}$ intersects the boundary of $E_{k}$ at the same points as the hyperplane $a_{1}^{T} x=b_{1}$ corresponding to the most violated inequality,
iv) $E_{k+1}$ touches $E_{k}$ at the same point as the hyperplane paralLel to $a_{1}^{T} x=b_{1}$ toucines $E_{k}$.
Proof
i) We dave to prove that $x_{k+1}$ satisiies $a_{1}^{T} x \leqslant b_{1}$

$$
\begin{array}{rlr}
a_{1}^{T} x_{k+1} & -b_{1}=a_{1}^{T}\left(x_{k}-\frac{D n+1}{n+1} \frac{A_{k} a_{1}}{\sqrt{a_{1}^{T} A_{k} a_{1}}}\right)-b_{1} \\
& =a_{1}^{T} x_{k}-\frac{D n+1}{n+1} \sqrt{a_{1}^{T} A_{k} a_{1}}-b_{1} \\
& =a_{1}^{T} x_{k}-\frac{D n+1}{n+1} \frac{a_{1}^{T} x_{k}-b_{1}}{D}-b_{1} & \text { by (12) } \\
& =\frac{D-1}{D n+D}\left(a_{1}^{T} x_{k}-b_{1}\right)<0 & \text { as } 0<D<1
\end{array}
$$

ii) Ti.e proof is exactly the same as the proof of sylvester's tineore:. (see e.g. i4〕 p. 340).
iii) If we muitiply the equality

$$
\left(x-x_{k}\right) T_{A_{k}}^{-1}\left(x-x_{k}\right)=1
$$

by a positive number $a_{1}^{{ }^{T}} A_{k} a_{1}$, then

$$
\begin{aligned}
& \left(x-x_{k}\right)^{T} a_{1}^{T} A_{k} a_{1} A_{k}^{-1}\left(x-x_{k}\right)=a_{1}^{T} A_{k} a_{1} \\
& a_{1}^{T}\left(x-x_{k}\right) A_{k}\left(A_{k}^{-1}\right)^{T} a_{1}^{T}\left(x-x_{k}\right)=a_{1}^{T} A_{k} a_{1} \\
& \left(a_{1}^{T}\left(x-x_{k}\right)\right)^{2}=a_{1}^{T} A_{k} a_{1} \quad \text { by (g) } A_{k}=A_{k}^{T} .
\end{aligned}
$$

(35)

Similarly for $E_{k+1}$ we have
(36) $\quad\left(a_{1}^{T}\left(x-x_{k+1}\right)\right)^{2}=a_{1}^{T} A_{k+1} a_{1}$.

Setting in (36) the expressions (31) and (32), we obtain
(37) $\quad\left(a_{1}^{T} x-a_{1}^{T} x_{k}+\frac{D n+1}{n+1} \sqrt{a_{1}^{T} A_{k} a_{1}}\right)^{2}=\frac{n^{2}(1-D)^{2}}{(n+1)^{2}} a_{1}^{T} A_{k} a_{1}$.

Eut $x$ has to satisfy $a_{1}^{T} x=b_{1}$ and (35), therefore by (34)

$$
a_{1}^{T} x-b_{1}-D \sqrt{a_{1}^{T} A_{k} a_{1}}=-\sqrt{a_{1}^{T} A_{k} a_{1}}
$$

We take minus square root, since the common points are in the nalE-space $a_{1}^{T} x \leqslant b_{1}$
(38) $\quad a_{i}^{T} x=b_{1}-(1-D) \sqrt{a_{1}^{T} A_{k} a_{1}}$.

Setting (38) in (37) the left-hand-side of it equals by (34) the right-hard-side of (37). This proves (iii).
iv) The general expression for a supporting hyperplane, which is tangent to some convex set at $x_{0}$ is

$$
\begin{equation*}
z-z_{0}=\left(\nabla z\left(x_{0}\right)\right)^{T}\left(x-x_{0}\right) \tag{39}
\end{equation*}
$$

where in our case $z=\left(x-x_{k}\right)^{m} A_{K}^{-1}\left(x-x_{k}\right)-1$.

$$
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$$

:Vext in tine same way as in itil we p=ove that the common point of $E_{K}, E_{k+1}$ anci (39) is the same. Tinis concludes proof.
Fron mheorem 5 one can see that the best rate of convergence is a function of the maximal algeoraic distance D. It is interesting to note that for $D=0$ we have from Theorem 5

$$
\begin{equation*}
R_{k}^{*}(0)=\frac{n}{n+1}\left(\frac{n^{2}}{n^{2}-1}\right)^{\frac{n-1}{2}}<e^{-\frac{1}{2(n+1)}} \tag{40}
\end{equation*}
$$

Obviously $R_{k}^{*}(D)<1$ for any $0 \leqslant D \leqslant 1$ and any $n \geqslant 2$. Therefore the ellipsoidal algorithm is convergent.

Gacs and Lovasz proved in [3] (see also [6] and [5]) that the persormance of Khachian's algorithm is given by (40). This version of =he ellipsoidal algorithm constructs the next ellipsoid taking into account points $A_{1}^{\prime \prime} B_{1}^{\prime \prime} C_{1}^{\prime \prime}$ on $F i g . l$. Therefore one may consiuse that the performance of Khachian's version is a lower bound On the ఓest rate of convergence given by (30). Sy $M$ we Eenote the maximal number of iterations required to solve (P) by the ellipsoidal algorithm

Theorem 7

$$
M \leqslant \sqrt{6} n^{2}-7
$$

Proof
Suppose that the algorithm does not stop after $M$ iterations, and yet (P) has a solution. Then by Theorem 3 the set $S$ of its soinこions inside $E_{0}$ has the volume at least $(2 m)^{n}{ }^{-n L}$ and $S \subset E_{M}$ * So Vol $\left(E_{M}\right) \geqslant(2 m)^{n} 2^{-n L}$.

ODviously the maxims? number of iterations is obtained if the convergence rate is given by (40) for any $k=0,1,2, \ldots$. But then

$$
\left.\begin{array}{l}
\operatorname{Vol}\left(E_{M}\right) \leqslant \operatorname{VoI}\left(E_{0}\right) \cdot \exp \left(-\frac{M}{2(n-1)}\right) \\
\end{array} \begin{array}{l}
\leqslant\left(2 \cdot \frac{1}{2 m n} 2^{L}\right)^{n} \cdot \exp \left(-\frac{6 n^{2} L}{2(n+1)}\right) \quad \text { by Theorem } 1 \\
\\
\leqslant\left(\frac{1}{m n}\right)^{n} 2^{-n L} \\
\text { So vol }\left(E_{N}\right)<(2 m)^{n} 2^{-n L}, \text { a contradiction. Therefore } F(p)=\varnothing
\end{array}\right\}
$$

5. THE FIRST COMPUTER VERSION OF THE ALGORITHM

In many problems taken from practice we know that $F(P) \neq \varnothing$ although we do not know the solution to (P), e.g. any practical linear programming problem is feasible, and therefore $F(P) \neq \varnothing$ in such a case. This recuces the number of iterations substantialiy.

If $E(P) \neq \varnothing$ we can start $f r o m$ a smaller ball $E_{0}^{\prime}$ instead of $E_{0}$ choosing $f^{\prime}$ in such a way that

$$
\begin{equation*}
\left(D^{\prime}\right)^{2}=40^{2} \tag{4i}
\end{equation*}
$$

then by (12) the new value of $D$ wili be 0.5 . If for some $k=1,2$, ... we obtair $D>1$ we cannot $s$ ay by $(13)$ that $F(P)=\varnothing$. This only means fiat our choice of $p$ is not good for all iterations and we have to increase $E_{k}$ multiplying $A_{k}$ by $4 D^{2}$ which again gives the new value of $D$ equal 0.5. Beion we give the ajgorithm written in an AIGOD-like language. We assume that, all data $m, n, A$ and $b$ given. We introauce a boolean variabie

$$
\operatorname{SURE}=i \begin{aligned}
& i, i \neq \text { we ane sure inat } F(P) \neq \varnothing \\
& 0, \text { otherwise }
\end{aligned}
$$

which aiso has to be given in advance.
Algorithm A
STEP 1 (Initialization, $k=0$ ).
Compute L by (1),
$\rho:=\frac{1}{2 \pi n} 2^{I} ; \quad M:=6 n^{2} L$
$x_{k}:=0$ and $A_{k}:=\rho^{2} I$.
If $b_{i} \geqslant 0$ for $i=1, \ldots, m$, then $\operatorname{stop}\left(x_{k} \in F(P)\right.$ )
else compute

$$
D=\frac{-b_{q}}{\sqrt{a_{q}^{2} A_{k} a_{c}}}=\max \left\{\frac{-b_{1}}{\sqrt{a_{1}^{T} A_{k} a_{1}}}, \cdots, \frac{-b_{m}}{\sqrt{a_{m}^{T} k^{A_{m}}}}\right\}
$$

$1:=q ;$
IE SURE = 1 then $2^{2}:^{\circ}=4 D^{2} ; A_{K}:=\rho^{2} A_{k} ; D:=0.5$
else go to SMED 2.
STEP 2 (Main iteration, $k \geqslant 1$ )
Compute $x_{k+1}$ by (31) and $A_{k+1}$ by (32):
If $u_{i}\left(x_{k+1}\right)=a_{i}^{T} x_{k+1}-b_{i} \leqslant 0$ for $i=1, \ldots, m$ then stop else compute
$D=\frac{u_{c}\left(x_{k+1}\right)}{\sqrt{a_{q}^{T} A_{k+1} a_{q}}}=\max _{i}\left\{\frac{u_{1}\left(x_{k+1}\right)}{\sqrt{a_{1}^{T} A_{k+1} a_{1}}}, \ldots, \frac{u_{m}\left(x_{k+1}\right)}{\sqrt{a_{m}^{T} A_{k+1} a_{m}}}\right\}$
1 : = q;
$I \equiv D>1$ and $\operatorname{SURE}=2$ then $\rho^{2}:=4 D^{2} ; A_{k+1}=\rho^{2} A_{k+1}$;
$D:=0.5$;
$k:=k+1$
$\Xi \equiv k ン \because$ then $s$ top $(F(P)=\not \subset)$
eise go 士o scepz.
5. NUMERICAL EXAMPLES

Using the first computer version of the algorithm we solve the following example
(P) $\quad 2 x_{1}-x_{2} \leqslant-2$
$-2 x_{1}-2 x_{2} \leqslant-1$
$x_{2} \leqslant q$
where $q$ is a parameter. We will solve three cases:
Case $A \quad q=2$, then $F(P) \neq 0$
B $\quad G=1$, then $F(P)=\{(-0.5,1)\}$
$C \quad q=0$, then $F(P)=\varnothing$
In all cases $\rho=1944$.
If we set $S U R E=1$ in the case $A$ then starting from $x_{0}=0$ ne have $\left(\rho^{\prime}\right)=4 D^{2}=3.2$. Next we find $x_{1}^{T}=(-1,066667,0.533333)^{\mathrm{T}}$ and that the second constraints is violated. In next iteration we find $x_{2}^{T}=(-0.538367,1.498846)^{T} \in F(P)$. The geometrical representation of these results is given in Fig..

GUran Tellstr $8 m$ from the Department of Mathematics has coced the first computer version of the algorithm and solved this example obtaining the following results:

| Case | Number 0 $\text { SURE }=1$ | iteraむion $\operatorname{SURE}=0$ | SURE $=1$ | Solution $x=\left({\underset{x}{1}}_{x_{2}}^{)}\right.$ |
| :---: | :---: | :---: | :---: | :---: |
| A | 2 | 11 | -0.538367 | -0.601530 |
|  |  |  | 1.498846 | 1.888583 |
| B | 17 | - | -0.500056 | - |
|  |  |  | 1.00005 |  |
| c | - | 6 | - | $F(P)=Q$ |

```
7. CONCEUDING REMARKS
The most impor亡ant question rignt now can be formulated in the
Eoilowing way:
    Q: fow good is the ellipsoidal algorithm in
        comparison with the Simplex Method?
The answer requires results of a serious computer experiment we
have already started. Dantzig in [2] compare these two methods
basing mostly or. [3). Here we would like to underline some points:
1. The Simplex Method is in fact a discrete method while the el-
    lipsoidal algorithm is a continuous method.
2. The numerical stability of the Simplex Method is unknown, be-
    cause we do not know how to define a conditioning number for a
    linear programming probiem. The ellipsoidal algorithm is num-
    erically stable, although the precision of computations cannot
    be realized on any computer for practical problems. One has to
    no=e that this precision is far beyond the needs of practice.
    It is possible to construct a near-optimal ellipsoidal elgo-
    rithm that will not require such a precision of computations.
```
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# THE LAGRANGIAN RELAXATION METHOD FOR SOLVING INTEGER PROGRAMMING PROBLEMS* 
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One of the most computationally useful ideas of the 1970's is the observation that many hard integer programming problems can be viewed as easy problems complicated by a relatively small set of side constraints. Dualizing the side constraints produces a Lagrangian problem that is easy to solve and whose optimal value is a lower bound (for minimization problems) on the optimal value of the original problem. The Lagrangian problem can thus be used in place of a linear programming relaxation to provide bounds in a branch and bound algorithm. This approach has led to dramatically improved algorithms for a number of important problems in the areas of routing, location, scheduling, assignment, and set covering. This paper is a review of Lagrangian relaxation based on what has been learned in the last decade.

[^22]1. Introduction


There were 3 number of forays prior to 1970 into the use of Zagrangian methods in discrete optimization, including the LorieSavage [31] approach to capital budgeting, Everetr's proposal Eor "generalizing" Eagrange multipliers $[14]$ and the Ehilosocically-related device of generating column by solving an easy comoinatoriai optinization groblem when pricing out in the simplex mechod [24]. Sowever,

Ehe "birtn" of the Lagranglan approach as it exists today occurred in 1970 when Held and Karp $[27,28]$ used a Lagrangian problem based on minimum spanning trees to devise a dramatically successful algorithm Eor tine traveling salesman problem. Motivated by Held and Karp's success, Lagrangian methods were applied in the early 703 to scheduling problems (Fisher [15]) and the general integer programming problem (Shapiro [42], Fisher and Shapiro [16]). Lagrangian methods had gained consideraile currency by 1974 when Geofirion [22] coined the perEect name for this approach--"Lagrangian relaxation." Since then the list of applications of Lagrangian relaxation has grown to include over a dozen of the most infamous combinatorial optimization problems. For nost of these problems, Lagrangian relaxation has provided the best existing algorithm for the problem and has enabled the solution of problems of practical size.

This pacer is a review of Lagrangian relaxation based on what has been learned in the last decade. The reader is refersed to Shapizo 〔43! for another recent survev of Lagrangian relaxation Erom a somewhat different perspective. The recent book by Shapiro [44] maries the first appearance of che serm Lagrangian relaxacton 1n a textbook.

## 2. Basic Constructions

We begin with a combinatorial opeimization problem formulated as the integer program

```
z x min cx
    s.t. Ax = b
        Dx se
\(x \geq 0\) and integral
```

whare $x$ is $n \times 1, b$ is $m \times 1, \ldots i s k \times 1$ and all other matrices have conformable dimensions. Let (LP) denote problem (P) with the integrality constraint on $x$ relaxed, and let $Z_{\text {Ip }}$ denote the optinal value of (IP).

We assume that the constraints of (P) have been partitioned into the two sets $A x=b$ and $D x \leq e s o$ as to make it easp to solve the Lagrangian problem

$$
\left.\begin{array}{rl}
Z_{D}(u) & =\min c x
\end{array}\right)+u(A x-b), ~\left(L R_{u}\right)
$$

where $u=\left(u_{1}, \ldots, u_{m}\right)$ is a vector of Lagrange multipliers. By "easy to solve" we of course mean easy relative to (P). For all applications of which I am aware, the Lagrangian problem has been solvade in polynomial or pseudo-polynomial time.

For convenience we assume that (P) is feasible and that the set $X=\{x \mid D x \leq e, x \geq 0$ and integral $\}$ of feasible solutions to (LR $R_{u}$ ) is finite. Then $Z_{D}(u)$ is finite for all $u$. It is srraightforward to extend the development when these assumptions are violated or when inequality constraints are included in the set to be dualized. It is well-known that $Z_{D}(u) \leq Z$. This is also easy to snow by assuming an optimal solution $x^{*}$ to ( $P$ ) and obserring that

$$
z_{D}(u) \leqslant c x^{*}+u\left(A x^{*}-0\right)=z
$$

The inequality in this relation follows from the deinaition of $Z_{D}(u)$ and the equality from $Z=c x^{*}$ and $A x^{*}-b=0$. If $d x=b$ is replaced by $A x \leq b$ in ( $P$ ), then we require $u \geq 0$ and the argument becomes

$$
z_{D}(u) \leq c x^{*}+u\left(A x^{*}-b\right) \leq z
$$

where the second inequality follows from $Z=c x^{*}, u \geq 0$ and $A x^{*}-b \leq 0$. Similarly, for $A x \geq b$ we require $u \leq 0$ for $Z_{D}(u) \leq z$ to hold.

We will discuss in a later section methods for derermining u. In general, it is not possible to guarantee finding $u$ for which $z_{D}(u)=$ 2 , but this freguencly happens for particular problem instances.

The fact that $Z_{D}(u) \leq z$ allows $\left(L R_{U}\right)$ to be used in place of (LP) to provide lower bounds in a brancin and bound algorithm for (P). While this is the most obvious use of ( $L R_{u}$ ), it has a number of other uses. It can be a medium for selecting branching variables and choosing the next branch to explore. Good feasibie solurions to (P) can frequentiy be obtained by perturbing nearly feasible solutions to ( $L R_{\mathrm{u}}$ ). Finally, Lagrangian relaxation has been used recently [IO, 20] as an analytic tool for establishing worst-case bounds on the performance of certain heuristics.

## 3. Example

The generalized assignment problem is an excellent example for illustrating Lagrangian relaxation because it is rich with readily apparent structure. The generalized assignment problem (GAP) is the integer program

$$
\begin{align*}
z=\min & \sum_{i=1}^{n} \sum_{j=1}^{n} c_{i j} x_{i j}  \tag{1}\\
& \sum_{i=1}^{m} x_{i j}=1, j=1, \ldots, n  \tag{2}\\
& \sum_{j=1}^{n} a_{i j} \quad x_{i j} \leq b_{i}, i=1, \ldots, m  \tag{3}\\
& x_{i j}=0 \text { or } 1, \text { all } i \text { and } j . \tag{4}
\end{align*}
$$

There are two natural Lagrangian relaxations for the generalized assigment problem. The first is obtained by dualizing constraints (2).

$$
\begin{aligned}
z_{D l}(u)=\min & \sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j}+\sum_{j=1}^{n} i_{j}\left(\sum_{i=1}^{m} x_{i j}-1\right) \\
& \text { subject to (3) and (4) }
\end{aligned}
$$

$$
\begin{aligned}
=\min & \sum_{i=1}^{n} \sum_{j=1}^{n}\left(c_{i j}+u_{j}\right) x_{i j}-\sum_{j=1}^{n} u_{j} \\
& \text { subject to (3) and (4) }
\end{aligned}
$$

This problem reduces to m $0-1$ knapsack problems and can thus be solved in time proportional to $n \sum_{i=1}^{m} \dot{D}_{i}$.

The second relaxation is obrained by dualizing sonstraints
(3) with $v \geq 0$.

$$
\begin{aligned}
& z_{D 2}(v)=\min \sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j}+\sum_{i=1}^{m} v_{i}\left(\sum_{j=1}^{n} a_{i j} x_{i j}-b_{i}\right) \\
& \text { subject to (2) and (4) }
\end{aligned}
$$

$$
(L R 2, q)
$$

$=\min \sum_{j=1}^{n}\left(\sum_{i=1}^{m}\left(c_{i j}+v_{i} a_{i j}\right) x_{i j}\right)-\sum_{i=1}^{m} v_{i} s_{i}$ subject to (2) and (4) .

This relaxation is defined for $v \geq 0$, winch is a necessary condition for $z_{D 2}(v) \leq z$ to hold. Since constaints (2) are generalized upper
bound (GUB) constaints, we will call a problem IIke (LR2,
a 0-1 GJB problem. Suci a problem is easily solved in time proportional to nm by determining $\min _{i}\left(c_{i j}+v_{i} a_{i j}\right)$ for each $j$ and setting the associated $x_{i j}=1$. Remaining $x_{i j}$ are set to zero.

## 4. Issues


(3) How san we choose between competing relaxations, i.e., different Lagrangian relaxations and the linear procramoning relaxation?

Lagrangian relaxations also can be used to provide good feasible solutions. For example, a solution to (LR2 ${ }_{v}$ ) will be feasible in the generalized assignment problem unless

```
Ehe "reigint" Of items assigned to one or more of the "knapsaciks"
corresponding to constraints (3) exceeds tie capacity bi. if finis
happens, we could reassign items from overloaded knapsacks to onher
knapsacks, perhaps using a variant of a oin-packing heuristic, to
attempt to achieve primal seasibility. In general we would like
to know
(4) How can ( \(L R_{\mathrm{u}}\) ) be used to obtain feasible solutions for ( P )? How sood are these solutions likely to be? Finally, we note that the uitimate use of Lagrangian relaxation is for fathoming in a branch and bound algorithm, which leads us to ask:
(5) How can the lower and upper bounding capabilities of the Lagrangian problem be integrated within branch and bound? The remainder of this paper is orqanized around these Eive issues, which arise in any apolication of Lagrangian relaxation. a separace section is devored to each one. In some cases (issues (1) and (3)) general theoretical results are availabie. But more often, the "answers" to the questions we have posed must be extrapolated from computational experience or theoretical results that have been obtained for specific applications.
```


## 5. Existing ADplications

Table 1 is a compilation of the applications of Lagrangian relaxation of which I am aware. I have not attempted to include algorithms, like those given in $[4]$ and [7]. that are described without reference to Lagrangian relaxation, but can be described in terns of Lagrangian relaxation with sufficient insight.

Nor have I included references describing applications of the algorithms in Table 1. For example, reference [37] describes a
table 1
APDIECATICNS OF LAGRANGIAN RELAXATICN

successful application of the Lagrangian relaxation in [10] to a spectalized uncapacitated location problem involving data clustefing. Finally, the breadth and developing nature of this fieid makes it certain that other omissions exist. I would be happy to learn of any applications that $I$ have overlooked.

This list speaks for itself in terms of the range of hard problems that have been addressed and the types of embedded structures that have been exploited in Lagrangian problems. Most of chese structures are well-known but two require comment. The pseudo-polqnomial dynamic programing problems arising in scheduling are similar to the 0 - 1 knapsack prodem if we regard the scheduling horizon as to the knapsack size and the set of jobs to be scheauled as the set of items available for packing. The notation VUB stands for "variable upper bound" [41] and denotes a problem structure in which some variables are upper bounced by other 0 - 1 variables. An example of this stracture is given in Section 7.
6. Determining $u$

It is clear that the best choice for $u$ would be an optimal solution to the dual problem

$$
\begin{equation*}
Z_{D}=\max _{u} Z_{D}(u) \tag{D}
\end{equation*}
$$

Most schemes for determining u have as their objective finding optimal or near optimal solutions to (D).

Problem (D) has a number of important structural properties that make it feasible to solve. We have assumed that the set $x=$ $\left\{x \mid D x \leq e, x \geq 0\right.$ and integral\} of feasible solutions for (LR ${ }_{u}$ ) is Einize, so we can represent $x$ as $X=\left\{x^{t}, \pm=1, \ldots, 2\right\}$. His
allows us to express (D) as the Eollowing linear program with nany constraints.

$$
\begin{align*}
& z_{D}=\max w \\
& w \leq c x^{t}+u\left(A x^{t}-b\right), t=1, \ldots, T \tag{I}
\end{align*}
$$

The LP dual of ( $\bar{D}$ ) is a linear program with many columns.

$$
\begin{gather*}
z_{D}=\operatorname{ain} \sum_{t=1}^{T} \lambda_{t} c x^{t} \\
\sum_{t=1}^{T} \lambda_{t} A x^{t}=b  \tag{P}\\
\sum_{t=1}^{T} \lambda_{t}=1 \\
\quad i_{t} \geq 0, t=1, \ldots, 2
\end{gather*}
$$

Problem (미) with if required to be integral is equiralent to (D), although ( $\overline{\mathrm{P}}$ ) and (LP) generally are not equivalent problems.

Borh $(\bar{D})$ and $(\bar{P})$ have been important constructs in the formulation or algorithms for (D). Problem ( $\overline{\mathrm{D}}$ ) makes it apparent that $z_{0}(u)$ is the lower envelope or a finite family of linear functions. The form of $Z_{D}(u)$ is shown in $\overline{\text { Figure }} \mathrm{I}$ for $m=1$ and $T=4$. The Eunction $Z_{D}(u)$ has all the aice properties, like continuity and concavity, that nake life easy for a hill-climbing algorithm, excepr one-EiEferenciability. The Eunction is nonaiEferenciable at any $\overline{4}$ where ( $L R_{\mathrm{j}}$ ) has multiple optima. Althougn it is differentiable almost everywhere, it generally is nondifferentiable at an optimal point.


The Form of $Z_{J}(u)$

An m-rector $Y$ is called a subgradient of $Z_{D}(u)$ at $\bar{u} \ddagger f$ it satisfies

$$
Z_{D}(u) \leq Z_{D}(\bar{u})+Y(u-\bar{u}) \text {, for all } u
$$

It's apparent that $Z_{D}(u)$ is subaifferentiable everywhere. The vector $\left(A x^{t}-\dot{b}\right)$ is a subgradient at any $u$ for which $x^{t}$ solves
(LR $R_{1}$ ). Any other subgradient is a convex
combination of these primitive subgradients. Nith this gerspective, the well-kncwn result that $u^{*}$ anc $\lambda^{*}$ are optimal For $\langle\overline{\bar{J}})$ anc $(\overline{\mathrm{Z}})$ if and only if they are teasible and satisfy a complementary slackness condition can be seen to be equivalent to the obvious Eact chat $u^{*}$ Is optimal in (D) if and only if 0 is a subgradient of $Z_{D}$ ( 1 ) at $u^{*}$.

Stimalated in large part by apolicarions in Lagrangian relaxation, the field of nondiEferentiable optimization using subgradients has recently become an important topic of study in its own rigit with a large and growing literature. Our review of algorithms for (D) will be brief and limited to the following three approaches that have been popular in Lagrangian relaxation applications: (1) the subgradient method, (2) various versions of the simplex method implemented using colum generation techniques, and (3) mentiplier adjustment methods. References [17] and [29] contain general discussions on the solution of (D) within the context of Lagrangian relacation. Reference [2] is a good general source on nondifferentiable optimization.

The subgradient method is a brazen adaptation of the gradient method in winch gradients are replaced by subgradients. Given an initial value $u^{0}$ a sequence $\left\{u^{k} ;\right.$ is generated by the rule

$$
u^{k+1}=u^{k}+t_{k}\left(A x^{k}-b\right)
$$

where $x^{k}$ is an optimal solution to (LR $k$ ) and $t_{k}$ is a positive scalar step size. Because the subgradient method is easy to program and has worked well on many practical problems, it has become the most popular method for (D). Thare have also been many paperg, sach as Camerini, et al.,[6], that suggest improvements to the basic relaxation method.

Computational performance and theoretical convergence properties of the subgradient method are discussed in Hela, wolfe and Crowder [29: and their references, and in several references on nondifferentiable optimization, particularly Goffin [25]. The fundamental theoretical result is that $z_{D}\left(u^{k}\right) \rightarrow z_{D}$ if $t_{k} \rightarrow 0$


$$
\epsilon_{k}=\frac{i_{k}\left(z^{*}-z_{D}\left(u^{k}\right)\right)}{\| A x^{k}-\left.b\right|^{2}}
$$

where $\lambda_{k}$ is a scalar satisfying $0<\lambda_{k} \leq 2$ and $Z^{*}$ is an upper bound on $z_{0}$ frequently obtained by applying a heuristic to ( $P$ ). Justification of this formula is given in [29]. Often the sequence $\lambda_{k}$ is determined by setting $\lambda_{0}=2$ and haiving $\lambda_{k}$ whenever $z_{D}(u)$ has failed to increase in some fixed number of iterations. This rule has perforned well empirically, even though it is not guaranteed to satisfy the sufficient condition given above for optimal convergence.

Unless we obtain a $u^{k}$ Eor which $Z_{D}\left(u^{k}\right)$ equals the cost of $a$ known feasible solution, there is no way of proving optimality in the subgradient method. To resolve this difficulty, the method is usually terminated upon reaching an arbitrary iteration limit. Usually $u^{\circ}=0$ is the most natural choice but in some cases one can do better. The generaiized assignment problem is a sood example. Assuming $e_{i j}>0$ for all $i j$, the solution $x=0$ is optimal in ( $L R_{u}$ ) for any $u$ satisifying $u_{j} \leq c_{i j}$ for all i and $j$. Setting $u_{j}^{0}=\min c_{i j}$ is thus a natural cinoice. It is clearly better than $u^{\circ}=0$ and, in fact, maximizes the lower bound over all $u$ for which $x=0$ is optimal in ( $\left(R_{u}\right)$.

Another class of algorithms for (D) is based on applying a variant of the simplex method to ( $(\mathrm{I})$, generating an appropriate entering variable on each iteration by solving ( $L R_{u}$ ), where $\bar{u}$ is the curfent value of the simplex multipliers. Of course, using the grimal simplex method with column generation is an approach with a long history [24]. However, this approach is known to converge very
slowly and does not produce monotonically increasing lower bouncis. These deficiencies have prompted researchers to devise colum generation implementations of dual forms or the simplex method, specifically the dual simplex method (Fisher [15]) and the primal-dual simplex method (Fisher, Northup, Shapiro [17]). The primal-dual simplex method can also be modified slightly to make it the method of steepest ascent for (D). Hogan, Marsten and Blanicenship [30] and Marsten [33] have had success with an interesting modification of these simplex approaches that they call BoxsTEp. Beginning at given $u^{\circ}$, a sequence ( $u^{k}$ \} is generated. To obtain $u^{k+1}$ from $u^{k}$, we first solve ( $\bar{D}$ ) with the additional requirement that $\left|u_{i}-u_{i}{ }^{k}\right| \leq 0$ for some fixed positive $\delta$. Let $\vec{u}$ denote the optimal solution to this problem. If $\left|u_{i}^{k}-u_{i}{ }^{k}\right|<\delta$ for all $i$ then $\tilde{u}^{k}$ is optimal in (D). Otherwise set $u^{k+1}=u^{k}+t_{k}\left(u^{k}-u^{k}\right)$ where $q_{k}$ is the scalar that solves

$t$

This line search problem is easily solved by Fibonacci methods.

Generally, the simplex-based methods are harder to program and have not performed quite so well computationally as the subgradient method. They should not be counted out, however. Further research could produce attractive variants. We note also that the dual, primal-dual and BOXSTEP methods can all be used in tandem with the suogradient method by initiating them with a point determined by the
subgradient method．Using them in this Easinon to Einisin off a Eual optinization probably best exploits their comparative advantages． The third approach，multiplier adjustment methods，are speciailzed algorithms for（D）thar expioit the structure of a parficular application．In these methods，a sequence $u^{k}$ is generated by the rule
$u^{k+1}=u^{k}+t_{k} d_{k}$ where $t_{k}$ is a positive scalar and $d_{k}$ is a direction．To decemmine $d_{k}$ we define a finite and usually small set of primitive directions $S$ Eor which it is easy to evaluate the directional derivative of $z_{D}(u)$ ．Tsually directions iz S involve changes in only one or two multipliers．For directions in $S, \pm t$ should be easy to determine the diractional derivative of $Z_{D}(u)$ ． Directions in $S$ are scamed tn flxed order and $d_{k}$ is caken to be either the first direction found along which $Z_{D}(u)$ fncreases or the direction of steepest ascent with $S$ ．The step size $t_{k}$ carn be chosen alther to maximize $Z_{D}\left(u^{k}+t d_{k}\right)$ or to take us to the first point at which the directional derivative changes．If $S$ contains no f⿴囗十丌贝Lg direction we termate，which，of course，can happen prior to Einding an optimal solution to（D）．

Successful implementation of primitive－direction ascent for a particular problem requires an artiul specification of che set $S$ ． S should be manageably swall，but still include directions that allow ascent to at least a near optimal solution．Feld and Rarp［27］ experimented with primitive－direction ascent in their early work on the traveling salesman problem．They had limited success using a set $S$ consisting of all positive and negative coordinare vectors． This seemed to discourage other researchers for some time，but recently Erlenkotser［1I］devised a multiplier adjustrent method fcr the Lagranglan relaxation of the uncapacitated location problem
given in [10] in the case where the number of facilities located is unconstrained. Although discovered independently. Erlenikotter's algorithm is a variation on a method of Bilde and Krarup that was first described in 1967 in a Danish working paper and later published in English as [4]. While there has been no direct comparison, Erlenkotrer's method appears to perform considerably better than the subgradient method. Fisher and Hochbaum [19] have experimented with maltiplier adjus fent for another location problem and found the method to work well, but not quite so well as the subgradient method. Fisher, Jaikumar, and Van Wassenhove [21] have successfully developed a multiplier adjustment method for the generalized assignment problem in which one multiplier at a time is increased. This method has led to a substantially improved algorithm for che generalized assignment problem.
7. How Good are the Bounds?

The "answer" to this question that is available in the literature is completely problem-apecific and largely empirical. Most of the empirical results are sumarized in Table 2. Each line of this table corresponds to a paper on a particular application of Lagrangian relaxation and gives the problem type, the source in which the computational experience is given, the number of problems attempted, the percentage of problems for which a $u$ was discovered with $Z_{D}(u)=Z_{D}=2$, and the average value of $Z_{D}\left(u^{*}\right) \times 100$ divided by the average value of $Z$, where $Z_{D}\left(u^{*}\right)$ denotes the largest bound discovered for each problem instamce. Except as noted for the generalized assigment problem, all samples fncluded a reasonable umber of large proilems. In some cases the sample included significantly larger problems than had been previously attempted. Frequently, standard test problems known for their difficulty were included. Table 2 is based or the
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| Problem Type Source | Number of Problems Solved | Percentage of Problems With $z_{D}=2$ | $\frac{\text { ave. } z_{D}\left(u^{*}\right)}{\text { Ave. } z} \times 100$ |
| :---: | :---: | :---: | :---: |
| TRAVETING SALES:MAN |  |  |  |
| Symmerric [28] | 18 | 55.5 | 99.5 |
| Asymetric [3] | 3 | 0.0 | 27.3 |
| SCHEDULING |  |  |  |
| $\begin{aligned} & \text { a/m weighted } \\ & \text { Tardiness } \end{aligned}$ | 8 | 37.5 | 96.2 |
| 1 Machine Weignted Tardiness | 63 | 49.2 | 29.6 |
| Power Generation <br> Sustems <br> [36] <br> 15 $0.0$ |  |  |  |
| GZNERAL IP [17] | 11 | 0.0 | 83.2 |
| LOCATION |  |  |  |
| Uncapacitated [10] | 33 | 50.6 | 39.9 |
| Capacitated [23] | 6 | 50.0 | 29.7 |
| Jatabases in Computer Networks | 29 | 51.7 | 95.9 |
| GENERALIZED ASSIGNMENT |  |  |  |
| Lagrangian* <br> Relaxation 1 <br> [8] | 249** | 96.0 | 99.3 |
| Lagrangian* <br> Relaxation 1 [21] | $249 *$ 15 | 80.0 | 98.5 |
| $\begin{aligned} & \text { Lagrangiar* } \\ & \text { aelaxation } 2 \quad \text { [ } 9] \end{aligned}$ | 249** | 0.0 | 63.1 |

*See Section 3. Eor a definition of Lagrangian rolaxations 1 and ?. **Mostly small sroblems. The largest had $m=7$ anc $\mathrm{m}=17$.
:esults =eported in each =eference Eor all problens Zor which compiete
informarion was given. Of course. Table 2 gives highly aggregared informa-
=Ion, and interested readers are urged to corsult the appropriare zefierences.

These results provide overwhelaing evidence that the bouncs
provicec by Eagrangian relaxation are extremely sinare. If is
natural to ask why Lagrangian bounds are so sharp.
I am aware of only one analytic result that even begins to answer this question. This result was developed by Comuejols. Fisher and Nemhauser [10] for the K-median problem.

Given $n$ possible facility locations, markets, and a nonnegative value $c_{i j}$ for serving market $i$ from a facility at location j, the K-median problem asks where $K$ facilities should be located to maximize total value. Let

$$
\begin{aligned}
& y_{j}=\left\{\begin{array}{l}
1, \text { if a facility is placed in location } j \\
0, \text { otherwise }
\end{array}\right. \\
& x_{i j}=\left\{\begin{array}{l}
1, \text { if market } i \text { is served from location } j \\
0, \text { otherwise } .
\end{array}\right. \\
& \text { If } y_{j}=0 \text { we must have } x_{i j}=0 \text { for all i. Thus the K-median } \\
& \text { problem can be formulated as the integer program }
\end{aligned}
$$

$$
\begin{align*}
& z=\max \sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j}  \tag{5}\\
& \sum_{j=1}^{n} x_{i j}=1, i=1, \ldots, m \tag{6}
\end{align*}
$$

$$
\begin{equation*}
\sum_{j=1}^{n} y_{j}=x \tag{7}
\end{equation*}
$$

$$
\begin{align*}
& \nu-x_{i j} \leq Y_{j} \leq 1, \quad \text { Eor all }: \text { and } j  \tag{8}\\
& x_{i j} \text { and } y_{j} \text { integral, for all } i \text { and } j \tag{9}
\end{align*}
$$

A Lagrangian relaxation is obtained by dualizing constraints (6).

$$
\begin{aligned}
& z_{g}(u)=\left.\max \sum_{i=1}^{m} \sum_{j=1}^{n} c_{i j} x_{i j}+\sum_{i=1}^{m} u_{i} \sum_{j=1}^{m} x_{i j}-1\right) \\
& \text { subjec: to (7), (8) and (9) } \\
&= \max \sum_{i=1}^{m} \sum_{j=1}^{n}\left(\varepsilon_{i j}+u_{i}\right) x_{i j}-\sum_{i=1}^{m} u_{i} \\
& \text { subject to (7), (8) and (9). }
\end{aligned}
$$

This problem has the $0-1$ VUB structure described in Section 4. To solve, we first observe that the vub constraints (8) and the obiective of the Lagrangian problem imoly that

$$
x_{i j}= \begin{cases}y_{j}, & \text { if } \varepsilon_{i j}+u_{i} \geq 0 \\ 0, & \text { otherwise }\end{cases}
$$

Hence, defining $\bar{c}_{j}=\sum_{i=1}^{m} \max \left(0, c_{i j}+u_{i}\right)$, optimal $y_{j}$ 's must solve

$$
\begin{aligned}
& \max \sum_{j=1}^{n} \bar{c}_{j} Y_{i} \\
& \sum_{j=1}^{3} y_{j}=k \\
& Y_{j}=\partial \text { or } i, j=1, \ldots, n
\end{aligned}
$$

which is a trivial problem.
Let $Z_{D}=\min Z_{D}(u)$ and assume $Z_{D}>0$. Cornuejols, Fisher and Nemhauser [10] proved that $\left(Z_{D}-z\right) / Z_{D} s\left(\frac{K-1}{K}\right)^{K}<\frac{1}{e}$ and exhibited examples that show this bound to be the best possible.

This is an interesting first step towards understanding why Laqrangian relaxation has worked well an so many problems. Eurther study of this type is needed to understand and better exploit the power of Lagrangian relaxation.

## 8. Selecting Between Competing Relaxations

Two properties are important in evaluating a relaxation: the sharpness of the bounds produced and the amount of computation required to obtain these bounds. Usually selecting a relaxation involves a tradeoff between these two properries: sharper bounds require more time to compute. It is generally difficult to know whether a relaxation with sharper bounds but greater computation time will result in a branch and bound algorithm with better overall perfomance. However, it is usually possible to at least compare the bounds and computation requirements for different relaxations. This will be demonstrated for the generalized assignment example.


that relaxation 1 produces much sharper bounds than zelaxation 2. This observation can be verified using an analytic result given by Geoffrion [22]. This result will also allow us to compare $Z_{D 1}$ and $Z_{D 2}$ with $z_{L P}^{G A}$. The result states that in general $Z_{D} \geq z_{L P}$. Conditions are also given for $Z_{D}=Z_{L P}$. The fact that $Z_{D} \geq Z_{L P}$ can be established by the following series of relations between optimization problems.

$$
\begin{aligned}
z_{D} & =\max _{u}\left\{\begin{array}{cc}
\min & c x \\
x & +u(A x-b)
\end{array}\right\} \\
& \text { s.t. } \quad D x \geq e \\
& x \geq 0 \text { and in regral } \\
& \geq \max _{u}\left\{\begin{array}{cc}
\min & c x+u(A x-b) \\
x & \\
& \text { s.t. } \quad D x \geq e \\
& x \geq 0
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
\text { (By LP duality) }=\max _{u} & \max _{v \geq 0} \\
& \text { s.t. ve }-u b \\
& v D \leq e+u A
\end{aligned}
$$

$$
\begin{aligned}
\text { (By LP duality) }=\frac{\min }{x} \quad & \text { cx } \\
\text { s.t. } A x & =b \\
D x & \geq e \\
x & \geq 0
\end{aligned}
$$

$=Z_{L P}$

This logic also reveals a sufficient condition for $Z_{D}=Z_{P D}$. Namely, $z_{D}=z_{L P}$ whenever $z_{D}(u)$ is not increased by removing the integrality restriction on $x$ from the constraints of the Lagrangian problem. Geoffrion $\{22\}$ calls this the integrality property.

Applying these results to the generalized assignment problem establishes that $Z_{D 1} \geq Z_{D 2}=z_{I p}$ since the second Lagrangian relaxation has the integrality property while the first does not.

It should be emphasized that the integrality property is not defined relative to a given problem class but relative to a given integer programming formulation of a problem class. This is an important distinction because a problem often has more than one formulation. The Lagrangian relaxation of the X -median problem given in Section 7 has the integrality property if one takes ( P ) to be formulation (5) - (9). This fact alone is misleading since there is another formulation of the $K \rightarrow$ median problem in whicin constraints (9) are replaced by

$$
\begin{aligned}
& \sum_{i=1}^{m} x_{i j} \leq m y_{j}, j=1, \ldots, n \\
& 0 \leq x_{i j} \leq 1, \leq o r a l l i \text { and } j \\
& \left(8^{\prime} a\right) \\
& 0 \leq y_{j} \leq 1, j=1, \ldots, n
\end{aligned}
$$

This Eormulation is much more compact than (5) - (9) and is the one ised in most Lp-iased branch and bound algorithms for the $x-m e d i a n ~ p r o b l e m . ~$ The Lacrangian relaxation given previously can be defined equivalently in terms of this formulation but relative to this formulation, it does not have the integrality property. in Eact, i= is shown in [10] that

```
the Lagrangian bound }\mp@subsup{Z}{g}{}\mathrm{ , and the LP value of (5),(6).(7),(8),(9) a=e substantiail%
sharper than the IP value of (5), (6), (7), (8') and (9). Others
(Williams [45,46] and Mairs, et al [32]) have also noted that there are
Erequently alternative IP formulations for the same problem that have
quite different LP properties.
It is also worth noting that many other successful Lagrangian relaxations (1ncluding Held and Karp [27, 28], Etcheberiy [12], Etcheberry, et al. [13], and Fisher and Hochbaum [19]) have had the integrality property. For these applications Lagrangian relaxation was successful because the LP relaxation closely approximated (P) and because the gethod. used to optimize ( \(D\) ) (usually the subgradient metiod) was more powerful then methods available for solving the (generally large) ip relaxation \(o \bar{f}(P)\). The important message of these applications is that combinatorial optimization problems Ezequently can be formulated as a large \(I P\) whose iP relaxation closely approximates the \(I P\) and can be solved quickly by dual methods. To exploit this fact. suture research should be broadly construed to develop methods for solving the large structured ip's arising from combinatorial problems and to understand the properties of combinatorial problems that give rise
```

```
to good LP approximations. There has already been significant
research on methods other than Lagrangian relaxation for exploiting
the special stzucture of LP's derived from combinatorial pronlems.
Schrage [41], M11iotis [34, 35], and ChristoEides and Whitlock [Q]
have given clever ip solution methods that exploit certain types of
structure that are common in formulationsof combinatorial problems.
```


## 9. Eeasible Solutions

This section is concerned with using (LR ${ }_{u}$ ) to obtain feasible solutions for (D). It is possible in the course of solving (D) that a solution to $\left(L R_{U}\right)$ will be discovered that is feasible in ( $P$ ). Because the dualized constraints $A x=b$ are equalities, تhis solution is also optimal for ( D ). If the jualized constraints contair some inequalities, a Lagrangian problem solution can be feasible but nonoptimal for (P). However, it is rare that a feasible solution of either trpe is discovered. On rhe other hand, $\ddagger t$ often happens that a solution to (LR $)$ obtained while optimizing (D) will be nearly Eeasible for (2) and can de made Eeasible with some judicious tinkering. Such a method migint se called a jagrangian heuristic. After illustrating this approach for the generalizec assignment problem and ( $L \mathrm{Rl}_{\mathrm{u}}$ ), we will discuss computational experience with Lagrangian heuristics for other problems.

It is convenient to think of the generalized assignment problem as requiring a gacking of $n$ items into m knapsacks using each item exactly cnce. In $\left(L R I_{u}\right)$ the constraints $\sum_{i=1}^{m} x_{i j}=i, j=1, \ldots, n$ zecuiring that each item be used exactly once are dualized and may be riolared. Jet $\bar{x}$ denote an optimal solution to (LR_). Partition $\mathrm{N}=\{1, \ldots, \operatorname{n}\}$ into تhree sets defined by

$$
\left.\begin{array}{l}
s_{i}=\left\{j \in J \mid \sum_{i=1}^{m} \bar{x}_{i j}=0\right.
\end{array}\right\}
$$

The constraints of $(P)$ winch are violated by $\bar{x}$ correspond to $j E S_{1} \cup S_{3}$. We wish•to modify $\hat{x}$ so that these constraints are satisfied. This is easy for a $j \in S_{3}$. Simply remove item $j$ from all but one knapsack. A variety of rules could be used to determine in which knapsack to leave item j. For example, it would be reasonable to choose the knapsack that maximizes $\frac{u_{i}-c_{i j}}{a_{i j}}$.

To complete the construction of a feasible solution it is only necessary to assign items in $S_{1}$ to knapsacks. Mhile there is no guarantee that this can be done, the chances of success should be good mless the knapsack constraints are very tight. Many assignment rules are plausibie, such as the following one that is motivated by $b=n$ packing heuristics. Order items in $S_{1}$ by decreasing value of $\sum_{i=1}^{m} a_{i j}$ and olace each $i$ tem in turn into a knapsack with sufficient capacity that maximizes $\frac{u_{i}-c_{i j}}{a_{i j}}$.

Several researchers have reported success using Lagrangian problem solutions obtained during the application of the subgradient method to construct prinal feasible solutions. For example, this is easy to do fo: the $K$-median problem. Let $\bar{x}, 7$ denote $a$ feasiole solution to the

10. Using Lagrangian Reiaxation
in Branch and 3ound
The issues involved in designing a brancin and bound algorithm that uses a Lagrangian relaxation are essentially the same as those that arlse when a linear programing relaxation is used. Some of these issues are illustrated here for the generalized assigmment problem and ( $\mathrm{LR} 1_{u}$ ) derived in Section 3.

A natural brancining tree for this problem is illustrated in Figure 2. This tree exploits the structure of constraints (2) by selecting a particular index $j$ when branching and requiring exactly one variable in the set $x_{i j}, i=1, \ldots, m$ to equal 1 along each branch.

A Lagrangian relacation (presumably $L 2 I_{1}$ given the discussion in Section 8) can be used at each node of this tree to obtain lower bounds and feasible solutions.


Partial Branching Tree for The Generalized Assionment Problem aith m $=3$.

We note that the Lagrangian problem deiined at a particular node of this tree has the same structure as (LR1 ${ }_{u}$ ) andi is no harder to solve. This is an obvious property that aust hold Eor any application. Sometimes it is desirable to design the brancining mles to achieve this oroperty (e.g., Held and Karp [28]).

There are several tactical decisions that must be made in any branch and jound scheme such as whicn node to explore next and what indices $\left(j_{1}, j_{2}\right.$ and $j_{3}$ in Eigure 2$)$ to use in branching. Lagrangian relaxation can be used in making tinese decisions in much the same way
that linear progranming would Ee used. Eor example, we migit sioose to jrancin on an index for which ${\underset{y}{u}}_{\left(\sum_{i=1}^{m} x_{i j}-1\right) \text { is iarge in the current }}$ Lagrangian problem solution in order to strengthen the bounds as much as possible.

Einally, we note that the method for optimizing (D) must ie carefully integrated into the branch and bound algorithm to avoic doing unnecessary work when (D) is reoprimized at a new node. $A$ common strategy when using the subgradient method is to take $u^{\circ}$ ecual to the temminal value of $u$ at the previous node. The subgradient method is then $n$ fur a Eixed number of iterations that depends on the Eype or node being explored. At the first node a large numer of iterations is used. Nhen brancining down a small number is used, and when backtracking, an intermediate number.


#### Abstract

11. Conclusions and Future Research Direceions

Lagrangian relaxation is an important new computational sechnique In the management scientist's arsenal. This paper has docmented a number of successful applications of this cechnique, and hopefully wil inspire other applications. Beside further applications, what opportunities for further research exist in this area? The most obvious is development of more powerful technology for optimizing the nondifferentiable dual function. Nondifferentiable optimization has become an important general research area that surely will continue to grow. One corner of this area chat seems to hold graat promise for Lagrangian relaxation is the development of multiplier


```
adiustment methods of the Erpe described at the end of section 6.
The enormous success that has been obtained with this approach
on the uncapacitated locarion [II] and the generalized assignment
problems [21], suggests that it should be tried on other problems.
Two other research areas that deserve further attention are the
development and analysis of Lagrangian heuristics as described in
Section 9 and the analysis (worst-case or probabilistic) of the
quality of the bouncs produced by Lagrangian relaxation as discussed
En Section 7 and [10].
```
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# AN ITERATIVE LINEAR PROGRAMMING ALGORITHM BASED ON THE MODIFIED LAGRANGIAN* 

E.G. Gol'shtein<br>Central Economic Mathematical Institute<br>USSR Acaderny of Sciences<br>Moscow

Current LP solution algorithms are of two types: finite - such as the simplex method and iterative - which after a finite number of iterations give only an approximate solution. The main shortcoming of iterative methods to date is their slow rate of convergence. This paper describes an iterative LP algorithm which seems to have a satisfactory practical convergence rate. Naturally, the ultimate conclusion regarding its computational efficiency can be reached only after its widespread use in practice.

[^23]
## 1. INTRODUCTION

Economic models developed to describe the processes of economic activity on various levels involve many problems concerning choice of an optimal decision from amongst possible alternatives. Such problems involve a wide range of mathematical concepts amongst which are static and dynamical formulations, continuous and discrete variables, the constraints of simple and very complicated structures, and stochastic and deterministic approaches. Nevertheless, in spite of all these complications, practical problems are usually given a general formulation which is linear. To a large extent this is due to our ignorance regarding the mechanisms of economic processes as well as to difficulties in obtaining reliable data. In any case linear programming (LP) remains one of the most important practical techniques with which to treat decision problems.

The LP algorithms of today look rather powerful and sophisticated as a result of the widespread experience of many research workers.

Basically, there are two types of LP methods: finite and $\because t e r a t i v e . ~ F i n i t e ~ m e t h o d s ~ p r o v i d e ~ i n ~ p r i n c i p l e ~ t h e ~ p o s s i b i l i t y ~$ of finding an exact solution of the problem (to a specified machine precision) after a finite number of operations, while generally speaking, any finite number of operations by an iterative method gives only an approximate solution. The typical-and most famous--finite method is the simplex method, which is the foundation of most modern LP algorithms. The product form of the simplex method, together with special computational schemes involving reinversions, the rules for choosing pivot elements, prescaling of the initial data, and numerous additional procedures, are presently used in all the commercial LP packages for solving sparse large-scale problems. The fundamental role of the simplex method in LP packages is due to an advanced level of computational efficiency reached after the thirty odd years of its algorithmic development. However, some shortcomings of this highly popular method are well known. They are as follows: numerical instability, inconsistency in, and complexity of, schemes for avoiding ill-conditioned bases and reducing the data representing the inverse matrix, and awkwardness in taking the specific structure
of a problem into account.
Many attempts have been made to construct an efficient LP algorithm based on ideas different from the simplex method, in particular by using an iterative method. It is worth noting that algorithmic implementations of these iterative LP methods often do not require the computation of the inverse matrix, do allow compact representation and handy transformation of data, and are numerically stable-~i.e., they obviate the shortcomings mentioned above. Why then are iterative algorithms not widely used for practical LP problems? The reason lies in the very slow convergence of all known iterative algorithms; this is their main shortcoming. This report describes an iterative LP algorithm which seems to have a satisfactory practical rate of convergence. Naturally the ultimate conclusion concerning the efficiency of the algorithm can be reached only after obtaining widespread experience in practical use.

The following research workers of CEMI have taken part in developing this algorithm along with the author: E.P. Borisova, N.A. Sokolov, N.V. Tretyakov.
2. PROBLEM FORMULATION AND ALGORITHM OUTLINE

We consider the general LP problem in canonical form, i.e. in the form

$$
\begin{align*}
& L(x)=\sum_{j=1}^{n} c_{j} x_{j} \rightarrow \max ; \quad \sum_{j=1}^{n} a_{i j} x_{j}=b_{i}, \quad i=1,2, \ldots, m  \tag{1}\\
& x_{j} \geq 0,{ }_{j} .
\end{align*}
$$

The algorithm is based on using the simplest modified Lagrangian of problem (1):

$$
\begin{align*}
F_{x}(x, y) & =\sum_{j=1}^{n} c_{j} x_{j}^{j}+\sum_{i=1}^{m} y_{i} u_{i}(x)-\sum_{i=1}^{m} a_{i} u_{i}^{2}(x)  \tag{2}\\
& =\sum_{i=1}^{m} b_{i} y_{i}+\sum_{j=1}^{n} x_{j} p_{j}(y)-\sum_{i=1}^{n} a_{i} u_{i}^{2}(x),
\end{align*}
$$

where

$$
\begin{aligned}
u_{i}(x) & =b_{i}-\sum_{j=1}^{n} a_{i j} x_{j}, \quad i=1,2, \ldots, m, \\
p_{j}(y) & =c_{j}-\sum_{i=1}^{m} a_{i j} Y_{i}, \quad j=1,2, \ldots, n, \\
\alpha & =\left(\alpha_{1}, \alpha_{2}, \ldots, x_{m}\right) \text { is a penalty vector, } a_{i}>0 y i \\
x & =\left(x_{i}, x_{2}, \ldots, x_{n}\right), \quad y
\end{aligned}
$$

The values $u_{i}(x)$ and $p_{j}^{+}(y)=\max \left\{0, p_{j}(y)\right\}$ are called residuals of the corresponding contstraints of problem (1) and of the duai problem

$$
\begin{equation*}
\tilde{I}(y)=\sum_{i=1}^{m} b_{i} Y_{i} \rightarrow m i n, \sum_{i=1}^{m} a_{i j} Y_{i} \geq c_{j}, \quad j=1,2, \ldots n \tag{3}
\end{equation*}
$$

The vectors $u(x)=\left(u_{1}(x), u_{2}(x), \ldots, u_{m}(x)\right)$ and $p^{+}(y)=\left(p_{1}^{+}(y), P_{2}^{+}(y), \ldots, P_{n}^{+}(y)\right)$ are said to be the resiGuai vecoors of the primal and dual problems respectively.

The backbone of the algorithm is the well-studied (see [1-4]) dual method based on the modified Lagrangian (2). In this method the recursions

$$
\begin{equation*}
x^{s+1} \cong \underset{x \geq 0}{\operatorname{argmax}} F_{a}\left(x, y^{s}\right), \quad y^{s+1}=y^{s}-x_{0} u\left(x^{s+1}\right), \quad s=1,2, \ldots, \tag{4}
\end{equation*}
$$

with $x=\left(x_{0}, a_{0}, \ldots, x_{0}\right)$, are used to construct the sequences $\left\{x^{s}\right.$ \} and $\left\{y^{s}\right\}$, the first converging to a solution of (1) and tine second converging to a solution of (3).

The implementation of the scheme (4) involves a number of questions such as the following.

Which optimization method should be used to determine $x^{\text {s+1 }}$ for the fixed $y=y^{s}$ ?

What accuracy is required to solve the "auxiliary" problem of maximizing $F_{x}\left(x, y^{s}\right)$ over the positive orthant $x \geq 0$ ?

```
May one use the vector \(\alpha\) with identical components as in (4), or should these components be different?
Should the vector \(a\) be changed during the process of computation and if so how?
The description of the algorithm presented below answers these, and some other, questions. From the outset it is worth noticing that for algorithm efficiency we must use penalty vectors with different components which must be changed from one iteration to another as the results of current computation. This requirement in particular distinguishes the present algorithm from earlier implementations of (4) (see [5]).
When solving (1) by means of the suggested algorithm three sequences are constructed recursively, namely \(x^{k_{s}} \in E_{+}^{n}, y^{s} \in E^{m}\), \(\alpha^{s} \in\) int \(E_{+}^{m}\) (we use the notation \(E^{t}, E_{+}^{t}\) and int \(E_{+}^{t}\) respectively for the \(t\)-dimensional Euclidean space, the positive orthant of \(E{ }^{t}\) and the interior of \(E_{+}^{t}\) ).
The vector \(x^{k_{s}+1}\) is determined as the result of approximate solution of the auxiliary problem
```

$$
\begin{equation*}
F_{\alpha} s\left(x, y^{s}\right) \rightarrow \max , \quad x \in E_{+}^{n} \tag{5}
\end{equation*}
$$

with the starting point $x^{k_{s}}$ which has been found at the previous iteration

The vector $y^{5+1}$ is computed by the formula

$$
\begin{equation*}
y_{i}^{s+1}=y_{i}^{s}-\alpha_{i}^{s} n_{s} u_{i}\left(x^{k_{s}+1}\right), \quad i=1,2, \ldots, m \tag{6}
\end{equation*}
$$

where the parameter $h_{s} \in[0,1]$ is chosen to depend on the solution process of the auxiliary problem (5).

The penalty vector $a$ is recomputed according to the rule

$$
\alpha^{s+1}=p\left(x^{k_{s}}, x^{k_{s+1}}, y^{s+1}, x^{s}\right)
$$

 influences the efficiency of the algorithm.

Consider now the implementation of the scheme (5-7) in more detail.

## 3. AUXILIARY PROBLEM OPTIMIZATION

The alternating coordinate direction method (which is often called seidel's optimization method) was chosen for solving the auxiliary problem (5). This choice was made for the following reasons. First, the numerical implementation of the alternating coordinate direction method is very simple and fits naturally with data processing column by column (as used with the simplex method) --an important feature for large-scale LP problems (1) with n>>m. Secondly, the computational trials show that for the case of problem (5) this method is not much worse than methods (such as the conjugate gradient method) which are more ef£icient in general. A single iteration of the alternating coordinate direction method enailes us to obtain the vector $x^{t+1}$ from $x^{t}$ by solving $n$ onedimensional problems involving optimization of the function (2) in coordinates $x_{1}, x_{2}, \ldots, x_{n}$ with fixed $y=y^{s}, \alpha=\alpha^{s}$. The solution of each problem may be computed from the simple recursion:
$x_{j}^{t+1}=\max \left\{0, x_{j}^{t}+\left[p_{j}\left(y^{s}\right)+\sum_{i=1}^{m} \alpha_{i}^{s} a_{i j} u_{i}\left(x_{1}^{t+1}, \ldots, x_{j-1}^{t+1}, x_{j}^{t}, \ldots, x_{n}^{t}\right)\right] /\right.$

$$
\left.\sum_{i=1}^{m} \alpha_{i}^{s} a_{i j}^{2}\right\}
$$

where $t=k_{s}+\ell$ and $\ell$ is the current iteration number of the coordinate direction method used in solving (5).

Let $\ell_{s}$ be an integer such that $k_{s+1}=k_{s}+\ell_{s}$, that is $x^{k_{s}+\ell_{s}}$ is accepted to be $x^{k_{s+1}}$, an approximate solution of (5). The method of determining $\ell_{s}$, which is of great importance for the algorithms's efficiency, is based on using two criteria:
$A$ and/or $B$.

## Criterion A

$$
\begin{array}{ll}
\overrightarrow{\mathrm{p}}^{+}\left(\hat{Y}^{s+1}\right) & \leq c_{A}^{\cdot} \bar{u}\left(x^{t}\right) \\
\frac{2\left|F_{0}\left(x^{t}, \tilde{y}^{s+1}\right)-\tilde{L}\left(\tilde{y}^{s+1}\right)\right|}{\left|F_{0}\left(x^{t}, y^{s+1}\right)+\tilde{L}\left(\tilde{y}^{s+1}\right)\right|} \leq c_{A}^{n} \bar{u}\left(x^{t}\right)
\end{array}
$$

where: $\quad \tilde{y}^{s+1}$ is derived from $y^{s}$ according to (6), with $h_{s}=1$ and $x^{k_{s+1}}$ replaced by $x^{t}$,

$$
\vec{p}+\sum_{j=1}^{n} p_{j} / n \max \left\{i, c_{j}\right\},
$$

$$
\bar{u}=\sum_{j=1}^{m}\left|u_{i}\right| / m \max \left\{i,\left|b_{i}\right|\right\}
$$

$$
F_{0}(x, y)=F_{\alpha}(x, y), \text { with } \alpha=(0,0, \ldots, 0)
$$

and $\quad c_{A}^{\prime}$ and $c_{A}^{\prime \prime}$ are specified positive numbers.

Criterion A stops the solution process for (5) when the relative average residual in the constraints of the dual problem and the relative difference between the objective functions of the perturbed primal and dual problems become comparable with the relative average residual in the constraints of the primal problem. Notice that when $t \rightarrow \infty$ the left-hand sides of the inequalities in A tend to zero, while $\bar{u}\left(x^{t}\right)$ converges to a positive number, since $y^{\mathbf{s}}$ is not a solution of (3),

## Criterion B

where

$$
\begin{aligned}
& \Delta \bar{u}\left(x^{t}\right) \leq c_{B} \bar{u}\left(x^{t}\right), \quad \Delta \bar{u}\left(x^{t}\right) \leq \Delta \bar{u}\left(x^{t-1}\right), \\
& \Delta \bar{u}\left(x^{t}\right)=\sum_{i=1}^{m}\left|u_{i}\left(x^{t}\right)-u_{i}\left(x^{t-1}\right)\right| / m \cdot \max \left\{1,\left|b_{i}\right|\right\}
\end{aligned}
$$

and $\quad c_{B}$ is a specified positive number.

Criterion B stops the solution process for (5) when the vector $u\left(x^{t}\right)$ which determines the direction for adjusting the vector $y^{s}$, becomes stable.

To avoid too many iterations in solving the auxiliary problems, the algorithm implimentation is also provided with an iteration count "cut-off" $\ell_{\max }=\ell_{\max }(n)$, which depends on the dimension $n$ of the vector $x$.

The number $\ell_{s}$ of alternating coordinate direction method iterations performed to find an approximate solution of the auxiliary problem (5) is $\ell$ the minimal number of iterations after which at least one of the criteria $A$ or $B$ holds if $\ell<\ell_{\text {max }}$; otherwise $\ell_{s}=\ell_{\max }$.

## 4. PENALTY VECTOR UPDATE

The details of the method for updating the penalty vector a, given in general form by (7), is also critical for efficiency of the suggested algorithm.

Set

$$
u^{s}=u\left(x^{s}\right), \bar{u}^{s}=\bar{u}\left(x^{s}\right), p^{s}=p^{+}\left(y^{s}\right), \bar{p}^{-s}=\bar{p}^{+}\left(y^{s}\right), \quad s=1,2, \ldots
$$

After termination of the auxiliary problem (5) solution process, we transform $\alpha^{s}$ into $\alpha^{s+1}$ according to the following formulae:

$$
\begin{align*}
& \hat{D}_{i}^{s}=\alpha_{i}^{s} D\left(\frac{\left|u_{i}^{s+1}\right|}{\bar{u}^{s+1}}\right), \quad i=1,2 \ldots, \ldots,  \tag{8}\\
& Y_{i}^{s}=\frac{2_{i}^{s} \sum_{i=1}^{m} \alpha_{i}^{s}}{\sum_{i=1}^{m} \beta_{i}^{s}} n_{s}^{m} \times\left(\frac{\bar{u}^{s}+1}{\bar{p} s+1}\right) \quad i\left(\frac{\bar{u}^{s+1}}{\bar{u}^{s}}\right) \quad, \quad i=1,2, \ldots, m
\end{align*}
$$

$$
\begin{equation*}
a_{i}^{s+1}=\pi_{\left[c_{1}, c_{2}\right]}\left(r_{i}^{s}\right) \quad, \quad i=1,2, \ldots, m \tag{10}
\end{equation*}
$$

The function $\phi$ in ( 8 ) changes the components of the penalty vector proportional to the relative residuals in the constraints of the primal problem.

The role of formula (9) is to change the norm of the penalty vector. The factor $\eta_{s} \in[0,1]$ decreases the norm of $\alpha$ when too many iterations are required in solving the auxiliary problem (5) to the accuracy determined by the criteria A or B. Thus

$$
\eta_{s} \begin{cases}=1, & \text { if } \ell_{s}<\ell_{\max }, \\ \in(0,1), & \text { if } \ell_{s}=\ell_{\max } .\end{cases}
$$

The functions $x$ and $\psi$ change the norm of the penalty vector in relation to, respectively, the ratio of the current average relative residuals of the primal and dual problems, and the ratio of the average relative residuals of the primal problem provided by two successive iterations. Finally, the penalty coefficients are projected onto the closed interval $\left[c_{1}, c_{2}\right]$ denoted by the projection operator $\Pi$ in (10), the positive numbers $c_{1}$ and $c_{2}$ being the minimal and maximal admissible values of $x_{i}^{s}$ respectively.

The functions involved in (8), (9) were chosen as follows:

$$
\begin{aligned}
& \phi(t)= \begin{cases}1 & 0 \leq t<1 \\
1+k_{\phi} \cdot(t-1) & 1 \leq t \leq m_{\phi} \\
\phi\left(m_{\phi}\right) & t>m_{\phi}\end{cases} \\
& x(t)= \begin{cases}1+k_{x} \cdot(t-1) & 1 \leq t \leq m_{x} \\
x\left(m_{X}\right) & t>m_{x}\end{cases} \\
& \psi(t)= \begin{cases}1+k_{\psi} \cdot(t-1) & 1 \leq t \leq m_{\psi} \\
\psi\left(m_{\psi}\right) & t>m_{\psi}\end{cases}
\end{aligned}
$$

where

$$
k_{\phi}, k_{k}, k_{\psi} \in(0,1) \quad, \quad m_{\phi}, m_{x}, m_{\psi}>1 .
$$

## 5. CURRENT DUAL VECTOR UPDATE

To complete the description of the algorithm implementation, a few comments are in order concerning the formula (6) for updating $y^{s}$ to yield $y^{s+1}$. The parameter $h_{s}$ entering (6) is determined according to the conditions at termination of the auxiliary problem (5) solution process. Namely, we set $h_{s}=1$ if either criterion A or $B$ is satisfied at termination (i.e., if $\ell_{s}<\ell_{\text {max }}$ ) and set $h_{s}=h \varepsilon(0,1)$ otherwise (i.e. when $\left.\ell_{s}=\ell_{\text {max }}\right)$. Thus the parameter $h_{s}$ decreases the step-size in the direction $u\left(x^{k_{s}+1}\right)$ when the solution accuracy for (5) is not high enough.
6. COMPUTATIONAL EXPERIENCE

Next we present the results of some trial computational experience with the suggested algorithm.

For all the test problems starting values of $x, y$ and a were taken as follows:

$$
\begin{array}{ll}
x^{1}=0, & y^{1}=0, \\
x^{1}=(\bar{x}, \bar{x}, \ldots, \bar{x}) \\
\bar{x}=1 / \max _{1 \leq j \leq n} \sum_{i=1}^{m}!a_{i j} i, \quad\left(k_{1}=1\right) .
\end{array}
$$

A preliminary normalization of the test problems in the form (1) was also used. Basically it consisted of transforming each problem in the form (1) into an equivalent problem in the same form but having identical averages of the coefficients $\left|a_{i j}\right|,\left|b_{i}\right|$ and $i c_{j}{ }^{\dagger}$.

Table 1 summarizes the results of solving 5 practical Lp problems of the size given in the Eirst column. Each of the next five columns of Table 1 presents the computational effort required for solving the problems from the initial values to within an accuracy of $E x$, the values of $\varepsilon$ being indicated in the upper positions of each column.

| $n \times m$ | $10-15 x$ | $5-8 x$ | $3-5 x$ | $2-3 x$ | $1-1.5 \%$ | Simplex <br> Iterations |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $18 \times 11$ | $5(5)$ | $14(12)$ | $14(12)$ | $15(13)$ | $21(15)$ | 12 |
| $59 \times 13$ | $13(7)$ | $18(10)$ | $31(15)$ | $31(15)$ | $44(17)$ | 20 |
| $88 \times 33$ | $29(11)$ | $29(11)$ | $35(12)$ | $35(12)$ | $57(15)$ | 33 |
| $113 \times 83$ | $90(23)$ | $90(23)$ | $97(24)$ | $97(24)$ | $103(25)$ | 129 |
| $352 \times 166$ | $383(155)$ | $457(170)$ | $486(176)$ | $490(178)$ | $578(199)$ | 684 |

Table 1. Computational Results for Five Practical LP Problems

The accuracy of the solutions has been estimated as follows:

$$
\begin{aligned}
\varepsilon & =\max \left\{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right\} \\
\epsilon_{1} & =\frac{\left|c^{\prime} x^{k_{s}}-b^{\prime} y^{s}\right|}{\left|c^{\prime} x^{k_{s}}+b^{\prime} y^{s}\right|} \cdot 200 \\
\varepsilon_{2} & =100 \cdot \max _{i}\left(u_{i}\left(x^{k_{s}}\right) / \max \left\{1,\left|b_{i}\right|\right\}\right) \\
\varepsilon_{3} & =100 \cdot \max _{j}\left(p_{j}^{+}\left(y^{s}\right) / \max \left\{1,\left|c_{j}\right|\right\}\right.
\end{aligned}
$$

The computational effort required to solve a test problem to the specified accuracy is presented in Table 1 in the intersection of the corresponding column and row. It is measured by the number $k_{s}{ }^{-1}$ of iterations required for the determination of $x^{k_{s}}$ using the alternating coordinate direction method. The number s-1 of updates of the vector $y$ is given in brackets. The last column of Table 1 contains the number of iterations required to solve the same test problems using a modern version of the revised simplex algorithm in product form. As is seen by inspection of Table 1 the suggested algorithm enables us to find sufficiently accurate solutions of the given problems in a number of iterations comparable to that required by the simplex method. (Note that an iteration of the simplex method is more complicated than one of our
solutions of the given problems in a number of iterations comparable to that required by the simplex method. (Note that an iteration of the simplex method is more complicated than one of our algorithm.)

It is well known that the simplex method has worst-case exponential complexity. This arises from the fact that for certain Ip problems it must look through all, or almost all, vertices of the feasible polyhedron. It is thus quite natural to try using the suggested iterative algorithm to solve such "difficult" $\mathrm{L} P$ problems.

In view of this a special family of LP problems depending on a positive integer parameter $m$ has been considered. The problem corresponding to each fixed $m$ involves $2 m$ nonnegative variables subject to m equality constraints and its feasible polyhedron has $2^{\text {in }}$ vertices. The problems considered have the property that starting from the natural basis the simplex method will look through all feasible vertices. The results of applying the new algorithm to some problems of this family are given in Table 2 in the same format as in Table 1.

| $m$ | $10-15 \%$ | $5-8 \%$ | $3-5 x$ | $2-3 x$ | $1-1.5 \%$ | Simplex <br> Iterations |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $351(76)$ | $359(76)$ | $363(77)$ | $363(77)$ | $363(77)$ | 256 |
| 10 | $687(84)$ | $695(85)$ | $695(85)$ | $695(85)$ | $695(85)$ | 1024 |
| 12 | $594(116)$ | $687(147)$ | $764(156)$ | $774(157)$ | $774(157)$ | 4096 |
| 15 | $2451(437)$ | $2536(444)$ | $2541(446)$ | $3466(556)$ | 74600 | 32768 |

Table 2. Computational Results for Four Simplex Method Worst-Case Problems

## 7. CONCLUSION

In conclusion a few words should be said about various possibilities for using the suggested iterative algorithm in practice.

First of all the algorithm enables us to get approximate solutions of practical LP problems in reasonable time using an extremely small amount of computer memory.

Further, the new iterative algorithm is rather suitable for use together with the simplex method as an initial solution process. After acheiving a certain solution accuracy a simplex basis, close to the optimal one,may be constructed using information from the approximate primal and dual solutions obtained by the iterative algorithm; this basis is then improved by the simplex method. Computational experience shows that the iterative stage of the process should be performed with a rather low accuracy (no more than about 10-15\%,as defined for the tables of the previous section) since even this small amount of preliminary work appears to reduce the number of simplex iterations by a factor of ten.

Finally, one could try to use the iterative algorithm for helping the simplex method out of the neighbourhood of a "bad" basis, but no computational experience with this idea has been obtained as yet.
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# EXPERIMENTS WITH THE REDUCED GRADIENT METHOD FOR GENERAL AND DYNAMIC LINEAR PROGRAMMING* 
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This article deals with variations of the reduced gradient method for general and dynamic linear programming. Such methods generate a monotonically improving sequence of feasible solutions; examples are the simplex method and the standard reduced gradient method. A class of these methods and their convergence have been discussed in a recent article by Kallio and Porteus.

A version of these methods has been implemented in the SESAME system. This version resembles the standard reduced gradient method except that only a subset of nonbasic variables to be changed is considered at each iteration. We have tried out several modifications of this basic version, experimenting with moderate sized nonstructured as well as dynamic problems. Compared with the simplex method. the overall performance of these variants appears to be about equal in the case of linear programs with no particular structure.

For dynamic LP we have obtained some encouraging results. Although we have been able to experiment with only a few problems, it appears that using a specially defined starting basis and an initial nonbasic solution can lead to considerable savings; in one case, the number of iterations required by the reduced gradient method was reduced by a factor of 8. This starting basis is chosen so that its columns are also likely to appear in an optimal basis. For the initial solution, available information, such as current level of activities in real life, may be employed.

No fair comparison was made for dynamic LP between the simplex method and the reduced gradient method. However, our starting basis may be used also in the simplex method, and therefore the results obtained may be employed immediately in the simplex method as well, provided that an option for obtaining a vertex solution from a nonbasic starting solution is available.
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## 1. Introduction

Consider the linear program (LP):
find $x \in \mathbb{R}^{n}$ to
(LP1) maximize cx
(LP2) subject to $A x=b$
(LP3)
$0 \leq x \leq u \quad$.
where $c, u \in R^{n}, b \in R^{m}$, and $A \in R^{m \times n}$ is of full row rank. For solving (LP) we shall consider methods, which can be characerized as follows: Like the simplex method [1], these methods move from one feasible solution to another at each iteration, thereby improving the objective function. Each feasible solution is also associated with a basis. However, this feasible solution need not be an extreme point and the basic solution corresponding to the associated basis need not be feasible. Nevertheless, as shown in [2], an optimal solution, if one exists, can be found in a finite number of iteration (under nondegeneracy).

In the following, we shall first review this class of methods as presented in [2]. Thereafter, we discuss an implementation of such methods in the SESAME system, an interactive mathematical programing system developed by Orchard-Hays [7]. In the last two sections we shall report experiments which we carried out both for nonstructured and for dynamic linear programs (LP).

## 2. The Class of Methods

We shall now review the methods in consideration as presented in [2]. We call $x$ a system solution if it satisfies (LP2), a homogeneous solution if it satisfies $A x=0$, and a feasible solution if it satisfies (LP2) and (LP3). If $x$ is feasible and $z$ is a homogeneous solution, then $x+\theta z$ is feasible as long as $0 \leqslant x+\theta z \leqslant u$, for all $\theta \in R$. As $\theta$ increases, the objective function if and only if $c z>0$. The simplex method chooses as $z$ one of the homogeneous solutions corresponding to increasing the value of a nonbasic variable such that $c z$, the reduced cost, is positive. The methods considered here may choose as $z$ a linear combination of such vectors, rather than just one. In particular, the direction may be chosen according to the reduced gradient method, (e.g. [10]). As in the simplex method, a new feasible solution is found by increasing $\theta$ (and the objective function) as much as possible without losing feasibility.

## The Admissible Directions

Before stating the method, we shall discuss how an admissible direction is constructed. Let $B$ denote the set of basic indices (indices for basic variables), and let $a$ and $\gamma$ be sets of variables
at their lower and upper bounds at $x$, respectively; i.e.

$$
\begin{align*}
& x=x(x)=\left\{i x_{i}=0\right\} \quad \text { and }  \tag{1}\\
& y=y(x)=\left\{i \mid x_{i}=u_{i}\right\} \quad .
\end{align*}
$$

In the simplex method, all nonbasic variables would be in $a \quad Y$, but this is not necessarily the case here. For convenience, assume that the variables have been ordered so that $\beta=\{1,2, \ldots, m\}$. Let $B$ be the corresponding basis matrix, and let $a^{j}$ denote the $j^{\text {th }}$ column of $A$. For each nonbasic variable $j \in \bar{B}$ (the complement of B) define a column vector $z^{j} \in R^{n}$ componentwise as follows:

$$
z_{i}^{j}= \begin{cases}-\left(B^{-1} a^{j}\right)_{i} & \text { if } i \in \beta,  \tag{2}\\ 1 & \text { if } i \in \bar{B} \text { and } i=j, \\ 0 & \text { otherwise. } .\end{cases}
$$

Clearly, $z^{j}$ is a homogeneous solution, since $A z^{j}=B\left(-B^{-1} a^{j}\right)+a^{j}=0$. As mentioned before, $z^{j}$ serves as the direction of change in the simplex method, when changing the value of a nonbasic variable j. For the methods considered here, linear combinations of such vectors serve as such directions z; i.e.. if $z=z\left(z^{j}\right)$ is the $n \times(n-m)$ matrix having vectors $z^{j}$ as its columns and $w$ is an ( $n-m$ )-vector of weights, then

$$
\begin{equation*}
z=Z W . \tag{3}
\end{equation*}
$$

We shall index the components of $w$ by nonbasic variables rather than the first $n-m$ integers. Thus, reference to $w_{j}$ always carries the convention that $j \in \overline{3}$. Taking (2) into account, the components $w_{j}$ indicate the direction of change in the space of
nonbasic variables while $z$ is the direction in the space $\mathrm{R}^{\mathrm{n}}$ of all variables.

In general, certain conditions are to be met by an admissible direction in order for the method to converge: (i)For the direction to be feasible, we require (for a nonbasic variable $j$ currently at its bound) that $w_{j} \geq 0$ for $j \in \alpha$ and $w_{j} \leq 0$ for $j \in \gamma$. (ii) In order to improve the objective function, we must have cZw > 0. (iii)Finally, in order to prevent zig-zagging, we require that $c z^{j_{j}}{ }_{j}>0$ if $w_{j} \neq 0$. If no $w \in R^{n-m}$ satisfies conditions (i) - (iii), then the current solution is optimal for (LP). (For a proof, see reference [2].)

In the simplex method, an admissible direction $w$ is a unit vector for which $c 2 w$ is positive or negative depending on whether the particular nonbasic variable is currently on its lower or upper bound. For the reduced gradient method, $w$ is given by


That is, nonbasic variables are adjusted in proportion to their reduced costs unless they are currently at a bound and a feasible movement off from the bound will not increase the objective function.

## The Basis Change

Initially, any basis can be chosen independently of the initial solution. At an iteration, if a nonbasic variable moves to its bound, then we simply leave the basis unchanged. Otherwise, at least one basic variable reaches its lower or upper bound.

We may arbitrarily ${ }^{1}$ select one of these to be the leaving variable 2. For the entering variable, there may be many candidates: any variable $e$ is a candidate if it is currently off from its bounds (i.e. $0<x_{e}<u_{e}$ ) and $g^{\prime}=B U\{e\}-\{\ell\}$ is a legitimate set of basic variables. It has been shown in [2], that if (LP) is nondegenerate, then such a variable e always exists. Implementation of the basis change rule will be dicussed in Section 3 in detail.

## The Method

The steps of the methods in consideration can be stated as follows:
$9^{\circ}$ Initialization: Specify an initial basis (set of basic variables 9), an initial feasible solution $x$ and the corresponding sets $\alpha=\alpha(x)$ and $\gamma=y(x)$.
$2^{\circ}$ Specify direction: Determine a vector $w$ of weights satisfying conditions (i) - (iii) above. If none exists, then stop (the current solution $x$ is optimal).
$3^{\circ}$ Determine sted size: Let $\bar{\theta}$ be the largest $\theta$ for which $x+\theta Z w$ is feasible. If $\bar{\theta}=\infty$, then stop ((LP) is unbounded).
$4^{\circ}$ Update: Replace $x$ by $x+\bar{\partial} z w$. Thereafter, $4.1^{\circ}$ if any of the nonbasic variables moved to its upper or lower bound, update $\alpha$ and $\gamma$, and return to $2^{\circ}$ (without a basis change); $4.2^{\circ}$ otherwise, update $\alpha$ and $Y$, and pick any $\ell \in B \cap(\alpha \cup \gamma)$

[^25]```
(a basic variable on its bound) as leaving vari-
able. Pick e\in \overline{B}\cap\overline{\alpha}\cap\overline{\gamma}\mathrm{ (a nonbasic variable off}
from its bounds) such that }\mp@subsup{\beta}{}{\prime}=\beta\cup{e} - {l} is a
legitimate set of basic variables. Replace B by B'
and return to 20.
```


## 3. Implementation: The Basic Version

The SESAME system was modified for adopting the features of the method described above. We shall describe an implementation which later will be referred to as the basic version. In subsequent sections we report computational experience with the basic version as well as with several of its modifications.

Shortly stated, the basic version is just the reduced gradient method modified so that only a certain subset of nonbasic variables is considered for changing at each iteration. We shall first give a brief overview of the SESAME system. Thereafter, following the steps listed for the method in Section 2 , we shall discuss details of our implementation. Such a discussion ought to be useful when we consider alternative implementations for these particular steps in subsequent sections.

## The SESAME System

The SESAME mathematical programing system is a large out-of-core MPS with simplex algorithms and supporting procedures in traditional style. Its grandparentage is partly IBM's MPS/360 and its parentage partly Management Science System's (now Ketron) MPS-III [8]. SESAME includes an elaborate data management extension, called DATAMAT, which has very similar external (but not internal) specifications to MPS-III's DATAFORM. Both these extensions are the outgrowth of several lines of development going back as far as 1959 [6].


#### Abstract

SESAME was designed from the beginning for use only on an interactive host, namely an IBM/370 operating under VM/CMS. While this restricts its portability, specialization to one type of computer enhances efficiency as with all other large mps's. Both SESAME and, particularly, DATAMAT have been enhanced and extended at IIASA, utilizing the IBM $370 / 168$ at the CNUCE center in pisa, Italy. SESAME is controlled by the user through and only through a remote terminal. There is no such thing as "submitting a job". Instead the user creates standard sequences of instruc-tions--at various levels--in the form of files which are then invoked by a command at the terminal. The creation, modification and invocation of these "run" and "program" files are all performed interactively, as is ad hoc use of various system facilities.

The main simplex algorithm in SESAME combines the primal, dual, generalized upper bounding (GUB) and separable programming all in one procedure. It also includes bounds and ranges of all types, multiple and partial pricing, and a number of algorithm control switches. (Multiple pricing and suboptimization is permanently limited to seven columns, which becomes important below). Both standard MPS input and MPS-III extensions as well as another better but little-used format are accepted. Most models, however, are created with DATAMAT which enfiles them directly without an intermediate card-image form. Standard output of the various usual kinds is provided and, additionally, LP results may be enfiled directly for subsequent use with DATAMAT functioning as a report generator or master algorithm control. The system includes a number of other features which are of no particular pertinence here.


## Initialization of the Method

We shall now turn our discussion to the implementation of our basic version of the reduced gradient method in the SESAME system. For the basic version, either an all logical starting basis (i.e. a basis consisting of slacks and artificials only) can be constructed or an advanced basis is loaded. The latter alternative is available if a basis from previous runs has been saved or if such a basis has been generated by other means. However, no crash algorithm has been employed.

The initial solution of the basic version is the basic solution corresponding to the initial basis. If this solution is not feasible, we start Phase I in the usual way for minimizing the sum of infeasibilities. Thus in this case, the objective function coefficient is set to -1 for all variables above their upper bound (including artificial variable at a positive value), 1 for all neqative variables and to 0 in other cases.

## Specifying Direction

At each iteration we consider at most $k=7$ nonbasic variables to be changed simultaneously. In the following, this set is called the $k$-set. The maximum number of elements in the k-set was due to an implementation similar to one employed for a multiple pricing procedure in the SESAME system. In such a case, the alpha columns (the columns $a^{j}$ premultiplied by the basis inverse) for nonbasic variables $j$ to be moved are stored explicitly, and core limitation soon becomes prohibitive for larger $k$.

While choosing the $k$-set we cycle through the nonbasic variables in a similar manner to one of the standard partial pricing
schemes in the simplex method. We need to find, if possible, a set of $t$ (standard value of $t=12$ ) nonbasic variables, called the t-set, for which formula (4) of the reduced gradient method yields a nonzero weight $w_{j}$. Among the t-set we choose, when possible, k variables with the largest weights in absolute value. The optimum for (LP) has been obtained if the t-set is empty.

After choosing in this way the $k$-set from the set of all nonbasic variables, compute the alpha-columns for the k-set (all in one FTRAN pass), we set the weights according to (4) and move in this direction. If a nonbasic variable (one or more) encounters a bound, we redefine its weight according to (4) and leave the $k$-set unchanged. Otherwise, a basic variable $\ell$ having moved to its bound is replaced by a variabie e of the $k$-set. Thereby the size of the $k$-set is reduced by one element, and the alpha-columns and reauced costs are updated. We repeat such iterations until either the k-set becomes empty or the weights for all variables in the $k$-set are equal to zero. Therafter, a new k-set (of at most 7 variables) is chosen among the nonbasic variables as described above.

Remark. Alternatively, the composite direction may be computed applying FTRAN on the composite column $\sum_{j} w_{j} a^{j}$ (where summation is taken over the $k$-set). This approach has been adopted in the nonlinear programming system MINOS by Murtagh and Saunders [4,5]. The advantage is that the alpha-columns need not be stored nor computed for each $j$ in the $k$-set. For large $k$, this is superior to the approach we have taken. However, for small $k$, this approach is likely to require mor work per iteration because normally a second FTRAN is needed to compute the alpha-column for the variable entering the basis. A fair comparison of these two alternatives remains a topic of future research.

## Determining the step size

As indicated above, the alpha-columns for all nonbasic variables in the k-set are stored explicitly. When a new k-set is chosen, an FTRAN pass is needed to compute these alpha-columns. Otherwise, the existing alpha-columns are just updated in the usual way utilizing the alpha-column of the entering variable. Given the alpha-columns, a composite column is computed as a weighted sum of these vectors, the weights being those given by the direction $w$.

For Phase II, the minimum ratio test is carried out using the composite vector as usual to determine the step size. For Phase I, however, there are several alternatives. The rule adopted in our basic version is to move as far as (i) a currently feasible variable reaches its bound, or (ii) an infeasible variaole, moving towards feasibility, reaches its farthest finite bound, whichever occurs first.

## Updating the basis inverse

The basis inverse is stored in a product form and, given a leaving and an entering variable, updated exactly as in the simplex algorithm of the SESAME system. In our case, however, there is some freedom in choosing the entering variable. As shown by the following result, we may exclude from consideration all nonbasic variables which are not in the $k-s e t$.

Lemma. Let $\ell \in \beta$ be a basic variable becoming binding at the current iteration. Then there exists in the current k-set a variable e such that $\beta^{\prime}=\beta \cup\{e\}-\{\ell\}$ is a legitimate set of basic variables, and such that the updated price vector corresponding to $B^{\prime}$ is (dual) feasible for column $\ell$.

Proof: Let $d_{j}$ be the reduced cost and $\alpha_{\lambda}^{j}$ the element of the alphacolumn $j$ in pivot row $\ell$, for each $j$ in the $k-s e t$. If basic variable $\ell$ is forced to its lower bound, then there must be a variable $j$ in the $k$-set for which either $d_{j}>0$ and $x_{l}^{j}>0$ or $d_{j}<0$ and $\alpha_{\chi}^{j}<0$. On the other hand, if $\ell$ is forced to its upper bound, there exists variable $j$, for which either $d_{j}>0$ and $\alpha_{Z}^{j}<0$ or $d_{j}<0$ and $a_{2}^{j}>0$. In each case one can readily check that the result follows. \|

Among all candidates $e$ implied by this Lemma, we choose as the entering variable the one off bound with the largest pivot element. If this element is within the range of a pivot tolerance (standard threshiold is $10^{-8}$ ) the variable with the largest pivot element among all columns suggested by our Lemma is chosen. If both fail, this can only be due to digital difficulties, and no provision has been implemented to avoid this, except the possibility to change the tolerance.

## 4. Computational Experience: General LP

4.1 Test Problems

The following test problems were considered: a tiny oil refinery model (A), agricultural planning models (B), (C) and (D), an energy supply model (E), and dynamic forest sector models (F) and (G). All models (B) to (G) have been developed in conjunction with research projects at IIASA. The forest sector models (F) and (G), which have been tested more extensively in this paper, have been reported in [3]. Statistics concerning these test problems are given in Table 1 below.

Table 1. Sumary of test problems.

| Problem | Rows | Columns | Density ( $X$ ) |
| :---: | ---: | :---: | :---: |
| A | 23 | 23 | 18.1 |
| B | 451 | 507 | 1.0 |
| C | 476 | 532 | 1.0 |
| D | 152 | 218 | 6.1 |
| E | 50 | 165 | 12.1 |
| F | 521 | 612 | 0.6 |
| G | 2321 | 3188 | 0.14 |

4.2 Results with the basic version
Table 2 below shows computational results of our basic version compared with the simplex method (as implemented in the SESAME system).
In each case, we have started with an all logical basis and the initial solution is the corresponding basic solution. The initial number of infeasibilities is shown, and the number of iterations required for reaching a feasible solution as well as an optimal solution is given. Furthermore, a measure for primal degeneracy is given for the initial and optimal solution in terms of the number of basic variables equal to zero. We shall refer to this measure in subsequent sections.
As a measure for computational efficiency, the number of iterations, or rather the number of basis changes, may be used. For the reduced gradient method we did not count the minor iterations when a nonbasic variable moves to its lower or upper bound (the case without a basis change). On the other hand, an iteration is counted for the simplex method, when a nonbasic variable is moved from one bound to another. A set of experiments

Table 2. Experience with the basic version of the reduced gradient method compared with the simplex method of SESAME.

| Reduced gradient method |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Problem | A | B | C | D | E | F |
| Initialization: |  |  |  |  |  |  |
| Infeasibilities | 4 | 58 | 0 | 32 | 13 | 81 |
| Basic variables equal to zero | 13 | 266 | 48 | 93 | 21 | 362 |
| Feasible solution: |  |  |  |  |  |  |
| At iteration | 26 | - | $1700^{+}$ | 288 | 47 | 976 |
| Optimal solution: |  |  |  |  |  |  |
| At iteration | 28 | 400* |  | 444 | 106 | 1462 |
| Basic variables equal to zero | 0 | 3 |  | 16 | 10 | 20 |
| Nonbasic variables not on bound | 1 | 15 |  | 4 | 1 | 25 |


| Simplex method |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Problem | A | B | c | D | E | F |

Feasible solution:
At iteration 23
23

- 117517140

818
Optimal solution:
At iteration $25 \quad 360$ * $1688 \quad 2931051085$
*the problem was found to be infeasible.
+run was interrupted without finding a feasible solution.
was carried out on Problem F, which showed that the average CPU time per iteration for the reduced gradient method is .8 times that for the simplex method. Thus, to make the number of iterations comparable measures for computational efficiency, the iteration numbers in Table 2 for the reduced gradient method should be multiplied by a factor of .8 .

In order to explain this factor we may consider two types of iterations: first, those where the k-set is selected from among the nonbasic variables, and second, the rest of the iterations (i.e., those where only the variables in the $k$-set are considered). The first type of iteration occurs in the simplex method when a multiple pricing pass is carried out. Obviously, the second type of iteration is cheap compared with the first type, because FTRAN and BTRAN are unnecessary the alpha columns and the reduced costs of nonbasic variables in the $k$-set can be updated in a more simple and straightforward manner).

The reason for an RGM iteration (in our implementation) to be cheaper on the average than a simplex iteration result from the observation that the proportion of the second type of iterations is larger for the reduced gradient method than for the simplex method. This in turn results from the strategies implemented. In the simplex method a new k-set having at most 7 columns is chosen when the reduced costs in the current $k$-set are equal to zero within a tolerance. The actual number of columns chosen to the $k$-set is determined by a heuristic rule. In the reduced gradient method we choose always 7 columns to the k-set (if possible), and a new set is chosen when the k-set is empty or when the reduced costs in the current $k$-set are equal to zero (within zero tolerance, which is much smaller than the tolerance used for the simplex method).


#### Abstract

According to Table 2, the overall performance of the basic version of the reduced gradient method is about equal compared with the simplex method of the SESAME system. (The difficulty in finding a feasible solution to problem $C$ is unexplained. The source of the model is obscure and no investigation was possible).


### 4.3. Choosing a Nonbasic Starting Solution

Because the right hand side vector $b$ normally is a relatively sparse vector, the initial solution is highly degenerate, when an all logical starting basis is chosen. This in turn results in a large number of iterations with a step size equal to zero. The ratio of such iterations for problems $B$ and $D$, for instance, was more than 50 percent, most of which occured during the early iterations for both of the methods. In the following we report a little study, where we consider an approach for avoiding this phenomenon and investigate whether something can be gained in doing so.

Basically, our approach is to start the reduced gradient method with a nonbasic solution. We try to provide some motivation for this approach through an example, which has been presented in Figure 1.

The origin $\left(x_{1}, x_{2}\right)=(0,0)$ in the picture corresponds to the basic solution for an all logical starting basis which is comprised by the (columns of the) slacks $s_{i}$. This solution is highly degenerate as nine out of ten of the basic variables are equal to zero. There is only one infeasibility $\left(s_{1}=-10\right)$. When the standard simplex method or our basic version is used, either 2,3,4,5,6, or 7 iterations are required, depending on the choice of alternative pivot paths, to reach the optimal solution $\left(x_{1}, x_{2}\right)=(10,10)$. For all the iterations, except the last one, the step size is equal to zero and the resulting solution is the same as the starting solution.

$$
\begin{aligned}
& \text { minimize } \quad-x_{1} \quad+s_{1}=-10 \\
& \text { subject to }-5 x_{1}+x_{2}+s_{2}=0 \\
& -4 x_{1}+x_{2}+s_{3}=0 \\
& 3 x_{1}-x_{2}+s_{4}=0 \\
& 5 x_{2}-2 x_{2}+s_{5}=0 \\
& 2 x_{1}-x_{2}+s_{6}=0 \\
& 5 x_{1}-3 x_{2}+s_{7}=0 \\
& 3 x_{1}-2 x_{2}+s_{8}=0 \\
& x_{1}-x_{2}+s_{9}=0 \\
& 2 x_{1}-x_{2}+s_{10}=0 \\
& x_{1}, x_{2} \geq 0, s_{i} \geq 0 \text { for alli. }
\end{aligned}
$$



Figure 1. An example of a degenerate, all logical starting basis.


#### Abstract

For the reduced gradient method, we may choose a nonbasic starting solution. For instance, we may choose the starting basis as above, set the nonbasic variables to any nonnegative value, and solve (IP2) for the basic variables to obtain a nonbasic system solution to start with. In particular choosing any such point, other than the origin, the number of iterations to reach the optimum is either 2 or 3, depending on the choice. Thus, it seems likely that starting with a nonbasic solution results in a decrease in the number of iterations in this example. Notice, that the number of infeasibilities at such a starting solution ranges between 0 and 7. (For brevity, we shall not discuss the possible pivot paths here).

We shall now add to our basic version the possibility of setting nonzero values to the nonbasic variables at the starting solution (given that the initial basis has already been chosen). Because, in general, no indication may be available as to which values should be used, we have implemented the possibility of setting the same arbitrarily chosen nonnegative value for all nonbasic variables.

Table 3 below shows the effect of starting with such nonbasic solutions. As a general observation, we may conclude that setting all nonbasic variables initially to a given nonzero value indeed yields a slight improvement (but not in that degree which might be suggested by our example). The number of iterations with a stepsize equal to zero was decreased dramatically, and thereby the functional value both in Phase $I$ and in Phase II improved smoothly.


Table 3. Starting with a nonbasic solution and an all logical basis.

| Problem | Initial solution |  |  | Feasible solution |  | Optimal solution |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N.b. value | Degeneracy | Infeasibilities | Iteration | Functional | Iteration | Functional |
| D | 0 | 93 | 32 | 288 | -7.3 | 444 | 6.0 |
| D | 1 | 2 | 115 | 233 | -7.6 | 366 | 6.0 |
| D | 10 | 2 | 115 | 217 | -7.4 | 367 | 6.0 |
| D | 100 | 3 | 115 | 220 | -7.2 | 411 | 6.0 |
| F | 0 | 362 | 81 | 976 | -21 | 1462 | -0.6 |
| $F$ | 1 | 9 | 322 | 986 | -21 | 1475 | -0.6 |
| F | 10 | 9 | 354 | 1101 | -5 | 1264 | -0.6 |
| F | 100 | 7 | 338 | 961 | -6 | 1064 | -0.6 |

N.b. value $=$ initial value for nonbasic variables; Degeneracy $x$ initial number of basic function equal to zero; reasibl value.

```
4.4 Improving the Functional Value in Phase I
    The fact that the feasible solution generated in Phase I
is often a relatively poor solution, led us to try to take into
account also the functional when choosing the direction in Phase I.
We shall report such an experiment as well as another attempt
aimed at improving Phase I in the following.
Our intention now is to specify the vector of weights w for the direction \(\mathbf{z}=\mathrm{Zw}\) in such a way that, in Phase I , improvement is made for the functional value \(c x\) as well as for the sum of infeasibilities.
Let \(c^{1} x\) denote the objective function of an ordinary Phase \(I\).
``` We shall now replace this objective by \(\left(c^{1}+\lambda c\right) x\), where \(\lambda\) is a positive parameter. Each time, when optimality has been reached with this objective function, and there are still infeasibilities left, we switch back to the ordinary Phase I routine and stay there as long as the solution remains optimal subject to the modified objective. Thus, the technique is one version of the "composite objective" option available in some of the commercial MPS's..

The results of our experiments were negative: our general observation was that the total number of iterations for reaching optimality increased considerably; e.g., by fifty per cent for Problem \(F\) when the standard version was used. Typically, the primal objective function improved well along the Phase I iterations, even reaching the neighborhood of the optimal value, but then a switch to the ordinary Phase I resulted in a large degradation in the functional value.

As another attempt to improve Phase \(I\) we implemented a procedure for choosing the step size at each iteration in such a way
that the sum of (the values for) infeasible variables is minimized. For the simplex method such a step-choosing technique is uncommon, but not new. (It has been implemented in MPS III, for instance.) We denote the sum of infeasible variables as a funciton of step size \(\theta\) by \(\zeta(\theta)\). A typical picture of such a function is shown in Figure 2. It is a convex, piece-wise linear function whose derivative is discontinuous at points \(\theta_{0}, \theta_{1}, \theta_{2}\), et cetera. At each of these points one or more variables become either feasible or infeasible. The minimization of this function, subject to the requirement that the nonbasic variables are not allowed to become infeasible, can be done easily because the information needed to compute the slope changes at each of the points \(\theta_{i}\), is readily available in the composite vector \(z=2 w\).

Somewhat surprisingly, the approach was also a setback compared with the basic version: suboptimization over \(\theta\) caused an increase in the number of iterations for reaching feasibility.


Fiqure 2. Sum of infeasible variables as a function of step size.

\section*{5. Specialization for Dynamic Linear Programming}

In this section, further elaboration is made on choosing an initial nonbasic solution as well as an initial basis in the case of dynamic linear programming.

\subsection*{5.1 The Dynamic Linear Programming Problem}

The dynamic linear programaing problem (DLP) is an important special case of (LP). At the same time, it is known as a particularly difficult class of LP problems. The problem can be stated as follows [9]:
find \(x(t)\) and \(u(t)\), for all \(t\), to
 Here \(x(t) \in R^{n t}\) is the vector of state variables at the beginning of period \(t\), for \(t=0,1, \ldots, T\), and \(u(t) \in R^{r} t\) is the vector or control activities during period \(t\), for \(t=0,1, \ldots, T-1\). For each \(t, a(t) \in R^{n^{\prime}}, b(t) \in R^{r} t, s(t) \in R^{M_{t}}\) and \(f(t) \in R^{k_{t}}\) are externally given vectors, and \(A(t), B(t), G(t)\) and \(D(t)\) are externally given matrices of appropriate dimension. The initial state of the system is described by the vector \(x^{0} \in R^{n_{0}}\). The objective function in (DIP1) is a linear function of state variables \(x(t)\)
and control variables \(u(t)\). Constraints (DLP2) may be called the state equations, as they determine the state \(x(t+1)\) at the end of a period \(t\) (beginning of the subsequent period \(t+1\) ) given the initial state \(x(t)\) and the control action \(u(t)\) for that period. Clearly, (DLP) is a special case of (LP). The constraint matrix \(A\) for (DLP) has been illustrated in Figure 3 for \(T=3\).


Figure 3. A dynamic LP with three time periods

In the following, we shall experiment with ideas of cnoosing an initial basis and an initial solution, when the reduced gradient method is applied to (DLP).

\subsection*{5.2. An Advanced Basis for Dynamic LP}

For dynamic linear programs, it may seem intuitively appealing that most of the state variables appear in the optimal basis. In fact, for various versions of DLP Problems \(F\) and \(G\), over 908 of the state variables appear in the optimal basis. Furthermore, we believe that in a typical dynamic \(L P\) formulation, besides the state equations (DLP2), there are only a relatively small number of constraints of equality type; i.e., most of the
constraints (DLP3) are just inequalities which have been converted to equalities through adding the slack variables. For Problem \(F\), 95\% of constraints (DLP3) are converted inequalities. For problem G this ratio is 80\%.

These remarks led us to construct an advanced triangular basis which consists of (i) columns of all state variables, (ii) columns of slacks for inequality type constraints in (DLP3), and (iii) artificial columns for equality type constraints in (DLP3). An example of such a basis corresponding to our example in Figure 3 is given in Figure 4.


Figure 4. An advanced basis for dynamic LP.

When the basic version was used for Problem \(F\) and the above constructed basis was used as a starting basis, the number of iterations was reduced from 1462 corresponding to an all logical starting basis to 583. When the same basis was used for the simplex method, only 363 iterations were needed. However, when the constructed initial basis was combined with an initial nonbasic solution where all the nonbasic variables were set to one, the number of iterations was reduced to 260 . For the nonbasic variables equal to 10 and 100 , the respective numbers of iterations

\begin{abstract}
were 313 and 399. This may support our earlier conjecture in Section 4.3 concerning possible advantages in starting with a nonbasic solution. In any case, the result seems promising as the total number of iterations was reduced by a factor of four to five.
\end{abstract}

\subsection*{5.3 Initial Solutions for Dynamic LP}

We already obtained a relatively encouraging result while using initially the constructed basis and setting the nonbasic variables to a constant value. We shall now experiment further with some straightforward ideas for setting initial values to the controls.

\section*{Setting Controls to the Same Level at Each Period}

Typically in a DLP the same or almost the same set of control variables (as well as state variables) repeat from one period to another. Let us concentrate on those controls which are common to all periods. Initially, we may set these controls to the same level at each period and the rest of the controls to zero.

At least the following two approaches may be used to determine an initial value for the joint set of controls: (i) We adopt the real current levels for those controls (provided that the system described by DLP already exists), or (ii) we solve first a oneperiod problem (perhaps with appropriate bounds for the final state variables) and adopt the values for the joint set of controls from this optimal solution.

For the two dynamic problems \(F\) and \(G\), exactly the same set of controls appear at each time period. As both of the models describe a real forest sector, the current rates for controls were easily available. When the constucted basis was used initially and all the controls were set to their current values it took 240

\section*{-656-}
iterations to solve Problem \(F\) representing a reduction by a factor of about 6 compared with the basic version. We should note that the initial solution constructed this way was not feasible: there were 34 infeasibilities for Problem \(F\) initially.

The other approach (ii) for constructing initial values for controls was applied as well. For the first period model we require the final state to be at least as good as the initial state; i.e., for each state variable for which a large value is desireable (e.g. wood in the forest, production capacity, etc.) the initial value sets a lower bound for the final value, and for other state variables (e.g. amount of long term external financing) the initial value sets an upper bound for the final value. Starting with the constructed basis for DLP and the controls set to the optimal level of the one period model resulted in 213 iterations for Problem \(F\), thus yielding a slight improvement over the previous approach. Again the initial solution was infeasible. This approach was also applied to the larger DLP model \(G\). The optimal solution was found in 3050 iterations.

\section*{Constructing a Feasible Solution}

A relative drawback was notable in both of the previous attempts in trying to construct an initial nonbasic solution. As the initial solution was not feasible, it appeared that the relatively good initial functional value got substantially worse during the Phase I procedure. Thus we concluded that it would be desirable to construct an initial solution which is also feasible. Indeed, as described below, we were easily able to carry out this task for the two test problems \(F\) and \(G\). Of course, the generality of such an approach may be douidful. However, it is the authors' belief that a similar approach is applicable to most dynamic linear programs.

\begin{abstract}
We shall now turn to a case of constructing a feasible starting solution. For Problem \(F\), we first set the controls of all periods to the optimal level of the one period model. The printout of this solution indicated only two types of infeasibilities: one state variable, cash, became negative for most time periods, and the only equality type of constraint-other than the state equations-was violated for all except the first time period, i.e., the corresponding artificial variable appeared at a nonzero level. This equality constraint defines the profit (for each time period). Taking into account the objective function it became clear that a profit as large as possible was desired for an optimal solution. This allowed us to replace the equality by an inequality, and consequently the artificial variable in the constructed basis was replaced by a slack variable. For bringing the negative cash to a feasible range we simply adjusted a control variable determining the level of external financing. After these changes, the cash was brought to a feasible range, all the new slacks, corresponding to the rowdefining profit were nonnegative, and no new infeasibilities appeared; i.e., the initial solution was feasible.

Starting with this feasible (nonbasic) solution for Problem \(F\), and with the advanced basis, it took 161 iterations for finding an optimal solution. A similar process was carried out for Problem \(F\) to construct a feasible initial solution based on the current levels of controls. The resulting number of iterations for finding an optimal solution was 180.

Thus, when the advanced starting basis was used together with a feasible initial solution, the number of iterations for finding an optimal solution by the reduced gradient method was
\end{abstract}
reduced by a factor of eight to nine compared with starting with an all logical basis and the corresponding basic solution.

As was noted above, an initial basis can provide a good starting point for the simplex method. We should point out that the nonbasic values could be used with the simplex method as well, in some cases. This is true for some commercial MPS's that have an option for obtaining a vertex solution from a given nonbasic solution. Thus our initialization strategies could be employed immediately by the users of such existing systems. The SESAME system, however, did not allow us to experiment with the simplex method when a nonbasic starting solution was used.

\section*{6. Sumary and Conclusions}

This paper may be seen as consisting of three parts: First, details of a variation of the reduced gradient method and its implementation is discussed in Sections 2 and 3. Second, computational experience as applied to general linear programs is reported in Section 4. Third, specialization to dynamic linear programs is presented in Section 5. In the following we shall briefly discuss each part in turn.
(i) The SESAME system was adopted as a basis for implementation. A basic feature of our implementation is to compute explicitly the alpha-columns for each nonbasic variable being charged. Because of core limitations and for the sake of computational efficiency, we restrict to seven, the number of nonbasic variables allowed to change simultaneously. If a larger number is desired, an alternative approach to implementation would be preferred, where the weighted sum of the nonbasic columns is computed prior to the composite alpha-column. This in turn can be inefficient
for a small number of nonbasics variables being changed simultaneously. As a topic for future study remains the question, which one of the two approaches is more efficient, taking into account both the average computational effort per iteration and the number of iterations (which may be influenced by the number of nonbasics being changed).
(ii) In the first part of computational experiments we present a comparison with the simplex method for general linear programs starting with an all-logical basis. The test problems being used are mainly medium sized sectoral economic models (energy, agricultute, etc.) developed at IIASA. According to our results, the overall performance of both methods is approximately the same. We have tested also some further modifications concerning the choice of an initial (nonbasic) solution and strategies for Phase \(I\). Even though these did not, in general, yield an improvement for the reduced gradient method we felt that it would be of interest to report briefly our negative experience as well. In fact. further tuning of such strategies could well reverse the conclusions.
(iii) The most interesting practical results have been obtained in the final part where the special structure of dynamic linear programs is taken into account in starting the reduced gradient method. We observe first that the state variables in practical problems are likely to appear in optimal bases. This suggests to initiate with all state variables in the bases. Our experience shows that, when such a basis is completed with logical variables, considerable savings can be obtained indeed.

According to another abservation, most control variables in practical problems appear in all time stages. Thus we might start with such controls being set to the same value for each time period.

Suitable values may easily be obtained from empirical knowledge, or from a single-period model (e.g., a steady-state model). A few experiments have been reported, where such strategies are combined with the initial basis mentioned above. Also these results were encouraging in that considerable further gains in computational effort were obtained. Using an example, we have also demonstrated that the controls may actually easily be chosen to yield a feasible initial solution. Because Phase I is not needed, still further gains can be achieved. Of course, the procedure of generating such feasible controls is model-specific and may not always be possible.

No comparison is given with the simplex method in the case of dynamic LP. However, an example demonstrates a good performance of the simplex method when the initial basis involving the state variables is employed. It is likely that further improvement is achieved, as above, when the simplex method is initiated with a nonbasic solution as described. This, of course, would require an option to obtain a basic solution from a given nonbasic solution. Because such an option is available in some commercial MPS's, the strategies we have suggested for dynamic LP may be immediately employed by the users of such systems.
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\begin{abstract}
A dynamic model for the optimal control of traffic flow over a network is considered. The model, which treats congestion explicitly in the flow equations, gives rise to nonlinear, nonconvex mathematical programming problems. It has been shown for a piecewise linear version of this model that a global optimum is contained in the set of optimal solutions of a certain linear program. This paper presents a sufficient condition for optimality which implies that a global optimum can be obtained by successively optimizing at most \(\mathrm{N}+1\) objective functions for the linear program, where \(\mathbf{N}\) is the number of time periods in the planning horizon. Computational results are reported to indicate the efficiency of this approach.
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\section*{The Problem}

We consider a traffic network represented by a directed graph. as in Fig. 1. One of the nodes is designated as the destination. The planning horizon is divided into a finite number of discrete time periods. For each time period, external inputs are allowed at any node except the destination. For each arc, there is an exit function which relates the amount of traffic entering and leaving the arc during a time period. Congestion is modelled ((cf.[5]) by assuming the exit functions to be nondecreasing, continuous and concave, as in Fig. 2. The object is to find the feasible traffic flow that minimizes a cost function which, to express the disutility of congestion, is assumed to be the sum of nonnegative, nondecreasing, continuous convex functions in the arc flows. To formulate the problem, we use the following notation:

```

    n= set of nodes of G;
    \mathscr{C}= set of directed arcs of G;
    N = planning horizon;
    i = index of time period; i = 0. 1,....N;
    j = index of arc in \mathscr{L}}\mathbf{j}=1,\ldots..a
    q = index of node in M; q = 1,\ldots.,n;
    n = index of destination node;
    A(q)}={j\in\mathscr{C}| arc j leaves node q}
    B(q) = {j&\ell{ arc j enters node q};
    ```
\[
\begin{align*}
& F_{i}(q)=\text { external input at node } q \text { in period } i \text { i } \\
& x_{i j}=\text { amount of traffic (or flow) on arc } j \text { at the beginning } \\
& \text { of period } i \text {; } \\
& h_{i j}\left(x_{i j}\right)=\text { cost of } X_{i j} \text { (the sum of these terms is to be minimized); } \\
& d_{i j}=\text { amount of traffic admitted to arc } j \text { in period } i \text {; } \\
& g_{j}\left(x_{i j}\right)=\text { amount of traffic to exit from arc } j \text { in period } i . \\
& \text { The basic flow equations in the model are then } \\
& x_{i+1, j}=x_{i j}-g_{i}\left(x_{i j}\right)+d_{i j^{\prime}} i=0, \ldots, N-1, \quad V_{j \in} \mathscr{K}  \tag{1}\\
& \underset{j \in A(q)}{\Sigma} d_{i j}=F_{i}(q)+\underset{j \in B(q)}{\Sigma} g_{j}\left(x_{i j}\right), i=0, \ldots, N-1, \forall q \neq n . \tag{2}
\end{align*}
\]

For a piecewise linearization \({ }^{1}\), we partition the nonnegative segment of the real line by \(K(j)\) grid points for each arc je\&. Denote these grid points by \(c_{j}^{k}\) so that \(c_{j}^{1}=0\) and \(c_{j}^{k(j)}=\infty\). See Fig. 3. Let \(\lambda_{i j}^{k}\) be the interpolation weight on grid point \(k\) in period \(i\), and \(g_{j}^{k}, h_{i j}^{k}\) the values of \(g_{j}\) and \(h_{i j}\) at that point respectively. Then redefining \(\sigma_{j}^{K(j)}=1\), and taking each of \(g_{j}^{K(j)}\) \(h_{i j}{ }_{i j}(j)\) to be the slope of the last segment of the approximation to the corresponding function, we can express

\footnotetext{
1 In [5], a sum-of-intervals represention of the piecewise linearization is used. The grid-point-interpolation representation in this paper is equivalent but is preferable for data generation and LP solution considerations. "For example, explicit upper bounds on all variables are necessary in the former but none appears in the latter formulation.
}
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\[
\begin{align*}
x_{i j} & \underset{k=1}{k(j)} c_{j}^{k} \lambda_{i j}^{k} \\
g_{j}\left(x_{i j}\right) & \underset{k=1}{k(j)} g_{j}^{k} \lambda_{i j}^{k} \\
n_{i j}\left(x_{i j}\right) & \approx \underset{k=1}{k(j)}{\underset{i j}{k}}_{n_{i j}^{k}}^{\lambda_{i j}^{k}} \tag{3}
\end{align*}
\]
for some
\[
\lambda_{i j}^{k} \geqslant 0, k=1, \ldots, k(j), \text { with }
\]
\[
{\underset{i}{k=1}}_{K(j)-1}^{\lambda_{i j}^{k}}=1
\]
and \(\quad \lambda_{i j}^{k}>0\) for at most two \(k_{i}\) which furthermore are
Substituting (3) into (1) and (2) we arrive at the following problem (P)
minimize
\[
\begin{equation*}
\sum_{i=0}^{N} \sum_{j=1}^{a} \sum_{k=1}^{K(j)} h_{i j}^{k} \lambda_{i j}^{k}=G_{N+1} \tag{LP.0}
\end{equation*}
\]
subject to \(\underset{k=1}{k(j)} c_{j}^{k} \lambda_{i+1, j}^{k}=\sum_{k=1}^{k(j)}\left(c_{j}^{k}-g_{j}^{k}\right) \lambda_{i j}^{k}+d_{i j}\)
\[
\begin{equation*}
i=0 \ldots N-1, j=1 \ldots a \tag{LP,1}
\end{equation*}
\]
\[
\begin{gather*}
\sum_{j \in A(q)} d_{i j}=F_{i}(q)+\sum_{j \in B(q)}^{\sum} \sum_{k=1}^{K(j)} g_{j}^{k} \lambda_{i j}^{k} \\
i=0, \ldots N-1, V q \neq n \tag{LP.2}
\end{gather*}
\]
\[
\begin{align*}
& \sum_{k=1}^{K(j)} c_{j}^{k} \lambda_{0 j}^{k}=R_{j} \text { given, } j=1 \ldots, a  \tag{LP.3}\\
& d_{i j} \geq 0 ; i=0 \ldots, N-1 ; j=1, \ldots, a  \tag{LP.4}\\
& \left.\begin{array}{rl}
\lambda_{i j}^{k} \geq 0, & i=0, \ldots, N \\
K(j)-1 \\
\sum_{k=1}^{k} \lambda_{i j}^{k}=1 ; & j=1, \ldots, a \\
k=1, \ldots, K(j)
\end{array}\right\}  \tag{LP.5}\\
& \begin{aligned}
\lambda_{i j}^{k}>0 & \text { for at most two } k, \text { which } \\
& \text { furthermore are consecutive. }
\end{aligned}
\end{align*}
\]
(OSP)

To obtain theoretical results, the following assumptions are made.
(A1) The arcs are not explicitly capacitated. This is modelled in (P) by letting \(c_{i j}^{K(j)}=1\) and excluding \(\lambda_{i j}^{K(j)}\) from the convexity constraint in (LP.5).
(A2) \(d g_{j}(x) / d x=0\) for \({ }^{n} l_{\text {arge" }} x\) and all arcs, i.e. saturation is modelled by letting \(g_{j}^{K(j)}=0\).
(A3) For each \(j\), the grid points are chosen such that the non-negative slopes of the plecewise linear approximation to \(g_{j}\) are strictly decreasing.
(A4) For the convex cost functions, we assume that
(a) \(0 \leq h_{i j}^{k} \leq h_{i j}^{k+1}\) for all \(i, j\) and \(k\);
(b) For each simple path containing arcs \(j_{1}\) and \(j_{2}\) such that
\(j_{2}\) is the arc closer to the sink, \(h_{i j_{2}}^{K\left(j_{2}\right)} \leq h_{i j_{1}}^{l}\) for all \(i\).

Such cost functions provide incentive to move traffic efficiently toward the sink. Although condition (b) may be quite restrictive, it does accomodate for arbitrary network topology two cost functions likely to be useful in practice, namely
(i) \(h_{i j}^{k}=1\) for all \(i, j\) and \(k\),
which gives the total cost as the amount of traffic
in transit summed over the planning horizon; and
(ii)
\[
h_{i j}^{k}= \begin{cases}1, & i=N \\ 0, & \text { otherwise }\end{cases}
\]
which gives the total cost as the amount of traffic remaining in the network by the end of the planning horizon.

\section*{Agreement of Global Optima}

Except for the last constraint (OSP) which is called the ordered solution property, ( P ) is a linear programming (Lp) problem (cf. [l].). However, due to (OSP) the problem is nonlinear and nonconvex. if
```

(LP.O-LP.5) is solved as a LP but the optimal solution dees not
satisfy (OSP), then it might appear that one must resort either
to branch and bound techniques (see e.g.[2]) which are computationally
very expfusive, or to ordered basis entry procedures in the simplex
method (see e.g. [3]) which do not guarantee global optimality. This
paper presents a more efficient approach.
Based on assumptions Al-A4, the following results are inferred
from repeated application of remma l in [5].

```

Lemma A. If \(y=\left\{\lambda_{i j}^{k} \alpha_{i j}\right\}\) is a feasible solution to (LP.1-LP.5) that violates (OSP) for \(i=r\) and \(j=s\), then there exists a feasible solution \(\bar{y}=\left[\bar{\lambda}_{i j}^{k}, \bar{\alpha}_{i j}\right\}\) to (LP.1-LP.5) that differs from \(y\) only for \(i \geq r\) and for arcs \(f\) on paths beginning with arc s. \(x_{r s}\) given by \(\lambda\) in (3) equals \(\bar{x}_{r s}\) given by \(\bar{\lambda}\). \(y\) satisfies ( \(O S P\) ) for imr and \(j=s\) as well as the conditions in Lemma \(B\) and Lemma \(C\).

Lemma B. For all \(q \in \mathcal{N}\) and \(i=0,1, \ldots . N\), the total flow that reaches node \(q\) on or before period \(i\) is at least at great for \(\bar{Y}\) as for \(y\) in Lemma A.

Lemma C. The cost (LP.0) for \(\bar{Y}\) is no greater than that for \(Y\) in Lemma A.
```

    From repeated applications of Lemmas A and C, it follows
    that there exists an optimal solution to (LP.O-LP.5) that satisfies
(OSP), hence is an optimal solution to (P). This agreement of
the global optimum value for the two problems shows, in particular,
that (P) attains a global optimum.

```

\section*{A Sufficient Condition for Optimality}

We now show how a solution to ( \(P\) ) can be obtained by successive optimization of at most \(N+1\) objective functions subject to (LP. 1 LP.5).

Let \(s\) be the set of optimal solutions to (LP.O-LP.5). \(S\) is nonempty because the arcs are not explicitly capacitated and the cost is bounded from below by zero. S.has in general more than one element because without enforcing (OSP) the grid point interpolation is not unique. Let \(S_{N} \subseteq S\) be those solutions in \(S\) which maximize
\[
G_{N}(\lambda) \equiv \sum_{i=1}^{N} \sum_{j=1}^{a} \sum_{k=1}^{k(j)} g_{j}^{k} c_{j}^{k} \lambda_{i j}^{k}
\]

In general. let \(S_{t}\) consist of those solutions in \(S_{t+1}\) which maximize
\[
G_{t}(\lambda) \equiv \sum_{i=1}^{t} \sum_{j=1}^{a} \sum_{k=1}^{k(j)} g_{j}^{k} c_{j}^{k} \lambda_{i j}^{k}
\]
\(G_{t}(\lambda)\) represents the total amount of traffic leaving all the arcs up to the end of time period t. Equivalently, it gives the total amount of traffic reaching all the nodes during or before period \(t\). BY the inearity of (LP.O-LP.5) and \(G_{t}\) we have
\[
\varnothing \neq s_{t} \subseteq s_{t+1} \cdots \subseteq s_{N} \subseteq s, t=1, \ldots N
\]

Theorem. If \(y=\left\{\lambda_{i j}^{k}, d_{i j}\right\} \varepsilon S_{1}\), then \(y\) is a solution to (P). Proof. It suffices to show that \(y \in S_{1}\) implies that \(\left[\lambda_{i j}^{k}\right\}\) satisfies (OSP). Suppose not, and that \(\left\{\lambda_{i j}^{k}\right\}\) violates (OSP) for \(i=r, j=s\).

Then by Lemma \(A\), there exists \(\bar{y}=\left\{\bar{\lambda}_{i j}^{k}, \bar{d}_{i j}\right\}\) that satisfies (OSP) for \(i=x, j=s\), such that \(x_{x s}=\bar{x}_{y s}\) where
\[
\begin{aligned}
& x_{r s}=\sum_{k=1}^{K(s)} c_{s}^{k} \lambda_{r s}^{k}, \\
& \bar{x}_{r s}=\sum_{k=1}^{K(s)} c_{s}^{k} \bar{\lambda}_{r s}^{k} .
\end{aligned}
\]
\(B y\) Lemmas \(B\) and \(C, \bar{y} \in S_{1} \subseteq \ldots s_{r} \subseteq \ldots s_{N} \subseteq s\).
Since \(\sum_{k=1}^{K(j)} g_{j}^{k} c_{j}^{k} \lambda_{i j}^{k}\) is piecewise linear concave, violation of (OSP) under assumption (A3) always strictly underestimates its value. Therefore
\[
\begin{equation*}
\sum_{k=1}^{K(s)} g_{s}^{k} c_{s}^{k} \bar{\lambda}_{r s}^{k}>\sum_{k=1}^{K(s)} g_{s}^{k} c_{s}^{k} \lambda_{r s}^{k} \tag{4}
\end{equation*}
\]

Let \(q_{s}\) be the node to which arc \(s\) points. By Lemma \(A, y\) and \(\bar{y}\) do not differ on other arcs pointing to \(q_{s}\) in period \(r\), nor on any arc for \(i<r\). Hence
\[
\begin{equation*}
G_{F}(\bar{\lambda})>G_{F}(\lambda) . \tag{5}
\end{equation*}
\]
contradicting the hypothesis that \(y \in S_{1} \subseteq S_{S_{r}}\).

An Example
Consider the following numerical example of ( \(P\) ) with
\[
\begin{aligned}
& N=2 \\
& a=3 \\
& n=3
\end{aligned}
\]
\[
A(q)= \begin{cases}(1,2) & ; q=1 \\ (3) & ; q=2\end{cases}
\]
\[
B(q)= \begin{cases}q & ; q=1 \\ (1,2) & ; q=2 \\ (3) & ; q=3\end{cases}
\]
\[
K(j)= \begin{cases}2 & ; j=1,2 \\ 1 & ; j=3\end{cases}
\]
\[
h_{i j}^{k}=1 \quad: \text { all } i, j, k
\]
\[
\mathbf{g}_{j}^{k}= \begin{cases}1 & : k=1, j=1,2,3 \\ 0 & ; k=2, j=1,2\end{cases}
\]
\[
c_{j}^{k}= \begin{cases}50 & ; k=1, j=1,2 \\ \infty & ; k=2, j=1,2 \\ \infty & ; k=1, j=3\end{cases}
\]
\[
R_{j}=0 \quad ; \quad j=1,2,3
\]
\[
F_{i}(q)= \begin{cases}100 & ; \quad i=0, q=1 \\ 0 & ; \text { otherwise }\end{cases}
\]

Three solutions to (LP. 0 - LP.5) are tabulated below, where an asterisk denctes an optimal value.
\begin{tabular}{|c|c|c|c|}
\hline Solution & \(Y_{1}\) & \(Y_{2}\) & \(Y_{3}\) \\
\hline \(\times_{11}^{1}\) & 50 & 50 & 0 \\
\hline \[
x_{11}^{2}
\] & 0 & 50 & 50 \\
\hline \[
\mathbf{x}_{12}^{1}
\] & 50 & 0 & 0 \\
\hline \[
x_{12}^{2}
\] & 0 & 0 & 50 \\
\hline \[
x_{13}^{1}
\] & 0 & 0 & 0 \\
\hline \[
x_{21}^{1}
\] & 0 & 50 & 50 \\
\hline \[
x_{21}^{2}
\] & 0 & 0 & 0 \\
\hline \[
x_{22}^{1}
\] & 0 & 0 & 50 \\
\hline \[
x_{22}^{2}
\] & 0 & 0 & 0 \\
\hline \[
x_{23}^{1}
\] & 100 & 50 & 0 \\
\hline \(\mathbf{G}_{\mathbf{3}}\) & 200* & 200* & 200* \\
\hline \(G_{2}\) & 200* & 150 & 100 \\
\hline \(G_{1}\) & 100* & 50 & 0 \\
\hline OSP & YES & YES & NO \\
\hline
\end{tabular}

We remark that all three solutions optimize (LP.O). \(Y_{1} \varepsilon S_{1}\), hence satisfies OSP. \(Y_{3}<S_{1}\) and violates OSP. However, \(Y_{2} \& S_{1}\) but still satisfies OSP. This illustrates that the condition of the theorem is sufficient but not necessary.

\section*{A Successive Linear Optimization Algorithm}

To obtain a global minimum of ( P ), the following algorithm can be used. An asterisk denotes an optimal value.

Step 1. Minimize \(G_{N+1}\) subject to (IP.1-LP.5) to obtain \(G^{*}\) Set \(t=N+1\).

Step 2. Test for OSP), stop if satisfied.
Step 3. Add new constraint
\[
G_{t}=G_{t}^{*} ;
\]
maximize \(G_{t-1}\) subject to (LP.1 - IP.5) and (c.t - c.NTI)
to obtain \(G_{t-1}^{*}\). Set \(t=t-1\) and return to step 2.

Note that the solution obtained at the end of each step provides
a feasible starting solution for the next step in the above algoritha.

\section*{Computational Experience}

Implementation of the algorithm is very simple, as any available IP code can be adapted to perform the successive optimizations. The efficiency of the algorithm can be measured by the amount. of computation in Steps 2 and 3 relative to that in Step 1. Admittedly, even with good starting feasible solutions, the solution of \(N\) additional hp's may still be costly when \(N\) is large. To gain some insight into this aspect of the algorithm we report compatational experience on a test problem with the following characteristics:
\begin{tabular}{lrl} 
number of nodes & \(n\) & \(=7\) \\
number of arcs & \(a\) & \(=12\) \\
number of periods & \(N\) & \(=10\) \\
number of grid points & \(K(j)\) & \(=4, j=1, \ldots, 12\) \\
\(\mathbf{h}_{i j}^{k}=1, i=1, \ldots, 10, j\) & \(=1, \ldots, 12, k=1, \ldots, 4\).
\end{tabular}

The network for the test problem is depicted in figure 1. The exit functions for the arcs are given in Table l. Five cases are considered by varying the external inputs to the nodas as given in Table 2. Each case gives rise to a IP with
\begin{tabular}{rl}
311 & rows \\
791 & colums \\
3683 & nonzero coefficients, and \\
\(1.5 \%\) & density.
\end{tabular}
```

A Fortran implementation of the revised simplex method with inverse
in product form (see e.g. [4]) has been adapted to test for (OSP)
and to control the successive optimizations. Table 3 records the
number of steps required before a solution with (OSP) is ontained.
Table 4 records the number of simplex iterations and CPU time in-
volved in each step. In each case, step l was initiated with an
all-logical (or artificial) .basis. All CPU times reported are on
a CDC 7600, excluding data input but including (OSP) testing.
Based on these computational results, the following observations
are made. It is only when the network is extremely overloaded that
a significant number of successive optimizations is required
to obtain a solution with (OSP). In such cases (e.g. I and II for
our test model), so much traffic never reaches the sink that it matters
little whether certain arcs move their charges along according to the
exit functions, or let them stall thus violating (osp). In more
realistic cases, even with substantial congestion in the arcs over
various time periods, very few steps are required. Typically,
maximization of the total traffic throughput (GN) suffices. as with
cases III, IV, and V for our test problem. In any case, one can expede
the total computational effort to be very signiricantly less than
N + l times that for the initial lP. Experience with other more
complex test problems(up to 25 nodes. 65 arcs and 10 periods) agrees
with the above observations and suggests that successive linear op-
timization is an efficient approach to the dynamic traffic assignment
problem.

```
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Fig. 1. Network for the Test Problem


Fig. 2. A typical exit function for an arc


Fig. 3. Piecewise linearization of an exit function
\begin{tabular}{l|llll|l} 
TYPE & \(c_{j}^{2}\) & \(g_{j}^{2}\) & \(c_{j}^{3}\) & \(g_{j}^{3}\) & ARC \(\mathbf{j}\) \\
\hline 1 & 10 & 10 & 20 & 15 & \(1,3,6,7,10\) \\
2 & 15 & 15 & 25 & 18 & \(2,4,5,11\) \\
3 & 30 & 30 & 40 & 33 & 8,9 \\
4 & 50 & 50 & 80 & 65 & 12 \\
\hline\(\left\{\left(c_{j}^{1}=0\right.\right.\), & \(g_{j}^{1}=0, c_{j}^{4}=\cdots, g_{j}^{4}=0, f\) for all \(\left.\left.j\right)\right\}\)
\end{tabular}

Table 1
Exit Functions for Test Problem
\begin{tabular}{l|c} 
CASE & \(F_{i}(q), i=1, \ldots, 10, q=1, \ldots, 6\) \\
\hline I & 30 \\
II & 20 \\
III & 17.5 \\
IV & 15 \\
\(V\) & 10 \\
\hline
\end{tabular}

Table 2
Node Input for the Five Cases.


The Number of Steps Required to Obtain OSP


Table 4.
Solution Statistics
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In this report we consider the bicomponent problem of linear programming. In such problems each variable enters not more than two constraints. A basis updating procedure of maximal efficiency is suggested for the problem. Special list structures used in the procedure enable us to scan only those basis elements whose characteristics are updated.

\section*{1. INTRODUCTION}

This paper reports on an efficient algorithm for basis manipulation in generalized transshipment problems of linear programming (LP). These bicomponent problems form a special class containing not only flow problems but also LP problems having not more than two non-zero elements in each column of the constraint matrix. The paper suggests an algorithm for updating the basis for these problems with maximal efficiency.

The development of basis-updating algorithms is based on the assumption that the matrix of constraints is sparse. At first we tried to develop a basis-updating procedure requiring \(0(m)\) instead of \(0\left(m^{2}\right)\) operations, where \(m\) is the number of constraints. If the size of a problem increases, the percentage of nonzero elements of its matrix usually decreases, and only a small part of the basis variables change during one simplex iteration. Thus in solving large-scale problems it would be desirable to have a basis-updating procedure requiring fewer operations than \(O(m)\). It is however evident that a lower bound for the number of operations in basis-updating procedures exists. Let \(X, Y\) denote primal and dual variables and \(\Delta X, \Delta Y\) denote increments of these variables during one simplex iteration. Let \(d\) be the
number of nonzero elements in vectors \(\Delta X\) and \(\Delta Y\). It is evident that we need no less than \(0(d)\) operations to update the basis. An algorithm requiring \(O(d)\) operations may be called mamimal-ejficient. It is interesting to know whether maximal-efficient algorithms for different classes of linear problems exist. The efficiency of the algorithm depends of course on the data structure used. Thus if \(\Delta X\) and \(\Delta Y\) are stored as simple vector arrays, the algorithm with such data structure cannot be maximal-efficient because we need no less than \(0(m)\) operations to find nonzero elements of these arrays.

Bicomponent problems form a class of LP problems for which a maximal-efficient algorithm for updating the basis exists. In this paper we present this algorithm.

\section*{2. THE STRUCTURE OF THE BASIS GRAPH}

The design of efficient algorithms is based on the graphic representation of bicomponent problems. The nodes of the basis graph correspond to the rows of the basis matrix and the edges to the columns. Thus all basis information may be presented as basis graph characteristics. The endpoints of the basis edge are the row numbers of nonzero elements of the corresponding column. Vectors \(X\) and \(\Delta X\) also correspond to edges. Dual variables \(Y\) and \(\Delta Y\) correspond to nodes of the basis graph. scanning the vectors and all computations connected with these vectors may be interpreted as scanning the nodes and edges of the basis graph.

Updating the basis information during one simplex iteration begins with computation of the vector \(\Delta x\). Its nonzero elements form the set of edges we must scan; we shall call them woriking edges. At the end of the simplex iteration we compute the vector \(\Delta Y\) for changing the vector \(Y\). The nonzero elements of \(\Delta Y\) form the set of nodes we must scan; we shall call them working nodes.

We need to have direct access to working nodes and edges, and can realize this direct access using the special structure of the basis graph. Generally, the basis graph of a bicomponent problem contains m nodes and m edges. The basis graph does not contain isolated nodes and the endpoints of each edge belong to
our set of nodes. The basis graph thus contains one or more connected components, and each connected component contains just one cycle. The case where we have a one-element column in the source problem (for example, the unit column of the artificial basis) may be reduced to the general case. For the purpose of this reduction we must take an artificial node \(i_{0}\) and form an artificial cycle with the help of the loop ( \(i_{0}, i_{0}\) ). In this case one of the connected components will always contain the artificial node. In a pure transshipment problem the artificial node is usually the root of the basis tree. Figure 1 shows the general structure of the basis graph.




Figure 1. The structure of the basis graph

\section*{3. THE SET OF NORKING EDGES}

The set of working edges is defined in a unique way after finding the new basis column. The new basis column corresponds to the new basis edge ( \(k, j\) ). In the basis graph the working edges form a zizycie structure closed by the new edge. The bicycle is a connected subgraph containing two cycles and the new edge and not having terminal nodes (Figure 2).


Figure 2. Forming a bicycle

Nonzero elements of \(X\) must be computed and the vector \(X\) must be changed during a linear scan of the bicycle edges. For performing such a scan, the structure of the basis graph is represented by a forward \(l i s t\) (also called a predesessor list). This is an array of references \(p(i)\), where \(i\) and \(p(i)\) are the endpoints of the basis edge. If \(i\) does not belong to the cycle, then \(p(i)\) is the nearest node on the path from \(i\) to the cycle. If \(i\) belongs to the cycle, then \(p(i)\) is the next node on the cycle according to a particular cycle orientation. The reference \(p(i)\) points out the particular orientation of the basis edge (i,p(i)) (Figure 3).


\section*{Figure 3. The orientation of basis edges}

We are interested in the algorithmic sense of this orientation. Storing the basis graph with the help of the forward list, we point out directly only one endpoint of the basis edge, i.e.. \(P(i)\). The other endpoint \(i\) is indicated by the \(i-t h\) position in the array \(p\). The edge (i,p(i)) thus becomes connected with the i-th node; that is, all information connected with this edge is addressed by the index \(i\). This indication ensures direct access to the bicycle edges when we go down the references of the forward list. Let \((k, j)\) be a new edge added to the basis graph. We begin to scan the bicycle from the node \(k\). We label the node \(k\) equal to \(1: \ell(k):=1\). Going down the forward list, we execute the statement \(i:=p(i)\). The node \(i=p(k)\) is thus the next node that we should scan. This node gets a label equal to \(2: \ell(i):=2\), and so on, until we try to scan a node labeled earlier. We shall call
this node s the first ciosure. We then begin to scan nodes from the node \(j\) going down the forward list up to the first labeled node denoted by \(t\). The node \(t\) is the second closure. In this case the nodes being scanned get negative labels: \(\ell(j):=1\); \(\ell(p(j)): x-2\), and so on. Depending on the relation between \(\ell(s)\) and \(\ell(t)\), we have three variants of the bicycle structure (Figure 4).
(a) \(f(t)<0\)

(b) \(0<\ell(t) \leq \ell(s)\)

(c) \(2(s)<2(t)\)


Figure 4. Three variants of the bicycle structure

Before constructing the bicycle, the new basis variable is given unit value. Other nonzero elements of \(\Delta x\) are computed from the constraint equations when we scan the bicycle edges. These equations are not satisfied at the closures. Hence we must correct the vector \(i \mathrm{X}\) on the edges of the cycle. To perform this correction, we must scan the cycles again. The remaining work necessary for changing basis variables and deleting an old edge from the basis graph may be performed by repeatedly going down the forward list from nodes \(k\) and \(j\) to closures \(s\) and \(t\). It can easily be shown that for all the work described we need no more than \(0\left(d_{1}\right)\) operations, where \(d_{q}\) is the number of bicycle edges. To update
the forward list, we must change the orientation of basis edges on the path from the new edge to the edge that has been deleted (Figure 5).
a)

b)


Figure 5. The reorientation of the basis edges
4. THE SET OF WORKING NODES

At the end of a simplex iteration we must change the vector \(Y\). The elements of \(\Delta Y\) may differ from zero only in the nodes preceding the new edge; that is, going from these nodes down the forward list, we must pass the new edge. If we want to change the vector \(Y\) efficiently, we must store information about the predecessors in each node. Storing the information in direct form does not solve the problem because we need too much time to update this information. Special information about the predecessors incorporated in a backward iist is used in efficient algorithms. Let us consider the backward list for one connected component. At first it contains an array of references \(q(i)\), which enables us to scan all the nodes of the component. Beginning from a node \(i\) and executing the statement \(i:=q(i)\), we should first scan the predecessors of \(i\); this must be effected for each node. Figure 6 shows an admissible order of scanning. One can construct this orier by moving in the basis graph according to the labyrinth rule and deleting the nodes being passed for the second time on the way back.


Figure 6. Going down the backward list

Let ( \(k, p(k)\) ) be a new edge in the updated basis graph. The set of working nodes precedes this edge. Thus we must start from node \(k\) to scan all working nodes. If the new edge belongs to the cycle, then all nodes of our connected component are working. In this case, we must go down the backward list back to the starting point \(k\). If the new edge does not belong to the cycle, then the set of working nodes forms a branch rooted in \(k\). In this case, we will eventually be able to stop going down the backward list before reaching \(k\). To solve this problem, the backwnrd list must contain not only the array of references, but also an auxiliary array \(£(i)\). There are many variants of information stored in this array, including, for example,
(a) \(f(i)\)-- the number of the last node of the branch rooted at i
(b) \(f(i)\)-- the number of nodes in this branch
(c) \(f(i)\)-- the distance from i to the cycle.

In our algorithm, \(f(i)\) is the degree of node i decreased by two. It can easily be shown that the sum of \(f(i)\) on the branch rooted at i is greater than or ecual to zero if the branch is not completely scanned and becomes less than zero if the last node of the branch is scanned. Going down the backward list, we must thus sum up the values of \(f(i)\) and stop when the sum becomes less
than zero. Significantly, updating this backward list does not take more than \(O\left(d_{1}\right)\) operations during one simplex iteration. Let \(d_{2}\) denote the number of working nodes. Changing the vectors \(X\) and \(Y\) and updating the forward and backward lists thus takes \(0\left(\mathrm{~d}_{1}\right)+O\left(\mathrm{~d}_{2}\right)\) operations. Hence our algorithm may be called maximal-efficient.

\section*{5. AN AVERAGE OPERATION NUMBER HYPOTHESIS FOR PIVOTING IN LARGE-SCALE PROBLEMS}

The time required to solve large-scale problems depends on the number of simplex iterations. Generating a good starting solution for a bicomponent problem is not a very important difficulty because values of \(d_{1}\) and \(d_{2}\) for an artificial basis are very small and starting iterations are performed quickly. One simplex iteration consists of selecting an incoming variable by pricing and updating the basis. By using efficient algorithms, the time required to update the basis decreases considerably. The choice of pricing strategy is also important. As pointed out in [4], the choice of a good pricing strategy is an art for large-scale problems. We believe that this problem requires special research. For example, everyone knows that selecting the "most negative" variable to enter the basis is bad because we spend too much time on pricing.

It is interesting to estimate the average number of operations involved in a pivot. We suppose the number of operations depends on the branching of the basis graph. If the basis graph is a cycle, then it has no branches and \(d_{1}+d_{2}=0(\mathrm{~m})\), i.e., the estimation is bad. If the basis graph is a star, then \(d_{1}+d_{2}\) does not depend on \(m\) and the estimation is good. In speaking about "average branching", we imagine a complete binary tree. If we suppose a complete binary tree to be a basis graph, then an average number of working edges is \(0(\log \mathrm{~m})\). It can easily be shown that an average number of working nodes is also \(0(\log \mathrm{~m})\). Thus we suggest the hypothesis that an average number of operations for pivoting in maximally efficient algorithms grows like \(\log m\).
6. THE NONCYCLING MODIFICATION OF THE ALGORITHM

We can easily exclude the possibility of cycling in flow problems. Transshipment and generalized transshipment problems are flow problems. The bicomponent problem is a flow problem if in each column one nonzero element is positive and the other is negative. In this case, the variables may be interpreted as a network flow with gains. The nonzero elements of \(\Delta x\) may be interpreted as the correcting flow on the bicycle edges. The orientation of the correcting flow depends on the orientation of the new edge. The source and the sink of the correcting flow are the possible algorithm closures. The closures come at the source or the sink because of circulation in the basis cycle. If we go down the entire cycle with a certain orientation, then the flow increases and the closure is at the source. If we go down the entire cycle with another orientation, then the flow decreases and the closure is at the sink. As shown in Figures 7 (a) and 7(b), if the new edge is oriented from \(k\) to \(j\), then the closure s must be the source and the closure \(t\) must be the sink. Let us move around the bicycle from the source to the sink. Then cycling is impossible if two rules are followed:
1. In the starting basis, all degenerate flows are oriented to the cycle;
2. If we have several edges that we may delete, then we delete the first edge encountered in moving around the bicycle from the source of the correcting flow to its sink (Figures \(7(a)\) and \(7(b))\).
a)

b)

c)


Figure 7. The order of search for the edge deleted from the basis graph

Rule 2 can be simplified for pure transshipment problems. In such cases, the basis graph is a tree and the correcting flow circulates in the cycle formed by the new edge. Thus we have just one closure, which is simultaneously the source and the sink of the correcting flow. In this case, figure 7 shows the order of search for the deleted edge.

\section*{7. CONCLUSION}

The algorithms described for the pure transshipment problem were developed in the USSR in 1972 for solving large-scale problems in the development and placement of plants, taking into account the cost of transportation. Linear and nonlinear problems were considered. Sometimes it was necessary to modify supplies, demands, and cost coefficients and to reoptimize many times. The maximal-efficient primal code was good for these applications. In 1974 the general description of maximal-efficient algorithms for bicomponent problems was presented in [1]. These algorithms are now used in many codes. In particular, they are implemented in a code library for solving transportation problems in PL/i and FORTRAN. This library is popular in the USSR. The design of a noncycling algorithm [2] is more interesting from the theoretical than from the practical point of view; however, it guarantees the finiteness of the code execution. Similar efficient algorithms for pure transshipment problems have been presented independently in other papers, as, for example, [3] and [4].
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Further improvements to the simplex algorithm with the multiplicative form of the inverse and in obtaining greater efficiency in solving LP problems are possible in the following directions:

Reducing the required iterations by using new fast algorithms to obtain an initial solution. We use an iterative algorithm which seeks a saddle point of the augmented Lagrangian and uses a vector of updated penalty coefficients.

Taking into account the specific features of particular problems.

In this paper we first construct a special algorithm for obtaining an initial solution to an irrigation model. Second, in the framework of the multiplicative form of the inverse we implemented a specific simplex algorithm for the problem.

The simplex method is currently a rather efficient technique (in terms of running time, reliability, and the size of problems to be solved) for solving linear programming (LP) problems. According to specialists, the best algorithm (as far as running time, compactness, and accuracy are concerned) is based on triangular (LU) decomposition of the basis matrix and on the triangular multiplicative factorization of the inverse basis matrix.

We believe that it is possible to improve the multiplicative algorithm and to solve LP problems more efficiently by:
1. reducing the number of iterations required through using more powerful algorithms to obtain initial solutions
2. taking into account the specific features of a problem
3. increasing the reliability of the algorithm through using more efficient techniques to handle "illconditioned" problems.

One promising approach for obtaining a good initial solution is based on iterative algorithms. Professor E. Gol'shtein and his colleaques are studying iterative methods of solving LP problems at the Central Economical Mathematical Research Institute (CEMI) of the Academy of Sciences of the USSR.

Good results are achieved by using an iterative algorithm which seeks the saddle points of the augmented Lagrangian
\[
F(x, y, \alpha)=\sum_{j=1}^{n} c_{j} x_{j}+\sum_{i=1}^{m} y_{i} u_{i}(x)-\frac{1}{2} \sum_{i=1}^{m} \alpha_{i} u_{i}^{2}(x)
\]
where
\[
u_{i}(x)=\sum_{j=1}^{n} a_{i j} x_{j}-b_{i}
\]
\(x, y\) are primal and dual solutions, and \(\left(\alpha_{1}, a_{2}, \ldots, \alpha_{m}\right)\) are vectors of penalty coefficients.

An important detail in this algorithm is the use of a penalty coefficient vector a instead of an ordinary scalar coefficient. The penalty vector is recomputed during the iterations using information about the current solution of the primal and dual problems.

The steps of the iterative algorithr follow. A vector \(x^{s+1}\) is determined as an approximate solution of an auxiliary problem
\[
F\left(x, y^{5}, \alpha^{5}\right) \rightarrow \max , \quad x \geq 0
\]
by means of the alternative coordinate directions algorithm. The vector \(Y^{s+1}\) is recomputed from
\[
y^{s+1}=y^{s}-\alpha^{s} u\left(x^{s+1}\right)
\]

The vector \(\alpha^{s}\) is then recomputed. A more detailed description of the algorithm is given in [1].

The algorithm in question enables us to find an approximate solution to the primal and dual problems with an accuracy of up to 1 x by a number of iterations comparable to that of the simplex method.

The iteration of an iterative algorithr is much simpler than that of a multiplicative algorithm; there is no need to store the inverse in the iterative algorithm.

Table 1 compares the iterative algorithm with the simplex method.

Table 1.
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{Size of problem} & \multicolumn{4}{|c|}{The Number of Iterations} \\
\hline & \multicolumn{3}{|l|}{Iterative algorithm*} & \multirow[t]{2}{*}{Simplex Method} \\
\hline & \[
\begin{aligned}
& E f=1 \\
& E R=1
\end{aligned}
\] & \[
\begin{aligned}
& \epsilon f=35 \\
& \epsilon R=3 \%
\end{aligned}
\] & \[
\begin{aligned}
& \varepsilon f=1 \% \\
& \varepsilon R=1.5 \%
\end{aligned}
\] & \\
\hline \(83 \times 33\) & 29 & 35 & 57 & 33 \\
\hline \(113 \times 83\) & 90 & 97 & 103 & 135 \\
\hline \(352 \times 166\) & 383 & 486 & 578 & 558 \\
\hline
\end{tabular}

\footnotetext{
* \(f\) and \(\varepsilon R\) are the objective function and constraint tolerances, respectively.
}

The number of iterations for the simplex method is obtained starting from an all-slack basis.

To obtain an exact solution, it is possible to use the multiplicative simplex algorithm starting from the point given by the iterative one.

The question of how to construct an initial basis associated with the iterative solution for the multiplicative algorithm is not yet completely solved, but there is no need for a more accurate iterative solution. Improving an initial point by means of the iterative algorithm does not however at present always give fast convergence to an optimal solution in the multiplicative algorithm.

Evidently the subroutine for obtaining the initial solution must be fast and efficient. We have used a simple method to obtain an initial (usually infeasible) solution. We first bring all slack variables of a model into the basis. Then we pivot in the columns having nonzero elements in the iterative solution.

Even in such cases, the number of iterations required to obtain the optimal solution may be reduced to half that reguired using standard simplex pivot rules from the initial all-slack basis.

The special features of a problem may be taken into account In two ways. First, it is possible to construct a special algorithm to obtain a fast initial solution. Second, in the framework of a multiplicative algortthm we can use special features of a problem--generating the columns, for instance, instead of storing them.

These ideas were implemented in an optimal irrigation model. Generating the columns enabled us to increase the size of the solvable problems by four times and to decrease the running time by a similar amount. A special approximate algorithm for finding an initial solution decreased the number of iterations by an order of magnitude.

Let us consider the rectangular field with a mesh on it (see Fig. 1).


Figure 1

The values \(H_{j}\) are heights (evaluations) of the initial surface.

It is possible to find a feasible surface that gives the mintmum total amount of ground transportation work (from the points of cutting to the points of filling) by solving the following mathematical programuning problem.

\section*{The objective function}
\[
F=\sum_{i=1}^{n m} \sum_{j=1}^{n \neq i} c_{i j} t_{i j}
\]
must be minimized subject to the following constraints:
--longitudinal (vertical) slope constraints
\[
\varepsilon_{1} \leq z_{j}-z_{j+1} \leq d_{1}, j=1, \ldots, n m, j \not \equiv 0(\bmod n)
\]
--transversal (horizontal) slope constraints
\[
\varepsilon_{2} \leq z_{j}-z_{j+n} \leq d_{2}, \quad j=1, \ldots, n m-n
\]
--transport variable value constraints
\[
z_{j}-H_{j}=\left\{\begin{array}{l}
\frac{1}{\gamma} \sum_{\substack{i=1 \\
i \neq j}}^{n m} t_{i j}, \quad \text { if } z_{j}-H_{j} \geq 0 \\
-\sum_{\substack{n=1 \\
i \neq j}}^{n m} t_{j i}, \text { otherwise }
\end{array}\right.
\]
\(H_{j}\) are initial height marks, \(z_{j}\) are project height marks, the values \(\varepsilon_{1}, d_{1}, \varepsilon_{2}, d_{2}\) define feasible intervals of the longitudinal and transversal slopes, and \(y\) defines the balance of cuttings and fillings.

The field may be partitioned into several subfields, each subfield having its projection parameters \(\varepsilon_{1}^{i}, d_{1}^{i}, \varepsilon_{2}^{i}, d_{2}^{i}\).

The problem under consideration comes up in projecting irrigated fields and building sites.

This linear programing problem has the structure
\[
\min \left\{\begin{array}{l|l}
c t & \begin{array}{l}
A x+y=a \\
\Lambda x=D t
\end{array}
\end{array} \quad 0 \leq y \leq \bar{Y}\right\}
\]
where x: = z - H.

Here A has two nonzero coefficients in each row ( +1 or -1 ), the matrix \(\Lambda\) is diagonal, and \(D\) is a matrix of the transportation problem.

Practical difficulties are of considerable size. For example, a field of 100 acres gives rise to the problem of about 4000 rows and 500000 columns.

A good initial solution may be obtained in the following manner [4], taking into consideration the specifics of the problem.

First, we solve an auxiliary problem
\[
\min \left\{\sum_{i=1}^{n m} \lambda_{i} x_{i}^{2} \mid A x+y=a, \quad 0 \leq y \leq \bar{y}\right\},
\]
by the group balancing algorithm [2] to define the initial values of the variables \(x\) and \(y\).

The group balancing algorithm consists of the following steps. We scan the field cyclically, building the group for the next j-th point of the field. All the nodes around the j-th one are included in the group if they satisfy the slope constraints as equalities. Then we attempt to move the \(j-t h\) node with its group upward if \(z_{j}-H_{j}<0\) or downward if \(z_{j}-H_{j}>0\). If a new constraint comes into equality and does not allow further movement (upward or downward), a corresponding node is included in the group. We continue to move the j-th node with its group until a balance of cuttings and fillings in the qroup is reached. During the first scanning of the field, we include in the group the nodes that violate the constraints. The given algorithm converges fast, in 3-6 scannings. Initial values of transport variables are determined using quantities of \(t\) obtained by solving the following problem:
\[
\min \{c t \mid \Lambda x=D t, t \geq 0\}
\]

The approximate solution obtained is usually within 58 of the optimal one. The less rigid the constraints, the better the solution is. Further optimization by the multiplicative algorithm requires fewer iterations (by a factor of ten) than if we started from the "zero", i.e. all-slack, basis.

A specialized multiplicative algorithm, with a coefficient matrix and cost vector all kept algorithmically, is used to obtain the optimal solution. The matrix columns are split into four priority subsets. We look for the candidate to enter the basis first among the \(y\)-columns; if there is none, we then look among the transport columns \(t_{i j}\) such that \(x_{i}\left(x_{i}<0\right)\) and \(x_{j}\left(x_{j}>0\right)\) are in a current basis, among the \(x\)-columns, and finally among all the transport columns. Such regulation of the column generating procedure has produced significant gains, as searching for candidates to enter the basis is the most expensive operation in the multiplicative algorithm.

The code has a low running time and the process is reliable in obtaining a feasible solution. These properties are especially important when dealing with an ill-conditioned problem, where one could easily get out of the feasible solution set. Our experience has demonstrated that the algorithm where variables of an intermediate basis can be infeasible is more reliable. Such an algoritha is not much more complex than an ordinary one; it differs from the latter only in the pivoting rules.

We have used the following variant of the simplex method [5]. Let \(J_{3}\), \(J_{4}\) be sets of variables that are negative or over the upper bound, respectively. When a current basis is infeasible, we use the following objective function:
\[
\max \sum_{j_{k} \in J_{3}}^{\sum}{ }^{x} j_{k}-\sum_{j_{k} \varepsilon J_{4}} x_{j k}
\]
instead of the initial one and the following rule for choosing the pivot row:
\[
\begin{aligned}
& \theta=\min \left\{\theta_{1}, \theta_{2}, x_{k}\right\} \\
& \theta_{1}=\min _{i}\left\{\left.\frac{x_{i}}{z_{i k}} \right\rvert\, z_{i k} \neq 0, \frac{x_{i}}{z_{i k}}>0, j_{i} \neq J_{4}\right\} \\
& \theta_{2}=\min _{i}\left\{\left.\frac{x_{i}-\theta_{j i}}{z_{i k}} \right\rvert\, z_{i k} \neq 0, \frac{x_{i}-\hat{x}_{j i}}{z_{i k}}>0, j_{i} \notin J_{3} \int_{4}\right\}
\end{aligned}
\]
\(j_{i}\) is the number of a basis variable, \(x_{i}\) is the value of a basis variable, and \(\hat{\mathbf{x}}_{j}\) is the upper bound of the value of a variable \(x_{j}\).
\[
z_{\cdot k}=\left\{\begin{array}{cl}
B^{-1} a \cdot k & \text { if } x_{k}=0 \\
-B^{-1} a_{\cdot k} & \text { if } x_{k}=x_{k}
\end{array}\right.
\]
is the transformation of a column a.k entered in the basis.
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The role of models and their success in a strategic planning environment are evaluated, and current limitations on modeling applications are examined. In order to relax many of these limitations we propose a basic change in modeling technology. Although some of the underlying ideas are currently implemented at the Development Research Center of the Worid Bank, a unified effort by the entire modeling community and software industry is needed to finally deliver a significant improvement in the quality and success of strategic modeling applications.
1. Introduction

\begin{abstract}
The audience ar which this paper is directed consists of both the modeling communtry and the developers of algorithons and soritware. Exparienced model builders will acknowledge she frustracions they bave suffered practising their trade, while students of model building will become better aware of some of the resource constraints encountered in applied modeling exercises. All of chem will have a derinite incerest in recognizing ways to relax these resource constraints. Algorithm and soffware developers are also an tmportant part or the audience as cheir joint but unified contributions will be required for the eventual resolution of the furdamental issues raised in this paper.

The matn focus of the paper is on modeling in a strategic planaing enviroment. Section 2 will elaborate or what we mean by such an enfironment, and what is meant by "success" in the applicarion of models in scracegic planging, In section 3 we examine the current limitations on modeling, empiagizing not only the extansive resource requifemanes in serms of techoical skills, money and time, but also such incangable issues as the low rellabilify associated with our present model generatig software, and the awesome commotication problems assoctated with the dissemination or models and their results. Section 4 sets out some fundamental steps that will be required for a significane increage in successful modeling, while sections 5 and 6 elaborace on some of the developmencs chat we dave begun in taking chese steps.
\end{abstract}

\section*{2. The Role of Machematical Models in a Strategic Planning Environment}

In order to have a common understanding of what we zean by "mathemetcal models" and a "strategtc planing enviromment," we need to classify modals in relation to the enviromment in which they are used. We View mathemitical models essencially as mappings: each model transioorme a set of input data into a set of output data. With such a general definteion in mind, it is no easy task to classify models and their use. Anyone punching a calculator is using a model. A linear program to num a refinery is a model. a management information system is a model. A mathematical program capable of evaluating water-related invescments in a thirdworld country is a model. These examples represent models that are used in different application enviroments, and each model has its own chnracteristics.

One can identify a wide spectrum of models with operational models on tha one extreme, and strategic planning models on the other. Operational models can be characterized as "black boxes." Their users are not interested in the model itself. Only the results produced by the model are of interest. Operational models ara used over and over agatn, each time with differemt paramater 1aputs. No structural changes are ever made to these models, which makes them assentially static in nature. Strategic planoing models, on the other hand, can be charactertzed as "open boxes." Their users are primarily tnterested in how the model is constructed. Strategtc planang models are used only once, and their resules serve to further the understanding of the model. Structural changes are continually made, which makes these models dyomic in pature.

The calculator is clearly an example of an operacional rodel. It is an hard-wired device (usually contained in a black box), which can perform a set of well-defined tasks. A typical user is interested in the results it produces, and wants to use it over and over with different input data. No modificarions are even made to the calculator itself. The linear program to rum a refinery is mostly an operational model. Its structure is Eixed most of the time, and it is used over and over again to determine the operation of the refinery. The managemant information system is somewhere in the middle of the spectrum. Whenever it is used to provide factual information to management it represents an operational modal. Whenever it functions as a decision support systam, capable of analyzing information, it represents a strategic plannigg model. The mathematical program capable of evaluatigg water-related invescments in a third-world country is clearly an erample of a strategic planing model. The understanding of the zodel is much rore tmportant than the resules it produces. Seructural cianges to the nodel will be made as a resuit of enhanced insigits tato both the model itself and the real world it is designed to capture.

In this chapter we want to focus on the role of mociels in a strategic planning environment. Such an enviroment is characterized by long-cerm, often 111-defined and poorly understood issues which require near fmediare decision making. It is the long-term impact of the decisions that make them important. Examples of strategic planning environments are government planaing agencies, corporate planning offices and international organizations.

These planing enviroments hava common characteristics. The issues under consideration are usually extemely complex, and need to be sorted through. The amount of possibly relevant fnformation is vast. In addition, the consequances of any decision are not necessarily limited to one person or one institution. Nor ara all other aspects of the decision necassarily under the furisdiction of one person or one organization. In such an environment, mathematic models play a special role. They are used as a framework for analysis, for data collection and for discussion. They are ereated to improve one's concaptual understanding of the problem. If several decision makers and/or institueions are involved in a final decision or set of recomendations, models can be usad as neutral moderators to guide the discussions. Different \(\begin{gathered}\text { ewpoints can be tested and examined. }\end{gathered}\) In such an enflronment the actual velues of model results are not so important, but the selative values resulting from testing different scenario's are of interest. The model is a learaing device, and should aever be expected to produce final decisions. Because of this indirect importance of a model in a gtratagic plaming enviroment, there is 0 clear way to measure the benefits, although it is not too difficult to keep track of the (usually ingh) coses. It is precisely this lack of well-defined monetary benefits and the fact that plaming models are continuousiy changing that distinguisin them and their enviroment from the operational models discussed previously. Having characterized models and their roles in a strategic planning environment, we cac now dafine the meaning of success of a modal. An operational model is successful if it produces raliable results, and \(1=\)
is easy to operata. a strategic plaming model is successíul if it is easy to. understand the model, if its structure and content can be communicared eifectively to ochers, if the results produced by the model can be explatned, and if model experimencs can be easily repeaced or verified by exparts other than the original model buildars. Referring to two of our previous examples, the calculator should be easy to use, and the rafinery model should be able to control the reifining process effectively for them to be successful models. The requirements for the success of strategic planing models are much higher chan the ones for the success of operational models. This has undoubtedly contributed to the limited role that mathematical models have played thus far in a strategic planaing enviromant. The aext section will higilight some selected aspects of our cursent mocieling technology co illustrate this poinc.

\section*{3. Curfent Limitarions on Modeling Applications in a Strategic Planning Environment}

In the early days of mathematical modeling, large applications were moatly of a milttary or industrial nature. Models were usad to describe and solve weil-defined problems in the areas of production and distribution, and they were employed on a routine basis. In many instances it was considered cost-erfective to establish a small group of tecinical people wiose sole responsibility was to maincain and to improve the existing package of models. In recent years the scope of mathematical modeling applications has widened, and modeltng environments different from those described above have emerged [1], [2], and [3]. The U.S. Government, for instance, has supported the
developmant of a large number of strategic models, and many planaing agencies around the world use mathamatical models as thair major tool for analysis. In these planntrg oriented environments we have observed that the cost of building and majotaiaing mathamatical models is bigh, while the benefits are not always clearly defined.

A study by the Nactonal Sciance Foundation on the development and use of mathematical models within the D.S. Government provides some interesting figures [2]. The total development cost oi the 650 models surveyed was US \(\$ 100\) million ( \(\$ 154,000\) per model), and it took on the average 17 months to make a model operational. It was observed that \(75 \%\) of all models can be operated only by the original development team, despite strong efforts in model and program documentation. Actual policy use of these models by groups orher than the modal deaigners has been minimal. Given the median size of 25 equarions (only 6 models had more than 1,000 equacions), the above figures look racher depressing as it takes 3 weeks and \(\$ 6,000\) to develop one equation on the average.

Our own experience in the World Banic indicates that a large portion of total resources eurrently spent on large modaling exerctses is for the generation, manipulation, and reporting of these models. It is evident that this percencage must be reduced significancly if models are to becoma eifective tools in planniag and decision making.

Besides these extensive resource requiremants we have encountered several other problem areas, most of them steming from attempes to disseminare previous and ongoing research in a planoing enfiroment. The documancation of large models and cheir modificarions is one such problem. If a project is large, and continues for one or two years, the cost of complete
```

docmentation becomes horrendous. A decision is usually made co maintain
a few versions of a model. In pracrice this means that some basic experiments
can be repeatad. In the long rw, however, the value of the available
softrara becomes essenclally zero as people change jobs, and any elanges
to existing versions require extensive set-up time.
A ralated problem is the commmication of modeis to interested
persons that are not parr of che development team. As chere are no standards
in notation, it is oftan difficult to fudge from any writemup what exactly
the model ts. Erpertmentation with the model moy enhance one's understamding,
but this requires the use of both che model and report gemeracors. As these
programs are montrivial, they in turn require the use of a techmical person.
The extensive time and money requirements prohibit many outsiders from even
attampelag to satisf7 cheir own curlosity with regard to che model. No
arfecrive dissemination of knowledge can theref̃ore taka place.
Another major obstacle to successful modeling in a planaing
environment is that there does not extst a common interface with the various
solucion routines modelers can use Eor their famtly or models. As each
solution pacicage usually requires diffarent daca structures, it becomes both
time and money consuming to switch back and forth betweem solution algorithms.
is a casule modals tend E0 get locked into one solution package which ar
times limits their development. There is also no general-purpose sortware
for the IL|iciag of modeis, an activity that has become more prevalent with
the increased use of models.
The heart of the problem is the fact that solucion algorithm
need a data structure and a problem representation which is impossible to

```
comprehend by bumans. At the same time, problem repraseatations that are meandngiul to humas, are not acceptable to machines. The two translation processes required can be identified as the min source of difficulelas and exrors. With today's techrology, each translation process is broiken down inco a number of interrelated steps where most of the coardingtion and control bas to be done by humand, and is cherefore subject to error. That's why extansive that, skill and money resources are required for che completion of large-scale modaling excercises. In addition, it is not surprising that because of this extenalve homen laput the overall rellability (the probability of no inistakes) of our modeling pracelce is embarrassingly ION.

We would like to 1llustrate the above paragrapts by using linear programming as an erample, surely the most widely used and best developed cool available today. Most studenes involved in qumeitative studies are axposed to linear programing and its applicatlons through textbook exaples, which can be comprehended quite ensily. Still, may of them ind tremendous difficulties in bandilag ran-world linear programming applications! the zeason for this is simply size. If one usas taxtbook mathodology, ona finds that the complentias associated with the generation and maipulation of models grow astronomically with size. Consider a small problem with 10 equarions and 10 variablas. This can be neatly princed in merix form on ora page. We can directly inspect each of the 100 ammelcal entries and their posielon relative to each ochar. To print the matriz of a "standard" size agricuitural sector model with 1,000 equations and

2,000 variables, on the other hand, would require 3,200 pages of compurer paper. Realizing that of the 2 million possible entries only 80,000 or so are differenc from zero, we could label rows and colums and print these labels togecher with the nor-zaro encries. Alehough this way of representing the matrix reduces the required pages to 1,230 , we are essentially left with a list of seemingly random numbers, unaile to discover any maningful model. Onfortunately, this is exactly the way we have to communcate with today's software.

Table 1 is a furcher elaborarion on linear programing technology. The soluction process ts broken down into 12 different tasks or processes and 15 classes of associared dociments or data fites. As an fllustration of how to interprer the table, consider the third row. The task is described as "design computer program to geaerate colum/row/value racords correspondtag to model in matrix form." It can only be periorned by a human, and it requires chree inputs and one output for its completion. One necessary input is the dascription of data and model in conventional notation. On the basis of this input, one has to design XPS aming conventions that will be used in the maming of rows and colums of the linear programang tableau. Added to this input will be a data set coded 1n a program acceptable form. With these inputs the task can be executed, and the final outpur, a matrix generator program writyen in some language, will result. Remember that each input and output in the table requires auman incervencion. The final goal, or course, is che solucion reporr while she 13 intermediate documents are an expensive and error-prone detour. It is faportane to gote that the first 7 tasks are performed by dumans. The last 5 tasks are periormed by che machine, but geed aciditional

```

conerol instructions co coordinace inpue and oucput. This agate is
a source of erzor, aven thougi the exacution or these 5 tasks is for ail
practical purposes arror free. Many errors chat ara made are usually of
a very intricate nature, and do not become apparenc inmediately after
thay have been committed. They are ofitan carried on throughout the process
without having facal effects on solution procadures.
Alchough our prasent modeling technology has proven to be adequate
in many modeling mvifonments, it is clearly inadequnte in manting the needs
of model builders in a stratagic plannteg enviromment. A new generation
of modeling tecmnology is geedad in order to maka a sigaificant improvement
In tha chus far limited suceess of planoing models.
4. Ralaxtrg Curken= 3oundaries on Successiul Modeligg in Strategtc Plamodng
Mathemarical models ara a pocencially powerfil tool in a serategic planning enviroment, but their effective use and dissemination bave been hampered seriously thus far by excesaive resource requiraments in carmas of 5ime, money and technical skills, and by the difficulties associated with the commaication and zepertability of model experimants. Exolsting modeling technology is a major ilmitiag factor in this anfiroment where modals are always subject $=0$ structural changes, and at wost one run of any model version is of intarest. As we aotad in the preqious section, the heart ai the problem is the fact that two representations of the same model ara aeacied before any solutions can be obtained, and that the required translations

```
are labor intensive and error prome. In our opinion there ara two basic requiremencs that will eventually lead to the success of stracegic modeling.

First of all we need a untrersally accepted, highly sophisticated wotation, a formal modeling languge, which is easily understood by both human and the rachine. Secondly we need a universally available softuare syatem with a low level inceranl data structure so that, ac least in priactple, it can interface with any data base and solution algorithm that is available. It goes almos without saying that these are necessary and not sufficienc condictons for succeasful modeling, alchough their fulfiliment should greatly enhance our modeling capability.

Daterminiag a general modeling language is not an eany cask, but 15s eventual definition should be gulded by obeerved aeeds. Kost probless associated with model butlding can be reduced to a basic question concerating commalcation. How can one commoricate data and its assoctated complax mathematical structures when the human mind is limired in its power to grasp and comprahend many issues simultaneously. The only tool available to us is our power oi abstraction waich aids us in understanding the complexity of reel world phenomane. It allows us to define parcitionings, mappings, anstings, and short-hand notacion. A modeling language should provide us with such a short-band notation, allowing for the specification of partitionings, mappinga and neatings in a unfying but casy to use maner. As almost everyone hat been exposed to some algebraic notation during thair formal education, the language should adopt as much as poseible the exhstigg algebraic conventions, with perhape a few additions to handle the inherent

\begin{abstract}
couplaritias of large models. Since the language will only be used to represant models, it should not be an algorithmic programing language, but instend resemble more the langunge of a sophisticated data base capable of handling symolic algebraic ralationsifips.

The axdstence of such a general purpose modeling langunge carzies several important implicstions with it. As it is machine readable, only one documant is aeeded. This document serves also as the complete documencation of the model. Since it is easy to inspect, commoleation between persons is greatly eninaced. In addition, the machine can be of great help to the model builder in discovering nisspecifications, especially at the syocactacal level.

A miversally available sofirare system which can interiace with data bases and solucion algorifhms also carries imporcant inflicecions for the modeling commanty. All of a sudden, many tagks that are currently periormad by bumas during the model building process, are automatically performed by the machine. This leads to a drametic fmprovement in the raliability of our modeling softrare. Solutions and reports will be automatically generated as soon an a complete model representation bas bean specified. No more bighly skilled computer technicians are needed. The cime that is required \(t 0\) accomplish any structural changes in a model representation is guddemly becoming negligent. In addition, as many human errors are prevented by chis aem anchiae-intengive cechnology, the overail cost per rodel should decrense.
\end{abstract}

\begin{abstract}
An imporeane byproduct of an algebraic modeling system is that the algebraic represeneation concains structural foformation abour the model which can be recognized by the systam. The aucomatic decection of linear and nonifnear aquetion is one axamle. The auromatic dececeion of block seructures in che incidence matrix is anothar erampla. A generml modeliag systan will also aid che developmant of algorithos when it comas co cestiag and compartig them. In addition, the system can be wad as a marketing device for well-implemnted algorithms, thereby raducing ene distance becwen software developers and modal builders.

It is evident chat collaboration by various profassionals and organizations is aended to ultimetry accomplish the two basic casks outlined In this section. At the Derelopment Rasearch Cemter we bave made che first steps toward the dervelopmant of a ganaral algebraic modeling langunge and a general algebraic modeling system which we zefer to as GAMS. We hope that this development, which has bean under way for several years, will becoma cako-off poine for futura collaboration and possibly standardization in modeling softhare.
\end{abstract}

\section*{5. The Davelopment of a General Algabraic Modeling System (GaNS)}

The modeling anviromment within cha World Bank can in general be characteriged at a staragic planning enviroment, where models are built and und at a learaing ievice and a framemork for analysis [1]. Ovar the gears We have been associated with may modeling exerctsas, and have recognized the limitations of our current modaling softrare. It is the aeed for a
baeic change in modeling technology that has led to the inception oí the GAMS project. This project has progressed to the point where we represent complece models within GAMS, and execure all data manipulations. Laniks with selected solution algorithms are still under development.

The system is currencly used to formulate and documant several of our models. It guides and checks the uer in che specification of a complete model, thereby accelarating the formulation process. In addition, all dara manipulations can be performed by the system, and their resules can be displayed in the Eorm of well-documented reporss. The layour of these reports are auromatically generated by the system. An extensive analysis of the inpur daca can therefore be made prior to any atcempt to solve the model. In our experience the data preparation and analysis have always been the mote trme consuming aspacts of any modeling exercise. The efforts required for this phase are reduced subscancially with the use of the syscem. For those solution rourines chat are not linked to GivS as yet, we use the GAMS notation as a guide for writing the model generator (i.e., the program char generares the model represencarion as it is required by a specific solver). This has resulted in an increased rellability of the model generators.

The choice of noeation in GAMS grew from an increased understanding of both the needs of the model builder and the shorfcomings or available compurer languages, Most common programaing languages are designed so implement algorichms, and do not allow for a ninimal and engy to read
zepresencation of large and complex models. There are, however, some spectalized model generaetng languages, ueually deaigned around a specific algoricbm. The DHKAMD Language, for instance, was designed around an efficlant algorithm to integrate dyande system. The TROLL syatem was designed around a Gauss-Seidel process to solve conometric modals. Languges such as MAGSN and MEG ware denged around the simplex mectod for linear program. Boch MAGCA and KGG are estencially a shore-and noeation for generseing the MPS tape (the industrymide scandardized input for linear programming softrare), and, as such, are limited in scope. They are rightfuly ealled "matrix generstora," as chey are only suited for Innaar problems. In addition, since their main task is to manipulate characters (strings) to put cogether names for an MPS cape, bhey also do not allow for a minimal and asey to sead representacion of large models. They are, however, a step formard Then compared to ordinary programing languages, and have been used successfilly in anvironmen other than serategic planaing.

In our experience, the typical model bulder wants to be freed from any burdens that are fmposed by solution algorithw. His basic needs are served by both a notacion that allow him to write down a model in a straightforward maner, and a system chat eakes over the staps raquirad EOr the generation of the modal and its results. Rooring that parsoas from many disciplines heve been incroduced to some metremacical nocaelor, and ciac elemneary daea base moctors are easy to underscand, we have choen for an algebraic languge with data bese concepts intersoven. The result Is a flaxible and angy to use notation, that is porerful enough to bandla complex modals. In addicion, it con be used for mary typas of machemacical models both linear and monifnear.

The data model used in Gaks is designad to sake advantage of sparsenesa. Only the nonzaro or the explicitly defined elements are stored internally. With this data structure the effores required co parform any logical and algebraic data manipulations can be reduced to the sorting and marging of multidimensional files.

There are sevaral casks that we envision the system to pariorm. gesidea the capability to interface with outside daca bases and solution routiges, the system should facilitate the coupling of models. Simulations over time may be such that the soiution of a model in one period is used to datermine a parameter of the model in the aext period. \#his capabilify to link models will reduce che extensive set-up eime that is required with currant modaling tachnology. Other casks that we eavision the systar to perform are automatic unte analysis and automatic scaling. Especially the latter one will become important as the distance betreen the model builder and che solution algorithm will grow with tina.

Figure 1 gives a simple schematic overfiew of the structure of GaMS. Cantral in thats figure is the GaMs sranslator. Following the translacion the systam either creates or continues a Giks Project Pile. This ailows a user to add or modify an acdsting modal without raquiring the system to rapear provious operacions. The respousibility for the project data file lies therariore with the user. The rasponsibility for the GAMS Daca Base, on the other hand, liea with the system. It contains information that is aveilable and of intersat to a variety of uans and models. The tachaical norms chat adse for anch process in the fertilizer indusery deacribing the inpur quantitias requizad for one unit of output form one example. The GAMS Exacutor incerfacea with boch the Project File and a

Large variaty of stranger systemn. Examples of stranger systems are the CAMS evaluacor (which evalunces all daca expressions), the GaNs Modal Analyser and the Linenr Programong Erecutor. Each of them mey in turr incerface with ocher such stranger systame. The overall Gavs system is set up such chat it can aiways expand as the need arises.


Figure 1: Schematic Overview of Gaks

Following this general discussion on the development of GaMS, ve will devoce che aeme section to som more detailed aspeces of the modeling language in Caks.

\section*{6. Selected Aspects or the Yodeling Language in GAMS}

This section is differemt in flavor from the previous sections in that if does not concern icself wich generalities. Instand it concencraces on language derails to provide the reader with some intuletre feel of wher Che language is all abouc. For illuriative purposes, consider the canery tranaportation problam taken from the book, Lhaear Programing and Extensions by G. 3. Danciig. A company desires to supply its chree warehouses frow two canneries with given inventories in each, and wants to minimize the cotal shipping cost. The compucer raadable GiNS representation of this problem is staced in Figure 2.

Ae can be woted from the model deacription, we have restricted ourselves to a small character ser which is available on wost computers. In addition, we have assumed that there is a carriage concrol available (1.e., no subscripts or superscripts), and that there are only capital letters. Within these faw limitacions, we have adhered as much as possible to existing mithematical conventions.

This model statement can be viewed as an integrated data base. In addition to the data cables and assignment statements, there are the symbolic equationa which represent data that can only be obtained via some solution algorithm. Boch daca and symbolic equerion are needed for a complete model representation in GNMS.

There are several key words uned in the model descripitom. They are (in order of occurrence) SET, PARAMETER, TABLP, VARTABLE(S), EQDATION(S), SIM, :ODEI, SOLTE..USING...MINLIZING, and DISPLAY. We will coment on each of them.
```

STE G CAMORRIES / SEATENE, SAN-DIECD /i
SET y Hagmocese/
152,ro85
cincuco
cunses sunsas CITY /;

```

```

    smatrer 350
    SNS-0ITCO 650 /;
    ```

```

    L(t) = 300;
    ```

```

| $5 P 1725$ | 2.5 | 1.7 | 1.3 |
| :--- | :--- | :--- | :--- |


| $S M-01500$ | 2.5 | 1.8 | 1.4 |
| :--- | :--- | :--- | :--- |

```

```
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    ```
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    आMum(%) . .
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    ```

```

    vave
    ```

```
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Sets are used as driving indices in many mathematical models.
They usually have a siovt name followed by a description. Following the description is a listing of the set elements contained between two "siasines." Each name can have an associated description if needed (e.g., the element RANSAS bas a description RANSAS CITI).

A parameter can be defined in a similar fashion, with a numer following each label as we did for parameter A. An algebraic definition uging an assignment starement is also possible, and this was done for parametar \(R\) (each warehouse requiremant is 300 undis). A third way to define a parameter is fia some tabular arrangement as was done for the parameter UTCOST. Boch row and column descriptions of the paramerer are requirac. As we shail see later this two-dimensional frameworix can be used to represent parameters with more than two dimensions attached to them.

Variable and equarion names mist be defined first before they can appear in any symbolic equations. One can recognize a symolic equation by the two dots following the equation tama. Note that the availability constraint SUPPIY is defined over the domatn (set) \(C\). It is a shore-hand notation for two availability constraints, namely one for each cannery. The sumantion in the SUPPIV equarion is indicated by \(S U M\), and followed by the set zame \(W\) to which the sumation operacion is to be applied. Each symbolic equation in GAMS has a Type. In the example we have \(=\) L= (a less than of equal to constraint), \(=G=\) (a greatar than or equal to constraint), and - 트= (an equallty constraint).

A model in GAMS is the selection of a subset of the symbolic equarions. In the cannery example all equations are inciuded in the model. Once a model is deifned, a particular algorithm must be chosen. In this case linear programing (LP) is selected to mindmize the variable TRCOST in che model CANNERY. Display statements can be used to get selected piaces of data. Bere we bave asked for the activity levels associated with the variables ( \(\mathrm{X}, \mathrm{dL}\) ), and the shadow prices (marginal costs) associated with the availability constraints (SUPYLY.MC).

The camery model serves as a quicik overfiew of several important aspects of the language in GArS. The example does not portray sowe of the complexteies associated with the representation of largescale models. That is way a more extensive description of the aotation in GNMS is presented aext.

\subsection*{6.1 Sers and Set Mappings}

A simple (one-dimensional) set in GaNS is a finite collaction of labels. These secs play an fmportant role in the indexing of algebraic scatements. Tha cannery example corcains two such sineple sets (namaly, \(C\) and \(W\) ), and both their syntax and use are illustrated there. Several one-dimensional sets can ba related to each other in the ganse that chere is a correspondence batween them. As an axampla consider the corraspondence between coumtries and regions. Depending on one's viewpoint, this is a onetomany or one-tomene correspondence. To each country corresponds a specific set oí regions, wille each region corresponds to ona specific country only. as we shall see, these correspondences play an inportant
```

cole in GMMS since they can be uged to control the domain of deifinition
in assignment statements and symbolic equations.
The syotax for ser correspondences is much like the one for
single sees. Consider the following illustration.
SEI CR COUNIET-REGION CORRESPONDENCE /
INDONESIA.N-SUMATRA
INDONESTA.N-JAVA
MALAYSIA.W-MALASIA
. /;
or,
SET CR COUNTRY-REGION CORRESPONDENCE /
INDONESIA. (N-SUMATRA, E-JAVA), MALAYSLA.H-MALAYSIA, .../;
Note that the period is used as an operator to relate the elements
Of the differenc sers, and that the order of the elemencs in the correspon-
dence is Eired (1n this case country Eirst, region second). In order to
reduce umecessary repetirion, the parencheses can be used when several
elements in one set correspond to a single element of the other set. There
can be any number of sets in a correspondence. The following few lines
1llustrate a 3-dimansional set mapping.
SET RZD RRGION 2ONE DISTRIC: MAPPING /
NORTH. IRRIGATED. (H-NORTH, C-NORTH, E-NORTH)
CENTRAL. (IBRICATED. (NH-UPPER, NE-UPPER)
RAINEED.(S-UPPER, W-LOWER, E-LOWER))
.
/;

```

There ara ways to change the information contents of sets and set mappings. This can be done via algebraic assigoment statemencs, which require all sets to be fndexed. Assume that a set \(R\) of regions has been derined, and
that a copy of this set is desired. Then one can ritte the following GAMS statements.

SEI R COFY OF SET R ; RR(R) \(=R(R)\);

The next example is a redefiaition of \(R 8\) on the basis of the above set correspondence RZD. Assume that the aer sat RR should contain all regions that are not rata-fed. The instruction SUM, already mentioned in the cannery example, denotes a union instand of a sumation when applied co sats.
```

            \(R R(R)=R(R)-S U M(D, R Z D(R, \quad\) TROPICAI', D)) ;
    ```

Note that the 3-dimensional correspondence RZD requtres 3 driving indices. Since the middle index is invariant, we have used the quotes to indicate a specific element rather than the entire set.
```

6.2 Data Tables

```

Tabular arrangements of data are a very convenient way to describe malti-dimensional parameters. The unit cost table in the cannery model is an example of a 2-dimensional parameter. The following table illustrates a 4-dimensional paramerer, where 3 dimensions are captured in the row descriptions, while the fourth dimension is contained in the colum label.

TABLE L LABOR CDEFFICIENTS IN HOURS PER RAI BY REGION, CROP ROTATION, TECENOLOGI AND MONTE
\begin{tabular}{|c|c|c|c|c|}
\hline & JANUARY & FEBRLART & MARCE & APRIL \\
\hline FORTH-TPP. SUCARCANE. TRAD-BUFF & 2 & 2 & 2 & 12 \\
\hline NORTE-TPP . SUGARCANE. MOD-TRACT & 1 & 2 & 2 & 10 \\
\hline - & & & & \\
\hline + & MAI & SNE & Julz & AJGUST \\
\hline YORTE-TPP.SUGARCANE.TRAD-3UFF & 12 & 35 & 30 & 45 \\
\hline NORTE-TPP. SUGARCANE.MOD-TRACT & 12 & 30 & 30 & 40 \\
\hline
\end{tabular}

\begin{abstract}
Note that we have specified the untis for the entire table in the table heading. As it stands at the moment, unit analysis has 50 be done by the model builder, although one of our goals is co make automatic unit analysis an incegral part of the data base system in GaMS. The order of the sets used in the row and colum descriptions in the table statement Hust be watatatoed in later references to the paramerer. For the above example this will be \(L(R, C, T, M)\) where \(R, C, I\) and \(M\) refer to the simple
\end{abstract} sets.

\subsection*{6.3 Assigament and Equarion Seacemencs}

Most of the syntax used in agsigment statements and equations are the same, although it is straightforward to detact if a GdMS scatement is an assignment or an equaction.
dn assignment statement in GAMS is an instruction to periorm some data manipulation and store the result. It can be compared to a FORTRAN statement wiere the reault of the operations performed is stored under the ame that appears on the left side of the equal sign. as an exampla consider the parameter \(\operatorname{DISI}(I, J)\) Ladicating the distance from location I to location \(J\), where the elemencs in the sets I and \(J\) ara identical. Assume that initially only the lower triangular part of DIST was specified in a TABLE statement, and that we are interested in specifying the entire matrix. We can write che following semtence
\[
\operatorname{DIST}(I, J)=\operatorname{DISI}(I, J)+\operatorname{DISI}(J, I) ;
\]

The fight-hand side is derined for each 2-tuple of the Cartesian product of the secs \(I\) and J. a copy of DIST (I,J) is stored in a temporary work array, and the entries in \(\operatorname{DIST}(I, J)\) are replaced with the results from the additions for all pairs \((I, J)\) in a parallel fashion. Note that all values of DISI( \(I, J\) ) that were not defined in the TABLE statements are assumed to be zero. An alcernacive but equivalent GAMS starement for the above replacement is as follows.
\[
\operatorname{DIST}(I, J)=\operatorname{MAX}(\operatorname{DIST}(I, J), \operatorname{DISI}(J, I)) ;
\]

Bere the MAX operator selacts the largest of the two values inaida the parencheses.

An equation in GAMS is a symbolic representarion of one or more constraints to be used as pert of a simultaneous system of equations, or an optimization model. It always begias with the equation name, possibly indexed, followed by two dots (periods). We again refer so the equations in the eannery example.

\subsection*{6.4 The \(\$\) Operator}

Partitioning large models by using driving indices provides an elagant short-hand notation. Complexties, however, are introduced when there are sestrictions inposed on the partitionings. As these complextties arise concinually in largescale models, we have scrived for an elegant and effective way to fncorporate them in a model statement.

Lat us begin with an example. Deifine the sets \(R\) and \(D\) as regions and districts respectivaly. Assume that for each district in a region we know the leval of income \(Y D(R, D)\), and that we want to datarmine the regional incom \(\operatorname{TR}(R)\) for each of the regions. Writing the assigment statement
\[
Y R(R)=\operatorname{sum}(D, T D(R, D)) ;
\]
is meaningless as not every district is contained in each region. We need to use, therefore, the relationsilp between the sets \(R\) and \(D\). Let \(R D\) be the get correspondence betreen these two sets. Then we can write the following assigment statemant
\[
Y R(R)=\operatorname{SUM}(D S R D(R, D), Y D(R, D)) ;
\]

Here the dollar sign is used as a conditional operator. For each specific region \(R\) it restricts the sum to be over those elements of \(D\) for which the correspondence \(R D(R, D)\) is defined.

Let \(A\) be a name or an expression in GAMS, and let \(B\) be a name or a true-false expression. Then the phrase A \$ B is a conditional statement in Gaiss where the name \(A\) is considered or the expression a is evaluated if and ouly if the anme \(B\) is defined or the expression \(B\) is true.

When the dollar operator is used in an assignment statement, it can appear both on the right and on the left of the equal sign. When it appears on the left, it controls the domain over which the assigment is defined. Whenaver the condition following the ame on the left is not true, the existing data \(\forall a l u e s\) contained under that name remain maffected. If on the ocher hand, that same condition is apolied to the right of the equal sign, the existing
values contained in the name on the left will be sat to zero whenever the condition is not trus.

In order to illustrate the confunctive use of the dollar operator and logical phrases contained in an assignmant statement, conaider the next example. Let the sets \(P, I\) and \(M\) denote processes, planes and machines respectively. The parameter \(K(M, I)\) denotes the number of units of available capacity of machine \(M\) in plant \(I\), wille the parameter \(B(M, P)\) describes the requited number of umits of capacity of machine \(M\) per unit level of process \(P\). We want to deftne a zero-one paramerer, PPOSS ( \(P, I\) ), fndicaring which processes \(P\) need to be considered for plant \(I\). We can write the following set of logical relations always resulting in either a zero or one.

PPOSS \((P, I)=\operatorname{SUM}(M \$(K(M, I) E Q O), B(M, P)\) NE 0\() E Q O\);
Here the expression \(B(M, P)\) NE \(O\) will contain a value 1 if process \(P\) is dependent on machine \(M\), and \(O\) otherwise. These values are summed over all machines \(M\) that are not available in plant \(I\). If the resulting sum is zero for process \(?\) then the process is not dependent on unavailable machines, and should therefore be considered. Note that PPOSS is one in this case. If the resuleing sum is not \(O\), the process is dependent on ar least one unavailable machine, and should tharafore not be considered. The paramerer PPOSS, is ser to zero in this case.

When the dollar operator appears in an equarion statement, it is used to control the generation or equarions and/or variables. As an illustracion let CAP be an equation name referring to capacity constratnes, and let \(Z\) be a variable name referring to levels of process operation. Jsing the
notacion of the previous paragraph, we can write the following symbolic equation.
\(\operatorname{CAP}(M, I) \$(\mathbb{K}(\mathbb{M}, I)\) GI 0\() ..\)
\(\operatorname{SUM}(P\) S PPOSS \((P, I), B(M)) * Z,(P, I)=L=K(M, I) ;\)

In this example the system will generate an equation for a specific pair of machines and plants only when che capacity of chat machine in that plant is strictly posietze. Similarly, only those variables chat refer to processes which can be operated at a positive level will be genarated.

\subsection*{6.5 Tha Lag and Lead Operators}

Most sets employed in mathematical models are collections of labels whose only purpose is to identify objects, properties or events that ara relevant to the model dascription. There are sets, however, for which the order of the elements is cructal. One frequencly used axample is any set expressing some notion of time. For these sets it is often important to reference elements relative to each ocher. A forward reference is usually referred to as a "lead" while a backrard reference is raferred to as a "lag." In GANS it is possible to perform lag and lead operations on any set whenever the elements in that sec have never been used in a previous sec definition. The order of entry is then the relevanc order. In che case that they have been used in previous sets, their mucual order should be unaltered. Whenever a set is generaced or modified Fia an assignment statement, the syarem will not execute any lag or lead operations using this get.
```

In the language we rake a distinction between two types of lead and lag operations. If the lead operator is + and points to an element beyond the last element in the set, the corresponding operation is not performed. If the lead operator is ++, it will act as a ctrcular operator, and consider the $k^{\text {th }}$ element beyond the last alement in the set to be the $k^{\text {th }}$ elament in the set. The $\operatorname{lag}$ operators - and - are defined in a similar maner. We will give an axample of each. SET M MONTES / JANUARY, FEBRUARY, MARCH, APRIL, MAY, .... decsmber / ;
PARAMETER NSALE PROJECTED CUMULATIVE SALES OF NITROGENOUS FERTIIIZERS; * (IN 1000's OF RILOGRAMS)
NSALE ('JANTARI') = 100. ;
LOOP (T, NSALE ( $\mathrm{I}+1$ ) = $1.05 *$ NSALE (I) ;
In this example a forward profection is made on the basis of the starfing value of the first month. The term NSALE('DECEMBER' +1 ) will be considered as vacuous. Note that the looping device is necessary for the above assignmanr scarement. Withour it, all.operacions will be performed in a parallel fasinion, which will resule in a proper dafindelon of the parameter NSALE ('FEBROARY') only. A11 ocher values of NSALE will be equal to the implied default valua of zero.
In some agricultural models, the constant set of monchs has been used in a circular fashion, where JANUARY is the one-period lead of DECEMBER

```
and DECEMBER is the one-period lag of JANUARY. As an example assume that we want to determine che five-dimensional parameter CLAB denoting the labor requiramant coafficient by district, crop, technology, monch and planting date. Assume also that the planting dates are EARLY and LATE, and that the coefficient values for both are the same except that they differ by a monch. Lat the paramater LABREQ be the labor requirement coeificients by district, crop, technology and month, obtained via a TABLE statement. The CJAB can be generated from LABREQ as follows.
```

CLAB(D,C,T,M,'PARIF') = LABREQ(D,C,T,M) ;
CuAB(D,C,T,M,'IATE') = CadB(D,C,T-1,'EARLY') ;

```

\section*{7. Sumary and Conclusion}

In this paper we have described the limitations oif our current modeling technology when employed in a stracegic planning environment. For modeling to become successful, ze have proposed the following two basic changes in modeling tecinnology. Pirst we need a miversally accepted, easy to use, general purpose modeling language which is readable by boch man and machine. Secondly we meed a modeling system that can readily inceríace with daca bases, solution algorithms and report generators, and that can periorm such tasks as the linking of models, mit analysis and automatic scaling.

Following this discussion, the paper describes the development of a Ganeral Algeiraic Modeling System (GAMS), which we view as a first step toward a new technology in modeling. Alchougn modelers in the
```

Research Center of the World Banic tave greatly benefited from a system such
as GAMS, a unified effort by the entire modeling commomity and software
industry is needed to bring about a universal change in modeling capabilities.
Our prediction is that there will be a tremendous increase in
model-building activities over the next decade or so if soitware mamufacturers
provide che rectmolog}\mathrm{ for modellng exeretses co become successful in a
strategic planoing envirommant. It is our sincere wish that they will all
shara the same modeling language. Without such a standard, models will not
be portable, mhich limits their succass. In addition, the burden of baving
to learn many different notacions is imposed on the growing group of model
builders. We hope shat this paper will become a stepping stone for the
developmant of a universally available modeling language, and that the
general topic will gain the attention of the modeling commonity as a
whole.

```
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To solve contemporary large scale linear, integer and mixad integer programming problems, it is often necessary to exploit intrinsic special structure in the model at hand. One commonly used technique is to identify and then to exploit in a basis factorization algorithm a generalized upper bound (GUB) structure. This report compares several existing methods for identifying a GUB structure. Computer programs have been written to permit comparison of computational efficiency. The GUB programs have been incorporated in an existing optimization system of advanced design and have been tested on a variety of large scale real life optimization problems. The identification of GUB sets of maximum size is shown to be among the class of NP-complete problems; these problems are widely conjectured to be intractable in that no polynomial-time algorithm has been demonstrated for solving them. All the methods discussed in this report are polynomial-time heuristic algorithms that attempt to find, but do not guarantee, GUB sets of maximum size. Bounds for the maximum size of GUB sets are developed, in order to evaluate the effectiveness of the heuristic algorithms.

\section*{1. INTRODUCTION}

Contemporary mathematical programming models are often so large that direct solution of the associated linear programming (LP) problems with the classical simplex method is prohibitively expensive, if not impossible in a practical sense. It has been found that most of these problems are sparse, with relatively few nonzero coefficients, and usually possess very systematic structure. These problems exinibit inherent structural characteristics that can be exploited by specializations of the simplex procedure.

Methods \(=0\) exploit special model structure can be categorized generally as indirect (e.g., decomposition), where a solution to the original problem is achieved by dealing with related models which are individually easier to solve, or as direct, when the original problem is solved by a modified simplex algorithm. Among the direct methods, the most frequently used technique is called basis factorization [7], where the reflection of special problem structure appears ard is used to good benefit in the intermediate LP bases. Basis factorization can be dyitamic, where the algorithm deals with each basis sequentially andor independently in an attempt to extract as much specialized basis structure as possible, or static, where the algorithm depends upon certain types of special structure being present in all bases.

Static basis factorizations include simple upper bounds, generalized upper bounds (GUB), and embedded network rous, among many orhers. Simple upper bounds are a set of rows for which each row has only one non-zero coefficient. Gencralized upper bounds are a set of rows for which each column (restricted to those rows) has at most one non-zero coefficient. Network rows are a set of rows for which each column (restricted to those rows) has at most two non-2ero coefficients of opposite sign.

Each of these factorizations permits the simplex algorithm to deal with the static subsets of the rows (and columns) of all bases encountered with prior knowledge that they will satisfy very restricted rules. Most of these methods work best when logic can be substituted for arithmetic (as is the case with the coefficients \(\pm 1\) ). For this reason, static factorizations often restrict the special structure to possess only \(\pm 1\), or to be scaled so as to produce an equivalent result.

The concept of generalized upper bounds was introduced in 1964 , the result of work by Dantzig and Van Slyke [5]. The name is derived from analogy to the simple upper bound structure. Graves and McBride [7] refer to Static Signed Identity factorization as a term more suggestive of the implied basis structure. Since their introduction, some form of GUB has been implemented in many commercial LP systems. There is often confusion between the mathematical characterization of \(G U B\) and these various, widely used implementations of GUB, in that the latter of ten restrict the GUB set membership rules to permit uncorplicated simplex logic. All of the methods reported here address the full generality of GUB sets but can be modified to produce restricted GUB sets as necessary.

The details of how GUB can be exploited to reduce the computations of the simplex algorithm are not discussed here. See \([1,5,7,11,13]\). The underlying concept is that the GUB structure enables the simplex algorithm to manipulate the GUB rows implicitly, with logic rather than floating point arithmetic, thus reducing the effective size and solution time for the problem. The more GUB rows one is able to identify, the fewer rows one has to carry explicitly through the simplex operations. In large problems there exists a huge number of subsets of rows that satisfy the GUB criteria. It is generally regarded that those subsets with more rows are "better" GUB sets since they imply a more contracted explicit basis. The implied problem, then, is to find the maximum GUB set.

\begin{abstract}
Optimal algorithms to find a maximum GUB set do exist. These entail enumeration schemes and cannot be guaranteed to be efficient in a practical sense. Conceivably, \(2^{\mathrm{m}}-\mathrm{m}\) sets of rows might have to be searched before a maximum GUB structure is found: as the problem size grows, the number of possible sets that need to be checked increases exponentiallu. As will be shown later, the hope of finding an efficient algorithm to find the maximum Glib set for any general problem is dim.

Therefore, researchers and practitioners have concentrated on constructing efficient heuristic algorithms that attempt to identify, but do not guarantee, a maximum GUB set. A few of these methods showing great promise have been reported, but they have not been tested with large scale problems.

This report (abstracted from [4]) outlines several automatic heuristic GUB-finding procedures that have been developed and puolished in the recent literature. These procedures are tested on a suite of large scale, real life optimization problems, and are modified to improve their behavior. Comparative performance of the methods is given borh in terms of the computational effort to identify a GUB set, as well as the size of the GUB set achieved.

Identification of GUB sets of maximum row dimension is shown in Section 7 to be among the class of NP-complete problems. However, easily computed upper bounds on the size of the maximum GUB set are developed and used to evaluate objectively the quality of heuristic GU'B algorithms, showing that very nearly maximum GUB sets are routinely achieved.
\end{abstract}

\section*{2. PROBLEM DEFLNITION AND REPRESENTATIONS}

The Linear Programaing problem is defined as
(L) \(\quad \operatorname{Min} c^{t} x\)
s.t. \(\leq A x \leq \bar{r} \quad\) (range conscraints)
\(\underline{b} \leq x \leq \bar{b} \quad\) (simple bounds)
where \(\underline{r}\) and \(\bar{r}\) are m-vectors, \(x, c, \underline{b}\) and \(\bar{b}\) are \(n\)-vectors and \(A\) is an m \(\times n\) matrix. The constraints are somerimes defined as equations, but for the general case of GUB treated here constraints can be equations, inequalities or a mixture. The immediate discussion will be directed at ( L ); integer and mixed integer problems are treated later.

Two rows of \(A\) are said to conflict if there exists at least one column with non-zero coefficients in both rows. The GUB problem can be restated as that of finding a subset of the rows that do not conflict.

There are several ways one can model the maximum GUB problem. Three approaches are presented to aid in the understanding of the theoretical context of the heuristic methods examined and to highlight the formal complexity of the original problem.

Graph Theory Representation
A graphical representation of the matrix \(A\) can be constructed through the following mapping rule, \(f\). Let each row of \(A\) be a vertex of the graph. Should two rows of \(A\) conflict then the two vertices of the graph are joined by an edge. This mapping retains all the necessary conflice information. If two vertices, \(a\) and \(b\), are joined by an edge, \(e\), then \(a\) and \(b\) are adjacent, and \(a\) (or \(b\) ) is incident with \(e\). If \(a\) and \(b\) are not adjacent, this indicates that the corresponding two rows in \(A\) do not conflict.

This introduces the notion of independence. Given a graph \(G=(V, E)\), a subset \(V^{\prime} \in V\) is said to be an independert set if no two of its elements are adjacent. It follows that if an independent set of vertices can be found In \(G\) then the corresponding rows of the matrix \(A\) do not conflict and thus define a GUB set. Conversely, a GUB set for \(A\) defines an independent set for the groph \(G\). It is also clear that an independent set for \(G\) is maximum if and only if the corresponding \(C U B\) set for \(A\) is maximum.
```

Consider the set $A_{m}$, the set of all A-type matrices having $m$ rows. The above mapping factors this set into a definite number of classes. Two matrices, $A_{1}$ and $A_{2}$ are said to belong to the same class, $C$, if and only if each is mapped into the same graph, $G_{C}$.

```


Figure 1

Thus, an independent set of vertices of \(G_{c}\) correspond to a GUB row set for every matrix in the class \(C\).

The incidence matrix \(N\) is defined with \(n_{i j}=1\) if vertex is incident with edge \(j\), and \(n_{i j} * 0\) otherwise. There exists one, and only one incidence matrix for each graph of \(G\), where \(G\) is the set of all graphs having m vertices.

Since the set of all N-type matrices with m rows is a subset of \(A_{\text {w }}\), every cirss of \(A_{m}\) contains one and only one incidence matrix. In general, for the GUB problem, every \(m\) row matrix is equivalent to one of a finite number of fncidence matrices. Superficially this may seem to be a simplification. But as shown in Section 7 the GUB problem on \(N\) is as difficult as the independent set problem on \(G\). The equivalent starements of the GUB problem do, however, offer different views of the problem which are helpful in considering algorithms for and analysis of the problem. (NOTE: In Garey and Johnson [6] it is shown that two other graph problems, the "vertex cover" and the "clique" problem, are equivalent to the independence problem, and hence the GUB problem. These problems do not seem to offer any additional insight for the GUB problem.)

Conflict Matrix Representation
The conflict matrix \(M\) is defined with \(m_{1 j}=1\) if row 1 conflicts with row \(j\) in ( \(L\) ), and \(m_{i j}\) o otherwise. Note that this matrix is symmetric. The sum for any row (or column) indicates the number of other rows it is in conflict with, plus one. This sum indicates for any particular row how many other rows would be subsequently excluded from a GUB set by its addition.

The rows of a GUB structure can be rearianged to form an embedded identity matrix in \(M\).

Vector Space Representation
Yet another heuristic approach can be modelled using vectors in an \(n\) dimensional vector space, where \(a\) is the number of variables in the problem (L). Consider each row of \(A\) as \(a\) vector in this space, having unit length in those "dimensions" corresponding with its non-zero coefficients.
\(R_{\text {, }}\) the resultant vector from the sum of all vectors of the rows of \(A\), Indicates the number of conflicts, plus one, associated with each variable of (L). A hypercube in \(n\)-space situated in the first orthant at the origin with length 1 in all positive directions denotes the feasible GUB region. Should \(R\) extend beyond this area, then the set of rows corresponding to the vectors determining R does not constitute a GUB structure.

A gradient vector can be calculated indicating the direction of the shortest distance to the feasible region. It can be used to determine which row to remove from the set to obtain the largest movement in the desired direction. When \(R\) falls wichin the feasible region, the set of rows determining \(R\) constitutes a CUB set.

\section*{3. EARLIER LITERATURE}

Two papers dealing with efficient GUB finding methods are worthy of special note.

Brearley, Mitra and Willians [2] establish a very useful framework for study of methods for finding GUB structure, as well as an insightful discussion of these methods and a taxonomy for their classification.

They define three sets consisting of the rows of the technological matrix A. The first set, the eligible set, is made up of every row of \(A\) that is individually eligible to belong in the GUB set. The structure bet is a subset of the eligible set and includes all those rows currently considered as members of the GUB set. The candidate set consists of those rows of the eligible set that are candidates for inclusion (or re-inclusion) in the GUB set. Every one of the methods examined in [2] is described in terms of manipulation of these sets.

Each method of building a GUB set employs one of two basic strategies. The now-addition strategy begins with an empty structure set. Then, based on a particular criterion for inclusion, rows are removed from the candidate set and either added to the structure set or dropped from further consideration. This procedure continues until the candidate set is empty. The rows in the structure ser form an admissible GUB structure

The row-deletion strategy takes the opposite approach and is divided into two phases, Jethods of this type initially place all eligible rows in the structure set. This normally leads to an infeasible GUB set with many conflicting rows. Based upon the particular decision rules, rows are removed from the structure set and placed in the candidate set. The first phase of this strategy ends when a feasible structure is obtained.

A second phase involves examining the removed rows in the candidate set. Those that do not conflict with any of the members of the current structure set are taken from the candidare set and reincluded in the structure set. Those that do conflict are deleted from the candidate set and dropped from further consideration. The second phase ends when the candidate set is empty. At this point the rows of the structure set constitute an admissible GUB set.

\begin{abstract}
Brearley, Mitra, and Williams examine over 18 different methods. These approaches differ in the primary and secondary decision criteria for includina (or removing) a row in the GUB structure set. The heuristic decision rules examined are based on the following model entities and combinations thereof: Include or remove a row based upon:
\end{abstract}
a) the number of non-zero elements in the given row,
b) the number of rows in conflict with the given row,
c) the number of non-zero elements in rows that conflict with th: given row,
d) the row's relative weight obtained by the inner product of a vector representation of the row and a directional gradient.

These methods were implemented with an ALGOL program run on an ICL 4: 5 computer. Twelve linear programming problens ranging in size from 12 rows u: to 166 rows were used for computational tests. The results show that those row-addition methods using heuristic (d) above "consistently performed very \(\because \equiv: 1 "\) [2]. Similarly, those methods using heuristic (b) were found to perform nea: \(\because\) as well as (d).

McBride [15] compares the directional gradient method (d) with an ap: =วecin suggested but not tested by Greenberg and Rarick [8]. The latter method uses : : e conflict matrix as does heuristic (b). However, it focuses on finding a maxi-aj embedded identity matrix within the conflict matrix, rather than using the cr:flict matrix to determine conflict counts, applying a specialization of the reassigned pivot procedure ( \(P^{3}\) ) normally used for reinversion [9]. McBride's results indicate that heuristic (d) is significantly faster. However, neithe: method consistently achieves a larger GUB set.

McBride also comments on the notion of a "good" cub set. lie finds -irit in selecting a set of GUB rows that minimizes the non-zero build-up in the re?resentation of the inverse transformation of the explicit basis during actual optimization. Results are also given for a restricted GCB set selection thar

\begin{abstract}
gives priority to equality constraints. Since equality constraints are always binding in feasible solutions, the subset of the basis associated with binding constraints, or kernel [7], is expected to have fewer explicit non-zero elements. Based upon the results in these papers, and on independent computational experience with automatic GUB factorization reported by Brown and Graves [3], the present research inftially concentrated on those approaches utilizing the two most successful heuristics based on conflict and directional gradient (i.e. methods I.2, II.2, II. 9 and II. 10 of (2]).

The models studied in this report are of much larger scale and include mixed integer problems as well as models for which prior GUB row sets have been manually specified.
\end{abstract}

\section*{4. DETERMINATION OF THE ELIGIBLE SET}

The implementation of GUB in simplex algorithms usually admits only \(\pm 1\) as non-zero coefficients in the GUB rows. In linear programming, a column scaling can make each non-zero element in a GUB row \(\pm 1\). For variables of an integer or mixed integer programing problem, the columns of matrix \(A\) that correspond to integer variables cannot be scaled without inconvenience for other optimization functions depending upon the integrality condition. Therefore, non-zero elements in columns corresponding to integer variables will be modified by row scaling. If it is impossible to obtain the necessary \(\pm 1\) non-zero coefficients by row scaling and column scaling of columns corresponding to continuous-valued variables, the row is deemed not eligible for inclusion in a GUB set.

It is an objective of this research that the procedures examined for locating a GUB set in a linear programing problem be designed to be incorporated as an automatic, integral part of a contemporary optimization system of advanced design.

Each method is implemented as a feature of the read routine (written to accept input in the standard MPS format, as well as editing information indicating integer variables, scaling, and known prior GUB structure). Each method automatically examines the rows of the input and specifies a CUB set. The appropriate rows and columns are then scaled as necessary to obtain the proper GUB structure, and passed on to the optimizing portion of the system. (Note that the editing information places conditions that must be satisfied for any achievable GUB set.)

In determining the set of eligible rows, the following factors have to be considered.
a. Through the editing process, have some of the rows been dropped from the problem? If so, these "masked" rows are not eligible for inclusion in the GUB structure and are thus dropped frow the set of eligible rows.
b. Through the editing process, have any rows been predesignated to be in the GUB structure? Large segments of the constraints can often be selected for the GUB set either visually or by recognition of a member of a convenient class of models. Any rows that conflict with these rows are not eligible for subsequent inclusion.
c. All rows designated "nonconstrained" (which include the objective function) are ineligible for inclusion in the GUB structure
d. If there are any integer-valued variables, an additional check is performed. A row in the GUB set must eventually be capable of being scaled to \(\pm 1\) non-zero coefficients. This is achieved, if necessary, through a combination of row and column scaling. However, with integer variables, column scaling is no longer advisable. Therefore any row with a non-zero element in integer colums that is not \(a+1\) or -1 , or capable of being rendered into \(a \pm 1\) in those positions through row scaling alone, must be mariced as incligible for inclusion in the CUB structure.

Once the above restrictions have been considered, the resulting set of eligible rows is then available for search in order to construct the desired GUB structure.

\section*{5. IMPlementation of automitic gub heuristics}

\section*{Conflict Methods}

These employ the notion of a conflict measure for each row. Consider the conflict matrix, \(M\), of the corresponding technological matrix \(A\), for which a GLB set is to be found. An individual element, \(m_{i k}\) is 1 if row 1 and row \(k\) of the original matrix have at least one column \(f\) such that \(a_{i j} \neq 0\) and \(a_{k j} \neq 0\). If the two rows have no non-zero coefficients in a common colum then the corresponding \(m_{i k}\) of the conflict matrix is 0 . Summing across a row of the conflict matrix can thus give the measure of the number of rows plus one that are in conflict with a given row. For a given row, this sum less one, called the row's deletion potential, indicates exactly how many other rows would be inmediately excluded from the GUB set by inclusion of this row.

Conflict row-addition places all the eligible rows on a candidate list. From the candidate list, individual rows are selected by minimum deletion potential and removed to be added to the structure set. Other rows that are in conflict with the selected row are immediately removed from the candidate list and discarded. The selection of rows for the structure set and the discarding of conflicting rows continues until the candidate list is exhausted. The resulting structure set forms a GUB set.

A modification to the above heuristic is possible which breaks ties among rows sharing the minimum deletion potential by (for instance) selecting the row having the most non-zero elements for inclusion with the GUB structure set.

The program used to test this heuristic approach is adapted from an earlier version made avallable by Graves.

\section*{Conolict Row-Addition}

Step 1. Identify Eligible Rows. Set \(8_{1}=1\) if row is an eligible row, and equal to 0 otherwise.

Step 2. Determine Deletion Potential. Scan each eligible row 1 and increment \(B_{1}\) by the number of other eligible rows \(k\) where \(a_{i j}\) and \(a_{k j}\) are both non-zero for at least one column \(j\). ( \(\beta_{i}\) is the deletion potential, plus one.)

Step 3. Stopping Condition. If any \(\beta_{i}\) is greater than 0 , go to the next step. Otherwise, stop. At termination, the structure set is a GUB row set.

Step 4. Row Selection. Select row 1 having the minimum poaitive ("deletion potential") \(\theta_{1}\) and add it to the structure set.
Step 5. Exclude Rows in Conflict with Selected Row. Locate the ( \(\beta_{1}-1\) ) rows In conflict with the selected row. For each of these rows \(k\), locate the \(\left(\beta_{k}-1\right)\) rows that they are in conflict with and decrement \(\beta_{1}\) for those rows by one.

Step 6. Marking Selected and Excluded Rows Ineligible for Further Consideration. Set \(8_{i}\) and the \(B_{k}^{\prime}\) 's equal to zero. Go to step 3.

Conolict Row-deletion is a two-phase method which initially places all the eligible rows in the structure set. From this set individual rows are selected during Phase 1 and placed on the candidate list by maximum deletion potential. During Phase 2, remaining candidate rows that do not conflict with the structure set can be reconsidered in LOFI order [2]. A modification of phase 2 is used in this research which simply excludes from further consideration all conflicting rows, reincludes any remaining candidate rows, and repeats phase 1 , until no further nonconflicting candidates remain.

Gradient Methods
Gradient now-deletion employs a heuristic method suggested by Senju and Toyoda [17] for approximate solution of certain linear programming problems with

0,1 variables. The objective is to obtain a maximum number of rows in the GLS structure while satisfying the stipulation that the GUB rows be disjoinc.
(S) \(\operatorname{Max} z=x_{1}+x_{2}+\cdots+x_{m}\)
\[
\text { s.t. } \sum_{i: a_{i j} \neq 0} x_{i} \leq 1, j=1, \ldots, n
\]
where \(x_{1} \in\{0,1\}\)
\(m\) is che number of candidate rows in (L). \(n\) is the number of variables in (L), \(x_{1}\) is the variable which determines whether row 1 is in the GUB set or not, and 2 is the objective function.

Using the vector space viewpoint outlined earlier, consider each row of (S) as a vector in n-space. A resultant vector \(R\) is determined by the sum of all the Included rows and, in general, extends beyond the feasible space denoted by the unit hypercube. A gradient vector is calculated from this infeasible point in the direction of the shortest distance to the feasible region. An inner product of this gradient with each of the row vectors results in a relative weight for each row, which can be viewed as indicating the relative contribution that removal of the row would have towards obtaining a feasible structure set.

Rows are removed from the structure set according to their relative weight, the largest weight being removed first. This process is continued until a feasible set of \(C U B\) rows has been obtained. (The gradient vector is not recomputed as the method proceeds.)

Next, a phase 2 procedure examines each of the initially removed rows to see if any can be refncluded into the structure set without violating the GUB restrictions. Upon completion of phase 2 , the selected rows constitute a CUB set.

A variation on the above procedure recalculates the shortest distance to the feasible region after the removal of ach row. With the new gradient,
a new set of relative weights for the remaining rows is then calculated and used, if necessary, to determine which of the subsequent rows will be removed.

Another modification is possible whenever two rows are found with equal weights. As a tie-breaking rule, the row found to have the least number of nonzero coefficients may be discarded first.

\section*{Gradient Row-Deletion}

Phase 1: Deletion of Infeasible Rows
Step 0. Initialize Sets. Add all eligible rows to the structure set. The candidate set is empty.

Step 1. Determine the Vector R. For each column \(\mathcal{J}\), define \(\rho_{f}\) as the number of rows in the structure set having non-zero elements in column \(f\). Step 2. Determine Relative Weight of Each Row. For each row 1, define \(v_{1}\) as the sum of \(\left(\rho_{j}-1\right)\) of every column \(j\), for which \(a_{i j} \neq 0\).
Step 3. Feasibility Condition. If for every column, \(\rho_{j} \leq 1\), then go to step 6; else find a colurm \(j\) such that \(\rho_{j}>1\).
Step 4. Determine Row for Exclusion. Examine the rows in the structure having non-zero elements in colum \(j\). Select the row 1 with the largest \(v_{i}\).

Step 5. Remove Selected Row. Remove row 1 from the structure set, decrementing \(\rho_{j}\) by one for every column \(j\) with \(a_{i j} \neq 0\). Add row 1 to the candidate set and return to step 3.

Phase 2: Improve Feasible GUB Set Found by Re-including Excluded Rows
Step 6. Eliminate Rows in Candidate Set that Conflict with the Feasible Set. For every row 1 of the candidate set that has at least one \(a_{1 j} \neq 0\) in a colum with \(\rho_{j}=1\), remove that row from the candidate set.
Step 7. Re-inclusion of Rows. If any rows remain in the candidate set, then find row 1 having the smallest \(v_{1}\). Remove row 1 from the candidate set and re-include it in the structure set. Increment \(o_{j}\) by one for every column 1 where \(a_{1 j} \notin 0\).

Step 8. Stopping Condition. If the candidate set is empty, stop; else go to step 6.

To modify the algorithm in order to compute a new gradient vector after the recoval of each row in phase 1 , step 5 is changed as follows:

Step 5*. Remove Selected Row. Remove row ifrom the structure, decrementing \(\rho_{j}\) by one for every colum \(f\) such that \(a_{i j} \neq 0\). Locate each row \(k\) that is in conflict with row i. Decrement \(\nu_{k}\) by the number of conflicts between the two rows. Add row ito the candidate set and return to step 3.

These two basic methods have been implemented as integral modules oi a large scale optimization system. Therefore, explicit conflict matrices are not built. (To have done so would have consumed too much computer time and space.) Instead, all the information is stored in the vectors \(B, \circ\), and \(\cup\). Logical flags associated with each row indicate whether it is eligible, and whether it is in the candidate set or in the structure set.

The problem data is expressed internally in terms of only the unique nonzero elements. This input is stored in a doubly linked list having both a row and a column thread. Thus, along with any non-zero coefficient \(a_{i j}\), the location of adjacent non-zero elements in both the row \(i\) and column \(j\) are also Immediately available. This crucial feature permits efficient row access for various operations (e.g., to locate all rows that conflict with a given row at a particular column).

\section*{6. COMPUTATIONAL RESULTS}

The heuristic methods have been tested on 15 problems that vary in size from 92 constraints to 4,648 constraints. A description of each of the problems is given in Figure 2. As can be scen, four of the problems are mixed integer and two are pure integer.
\begin{tabular}{lrcrr} 
Problem & \begin{tabular}{c} 
Number \\
of rows
\end{tabular} & \begin{tabular}{l} 
Number \\
of columns
\end{tabular} & \begin{tabular}{l} 
Integer \\
Columns
\end{tabular} & Non-Zeros \\
\hline VANN & 92 & 1,324 & 1,324 & 2,648 \\
NETTING & 103 & 247 & 103 & 494 \\
AIRLP & 171 & 3,040 & 0 & 6,023 \\
COAL & 171 & 3,753 & 0 & 7,506 \\
TRUCK & 239 & 4,752 & 4,752 & 30,074 \\
CUPS & 415 & 619 & 145 & 1,341 \\
FERT & 606 & 9,024 & 0 & 40,434 \\
PIES & 663 & 2,923 & 0 & 13,288 \\
PAD & 695 & 2,934 & 0 & 13,459 \\
ELEC & 785 & 2,800 & 0 & 8,462 \\
GAS & 799 & 5,536 & 0 & 27,474 \\
FOAM & 1,017 & 4,020 & 42 & 17,187 \\
LANG & 1,236 & 1,425 & 0 & 22,028 \\
JCAP & 2,487 & 3,849 & 560 & 9,510 \\
ODSAS & 4,648 & 4,683 & 0 & 30,520
\end{tabular}

The results of these experiments are given in Appendix A. The first two colums give the rows and non-zero column elements, respectively, of the GUB structures found. The time given in column three is the time required to locate the GUB set once the set of eligible rows has been deternined. The final columns give additional information relating to the two versions of the gradient methods examined and represents total time in phase 1 and the number of rows reincluded in the GUB structure during phase 2.

As with the earlier work cited, the Senju and Toyoda methods were found to be consistently the faster. Gradient row-deletion which updates the gradient after each row is removed takes longer in phase 1 than its non-updating counterpart. However, it so selectively deletes the rows, that few if any rows are ever added back into the structure during phase 2. This suggests that it be implemented as strictly a one phase mechod.

All methods are robust in that they consistently find large GUB sets. The conflict approaches generally find a larger number of variables with non-zero coefficients in the GUB rows. However, they definitely become relatively inefficient when larger problems are analyzed, regardless of the relative size of the GUB structure in the problem.

There is some discrepancy between these results and those published earlier [2]. The wide variation between gradient row-deletion with, and without, gradient updating has not been observed in the current experiments. It is hypothesized that this is due partially to differences in implementation of the various approaches and partially to problem size and structure variations between these studies.

\section*{7. PROBLEM COMPLEXITY}

The complexity of a problem is said to be polynomial if an algorithm exists for which the fundamental operations are limited by a polynomial function of intrinsic problem dimensions. Such an algorithm would be called a polynomial time or good algorithm. The class of all problems for which such algorithms exist is denoted \((P)\). If an algorithm is not polynomial time, then it is defined to be an exponential time algorithm. The disadvantage of an exponential algorithm is the explosive growth of the maximum solution time as the dimensions of the problem increase [14].

A problem \(x\) is said to be reducible to a problem \(y\) if each good algorithm for solving \(y\) can be used to produce in polynomial time a good algorithm for solving \(x\) [12]. Note that this does not necessarily require that a good algorithm for \(x\) and \(y\) actually exist. This requires only that if one exists for \(y\), then one also exists for \(x\).

An intractable problem is one for which it is known that no polynomial time algorithm exists. In between this class of problem, and the class \(P\), is a vast number of problems whose status is uncertain. Among these is a class of nondeterministic polynomial-time problems (NP) for which a polynomial time algorithon can be shown to exist that can verify a guessed solution, but for which the existence of a (deteministic) polynomial time algorithm to actually solve a problem has not yet been demonstrated.

If every problem of the class \(N P\) is reducible to the problem \(y\), then \(y\) is said to be \(N P\)-hard. In addition, if \(y\) itself belongs to \(N P\), then \(y\) is NP-complete \([6,12]\).

The following problem is known as the independent set decision problem (ISD). It belongs to the set of NP-complete problems.
(ISD) Given a graph \(G=(V, E)\) and an integer \(t\), decide whether \(G\) contains an independent set of size \(t\) or more.

The GUB decision problem (GUBD) can be defined as follows:
(GUBD) Given an integer \(p\) and an \(m \times n\) matrix \(K\) defined as \(K_{i j}=1\) if \(a_{i j} \neq 0\), and \(K_{i j}=0\) otherwise, decide whether \(K\) contains a set of \(p\) or more rows \(1_{1}, 1_{2}, \ldots, 1_{q}\) such that
\[
\begin{equation*}
\sum_{e=1}^{q} k_{f^{j}} \leq 1 \quad \text { for every column; } q \geq p \tag{*}
\end{equation*}
\]

Given an instance of the ISD problem, the incidence matrix \(N\) can be constructed. This matrix along with the integer \(t\) is an instance of the GUBD problem. The following theorem proves the correctness of this reduction:

Theorem: The incidence matrix \(N\) has \(t\) rows satisfying (*) if and only if there are \(t\) vertices in \(G\) that are independent

\section*{Proof.}
a) Assume there exists \([\) rows of \(N\) that satisfy (*). They correspond to vertices \(v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{t}}\) in \(G\). If any two of these vertices are adjacent, then
\[
\sum_{e=1}^{t} n_{i_{e}}=2
\]
where \(j\) is the colum in \(N\) that corresponds to the edge connecting the two vertices. This is a violation of the assumption, hence the \(t\) vertices in G are not connected to one another.
b) Assume there exists \(t\) vertices \(v_{i_{1}}, v_{f_{2}}, \cdots, v_{i_{t}}\) in \(G\) that are independent. Since no two are adjacent, the corresponding rows in \(N\) satisfy (*) [19]. Q.E.D.

Since the ISD problem, a problem known to be NP-complete, is reducible to the GUBD problem, it follows that the GUBD problem itself is NP-complete. (It is clear that the reduction is polynomial time and it is also clear that GUBD is in NP.) The related problems of finding a maximum independent set and a maximum GUB set are not in NP, however, they are \(N P\)-hard. It is therefore unlikely that a polynomial-time algorithm will be found for these problems. Only exponentialtime algorithms are presently avaflable.

The above analysis of GUB algorithms has only addressed the worst case bound. No conclusions are made about the average performance of an algorithm. In other words, the possibility of the existence of an algorithm with good average performance, but having an exponential worst case bound, has not been ruled out.

\section*{8. UPPER bOUNDS FOR THE SIZE OF MAXIMUM CUB SET}

The intrinsic difficulty of identifying a maximum CUB sec has been shown to be essentially impossible for problems of the scale at hand. However, the efficient
heuristic procedures have been shown to provide very large GUB sets, whose size appears to be relatively stable for each problem regardless of the particular methoc applied. This suggests that these large GUB sets may be, in fact, very nearly maximum, although there is no practical way to verify this directly.

Although the problem of decermining the size of the maximum GUB set is also NP-hard, it is possible to develop an easily computable upper bound on the marimum GUB set size. This bound can. then be used to objectively evaluate the qualit: of the GUB sets produced by heuristic algorithms.

It is clear that the aumber of rows of a GUB set can be no greater than the number of rows in the problem. Also any one row by itself can form a GUB set. But these bounds are of little practical use where considering the problem of identifying a maximum GUB set. Utilizing information that is already availabie in the heuristic procedure, it is possible to construct in polynomial time an upper bound on the size of the maximum GUB set. (It is also possible to construct a lowez bound on the size of the maximum GUB set, but that topic is not pursued in this report.)

For the purpose of developing a better bound, the incidence matrix representiation ( \(N\) ) of the problem is used. Let \(s_{i}\) be the number of 1 ' \(s\) in row \(i\). Note that \(s_{i}\) is the number of edges incident \(t o\) vertex \(i\) in \(G\). Also note that \(s_{i}=\beta_{i}-1\). The number of columis in \(N\) represents the number of distinct conflicts that exist between the rows of the original problem. This number is denoted as \(c\), and can be found by the following formula


If \(c\) is greater than 0 , all the rows of \(N\) cannot simultaneously belong to a GUB set, whicli implies the cardinality of the GUB set is less than m. As \(c\) becomes larger, the following argument shows that the upper bound of the maximum GUB set decreases.

If \(c\) is positive, but strictly less than \(m\), it is possible for all the conflicts to involve one row. Removal of that row would then leave \(m-1\) rows that form a GUB set. Thus for \(c\) in the range from 1 to \(\mathrm{m}-1\), an upper bound on the size of the maximum GUB set is \(m-1\). Since one row can conflict with at most m-1 other rows, once \(c \geqslant m\), at least two rows have to be removed to form a GUB set. For \(m \leq c \leq[(m-1)+(m-2)]\) it is possible to construct a incidence matrix such that all the conflicts are between a pair of rows and the remaining set of rows. Removal of the pair would result in a GUB set of m-2 rows. This constructive argument continues until \(c=[(\mathrm{m})(\mathrm{m}-1)] / 2\), which occurs when each row conflicts With every ocher row. At that point, the max maximum GUB \(=\) min maximum GUB \(=\) one row.

In general, for any problem with an \(m \times c\) incidence matrix, the largest maximum GUB set that can be obtained is:
\[
u_{1}=L .5+\sqrt{.25+(m)(m-1)-2 c}
\]
where indicates truncation to an integer.
The above bound is problem-independent and a sharp bound in that watrices With a GUB set the size of the bounding value can be constructed.

With additional information about a specific problem a better bound can be constructed. Since \(s_{i}\) is the number of other rows that conflict with row \(i\), removing row 1 from the set of rows reduces the number of conflicts, \(c\), by \(s_{i}\). Let \(y\) denote max \(s_{1}\). Since \(y\) is the largest row conflict count, \(c\) can be reduced by not more than \(y\) with the removal of each row. The minimus number of rows that would have to be removed to reduce the number of row conflicts to 0 , is \(\lceil c / y\). Therefore, given \(m, c\) and \(y\), the bound can be improved to
\[
u_{2}=\left\{\begin{array}{cc}
m-\sqrt{y}, & c \leq(m-y) y \\
\lfloor .5+\sqrt{.25+y(2 m-y-1)-2 c}, & c>(m-y) y ;
\end{array}\right.
\]
where
Indicates the nearest higher integer.

\begin{abstract}
In order to determine \(y\), the entire \(B\) vector must be examined.
A third, even better bound can be obtained with additional informacion on the frequency of the conflict counts from 1 to \(y\). The procedure is the same as above, in that when a row is removed with \(y\) conflict count, \(c\) decreases by \(y\). However, instead of continuing to decrease \(c\) by \(y\), it is decreased by the next largest \(s_{i}\). This procedure continues until, once again, \(c\) becomes zero. This bound is named \(u_{3}\).

The bounds developed can be used to objectively evaluate the size of a GUB set found by heuristic methods. In two problems examined, VANN and AIRLP, the number of rows in the GUB set equal an upper bound on the maximum GUB set for the problem. Therefore, for those problems, the heuristic methods are verified to have located maximum GUB sets.

Manual specification of a GUB set from visual inspection can utilize these bounds as an excellent measure of the maximum additional rows to be found. This information is also an aid in deciding whether to subject the problem to additional automatic search for GUB.
\end{abstract}

\section*{9. EXTENSIONS}

The upper bounds developed in this report vary from a problem-independent bound to tighter problem-depeadent bounds. It is speculated that additional informa tion can be easily extracted from the actual conflict structure of the problems that can be used to eighten the existing bounds even further. This is strongly suggested by manual analysis of problems with particularly loose bounds for which the conflict structure seems to have higher order pathology. In addition, lower bounds have been developed by similar methods.

Another area that warrants further study is the special structure of the incidence matrix representation of the original problem. It is noted that for an incidence matrix, \(N\), the relative weights generated for each row are (except for a
constant) identical for both the conflict and the gradient methods studied. This implies that for a matrix \(N\), the row-deletion heuristics will identify the same GUB set.

As things now stand, GUB-finding demands far less cost than the benefits derived during model optimization. Better GUB-finding methods may result from simple extensions arising from relaxations of (S), use of conflict information of higher order, limited application of backtracking enumeration, or exploitation of conditioned bounds on the remaining candidate rows to allocate heuristic effort.

Finally, research is continuing on automatic location of network row structure (e.g., Musalem [16] and Wright [18]). As one illustration of an immediate generalization of the GUB results, a GUB set for a problem can be identified and then another GUB set of an eligible subset of remaining rows can be found. Thus, a bi-partite network row factorization can be achieved (e.g., transportation or assignment rows).

\section*{10. CONCLUSIONS}

The computational benefits of a large GUB set for an LP problem are widely recognized. This report shows that the identification of a maximum GUB set is a difficult problem, essentially as hard as many other widely known difficult problems.

The use of heuristics seems inescapable. This report has examined two promising heuristics (with two versions of each) applied to a series of real life, large scale models. All versions are robust in their ability to find large GUB row sets. However the two versions that use the Senju and Toyoda method are consistently the fastest. These two methods are essentially equal in their efficiency and effectiveness. Since the version which recalculates the gradient after the removal of each row so selectively removes the rows during the first phase that few if any rows are re-included in the GUB set during the second phase, This suggests that the latter phase be omitted.

The representation of an infinite number of m-row matrices by a finite number of incidence matrices offers a powerful and concise way of examining the GUB problem. Under this representation, both basic heuristic methods investigated assign (within a constant) the same relative selection weights to each row.

Finally, the ability to define upper bounds on the maximum size of the GUB set gives a new powerful tool in this area. It enables one to evaluate the quality of GUB sets found even in very large problems, for which the algorithmic identification of a maximum GUB set is probably impossible in general. In some cases, verification of a heuristically achieved maximum GUB set is now possible. Further, the bounds developed may be further enhanced in future research, and may be applicable to related problems of equivalent complexity.
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\section*{APPENDIX A}

This appendix contains computational results for fifteen linear, mixed integer and integer models. All execution times reported are expressed in actual CPU seconds, accurate to the precision displayed for IBM 360/67 and FORTRAN 4 (Extended).

For clarity, the following terms are defined:

Eligible rows: The number of rows of the model initially eligible for inclusion in a set of GUB rows.

Conflict cqunt: The aumer of colums of the incidence matrix for the problem.

Conflict density: The ratio of the conflict coum to che maximum conflict count for that problem size [1.e., \(\mathbb{m}(\mathbb{m}-1) / 2]\).

Time to find Elig: The time in CPU seconds to determine the set of eligible rows.

IMAX: The maximum of \(s_{i}\).
\(U_{1}, U_{2}, U_{3}:\) Bounds defined in Section 8.

The methods are labelled:
\begin{tabular}{ll} 
CRA & Conflict Row-Addition \\
CRD & Conflict Row-Deletion \\
GRD* & Gradient Row-Deletion (with gradient update) \\
GRD & Gradient Row-Deletion
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problera & VANN & Description & Fleet Dispatch & Model & \\
\hline Qows & 92 & Elisible rows & 69 & IMAX : & 0 \\
\hline Solumans & 1324 & Condict count & 0 & U1 & 69 \\
\hline Integer & 1324 & Condict density & 0 & U2 & 69 \\
\hline Non-zero & 2648 & Time to find Elig & . 1411 sec & U3 & 69 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & Thme in Phase 1 & Number addes in Phase 2 \\
\hline CRA & 69 & 1324 & . 237 & & \\
\hline CRD & 69 & 1324 & . 125 & & \\
\hline GRD* & 69 & 1324 & . 202 & . 198 & 0 \\
\hline GRD & 69 & 1324 & . 202 & . 198 & 0 \\
\hline Problem & NETTING & Description & : Currency Excha & ange Model & \\
\hline Rown & 103 & Eligible sows & 71 & DMAX : & 5 \\
\hline Columss & 247 & Condict count & 46 & U1 : & 70 \\
\hline Integer & 103 & Corllict density & 1.85\% & U2 & 59 \\
\hline _ Non-zero & 494 & Time to find Elig & : \(\quad .022 \mathrm{sec}\) & U3 & 46 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & \begin{tabular}{l}
Tirne in \\
Phase 1
\end{tabular} & Number addej in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline CRA & 36 & 84 & . 169 & & \\
\hline CRD & 36 & 84 & . 164 & & \\
\hline GRD* & 36 & 77 & . 047 & . 042 & 0 \\
\hline GRD & 36 & 72 & . 042 & . 087 & 0 \\
\hline Problem & AIRLP & Description & : Fleet Dispatch & Model & \\
\hline Rows & 171 & Eligible zow: & : 170 & IMAX : & 150 \\
\hline Colums & 3040 & Condict count & : 2983 & U1 & 151 \\
\hline Integer & 0 & Confict density & 20.77\% & U2 & 150 \\
\hline Non-zero : & 6023 & Time to find Elig & : \(\quad .076 \mathrm{sec}\) & U3 & 150 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to and GUB set (sec.) & Thue in Phase 1 & Number added in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{lllcll} 
CRA & 150 & 3000 & 1.16 & & \\
CRD & 150 & 3000 & .781 & & \\
GRD * & 150 & 3000 & .645 & .639 & 0 \\
GRD & 150 & 3000 & .444 & .439 & 0
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & COAL & Description & \multicolumn{2}{|l|}{Energy Development Model} & \\
\hline Rows & 171 & Eligible rows & 170 & IMAX : & 111 \\
\hline Columas & 3753 & Connlict count & 3753 & U1 & 146 \\
\hline Integer & 0 & Conflict density & 26.13\% & U2 & 136 \\
\hline Non-zero & 7506 & Thme to find Elig & . 106 sec & U3 & 121 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & Trene in Phase 1 & Number adced in Phase 2 \\
\hline
\end{tabular}

\begin{tabular}{llrlll} 
CRA & 32 & 1069 & 6.88 & & \\
CRD & 30 & 1099 & 7.095 & & \\
GRD* & 30 & 857 & 5.00 & 4.95 & 2 \\
GRD & 32 & 986 & 1.70 & 1.58 & 8
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & CUPS & Description & \multicolumn{3}{|l|}{Production Scheduling Model} \\
\hline Rows & 415 & Eligiole rows & 390 & IMAX : & 48 \\
\hline Columns & 619 & Conflict count & 744 & U1 & 388 \\
\hline Integer & 145 & Conflict densty & .98\% & U2 & 374 \\
\hline Non-zero & 1341 & Time to find Elig & . 042 sec & U3 & 294 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & Time in Phase 1 & Number added in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{llllllr} 
CRA & 213 & 494 & 2.96 & & & \\
CRD & 214 & 442 & 3.15 & & \\
CRD* & 214 & 466 & .212 & .194 & 0 \\
GRD & 200 & 394 & .384 & .132 & 24
\end{tabular}
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\begin{tabular}{|c|c|c|c|c|c|}
\hline Prablem & FERT & Description & \multicolumn{3}{|l|}{: Production \& Distribution Model} \\
\hline Rows & 606 & Eligible rows & 605 & IMAX : & 580 \\
\hline Colums & 9024 & Condict count & 16455 & U1 & 577 \\
\hline Integer & 0 & Condict density & 9.01\% & U2 & 576 \\
\hline Non-zero & 40484 & Time to find Elig & . 257 sec & U3 & 567 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to and GUB set (sec.) & Time in Phace 1 & Number added in Phase 2 \\
\hline CRA & 559 & 9024 & 15.8 & & \\
\hline CRD & 559 & 9024 & 10.5 & & \\
\hline GRD* & 559 & 9024 & 6.73 & 6.71 & 0 \\
\hline GRD & 559 & 9024 & 2.52 & 2.50 & 0 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & PIES & Description & : Energy Product & ion \& Consum & ption Model \\
\hline Rows & 663 & Ejgible rows & 662 & MAX : & 21 \\
\hline Colurns & 2923 & Confliet count & 4116 & U1 & 655 \\
\hline Loteger & 0 & Condict density & 1.88\% & U2 & 466 \\
\hline Non-zero & 13288 & Time to find Elig & : \(\quad .866 \mathrm{sec}\) & U3 & 422 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & Time in Phase 1 & Number added in Phase 2 \\
\hline CRA & 180 & 1848 & 10.8 & & \\
\hline CRD & 169 & 1693 & 13.5 & & \\
\hline GRD* & 172 & 1811 & 2.82 & 2.77 & 1 \\
\hline GRD & 177 & 1761 & 1.31 & . 788 & 28 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & PAD & Description & Energy Product & ion \& Consum & ption Model \\
\hline Hows & 695 & Eligible rows & 694 & [MAX : & 23 \\
\hline Columas & 2934 & Condict count & 4416 & U1 & 687 \\
\hline Integer & & Conflict density & 1.84\% & U2 & 502 \\
\hline Non-zero & 13459 & Time to find Elig & . 104 sec & U3 & 449 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & Time in Phase 1 & Number added in Phase 2 \\
\hline CRA & 200 & 1864 & 13.1 & & \\
\hline CRD & 189 & 1771 & 16.6 & & \\
\hline GRD* & 188 & 1708 & 3.34 & 3.26 & 2 \\
\hline GRD & 189 & 1275 & 1.35 & . 928 & 21 \\
\hline
\end{tabular}

\begin{tabular}{llllll} 
Method & \begin{tabular}{l} 
Rown in \\
GUB set
\end{tabular} & \begin{tabular}{l} 
Columns in \\
GUB set
\end{tabular} & \begin{tabular}{l} 
Time to find \\
GUB set (sec.)
\end{tabular} & \begin{tabular}{l} 
Time in \\
Phase 1
\end{tabular} & \begin{tabular}{l} 
Number added \\
in Phase 2
\end{tabular} \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline CRA & 309 & 2461 & 11.4 & & \\
\hline CRD & 210 & 2791 & 16.1 & & \\
\hline GRD* & 309 & 2641 & 1.15 & 1.12 & 0 \\
\hline GRD & 309 & 2605 & . 842 & . 579 & 14 \\
\hline Problem & GAS & Description & : Production Sch & eduling Model & \\
\hline Rows & 799 & Eligible rows & 789 & LMAX : & 608 \\
\hline Columns & 5536 & Confict count & 22220 & U1 & 760 \\
\hline Integer & 0 & Confict density & : 7.15\% & U2 & 752 \\
\hline Non-zero & 27474 & Time to find Elig & \(\vdots \quad .151 \mathrm{sec}\) & U3 & 652 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to find GUB set (sec.) & Time in Phase 1 & Number added in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{lccccc} 
CRA & 583 & 5102 & 16.2 & & \\
CRD & 639 & 5536 & 10.4 & & \\
GRD* & 608 & 5309 & 3.79 & 3.77 & 0 \\
GRD & 639 & 5533 & 1.47 & 1.44 & 1
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & FOAM & Description & \multicolumn{3}{|l|}{Production Scheduling Model} \\
\hline Hows & 1017 & Eligible rows & 1006 & IMAX : & 261 \\
\hline Columns & 4020 & Conflict count & 8186 & U1 & 997 \\
\hline Integer & 42 & Condict density & 1.62\% & U2 & 974 \\
\hline Non-zero & 17187 & Time to find Elig & 198 sec & U3 & 934 \\
\hline Method & Rows in GUB set & Columas in GUB set & Time to find GUB set (sec.) & Time in Phase 1 & Number added in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{lccccc} 
CRA & 932 & 4020 & 23.4 & & \\
CRD & 932 & 4020 & 9.47 & & \\
GRD* & 917 & 3981 & 1.73 & 1.71 & 0 \\
GRD & 917 & 3981 & .902 & .879 & 0
\end{tabular}
\[
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\begin{tabular}{|c|c|c|c|c|c|}
\hline Proilcta & LANG & Description & Equipment \& & npowe & Wling Model \\
\hline Rows & 1236 & Eligible rows & 1235 & IMAX : & 184 \\
\hline Columns & 1425 & Conflict count & 46424 & U1 & 1196 \\
\hline Integer & & Condict density & 6.09\% & U2 & 982 \\
\hline Non-zero & 22023 & Time to find Elig & . 072 sec & U3 & 973 \\
\hline Method & Rows in GUB set & Columns in GUB set & Time to lind GUB set (sec.) & Time in Phase I & Number added in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{lrrrrr} 
CRA & 382 & 1207 & 46.2 & & \\
CRD & 338 & 908 & 54.2 & & \\
GRD* & 342 & 923 & 14.9 & 14.8 & 2 \\
GRD & 342 & 922 & 12.4 & 1.13 & 234
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & JCAP & Description & Production Sc & duling & \\
\hline Rows & 2487 & Eligible rows & 2446 & IMAX & 488 \\
\hline Columas & 3849 & Condjet count & 16578 & U1 & 2439 \\
\hline Integer & 560 & Conflict density & . \(565 \%\) & U2 & 2412 \\
\hline Non-zero & 9510 & Time to find Elig & . 265 sec & U3 & 1812 \\
\hline
\end{tabular}
\begin{tabular}{lllll} 
Method & \begin{tabular}{l} 
Rows in \\
GUB set
\end{tabular} & \begin{tabular}{l} 
Colums in \\
GUB set
\end{tabular} & \begin{tabular}{l} 
Time to find \\
GUB set (sec.)
\end{tabular} & \begin{tabular}{l} 
Time in \\
Phase 1
\end{tabular}
\end{tabular} \begin{tabular}{l} 
Number acided \\
in Phase 2
\end{tabular}
\begin{tabular}{lllllr} 
CRA & 529 & 2072 & 104 & & \\
CRD & 512 & 2186 & 153 & & \\
GRD* & 529 & 2087 & 2.23 & 1.87 & 5 \\
GRD & 523 & 1393 & 3.98 & 1.10 & 59
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline Problem & ODSAS & Description & \multicolumn{3}{|l|}{Manpower Planning Model} \\
\hline Rows & 4648 & Eligible rows & 4647 & IMAX : & 4194 \\
\hline Colums & 4683 & Condict count & 5220 & U1 & 4645 \\
\hline Integer & 0 & Condict density & .05\% & U2 & 4645 \\
\hline Non-zero & 30520 & Time to find Elig & . 263 sec & U3 & 4024 \\
\hline Method & Rows in GUB sct & Columans in GUB set & Time to and GUB set (sec.) & Time in Phase 1 & Number added in Phase 2 \\
\hline
\end{tabular}
\begin{tabular}{llllll} 
CRA & 751 & 3116 & 369 & & \\
CRD & 721 & 3846 & 651 & & \\
GRD* & 749 & 4436 & 7.12 & 6.88 & 0 \\
GRD & 751 & 3020 & 3.01 & 2.57 & 2
\end{tabular}
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This paper discusses automatic detection and exploitation of embedded structure in LargeScale Linear Programming (LP) models. We report experiments with real-life LP and mixadinteger (MIP) models in which various methods are developed and tested as integral modules of an optimization system of advanced design [6]. We seek to understand the modeling implications of these embedded structures as well as to exploit them during actual optimization. The latter goal places heavy emphasis on efficient, as well as effective, identification techniques for economic application to large models. Several (polynomially complex) heuristic algorithms are presented from our work. In addition, bounds are developed for the maximum row dimension of the various factorizations. These bounds are useful for objectively estimating the quality of heuristically derived structures.
I. INTRODUCTION
```

Automatic detection and exploitation of special structure in large-scale LP (or MIP) models has been the subject of a continuing research program conducted at the Naval Postgraduate School and UCLA over the past decade. This paper draws from various results in this effort, and refers (sparingly) to significant work by other researchers. The references contain complete descriptions of these results for the interested reader.
Our scope is intentionally limited to automated methods of sufficient efficiency to enable us to economically apply them to real-world optimization problems. Thus, we consider only those approaches showing greatest promise for immediate practical application. Although the interpretations of embedded model structure can lend profound insights in their own right, we are equally interested in detecting errors in data preparation and model generation--mathematically mundane issues of fundamental importance to the practitioner.
The sheer size of contemporary large-scale LP models presents significant computational difficulties, even for otherwise elementary factorizations. Implementation of effective structural analysis procedures is primarily a matter of exercising large-scale data structures efficiently. As we shall see, though, these practical considerations can give significant theoretical guidance in the specification of efficiently achievable classes of model transformations.

```

That detection of embedded special structure can be of practical importance in actual model solution is undisputed. It
is widely known that explicit simplex operations can be materially improved in efficiency by incorporation of basis factorization methods (e.g. [6], [9], and references of [7]). The details of such modifications of the simplex procedure are not given here. However, the underlying themes of simplex factorization are the substitution of logic for floating point arithmetic, and separation of the apparent problem monolith into more manageable components.

This paper deals exclusively with row factorizations. The pervasive implied problem for row factorization is the identification of the best embedded structure from all those that may lie at hand in any particular model. Conventional wisdom differs as to the criterion for this discrimination among factorizations of the same class. However, it is generally accepted that the row dimensionality of the factorization serves as an excellent measure of effectivenegs. In this sense, embedded special structures fall naturally into a taxonomy implied by the intrinsic complexity of the associated maximum row identification problems.

We proceed with a discussion of several types of embedded special structures detectable by efficient polymomially complex algorithms. These structures are considered in increasing order of maximum row identification complexity. We emphasize that efficient polynomial algorithms are operationally defined here as low-order polynomial in terms of intrinsic problem dimensions (e.g. number of rows, columns, and non-zero elements), and not in terms of the total volume of model information (e.g. total number of bits in all coefficients, ad nauseam).

\section*{2. SIMPLE REDUCTIONS}

LP models often exhibit simply detected structural characteristics which permit a reduction in row dimensionality without loss of model information. Several such reductions are possible in evidently polynomial complexity. These include:
a) Void Rows
b) Void Columns
c) Singleton Rows (simple upper bounds)
d) Singleton Columns
e) Fixed Variables
f) Rows that Fix Variables
g) Null Variables
h) Non-extremal Variables
i) Redundant Rows.

Some of these reductions do not obviously decrease row dimension. However, the reductions may be applied repeatedly to the model, revealing at each iteration more rows which can be removed. Thus, the cyclic application of reductions continues until a minimal model results.

Experiments with some of these reductions have been reported by Brearley, Mitra and Williams [5]. More extensive work at large-scale has been done by Bradley, Brown and Graves [3] and by Krabek [10].

Detection of all redundant \(L P\) rows requires complete solution of equivalent \(L P\) problems, and is thus equivalent in complexity to LP. (We hesitate to say polynomial in the sense of Khachian's recent result.) Thus, we restrict redundant row
detection to orthogonal redundancy, revealed by substitution of bounds for problem variables. An efficient detection algorithm results.

With real-life LP and MIP models, a remarkably large fraction of model rows can be removed by these simple techniques. For some cases, models have been nearly solued this way.

We note that integrality conditions can be superimposed on these simple reductions (e.g. tighten bounds on integer variables by truncation) to strengthen them. Nonlinear models also benefit from these reductions, and from others not addressed in this paper.

Table 1 contains the characteristics of several real-life linear and mixed integer models. Table 2 displays the results of simple reductions applied to these models [3]. Multiple fasses are made for each model until no more reductions are possible. The times given are for execution on an IBM 360/67 using FORTRAN H (Extended) without code optimization.

SAMPLE LP (MIP) MODELS
\begin{tabular}{lr} 
MODEL & ROWS \\
NETTING & 90 \\
AIRLP & 171 \\
COAL & 171 \\
TRUCK & 220 \\
CUPS & 361 \\
FERT & 606 \\
PIES & 663 \\
PAD & 695 \\
ELEC & 785 \\
GAS & 799 \\
PILOT & 976 \\
FOAM & 1,000 \\
LANG & 1,236 \\
JCAP & 2,487 \\
PAPER & 3,529
\end{tabular}
\begin{tabular}{r} 
TOTAL \\
\hline 177 \\
3,040 \\
3,753 \\
4,752 \\
582 \\
9,024 \\
2,923 \\
3,934 \\
2,800 \\
5,536 \\
2,172 \\
4,020 \\
1,425 \\
3,849 \\
6,543 \\
4,683
\end{tabular}
columns
\begin{tabular}{rc} 
INTEGER & \begin{tabular}{c} 
NON-ZERO \\
COEFFICIENTS
\end{tabular} \\
\hline 114 & 375 \\
0 & 6,023 \\
0 & 7,506 \\
4,752 & 30,074 \\
145 & 1,341 \\
0 & 40,484 \\
0 & 13,288 \\
0 & 13,459 \\
0 & 8,462 \\
0 & 27,474 \\
0 & 13,057 \\
42 & 13,083 \\
0 & 22,028 \\
560 & 9,510 \\
0 & 32,644 \\
0 & 30,520
\end{tabular}

\section*{3. GENERALI2ED UPPER BOUNDS}

Rows for which each column has at most one non-zero coefficient (restricted to those rows) collectively form a generalized upper bound (GUB) set. Usually, we additionally require that the coefficients in these rows be capable of being rendered to \(\pm 1\) by simple row or column scaling.

The problem of identifying a GUB set of maximum row dimension is NP-hard [7], making optimal GUB factorization algorithms hopelessly inefficient for our purposes. Heuristics adapted from work by Graves and by Senju and Toyoda (see [13], and references of \([5]\) and [71) work very effectively and dependably at large-scale to find maximal GUB sets.

Unfortunately, the problem of determining just the size of the maximum GUB set is also NP-hard. However, Brown and Thomen [7] have developed bounds on the size of the maximum GUB set which are sharp and easily computed. These bounds have been used to show, in some cases, that maximum GUB sets have been achieved via heuristic methods. In any case, the bounds provide excellent objective measure of the quality of any GuB set, regardless of the means of its derivation. Frequently, manual GUB analysis will suffice for models with amenable structure.

The bounds are developed in terms of the number of distinct oonfitots present in the model. Two rows are in conflict if they each have a non-zero element in a common column, making them mutually exclusive in a GUB set. If \(s_{i}\) is the number of rows in conflict with row \(i\), then the total problem conflict count for a model with \(m\) rows is
\[
c=\frac{1}{2} \sum_{i} s_{i}<\frac{1}{2} m(m-1)
\]

A problem-independent bound on the size of the maximum GUB set is [7]
\[
u_{1}=L .5+\sqrt{.25+m(m-1)-2 c}
\]
where \(L\) indicates truncation to an integer.
A tighter, problem-dependent bound is

where
\[
y=\max _{i} s_{i}
\]

Tighter upper bounds have been derived for the size of the maximum GUB set, as well as lower bounds.

Table 3 contains the results of automatic GUB factorization applied to the benchmark models [7]. Row eligibility is based on the capability to scale the row to contain only \(0, \pm 1\) coefficients. GUB quality is the number of GUB rows found, expressed as a percentage of the best known upper bound on maximum GUB row dimension (actual GUB quality may be better than this conservative estimate). The results were obtained using FORTRAN \(H\) (Extended) with code optimization.

TABLE 3
gUB FACTORIZATION [7]
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{MODEL} & \multirow[t]{2}{*}{\begin{tabular}{l}
ROWS-GUB \\
ELIGIBLE
\end{tabular}} & \multicolumn{2}{|c|}{ROW CONFLICTS} & \multicolumn{3}{|c|}{GUB} \\
\hline & & COUNT & DENSITY & ROWS & QUALITY & SEC \\
\hline NETting & 71 & 46 & 1.858 & 36 & \(78.26 \%\) & 0.05 \\
\hline AI RLP & 170 & 2,983 & 20.648 & 150 & 1008 & 0.65 \\
\hline COAL & 170 & 3,753 & 26.13\% & 111 & 91.748 & 0.92 \\
\hline truck & 219 & 10,438 & 43.53\% & 29 & 20.288 & 5.00 \\
\hline cups & 336 & 744 & 1.32\% & 160 & 66.678 & 0.21 \\
\hline fert & 605 & 16,455 & 9.018 & 559 & 98.598 & 6.73 \\
\hline PIES & 662 & 4,116 & 1.88\% & 172 & \(40.76 \%\) & 2.82 \\
\hline PAD & 694 & 4,416 & 1.848 & 188 & 41.878 & 3.34 \\
\hline ELEC & 784 & 6,167 & 2.018 & 309 & 62.808 & 1.15 \\
\hline GAS & 789 & 22,220 & 7.158 & 608 & 93.25\% & 3.79 \\
\hline PILOT & 975 & 12,110 & 2.558 & 255 & 33.738 & 2.75 \\
\hline FOAM & 989 & 8,186 & 1.678 & 917 & \(98.18 \%\) & 1.73 \\
\hline LANG & 1,235 & 46,424 & 6.09\% & 342 & \(35.15 \%\) & 14.90 \\
\hline JCAP & 2,446 & 16.578 & 0.558 & 529 & 29.198 & 2.23 \\
\hline PAPER & 3,528 & 35,047 & 2.828 & 1041 & \(34.65 \%\) & 5.77 \\
\hline ODSAS & 4,647 & 5,220 & 0.05\% & 749 & 18.618 & 7.12 \\
\hline
\end{tabular}

\section*{4. IMPLICIT NETWORK ROWS}

Implicit network rows are a set of rows for which each column has at most two non-zero coefficients (restricted to those rows) and for which columns with two non-zero coefficients (in those rows) can be converted by simple row and column scaling such that the non-zero coefficients have opposite sign. Such rows in LP are commonly called networks with gains.

Pure network rows (NET) can be converted by simple row and column scaling such that all non-zero coefficients (restricted to those rows) have value \(\pm 1\), and such that columns with two non-zero coefficients (in those rows) have one +1 and one -1 . Such rows in LP are called pure networks (e.g. [41).

Simple row and column scaling is restricted such that application of each scale factor renders an entire row, or column, to the desired sign (and unit magnitude for pure NET).

The problem of identifying a NET factorization of maximum row dimension is NP-hard \{14], making optimal NET identification algorithms practically useless. The problem of determining just the size of the maximum NET set is also NP-hard. Thus, heuristic identification methods are mandated.

An extension of GUB heuristics can be used to achieve NET factorizations. First, a GUB set is determined by methods mentioned in Section 3. Then, a second GUB set is found from an eligible subset of remaining rows. The second GUB set is conditioned such that its row members must possess non-zero coefficients of opposite sign in each column for which the prior GUB set has a non-zero coefficient.

This double-GUB (DGUB) factorization yields a bipartite NET factorization. Thus, DGUB heuristically seeks the maximum embedded transportation or assignment row factorization. pure network equivalents derive from proper editing of eligible rows.

Generalizing on the theme of Senju and Toyoda [13], a more general method has been developed by Brown and Wright [8] for direct NET factorization of implicit network rows. Pure NET rows can be identified with the same procedure by simple screening of admissible candidate rows.

This heuristic is designed to perform a network factorization of a signed elementary matrix ( \(0, \pm 1\) entries only). It is a deletion heuristic which is feasibility seeking. The measure of infeasibility at any point is a matrix penalty computed as the sum of individual row penalties. The algorithm is two-phased, one pass, and non-backtracking. The first phase yields feasible set of rows, while the second phase attempts to improve the set by reincluding rows previously excluded. Each iteration in Phase I either deletes a row or reflects it (multiplies it by -1 ) and guarantees that the matrix penalty will be reduced. Thus, the number of iterations in Phase \(I\) is bounded by the initial value of the matrix penalty, which is polynomially bounded.

Let \(A=\left\{a_{i j}\right\rfloor\) be an \(m \times n\) matrix with \(a_{i j}=0, \pm 1 \forall i, j\).
Problem: Find a matrix \(N=\left|n_{i j}\right|\) with ( \(m-k\) ) rows and \(n\) columan which is derived from \(A\) by
1. Deleting \(k\) rows of \(A\) where \(k \geq 0\),
2. Multiplying zero or more rows of \(A\) by -1 , where \(N\) has the property that each column of \(N\) has at most one +1 element and at most one -1 element. We wish to find a "large" \(N\) in the sense of containing as many rows as possible, i.e. minimize \(k\).

Terminulogy and Notation:
1. E is the set of row indices for rows eligible for inclusion in \(N\) and is called the eligible set.
2. \(C\) is the set of row indices for rows removed from \(E\) in Phase I (Deletion). Some rows in \(C\) may be readmitted to \(E\) in Phase II. \(C\) is called the candidate set.
3. The phrase "reflect row \(i\) ' of \(A\) " means to multiply each

4. Other notation will be defined in the algorithm itself.

\section*{ALGORITHM:}

Phase I - Deletion of Infeasibie Rows
Step 0: Initiulization. Set \(E=(1,2, \ldots, m), C=\varnothing\). For each column \(j\) of \(A\) compute the + penalty \(\left(K_{j}^{+}\right)\) and the - penalty \(\left(K_{j}^{-}\right)\)as follows:
\[
K_{j}^{+}=\left(\sum_{i \in E: a_{i j}>0}^{l}\right)-1 \quad k_{j}^{-}=\left(\sum_{i \in E: a_{i j}<0}\right)^{1}-1 .
\]

These penalties represent the number of excess +1 and -1 elements, respectively, in column \(j\) which prevent the rows
whose indices remain in \(E\) from forming a valid \(N\) matrix. A penalty value of -1 for \(K_{j}^{+}\left(K_{j}^{-}\right)\)indicates that the column does not contain \(a+1(-1)\) element.

Step 1: Defint \(\therefore\) : \(厶\) Penaltits. For every \(i \in E\), compute a row penalty ( \(p_{i}\) ) as follows:
\[
P_{i}=\sum_{j: a_{i j}>0} K_{j}^{+}+\sum_{j: a_{i j}<0} K_{j}^{-}
\]

This is simply the sum of + penalties for all colums in which row \(i\) has \(a\) plus the sum of - penalties for all columns in which row i has a -1.

Step 2: Jofine Matrix Eenalty. Compute the penalty (h) for the matrix by summing the row penalties as follows:
\(h=\sum_{i \in E} P_{i}\)

If \(h=0\), then go to Step 7. Otherwise, go to Step 3.

Step 3: Row Selection. Find the row i' E with the greatest penalty, i.e.
\[
\text { Find } i^{\prime} \in E \text { such that } P_{i},=\max _{i \in E} P_{i}
\]
(If there is a tie, choose i' from among the tied values.)
Compute the reflected row penalty \(\bar{p}_{i}\), for \(i\), as follows:
\[
\bar{p}_{i}=\sum_{j: a_{i \prime j}>0}\left(R_{j}^{-}+1\right)+\sum_{j: a_{i}, j}<0\left(R_{j}^{+}+1\right) .
\]

This would be the row penalty for row i' if it were to be reflected.

Step 4: Deletc, or Keflect kisw.
Casc i) \(\bar{P}_{i}, \geq P_{i}\), Let \(E+E-\left\{i^{\prime}\right\}, C+C U\{i \prime\}\). Go to Step 5 .

Case ii) \(\bar{p}_{i}\), < \(p_{i}\), Reflect row \(i^{\prime}\). Go to Step 6.
Step 5: lisduce column penaltices as follows:
For all \(j\) such that \(a_{i}{ }_{j}>0, K_{j}^{+}+K_{j}^{+}-1\)
For all \(j\) such that \(a_{i}{ }_{j}<0, K_{j}^{-}+K_{j}^{-}-1\)
Go to Step 1.

Step 6: Chanje column penalties as follows:
Using the \(a_{i \prime j}\) values after reflection of row \(i^{\prime \prime}\),
For all \(j\) such that \(a_{i \prime j}>0, K_{j}^{+}+K_{j}^{+}+1\) and \(k_{j}^{-}+K_{j}^{-}-1\)
For all \(j\) such that \(a_{i}{ }_{j}<0, K_{j}^{+}+K_{j}^{+}-1\) and \(K_{j}^{-}+K_{j}^{-}+1\)
Go to Step 1 .

Phase II - Heincilusion of Ruws from :-
Step 7. Eliminate Confligting Kows. The rows with indices in \(E\), some possibly reflected from the original A matrix, form a valid \(N\) matrix. However, some of the rows removed from \(E\) and placed in \(C\) may now be reincluded in \(E\) if they do not make \(h>0\). Remove from \(C\) (and discard) all row indices for rows which, if reincluded in \(E\) in present or reflected form, would make \(h>0\).
i.e. Remove i from \(C\) if
a) \(3 j_{1}\) such that \(a_{i j_{1}}>0\) and \(K_{j_{1}}^{+}=0\)
\[
\text { or } a_{i j_{1}}<0 \text { and } K_{j_{1}}^{-}=0
\]
and
b) \(\quad \exists j_{2}\) such that \(a_{i j_{2}}>0\) and \(K_{j_{2}}^{-}=0\) or \(a_{i j_{2}}<0\) and \(k_{j_{2}}^{+}=0\)

If \(C=\varnothing, \quad\) STOP, otherwise go to Step 8.

Step 8. Select Row for Reinclusion. At this point a row from
\(C\) may be reincluded in \(E\). There are several possible schemes for selecting the row. After the row is reincluded,
the column penalties are adjusted. Then go to Step 7. No dominating rule has been discovered for breaking ties in maximum row penalty encountered in Step 3. The rule used for the computational results presented herein is to select the row with the minimum number of non-zero entries in an attempt to place a larger number of non-zero entries in the network set. Other possible rules are "first-come, firstserved," maximum number of non-zero entries, type of constraint, or modeler preference.

Modifications can be made to Step 0 to allow for 1) Matrices including non \(-0, \pm 1\) entries and/or 2) Pre-specified network rows. The modifications are:
\[
\begin{aligned}
& \text { 1. } E=\left\{i \mid a_{i j}=0,11 \text { for all } j\right) \\
& \text { 2. Let } P=\{i \mid \text { row } i \text { is prespecified }\} \\
& E-E-P \\
& \text { After computation of } K_{j}^{+} \text {and } K_{j}^{-} \text {find for all } j \\
& \text { if } \exists i \in P \text { such that } a_{i j}=1 \text { then } K_{j}^{+}+K_{j}^{+}+1 \text {, } \\
& \text { if } \exists i \in P \text { such that } a_{i j}=-1 \text { then } K_{j}^{-}+K_{j}^{-}+1 \text {. }
\end{aligned}
\]

At termination of the algorithm, the rows in \(N\) are given by \(E \cup P\).

One easily obtained upper bound on the maximum row dimension of the network factorization is:
\[
u_{1}=m-\underset{j}{\operatorname{MAX}}\left(K_{j}^{+}+K_{j}^{-}\right)
\]

This bound is easily computed and evidently sharp. It can be used to objectively evaluate the quality of a heuristically derived network factorization. The bound may also be used to preemptively terminate factorization effort.

Another, generally tighter, bound has been developed which is based on the reflection and deletion potentials for each row in the eligible set. Using this information it is possible to obtain a lower bound on the number of rows which must be deleted to achieve a feasible network set. The upper bound is then:
\[
u_{2}=m-l o w e r \text { bound on rows deleted. }
\]
```

This bound is also evidently sharp and is the bound used to compute NET quality in the following table.
Table 4 displays the results of DGUB and NET factorizations of the benchmark models. Row eligibility is determined by the capability to scale each row, by row scaling alone, to contain only $0, \pm 1$ entries. The NET quality is the number of NET rows found, expressed as a percentage of the upper bound on maximum NET row dimension given above (actual NET quality may be considerably better than this estimate).

```

NET FACTORIZATION [8]
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & ROWS NET & \multicolumn{2}{|c|}{DGUB} & \multicolumn{3}{|c|}{NET} \\
\hline MODEL & ELTGIBLE & Rows & SEC & ROWS & QUALITY & SEC \\
\hline netting & 59 & 54 & 0.07 & 54 & 94.748 & 0.08 \\
\hline AIRLP & 150 & 150 & 0.41 & 150 & 1008 & 0.35 \\
\hline Coal & 111 & 111 & 0.50 & 111 & 1008 & 0.43 \\
\hline truck & 219 & 47 & 8.40 & 46 & 33.588 & 19.83 \\
\hline CUPS & 300 & 251 & 0.29 & 295 & 99.33\% & 0.14 \\
\hline FERT & 585 & 572 & 6.03 & 572 & 1008 & 6.15 \\
\hline PIES & 142 & 128 & 0.56 & 128 & 96.97\% & 0.59 \\
\hline PAD & 174 & 160 & 0.58 & 160 & \(97.56 \%\) & 0.59 \\
\hline ELEC & 322 & 272 & 0.99 & 286 & 93.468 & 2.07 \\
\hline gas & 752 & 682 & 5.00 & 668 & 94.088 & 9.71 \\
\hline PILOT & 109 & 109 & 0.92 & 109 & 1008 & 0.36 \\
\hline foam & 966 & 951 & 1.89 & 951 & 99.58\% & 1.16 \\
\hline LANG & 850 & 585 & 3.74 & 661 & 87.208 & 14.82 \\
\hline JCAP & 1,811 & 874 & 2.50 & 917 & 83.97\% & 44.07 \\
\hline PAPER & 2,324 & 1,484 & 7.24 & 1,627 & 78.528 & 94.16 \\
\hline ODSAS & 410 & 317 & 3.39 & 286 & 77.518 & 14.55 \\
\hline
\end{tabular}

\section*{5. HIDDEN NETWORK ROWS}

Hidden network rows \({ }^{\dagger}\) are a set of rows which satisfy NET row restrictions after linear transformation of the model. That is, realization of these (LNET) rows may require a general linear transformation of the original model.

The discrimination between implicit and hidden network rows is not (necessarily) in their use, but rather in their detection. The transformation group associated with implicit network rows involves on \(2 y\) permutations and simple scaling of individual rows and columns. The hidden network rows require a completely general linear transformation and partial ordering. Thus, identification of hidden networks requires significant computation just to identify eligible rows, since any given row may conflict with subsets of its cohorts after transformation.

This problem has been solved for complete hidden network factorization, where all rows are shown to be LNET or the algorithm fails. Bixby and Cunningham [2] and Muslem [12] have given polynomially complex methods for complete LNET conversion. (The complete GUB problem is polynomial as well.)

Strategically, the complete hidden LNET factorization requires two steps:

DETECTION: necessary conditions for existence of a complete LNET factorization must be established, and

SCALING: a linear transformation to achieve the NET
structure must be determined, if one exists.

\footnotetext{
'We have coopted the term hidden from Bixby [1], but his definition may not superficially appear to be equivalent.
}

Cunningham and Bixby attempt detection, followed by scaling. Musalem tries scaling, then detection. This is a crucial difference between methods, since problems which can not be completely NET factorized may fail in either step.

Briefly, Cunningham and Bixby detect by showing that the incidence matrix of the model rows can be converted to a graphic matroid. They employ a method by Tutte (see references of [2]). Given success, the graphic record of the detection is used to attempt to scale the model to NET, or to show that no such scaling exists.

Musalem scales the model to a \(\pm 1\) matrix, and then uses a method by Iri (see references of (12]) to build a tree, edge by edge, which reveals the partial ordering coincident with complete hidden LNET factorization.

\begin{abstract}
Both methods are polynomially complex. However, complete LNET factorization is relatively expensive by either method in that quite a large amount of real arithmetic and logic is required. Underlying data structures have not been suggested for either method. Both methods fail if complete LNET factorization is impossible, and neither leaves the investigator with much information useful in salvaging a partial LNET factorization. We conjecture that risk of preemptive failure narrowly favors the Musalem approach, since he defers the relatively involved detection step.
\end{abstract}

Locating a hidden LNET factorization of maximat row dimension has been suggested by Bixby [1] and by Musalem [12], but no concrete method is given and no computational testing is reported. Evidently, the maximum LNET problem is NP-hard, and its maximal relaxation remains unsolved in the practical sense of this report.

\section*{6. CONCLUSION}

The techniques reported here have been used with great success on a wide variety of large LP (MIP) models. The context of this research is certainly atypical in that the models which we work with are often sent to us for analysis and solution precisely because they have already failed elsewhere. In these cases, our motives are to quickly diagnose suspected trouble before optimization, prescribe remedies, and perform the actual optimization reliably and efficiently.

This has undoubtedly biased our view of structural detection methods. Practical considerations arising from turnaround deadilnes and the specific advantages of our own optimization system \(\{6]^{\dagger}\) have colored our judgment. Many provocative suggestions for further research have not been pursued, either due to lack of opportunity, to poor intuition, or to sheer economics. Whether or not by equivalent prejudice, Krabek [10] reports some


A great deal of insight has been gained from these experiments. The cost of factorization is truly insignificant relative to the information and (primarily) solution efficiency gained thereby. Revelations have ranged from outright rejection of absurd formulations to subtle inferences on the inter-personal

\footnotetext{
\({ }^{\dagger}\) The \(X\)-iystem (XS) differs in many ways from classical largescale mathematical programing systems; it simultaneously supports simple and generalized upper bounds, general basis factorization, MIP, nonlinear, and decomposition features. In addition, the fundamental LP algorithm has been enhanced to intrinsically incorporate elastic range restrictions. XS is particularly suited for solution in limited time of large models with complicating features.
}

\begin{abstract}
conflicts of model proponents. Very few models fail to reveal some totally unsuspected structural curiosity. Indeed, it is often some minor aberration that proves most revealing. Sometimes, the combined effects of several minor features collectively contribute to a discovery of significant model attributes.

Our general operational guideline has been to avoid heavy computational investment in factorization. Rather, highly efficient methods are used repeatedly on variations of each model. Manual and intuitive analysis of these results usually reveal much more than could be reasonably expected from any totally automated method applied to problems of exponential complexity. Interactive analysis of large-scale models is uncompromisingly challenging in a technical sense and equally rewarding.

Accordingly, we have not yet implemented maximal hidden network heuristics, or block-angular clustering methods. In the former case, we find intrinsic NET factorization to unerringly reveal more general network forms. Also, reformulation to a NET factorization commonly requires more than a linear transformation; variables and constraints must frequently be zugmented to achieve the desired arc and node interpretation.

In the case of block-angular and attendant structures, we require a great deal more information than row and column index subsets and aggregate relations to develop an effective and economically sensible mathematical decomposition scheme; further, even for unfamiliar models such structure is usually apparent in those cases that invite decomposition.
\end{abstract}

Large factorizations are routinely found as intrinsic features in real-life models. However, we feel that it is an abominable practice to proselytize in favor of some particular model structure at the expense of model realism or common sense.

For instance, network models have recently received unprecedented attention in the literature. The implication has often been that since networks are usually found in models, networks should be used as the exclusive model. This is, of course, patent nonsense, smacking of a solution in search of a problem. An analyst should view factorizations as specializations of models, rather than forcing models to fit certain popular factorizations [4].
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In this paper some general concepts of hierarchical block-structure are presented. Previously considered structures are included as particular cases. The scheme of basis matrix factorization and a way of using this structure in nonlinear minimization are outlined.
1. INTRODUCTION
Two approaches are involved in developing computational methods to optimize large-scale linear systems. The first takes into account the sparsity of the data matrix; methods of this kind preserve sparsity through a preliminary rearrangng of the rows and columns at a suitable phase in the algorithm. The second approach exploits the special structure of the data matrix-- for example, hierarchical block structure; methods of this kind use the regular configuration of zeros in the data matrix for a special presentation of the inverse matrix. This paper describes some general concepts of hierarchical block structure and outlines a method for taking the structure into account.
The standard way of defining a nested structure is to croose an elementary block structure and then to allow several blocks (except the linking one) to have this structure recursively. The elementary structure used in this paper is more general than usual. It is based on Bulavskiy and Zryagina, 1977, 1978.

\section*{2. DEFINITION OF HIERARCHICAL BLOCK STRUCTURE}

To introduce the general concept, we shall consider a few typical situations that are traditionally discussed. In Fig.l three simple block-structured matrices are presented, with shaded areas indicating the allocation of nonzero values. All these situations can be described by a tree-like graph whose roots represent the entire matrix; other vertices correspond to the linked blocks and must be connected to the root by directed edges, which symbolize the block submission. However, each of the structures in Fig. 1 have to be treated differently. To decompose the first two matrices, it is sufficient to remove the linking strip, which consists of either rows or columns. This operation does not alter the condition properties of the original matrix. In case (a) the rows of each diagonal block are linearly independent to at least the same degree as are those of the entire matrix. Thus we can, without loss of accuracy, divide each block independently into basic and nonbasic columns. The former group is the local basis of the corresponding block; the latter is included in the basis of the linking block.

We can treat case (b) in the same way, but the third matrix must be decomposed differently. Its linked blocks may be more ill-conditioned than is the whole matrix. To avoid loss of numerical accuracy, we divide the matrix in two steps. First, for example, we remove the horizontal linking strip as if case (a) had occurred with only one diagonal block. Dividing this block into local basic and nonbasic parts, we obtain the diagram on the left in Fig.2. The local basis is placed in the upper right-hand corner. As this local basis is a square nonsingular matrix of type (a), it can be divided in turn; the diagram on the right represents the resulting partition.

Thus we needconsider only the two kinds of submission presented in cases (a) and (b) of Fig. 1. As both kinds may occur in one matrix, we must, to avoid confusion, identify and label the corresponding edges on the graph. It is convenient for us to label the edges of the first kind (on the left) with
a minus sign and those of the second kind (on the right) with a plus sign. This conventionis illustrated in Fig. 3, where cases (a), (b) and (c) correspond to those in Fig. 1.

It seems reasonable to introduce a symmetrical structure that is a generalization of both principal structures. Such a structure and its grafh are presented in Fig. 4. This structure is treated as elementary and each of the linked blocks is allowed to have this structure. Thus we come to the following general concept of hierarchical block structure.

Let \(G(P, Q)\) be a graph with vertex set \(P\) and edge set \(Q\). We assume that the graph is a tree with the root at the vertex 0 and that each of its edges is directed away from the root and denoted by the pendant vertex of the edge. Thus, \(Q=P \backslash\{O\}\).

All edges are assumed to be labeled with a plus sign (for edges belonging to the set \(Q_{+}\)) or with a minus sign (for those from Q_). The graph \(G\) is used as a skeleton of a structure. To define the structure, we must assign a block to each vertex. For this purpose we introduce the index sets
\[
M_{k}, N_{k}, \vec{M}_{k}, \vec{N}_{k}, \quad k \in P
\]

The mearing of these sets is clear from Fig. 4: \(M_{k}\) and \(N_{k}\) correspond to the entire block, while \(\bar{M}_{k}\) and \(\bar{N}_{k}\) describe its linking part. It is assumed that \(\bar{M}_{k} \subset M_{k}, \bar{N}_{k} \subset N_{k}\) for \(k \in P\) and \(\bar{M}_{k}=M_{k}, \bar{N}_{k}=N_{k}\) for terminal blocks.

For our purposes, the following relations must hold. If vertices \(s\) and \(t\) are subordinated immediately to vertex \(k_{r}\), then
1. the sets \(M_{s}\) and \(M_{t}\), as well as \(N_{s}\) and \(N_{t}\) are disjoint
2. \(M_{s} \subset M_{k} \backslash \bar{M}_{k}, N_{s} \subset \bar{N}_{k}\) if \(s \in Q_{2}\)
3. \(M_{s} \subset M_{k}, N_{s} \subset N_{k} \backslash \bar{N}_{k}\) if \(s \in Q_{+} \quad\).

To complete the matrix determination, we must specify the blocks \(A\left[\bar{M}_{k}, \bar{N}_{k}\right]\) for all \(k\). The information introduced is not, of course, minimal. It is sufficient to have only the sets \(\bar{M}_{k}\) and \(\bar{N}_{k}\) for each \(k \in P\), but the sets \(M_{k}, N_{k}\), and the graph \(G\) demonstrate the hierarchical structure in explicit form.

\section*{4. BASIS FACTORIZATION}

To describe the method of factorizing structured matrices, we consider some particular cases. If all the edges are labeled with a minus sign (that is, \(Q_{+}=0\) ), we have a purely norizonal structure. An example is presented in Fig. 5. We use two principal operations when decomposing a structured basis matrix:
1. select a maximal linearly independent set of columns for the matrix of full row rank
2. select a similar set of rows for a matrix of full column rank.

These operations are equivalent if we ignore the structure of the matrix, but in our case they are essentially different. Given the purely horizontal structure, we can implement the first procedure beginning with terminal blocks and advancing to the root. For example, in Fig. 5 we first select the local bases in four terminal blocks and for \(K=3,4,5,6\) obtain the following representation of these blocks:
\[
A\left[\bar{M}_{k}, \bar{N}_{k}\right]=B_{k} \underbrace{\{I: \underbrace{R_{k}}_{S_{k}}\}}_{J_{k}}
\]
where the set \(J_{k}\) represents the basic columns in the block \(k\), \(S_{k}\) represents nonbasic columns, and matrices \(B_{k}\) are the local bases. If we construct the matrices \(H_{k}\) as in Fig. 6 for \(K=3,4,5,6\) and multiply them by the entire matrix on its righthand side, we exclude the nonbasic part of the terminal blocks. We can treat the transformed blocks 1 and 2 in the same way. As a result of these transformations, we obtain the decomposition in Fig. 7, where multipliers \(H_{k}\) must be ordered in accordance with block submission. Deeper hierarchies can clearly be treated in the same way. To eliminate the right-hand part of Fig. 7, we must multiply the right-hand side of this equality by the corresponding matrix \(H_{0}\).

In the case under consideration the use of horizontal structure to a maximal degree does not affect the stability of the computations. This is not the case if the columns are
linearly independent and we must select a row basis; this situation is presented in the diagram on the left in Fig. 8. We can begin with the terminal blocks again, but for computational stability we must choose some barrier \(\delta\) and take care that the absolute value of the leading elements of the transformations is greater than 5 . Thus in several blocks some rows will be free, as illustrated in the diagram on the right in Fig. 8, where the free rows are placed at the top.

In fact, we make the transformations as we made them previously, but the leading elements are chosen only from the lower part of the diagram. If this part is square, we obtain a local basis for this matrix. To eliminate the upper nonbasic part, we must now multiply the matrix on the right in fig. 8 by the appropriate matrix \(H_{0}\), and this multiplication must also be effected on the left-hand side. If the lower part of the right matrix in Fig. 8 is not to be square, we must either decrease \(\delta\) or note that the matrix to be decomposed is illconditione \(\dot{c}\) (if \(\dot{o}\) is already sufficiently small).

When all the edges are labeled with a plus sign, we have a purely verticai structure. This case may be considered in the same way; the two situations that we previously encountered replace each other. Note that multipliers \(H_{k}\) in this case are on the left-hand side of the matrix \(A\left[M_{0}, N_{0}\right]\) :
\[
\begin{aligned}
& \left(\sqcap H_{k}\right) \cdot A \quad \text { is (lower) block-triangular. } \\
& k \in Q_{+}
\end{aligned}
\]

In the more general case presented in Fig. 9, we assume that the matrix to be decomposed is square and nonsingular. This structure is composed of two pure structures, one of which is horizontal and the other vertical. We may successively make use of both previously presented algorithms to give
\[
\begin{aligned}
& \left(\Pi H_{k}\right) \cdot A \cdot\left(\Pi H_{k}\right)=B_{T} \\
& k \in Q_{+} \quad k \in Q_{-}
\end{aligned}
\]
\[
-815=
\]
where \(B_{T}\) is a (lower) block-triangular matrix whose diagonal submatrices are the local bases of the blocks. Note that if matrix \(A\) is not square but has more columns or more rows, the matrix \(\mathrm{B}_{\mathrm{T}}\) is trapezoidal.

To use the decomposition obtained we must have the inverses \(B_{k}^{-1}\) for all local bases. It is not our \(a\) im to discuss this matter. The inverses may be in a convenient form. If the inverse \(B_{T}^{-1}\) is available, the inverse for this moustache-like structure can be presented as
\[
A^{-1}=\underset{k \in Q_{-}}{\left(H_{k}\right) \cdot B_{T}^{-1} \cdot\left(\Pi_{H_{k}}\right)} \quad k \in Q_{+}
\]
where the product is computed in the same order as the edge labelling of the graph in Fig.9.

The general case of hierarchical block structure can be reduced to these moustache-like structures. For this purpose, consider the example in Fig. 10, where the graph of a structured matrix is presented. If we ignore the structure of blocks 1,2,3,4, then we have the moustache-like factor structure in Fig. 11, and we can write the decomposition in (lower) blocktriangular form as
\[
\mathrm{H}_{1} \cdot \mathrm{H}_{2} \cdot \mathrm{~A} \cdot \mathrm{H}_{3} \cdot \mathrm{H}_{4}=\left[\overline{\mathrm{B}}_{3}, \overline{\mathrm{~B}}_{4}, \mathrm{~B}_{0}, \overline{\mathrm{~B}}_{1}, \overline{\mathrm{~B}}_{2}\right]
\]

The diagonal blocks are represented on the right-hand side of the equality.

The diagonal blocks \(\overline{\mathrm{B}}_{1}, \overline{\mathrm{~B}}_{2}, \overline{\mathrm{~B}}_{3}, \overline{\mathrm{~B}}_{4}\) can be reduced in turn to lower triangular matrices. For example, by multiplying \(\overline{\mathrm{B}}_{1}\) by the matrices \(\mathrm{H}_{7}, \mathrm{H}_{6}\) on the left-hand side and by the matrix \(\mathrm{H}_{5}\) on the right-hand side, we arrive at the lower block-triangular matrix
\[
H_{7} \cdot H_{6} \cdot \bar{B}_{1} \cdot H_{5}=\left[B_{5}, B_{1}, \bar{B}_{7}, B_{6}\right]
\]

For the matrix \(\bar{B}_{7}\), we must take yet another step. Thus we obtain a decomposition in which the order of multipliers is defined by the submission of blocks in each moustache-like structure and by the partial order in which these structures are nested. Me shall not go into details in this discussion.

\section*{4. BASIS UPDATE}

With regard to updating the decomposition, an algorithn exists for stable recomputation of the decomposition as one column is replaced by another, but the rules are complicated and we shall not consider them here. Similarly, it does not seem rational to apply these rules unless the structure has a low depth. It generally seems more reasonable for the modifications of the basis to be accumulated in either product form or in the form
\[
(A+S T)^{-1}=\left\{I-A^{-1} S \cdot\left[I+T A^{-1} S\right]^{-1} \cdot T\right\} \cdot A^{-1} .
\]

Here the \((p \times n)\) - matrix \(T\) consists of the unit rows indicating the basic columns to be changed, the columns of the ( \(n \times p\) ) -matrix \(S\) are the corresponding corrections, and \(p\) is the number of modifications. The new column of \(A^{-1} S\) is calculated by the simplex method. The necessary modifications of the ( \(p \times p\) ) -matrix \(\left[I+T A^{-1} S\right)^{-1}\) are clear from the diagrams:
if
then
\[
\begin{aligned}
& A^{-1} S=\left[A^{-1} S: q\right] \quad, \quad T=\left[\begin{array}{c}
T \\
\hdashline e
\end{array}\right]
\end{aligned}
\]

There are three reasons for using this approach. First, a hierarchical structure allows partition of data, and each part of the information can be handled separately. In the above algorithm for handiing the next block, we need the multipliers \(H_{k}\) of subordinate blocks only. Second, the use of a standard procedure for calculating the product (or any other) form of
the inverse implies preliminary rearrangement of the rows and columns (in this case, it can be done for each block separately). Third, the hierarchical structure need be taken into account while updating the inverse only after every few iterations. Since the multipliers corresponding to different branches of the graph are commutative, we need implement the updating not for the entire matrix but rather only for those branches that have already accumulated a sufficiently large number of substitutions.

\section*{5. EXTENSIONS TO NONLINEAR OPTIMIZATION OVER LINEAR CONSTRAINTS}

In conclusion, we may consider how to use the defined structure in nonlinear minimization subject to linear constraints. In many descent methods it is necessary to project some vector on the subspace defined by the system \(A_{2}=0\). To compute this projection, the matrix \(\left(A A^{T}\right)^{-1}\) is needed. The rows of \(A\) are assumed to be linearly independent. Two cases may occur.

If \(A\) is an \(m x(m+d)\) - matrix and \(\alpha\) is small, then we may use the previously discussed algorithm and decompose the matrix in the form \(A=B \cdot[I R]\), where \(B\) is square and nonsingular. Then the following equality holds:
\[
\left(A A^{T}\right)^{-1}=B^{-T}\left[I+R R^{T}\right]^{-1} B^{-1}
\]

The middle matrix can be rewritten
\[
\left[I+R^{T}\right]^{-1}=I-R\left[I+R^{T} R\right]^{-1} R^{T}
\]

The order of the matrix \(\left[I+R^{T} R\right]\) is \(\alpha\). As it is small, computing and storing the matrix is easy. The matrix \(B^{-1}\) may be decomposed according to the structure of matrix \(A\), as stated above.

Note that this case occurs when the objective function differs from a linear one along directions in a low-dimensional subspace. If this is not the case, then \(\alpha\) may be large and the above method kecomes too expensive.

If our structure is purely horizontal, then either Householder or orthogonalization methods are convenient. Consider for example, the latter method. If in the course of orthogonalization we involve the rows beginning from the terminal blocks and moving to the root, then we obtain the decomposition \(A=L \cdot Q\), where \(L\) is a lower triangular matrix, \(Q\) has orthogonal rows, and both matrices have the same structure as the matrix \(A\). Then we can use the formula \(A A^{T}=L L^{T}\).
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A modelling technique is proposed that allows recursive construction of large-scale systems. The process-flow-transition structure introduced allows the integration of several polyhedral input/output (I/O)-processes. Such a structure can be transformed into a single I/Oprocess. A simple computer language is constructed which is oriented to this recursive definition of the input and output matrices of an I/O-process. All instructions required to generate these matrices as datafiles and their associated names as textfiles can be expressed in this language. The textfiles generated are part of the input of a reportwriter.

\section*{1. PROCESS-FLON-TRANSITION STRUCTURES}

Pajticulary in the modelling of large economic or large production systems it is extremely important to maintain a stringent systematic in the form of a modular set up which is - at least from a logical view point - invariant with respect to the complexity of the system. In marticular, it appears that a module with a recursive nature offers excellent prospects for organizing data bases, numerical methods and reporting . resultg in a transparant manner. In addition it can be a natural starting point for computar-aided model dasign systems. Central theme of this study is a modelilng method based on three elemants: the polyhedral Input/Output process - being a special case of the more general concept (concave) Input/Output process, proposed elsewhere [1] transition points, and comodity flows. After having introduced the concept I/O-process, an example will show how to integrate several I/O-processes with the help of "transition points" and "flows" into one single "process-flow-transition" structure. It will appear that this structure can be taken - after a self-evident transformation - as one single process with the same logical structure as oux Input/Output process, implying that this modelling system possesses the desired recursive properties, indeed

From an abstract physical view-point, an economic process can be characterized by a set of "feasible" Input/Output combinations, say: \(S \in \mathbb{R}^{\mathbb{D}} \times \mathbb{R}^{n}\), where \(\mathbb{R}^{\boldsymbol{m}}\) represents the comodity space of the inputs, and where \(\mathbb{R}^{n}\) stands for the commodity space of the outputs. Next, a prefererce ordering can be postulated by a utility function \(\mu\) on \(S\). In this context, an Input/output process (ox briefly \(I / O-p r o c e s s)\) is defined as a (bi-) function \(\mu: S \subset \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{\mathbf{L}}\), \(s a t i s-\) fying the following hypotheses:
- \(S \subset \mathbb{R}_{+}^{m} \times \mathbb{R}^{n}\) (being a "minimal" hypothesis in order to support the distinction between inputs and outputs),
- for every \(x, \bar{x} \in \mathbb{R}^{\underline{m}}, y \in \mathbb{R}^{n}\) so that \((x, y) \in S, \bar{x} \geq x\), it holds \((\bar{x}, y) \in S\), \(\mu\left(\bar{x}_{i y}\right) \geqq \mu(x ; y)\) (being a "free disposal" hypothesis concerning the inputs).

Within the context of a paritcular model formulating the l/O-process may bring out that the commodity spaces of the inputs and/or outputs are composed of several different comodity spaces. For instance ( \(\boldsymbol{m}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \ldots \times \mathbb{R}^{m_{k}}\) ) With respect to the inputs and \(\left(\mathbb{R}^{n^{n}} \times \mathbb{R}^{n_{2}} \times \ldots \times \mathbb{R}^{n} \mathcal{f}\right.\) for the outputs. Then, instead of a single Input/Output pair \((x, y)\), we have \(\left(\left(x^{1}, x^{2}, \ldots, x^{k}\right),\left(y^{1}, y^{2}, \ldots, y^{\ell}\right)\right)\), with \(x^{j} \in \mathbb{R}^{\mathbb{m}_{j}^{j}}, y^{j} \in \mathbb{R}^{n_{j}}\). of course, this does not affect the nature of our 1/O-process.

Below we shall introduce the notion of a process-flow-transition stucture, with the help of a simple (perhaps somewhat cherche) model, represented by the "process-flow-transition" diagram:


In this example we have: three \(I / 0\) processes \(P \subset \mathbb{R}_{+}^{n} \times\left(\mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{n}\right)\).
\(C \subset \mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{n}, D \subset \mathbb{R}_{+}^{n} \times\left(\mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{n}\right)\), with a utility function \(\mu\) on \(C\) only. We have six "txansition points" numbered 1 to 6 , we have eight internal commodity
"flow vectors", three of them \(x^{1,2}, x^{2,1}, x^{3,3}\) are input flows, the others \(y^{4,2}, y^{5,2}, y^{6,3}, y^{3,1}, y^{1,1}\) are output flow vectors, and finally thereare six "external flows" represented by the dotted arrows. Economically-after a suitable specification of the sets \(P\), C, D - one may think about a configuration consisting of a production process ( \(p\) ) , a consumption process (C), a distribution process (D), and two kinds of commodity stocks: the stocks for consumption and for productive purposes. All of these commodities may have a certain "life-time", in such a manner that the remaining part of the inputs \(x^{1,2}\) (resp. \(x^{3,3}\) ) after "passing" the production (resp, consumption) process is \(A^{p} x^{1,2}\) (resp. \(\Lambda^{c} x^{3,3}\) ), where \(A^{p}\) (resp. \(A^{c}\) ) is a diagonal matrix with diagonal elements between 0 and 1 . A part of the outputs of the production process \(\left(y^{5,2}\right)\), together with the "imports" to transition point numbered 2, can be added to the stocks for productive purposes or to the stock for consumptive purposes. This leads to the "distribution set" \(D:=\left(\left(x^{2,1},\left(y^{1,1}, y^{3,1}\right)\right) \in \mathbb{R}_{+}^{\mathbf{n}} \times\left(\mathbb{R}_{+}^{\mathrm{n}} \times \mathbb{R}_{+}^{\mathrm{n}}\right) \mid \cdot y^{1,1}+\right.\) \(\left.+y^{3,1} \leqq x^{2,1}\right\}\). In this context it is natural to put the utility function on \(P\) and \(D\) identical zero, and to take the utility function \(u\) on \(C\) as the only internal basis for the valuation of flow realisations in the system.

Concerning the formal structure of the example we obviously have the constituting elements: commodity spaces, I/O-processes, transition points and flows. With each transition point only one commodity space is associated; thus, refering to this commodity space, we shall speai about the dimension of a transition point. Internal flows are located only between a transition point and an I/O-process; of course, the corresponding flow vector has the same dimension as the transition point. This assumption implies that flows can be indicated by associating with each I/O-process the connected transition points, both for the input side and for the output side. Further, the
order has to be specified how the complete input and output flows of each 1/O-process are composed of the separate flows; the formal set up will be defined with the help of set \(a:=\left\{\left(\{1\}_{i=1}^{m}\right) \mid m=1,2, \ldots,\right\}\). Thus, apart from flow facilities between the system as a whole and some "outside world", we define a process-flow-transition structure as a finite (or countable infinite) number of:
- transition points, indicated by a countable nonempty set \(M\) and a function \(\xi: M \rightarrow\{1,2, \ldots\}\), refering to the dimensions,
- I/O-processes \(\mu^{j}: S^{j} \subset \mathbb{R}^{K}{ }^{j} \times \mathbb{R}^{\omega_{j}} \rightarrow \mathbb{R}^{1}, j \in N, N\) nonempty countable,
- input flows, associated with each I/O-process \(j\) f \(N\) by a function \(\phi^{j}: M+\{0,1,2, \ldots\}\), with \(\phi^{j}(i) \neq 0\) for some \(i \in M\), and with \(\left(\left\{\phi^{j}(i)\right\}_{i \in M \mid} \phi^{j}(i) \neq 0^{\prime} \in \boldsymbol{x}\right.\),
- output flows, associated with each \(I / O\)-process \(j \in N\) by a function \(\psi^{j}: M \rightarrow\{0,1,2, \ldots\}\), with \(\psi^{j}(i) \neq 0\) for some i \(\in M\), and with \(\left(\left\{\psi^{j}(i)\right\}_{i} \in M \mid \psi j(i) \neq 0\right) \in \mathbb{C}\),
satisfying the following hypotheses:
- For each \(\mu^{j}: S^{j} \rightarrow \mathbb{R}^{1}\), \(j \in N\), the commodity spaces \(\mathbb{R}^{K}{ }^{j}, \mathbb{R}^{\omega_{j}}\), possess the properties: (i) \(k_{j}=\left(\Sigma \xi(i)\right.\), over \(\left.i \in M \mid \phi^{j}(1) \neq 0\right), \omega_{j}=(\Sigma \xi(i)\), over \(\left.i \in M \mid \psi^{j}(i) \neq 0\right),(i i) S^{j} \subset \mathbb{R}_{+}^{K}{ }^{j} \times \mathbb{R}_{+}{ }^{\boldsymbol{\omega}}\), (iii) for every \(\bar{x}, x \in \mathbb{R}^{\kappa_{j}}\), \(y \in \mathbb{R}^{\omega} j\), so that \((x, y) \in S^{j}, \bar{x} \geq x\), it holds: \((\bar{x}, y) \in s^{j}, \mu^{j}(\bar{x} ; y) \geq \mu^{j}(x ; y)\).
- For each \(i \in M\), there is \(a j \in N\), so that \(\phi^{j}(i)+\psi^{j}(i)>0\) (i.e. each transition point is connected with at least one I/O-process).

In this context \(\phi^{j}: M-\{0,1, \ldots\}\) and \(\psi^{j}: M+(0,1, \ldots\}\) will be called the input and output incidence functions of process J .

In the example one may define \(M:=\{1,2, \ldots, 6\}, N:=\{2,2,3\}, s^{2}:=0\), \(\mu^{1}(x ; y):=0\) for all \((x, y) \in D, s^{2}:=P, \mu^{2}(x ; y):=0\) for all \((x, y) \in P\), \(s^{3}=C, \mu^{3}(x ; y):=\mu(x ; y)\) for all \((x, y) \in C\).
\[
\left\{\left\{\phi^{j}(i)\right\}\right\}:=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad\left\{\left[\psi^{j}(i)\right\}\right\}:=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 2 & 0 \\
0 & 0 & 1
\end{array}\right) .
\]

In case there are flows between the system and some "outside world", the flows cowards the system will be called import flows and the flows in the opposite direction, export flows. It is natural to associate these flows with the transition points, or formally with the elements of set M. Thus, the import and export flow structure will be indicated by the elements of sets \(M^{+} \in M, M^{-} \subset M\), resp. (possible \(M^{+}:=\varnothing\) or \(M^{-}:=\varnothing\) ), on the understanding that the following "import/export flow" hypotheses are satisfied:
- for every \(i \in M^{+}\), there is a \(j \in N\) so that \(\phi^{j}(i) \neq 0\).
- for every \(i \in M^{-}\), there is a \(j \in N\) so that \(\psi^{j}(1) \neq 0\);
in words: imports (exports resp.) are related to the inputs (outputs resp.) for at least one of the internal processes. Sumarizing: in the presence of import and/or export facilities, the corresponding flows are considered as being a part of the process-flow-transition structure, provided the "1mport/ export flow" hypotheses are satisfied.

Next we focus our attention to the problem how the magnitude of the flows between transition points and the \(1 / O\)-processes is related to the composed input and output flows of the processes and to the import and export flows. Let us denote:
- the flow vector from transition point \(1 \in M\) towards I/O-process \(j \in \mathbb{N}\) by \(x^{i, j} \in\) IR \(^{\xi(i)}\), with \(x^{i, j}:=0\) if \(\phi^{j}(1)=0\).
- the flow vector from \(I / O\)-process \(J \in N\) towards transition point \(1 \in M\) by \(y^{i, j} \in \mathbb{R}^{\xi(i)}\), with \(y^{i, j}:=0\) if \(\psi^{j}(i)=0\),
- the input vector of \(I / O-p r o c e s s j \in N\) by \(x^{* j} \in R^{K_{j}}\), where \(k_{j}:=(\Sigma E(i)\), over \(\left.1 \in M \mid \phi^{j}(1) \neq 0\right)\),
- the output vector of \(I / O\)-process \(j \in N\) by \(Y^{* j} \in \mathbb{R}^{\omega_{j}}\), where \(\omega_{j}:=([\xi(i)\), over \(\left.i \in M \mid \psi^{j}(i) \notin 0\right)\),
- the imports towards transition point \(1 \in M\) by \(x^{i *} \in \mathbb{R}^{\xi(1)}\) with \(x^{i *}:=0\) if \(i \notin \mathrm{M}^{+}\),
- the exports from transition point \(i \in M\) by \(y^{i *} \in \mathbb{F}^{(i)}\) with \(Y^{i *}:=0\) if i\& \(\mathrm{M}^{-}\).

Provided, the order how the input and output flow vectors \(x^{* j}, y^{* j}\) are composed of \(\left\{x^{1, j}\right\}_{1 \in M^{\prime}}\left\{Y^{1, j}\right\}_{1 \in M^{\prime}}\) is specified by the incidence functions \(\phi^{j}\) and \(\psi^{j}\) resp.. we shall relate \(x^{* j}\) to \(\left\{x^{1,1}\right\}_{i \in M}\) and \(Y^{* j}\) to \(\left\{y^{1, j}\right\}_{i \in M}\) with the help of functions \(F^{1}, i \in M\), assigning to all pairs \(\left\{\left(x^{* j}, \phi^{j}\right)\right\}_{j \in N^{\prime}}\) and \(\left\{\left(Y^{* j}, \psi^{j}\right)\right\}_{j \in N^{*}}\) vectors \(\mathbb{P}^{i}\left(x^{* j} ; \phi^{j}\right) \in \mathbb{R}^{i(i)}\)

\[
\left\{\begin{align*}
F^{i}\left(x^{* j} ; \phi^{j}\right) & :=0 \text { if } \phi^{j}(i)=0, \text { and in case } \phi^{j}(i) \neq 0:  \tag{1}\\
F^{i}\left(x^{* j} ; \phi^{j}\right) & :=\left(x_{k+1}^{* j}, x_{k+2}^{* j}, \ldots, x_{k+\xi(i)}^{* j}\right) \text {, where: } \\
k & :=0 \text { if } \phi^{j}(1)=1 \text { or otherwise, } \\
k & :=\left(\sum^{\prime} \xi(\ell), \text { over } \ell \in M \mid 0<\phi^{j}(\ell)<\phi^{j}(i)\right),
\end{align*}\right.
\]
and \(\boldsymbol{F}^{1}\left({ }^{( }{ }^{\star j} ; \psi^{j}\right)\) being defined similarly. Given the formal structure as introduced before, \(\boldsymbol{F}^{i}\) will be called the flow configuration function of transition point \(i \in \mathbb{M}\). One may verify that the functions \(\mathrm{F}^{i}, i \in M\) establish a one-one relation between the input and output flow vectors \(x^{* j}, y^{* 1}\) and the process-transition flow vectors \(x^{i, j}, y^{i, j}\) with \(x^{i, j}:=0\) if \(\phi^{j}(1)=0\), and \(y^{i, j}:=0\) if \(\psi^{j}(1)=0\). Thus, \(\left\{\left(x^{i, j}, y^{i, j}\right)\right\}\) i \(\in M, j \in \mathbb{N}\) will be called an internal flow configuration if a sequence \(\left\{x^{* j}, y^{* j}\right\},{ }_{j} \in N^{\text {d }}\) \(\left(x^{* J}, Y^{* J}\right) \in S^{j}, j \in N\) exists such that \(x^{i, j}=F^{i}\left(x^{* j} ; \phi^{j}\right), y^{i, j}=F^{i}\left(y^{* j} ; \psi^{j}\right)\), \(i \in M, J \in \mathbb{N}\).

Next, an internal flow configuration \(\left.\left\{\left(x^{i, j}, \underline{y}^{i, j}\right)\right\}_{i \in M,}\right\} \in \mathbb{N}\) will be called feasible with respect to the import and export flow vectors \(\left\{x^{1 *}\right\}_{i \in M^{\prime}}\) \(\left\{y^{i *}\right\}_{i \in M}\) if, on each transition point \(i \in M\) the - so called - commodity balance conditions:
\[
y^{i *}+\varepsilon_{j \in N} x^{i, j}=x^{i *}+\varepsilon_{j \in N} y^{i, j}
\]
are satisfied (provided the sums over \(f \in \mathbb{N}\) are well defined).

In some applications itmight be convenient to model an import or export flow as one of the internal flows. Within our formal set up, this can be done (somewhat tricky) by introducing the zero-dimensional real vector space \(\mathbb{R}^{0}:=\{0\}, 0\) being the real number zero. Then an (artificial) \(1 / 0-\) process with its input part situated in \(\mathbb{R}^{0}\) can be taken as a resource, whereas an I/O-process with its output part in \(\mathbb{R}^{0}\) may be introduced as
a final demand. Of course, the corresponding (artificial) transition points and related flows are associated with a "commodity" space \(\mathbb{R}^{0}\).

Returning to our example: the diagram suggests that the proces-flowtransition structure itselvas might be conceived as ane single \(1 / 0\)-process

\begin{abstract}
on a "higher" abstraction level, just by taking the tmport and export flows as inguts and outputs and eliminating the corresponding feasible internal flows configurations by some optimality principle related to the internal utility function. We shall describe this transformation into an I/O-process, starting from the general structure as introduced before. However, in order to avoid complications we restrict ourselves to the case where the number of \(I / O-p r o c e s s e s|N|\) and transition points \(|M|\) is finite. First of all we have to specify the order how the - what we shall call - external input vector and the external output vector are composed of the import and export flow vector resp. . In a similar manner as the internal flows constitute the internal input and output vectors, this can be done with the help of incidence functionsi \(a: M \rightarrow\{0,1,2, \ldots\}\) for the external inputs, and \(B: M \rightarrow\{0,1,2, \ldots\}\) for the external outputs. Having the import flows and export flows indicated by \(M^{+} \subset M\) and \(M^{-} \subset M\) resp. . these incidence functions have to satisfy the hypotheses \(\{i \in M \mid a(i) \notin 0\}=M^{+},\{i \in M \mid B(i) \neq 0\}=M^{-},(\{a(i) \mid i \in M\), \(a(1) \neq 0\} \in \mathbb{C},(\{B(1) \mid i \in M, B(i) \neq 0\}) \in \mathbb{C}\). The corresponding dimensions are \(r:=\left(\sum_{\xi}(i)\right.\), over \(\left.i \in M^{+}\right)\)for the external inputs \(x\), and \(s:=(\Sigma \xi(i)\). over \(1 \in M\) ) for the external outputs \(Z\). Now, utilizing our flow configuration functions \(F^{i}, i \in M\), the corresponding import and export flow vectors are \(F^{i}(\underline{x} ; \alpha), F^{i}(\underline{y} ; \beta), i \in M\). Since input vectors are supposed to be nonnegative, the sat of feasible external input/output combinations \(\underline{S}\) can be defined:
\end{abstract}

in words: the set of combinations \((\underline{x}, \underline{y}) \in \mathbb{R}_{+}^{r} \times \mathbb{R}^{s}\) such that there exist corresponding feasible internal flow configurations. Next, the valuation of internal flow configurations can be effectuated on the basis of a weighted sum \(\tau_{j \in N} Y^{j} \mu^{j}\left(x^{\star j} ; y^{* j}\right)\) over the separate utility functions \(\mu^{j},\left\{Y^{j}\right\}_{j \in N}\) being a
sequence of nonnegative weight factors. These considerations lead to an "external utility" functions \(\underline{\mu}: \underline{S} \rightarrow \mathbb{R}^{\mathfrak{l}} \cup\left\{\begin{array}{l} \\ \}\end{array}\right.\), defined by
\[
\begin{aligned}
& \nabla_{1} \in M .
\end{aligned}
\]

As a consequence of the "import" hypothesis that for each \(1 \in M^{+}\)there is a \(j \in N\) with \(\phi^{j}(i)>0\), we have that the external process satisfies the "free disposal" hypothesis, indeed; i.e. for each \(X, x \in \mathbb{R}^{r}, Y \in \mathbb{R}^{S}\) with ( \(\underline{X}, \underline{X} \in \underline{S}\). \(x \geq \underline{x}\) it holds \((x, y) \in \underline{S}, \underline{\mu}(x ; y) \geq \underline{\mu}(\underline{x} ; y)\). Thus, if \(\underline{\mu}(\underline{x} ; y)\) is finite for all \((\underline{x}, \underline{y}) \in \underline{S}\), then \(\underline{\mu}: \underline{S} \rightarrow \mathbb{R}^{1}\) can be taken as an \(I / O\) process.

With this fundamental transformation we have established the recursive nature of our process-flow-transition structure. Each I/O-process in such a structure might be generated by a (sub) process-flow-transition structure, and, the other way round, each process-flow-transition structure might be integrated as an \(1 / 0\)-process in a larger process-flow-transition structure. As an illustration of this recursivity, we consider a dynamic version of our example, as suggestod by the diagram:


As period index we have introduced \(t=0,1, \ldots, h\), where \(t:=0\) indicates the last past period, and where the positive integer \(h\) is the final period. The \(1 / 0\)-processes and transition points are indicated by the elements of the \(\operatorname{set} N:=\{(t, 1),(t, 2),(t, 3)\}_{t=1}^{h}\) and \(M:=\{(t, 1),(t, 2),(t, 3)\}_{t=1}^{h+1}\). The trangition points are all n-dimensional. The incidence functions can be defined:
\(-\phi^{(t, 1)}(\theta, k):=1\) if \((\theta, k)=(t, 2)\),
\(-\phi^{(t, 2)}(\theta, k):=1\) if \((\theta, k)=(t, 1)\),
\(-\phi(t, 3)(\theta, k):=1\) if \((\theta, k)=(t, 3)\), otherwise \(:=0\),
with respect to the input vectors, and for the output vectors:
\(-\psi^{(t, 1)}(\theta, k):=1\) if \((\theta, k)=(t, 1),:=2\) if \((\theta, k)=(t, 3)\),
\(-\psi^{(t, 2)}(\theta, k):=1\) if \((\theta, k)=(t+1,1),:=2\) if \((\theta, k):=(t+1,2)\),
\(-\psi^{(t, 3)}(\theta, k):=1\) if \((\theta, k)=(t+1,3)\), otherwise \(:=0\).

Next with the help of our flow configuration functions \(\boldsymbol{F}^{1}\), all input and output flow vectors of the \(I / O\) processes \(\mu^{J}: S^{J} \rightarrow \mathbb{R}^{i}, j \in N\) can be decomposed into process-transition flow vectors which have to satisfy the comodity balance conditions. Thus, the problem of finding an optimal trajectory, under exponential time discounting \(\pi^{4 t}\) with \(\pi>0\left(\pi^{+t}\right.\) stands for \(\pi\) power \(\left.t\right)\) and a valuation of the terminal comoodity stocks \(q^{1}, q^{2}, q^{3} \in \mathbb{R}^{n}\), and given initial stocks \(\underline{E}^{0}:=\left(y^{(0,1)}, y^{(0,2)}, y^{(0,3)}\right)\), can be written in the standard form:
where \(r^{(t, k)}:=(\pi)^{t} t, t=1,2, \ldots h, k=1,2,3\), where <...> represents the inner product of two vectors, and where the incidence function a for the "imports" \(\underline{x}^{0}\) is defined: \(\alpha(\theta, k):=k\) if \(\theta=1\) and \(k \in\{1,2,3\}\), otherwise := O. Note: in this example, the simplicity of the structure makea it possible to give an equally simple special formulation where the period index \(t\) is adopted explicitly.

Now, a more structural view-point can be obtain by taking the process-flow-structure for each separate period as one single 1/0-process, and next linking these I/O-processes, dynamically. Thus, one may define for each period \(t=1,2, \ldots, h\) an (I/O)-process \(\underline{\mu}^{t}: \underline{S}^{t} \subset \mathbb{R}^{3 n} \times \mathbb{R}^{3 n} \rightarrow \mathbb{R}^{1}\) U \(\{+\infty\}\); this can be done in the same manner as the single period varsion of the model was transformed into an I/O-process. The resulting dynamic model can be characterized by the diagram:


The corresponding problem of finding an optimal trajectory can written as:
(5) \(\left\{\begin{array}{l}\left.\left.\sup \left(x_{t=1}^{h}(\pi)^{p t} \underline{u}^{t}\left(\underline{x}^{t} ; y^{t}\right)\right)+(\pi)^{t h}\left\langle q^{1} q^{2}, q^{3}\right), y^{h}\right\rangle\right), \\ \text { over }\left(\underline{x}^{t}, y^{t}\right) \in \underline{S}^{t}, \quad t=1,2, \ldots, h, \\ \text { s.t. } \underline{x}^{t}=y^{t-1}, \quad t=1,2, \ldots, h,\end{array}\right.\)
where \(y^{0}\) is the given initial state. Of course, one may fit this problem
in our process-flow-transition structure. More generally the question arises, under what conditions a part of a process-flow-transition may be substituted by its formulation as \(I / O\) process. As a matter of fact, one has to require only, that input and output flows can be distinguish, in such a manner that the hypotheses concerning the inguts are satisfied indeed: in that case one may conceive this as a gtructural decomposition, becauge the original input/ output structure is preserved.

Beside this structural decomposition, one may apply Lagrangean decomposition techniques and the related shadow-price interpretation of Lagrange-multipliers. In order to introduce this approach briefly, let \(\mu: S \subset \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{1}\) be an I/O-process, let \(u \in \mathbb{R}^{\text {II }}\) be a "price" vector for the inputs and let \(v \in \mathcal{R}^{n}\) be a "price" vector for the outputs. Then the corresponding supremum of the "net-profit" * \(u(u ; v)\) can be found by:
\[
\begin{equation*}
{ }^{*} \mu(u ; v):=\sup (u(x ; y)-\langle u, x\rangle+\langle v, y\rangle) \text {, over }(x, y) \in S . \tag{6}
\end{equation*}
\]

Thus "net-profit" maximization leads to a function \({ }^{*}:^{*} S \in \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{1}\) - to be called the dual \(1 / 0\)-process - where the set \({ }^{*} S\) (possible \({ }^{*} S=\emptyset\) ) is defined:
\[
\begin{equation*}
{ }^{*} S:=\left\{(u, v) \in \mathbb{R}^{\mathbb{U}} \times\left.\mathbb{R}^{n}\right|^{*} \mu(u ; v)<+\infty\right\} \tag{7}
\end{equation*}
\]

In case \({ }^{*} S \neq g\), it appears that \({ }^{*} S \subset \mathbb{R}_{+}^{\mathbb{m}} \times \mathbb{R}^{n}\) (being an implication of the "free disposal" assumption on inputs), and that for each \(u, \bar{u} \in \mathbb{R}^{m}, v \in \mathbb{R}^{n}\) with \((u, v) \epsilon^{\star} S, \bar{u} \geq u:(\bar{u}, v) \in{ }^{\star} S,{ }^{\star} \mu(\bar{u} ; v) \leqq{ }^{*} u(u ; v)\). (the latter being an implication of the hypothesis \(S \in \mathbb{R}_{+}^{\mathrm{m}} \times \mathbb{R}^{n}\) ). Obviously, in the opposite orientation, the dual \(1 / 0\)-process might be conceived (logically) as an \(1 / 0\) process as well. In addition it is known that the epigraph of \({ }^{*} \mu:{ }^{*} S \rightarrow \mathbb{R}^{1}\) (1.e. the \(\left.\operatorname{set}\left((u, v, a) \in{ }^{*} S \times\left.\mathbb{R}^{1}\right|^{*} \mu(u ; v) \leq a\right\}\right)\) is closed and convex. In
case the hypograph of \(\mu: S \rightarrow \mathbb{R}^{1}\) (1.e. the set \(\left.\left\{(x, y, \alpha) \in S \times \mathbb{R}^{1} \mid \alpha \leqq \mu(x ; y)\right\}\right)\) is closed and convex, the function \({ }^{* *} \mu:{ }^{* *} S \subset \mathbb{R}^{\mathbb{m}} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{1}\), defined:
(8) \(\quad\left\{\begin{array}{l}{ }^{* *} \mu(x ; y):=\left.\inf \right|_{\mu} ^{*}(u ; v)+\langle x, u\rangle-\langle y, v>), \text { over }(u, v) \in * S, \\ { }^{* *} S:=\left\{\left.(x, y) \in \mathbb{R}^{m} x_{\mathbb{R}^{m}}\right|^{* *} \mu(x ; y)>-\infty\right\},\end{array}\right.\)
is the inverse transformations i.e. \({ }^{* *} \mathrm{H}:{ }^{* *} \mathrm{~S} \rightarrow \mathbb{R}^{1}\) is exactly the original function \(\mu: S \rightarrow R^{1}\) (cf. [1] or [2]).

Next lat us consider the standard Lagrangean representation of maximization problem (3), with Lagrangean vectors \(w^{1} \in \mathbb{R}^{\xi(1)}, 1 \in M\) on the transition points; to be written:

Elaborating this expression one may verify that the supremum is finite if, and only if, there is a \(\left\{\left(u^{j}, v^{j}\right)\right\}_{j \in N^{\prime}}\left(u^{j}, v^{j}\right) \in{ }^{*} s^{j}\) (each \({ }^{*} \mu^{j}: s^{*} s^{j} \mathbb{R}^{1}\) being the dual of \(\mu^{j}: S^{j} \rightarrow \mathbb{R}^{1}\) ), such that, for all \(1 \in M, j \in N: Y^{j} F^{i}\left(u^{j} ; \phi^{j}\right)=w^{i}\), and \(\gamma^{j} \mathbb{F}^{1}\left(v^{j} ; \psi^{j}\right)=w^{1}\); in that case the value of the supremum is
 ponding "dual" problem takes the form:

Obviously, instead of the commodity balance restrictions appearing in the original - or primal - problem (3), the dual restrictions might be taken as (weighted) price equality condition an the transition points.

Now, provided the supremum in (3) is equal to the infimum (10) (which is
 \(\left\{\hat{w}^{1}\right\}_{i \in M}\) is a dual optimal solution, a necessary condition for optimality of \(\left\{\left(\hat{X}^{\star j}, \hat{Y}^{* j}\right)\right\}_{j \in N}\) in (3) is, that each \(\left(\hat{X}^{* j}, \hat{Y}^{* j}\right)\) is optimal in the corresponding problea:
\[
\left\{\begin{array}{l}
\sup \left(\mu^{j}\left(x^{\star j}, y^{\star j}\right)-\left\langle\hat{u}^{j}, x^{\star j}\right\rangle+\left\langle\hat{v}^{j}, \hat{y}^{j j}\right\rangle\right),  \tag{11}\\
\text { over }\left(x^{\star j}, y^{\star j}\right) \in s^{j} ;
\end{array}\right.
\]
in case of uniqueness this condition is sufficient, as well. Since in these optimality conditions the commodity balans restrictions are eliminated, the optimization is decomposed over the separate I/O-processes. Illustrative is the dual formulation of the abstract dynamic problem (5), which can beduced to the form:
\[
\left\{\begin{array}{l}
\text { inf }\left(\pi<\underline{u}^{1}, \underline{q}^{0}>+\varepsilon_{t=1}^{h}(\pi)^{\left.t t \underline{u}^{t}\left(\underline{u}^{t} ; \underline{v}^{t}\right)\right),}\right.  \tag{12}\\
\text { over }\left(\underline{u}^{t}, \underline{v}^{t}\right) \varepsilon \underline{s}^{t}, \quad t=1,2, \ldots, h, \\
\text { s.t. } \underline{u}^{t+1}=\underline{v}^{t}, \quad t=1,2, \ldots, h-1, \\
\underline{v}^{h}=\left(q^{1}, q, q q^{3}\right),
\end{array}\right.
\]
where \(q^{1}, q^{2}, q^{3}\) are fixed given valuation vectors of the terminal state. Note: in this formulation of the dual problem the elimination of the dunl variables \(\left(w^{ \pm}\right)_{i \in M}\) as introduced in (10), appears to be self-evident. Eurther, given a dual optimal solution ( \(\hat{y}^{t}, \hat{y}^{t}\) ), \(t=1,2, \ldots, h\), the decomposed problems (11), in fact are single period optimization problems.

\begin{abstract}
We conclude this section with some summarizing remarks. First of all we found that the nature of the process-flow-transition structure is recursive or repetitive. Exploring this characteristic it is possible to describe such structures uniformly with the help of a simple recurgive poLiter systen. The structure itselves gives self-evident starting-points for - what we have called - structural decomposition, at any desired abstraction level. Structural decomposition can be supported by standaxd Laqrangean decomposition techniques; the corresponding dual problem can be described with the help of the same recursive polnter system. Once the structure of the model is fixed in terms of such pointer system, it 1 p possible to organize the data and the report writing along the same lines.
\end{abstract}

\section*{2. POLYHEDRAL PROCESS-FLOW-TRANSITION STRUCTURES}


Formally, we define a polyhedral \(1 / 0\)-process as a (bi-)function \(\mu: S \in \mathbb{R}^{\mathbb{m}} \times \mathbb{R}^{n}+\mathbb{R}^{1} \cup\{+\infty\}\), being representable by a quadruple consisting of a polyheder \(P \in \mathbb{R}_{+}^{k}\), a concave function \(V: P \rightarrow \mathbb{R}^{1}\) its hypograph \(\left\{(z, a) \in \mathbb{P} \times \mathbb{R}^{1} \mid a \leqq V(z)\right\}\) closed, \(a \operatorname{matrix} A \in \mathbb{R}_{+}^{\mathbb{1} \times k}\), and \(a \operatorname{matrix} B \in \mathbb{R}^{n \times k}\) in the following manner:
(13) \(\left\{\begin{array}{l}S:=\left\{(x, y) \in \mathbb{R}^{m} \times \mathbb{R}^{n} \mid \exists z \in P: A z \leq x, B z=y\right\}, \\ \mu(x ; y):=\sup v(z), \text { over } z \in P, \text { s.t. } \mathcal{Z} \leq x, B z=y .\end{array}\right.\)

Observe chat \(P \in \mathbb{R}_{+}^{k}\) and \(A \in \mathbb{R}_{+}^{\mathbb{X} \times k}\) implies: \(S \subset \mathbb{R}_{+}^{\mathbb{m}} \times \mathbb{R}^{n}\); further, the inequality \(A z \leq x\) appearing in the definition implies that the "free disposal" hypothesis on inputs is satisfied. Clearly, in case \(\mu\) is finite for all \((x, y) \in S\), the function \(\mu: S \in \mathbb{R}^{\mathbb{I N}} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{1}\) is an I/O-process, indeed. Obviously, for each \(z \in P\), the quantities \(A z\) and \(B z\) can be conceived as the "effective" inputs and the outputs resp. belonging to the process intensity vector \(z\). Below, polyhedral \(1 / 0\)-processes will be denoted briefly, by the defining quadruples, the order of a polyheder, a function on that polyheder, the input matrix, and the output matrix. Thus, we will call a process-flowtransition structure polyhedral, if all processes are polyhedral \(1 / 0\)-processes specified by \(\left(P^{j} \in \mathbb{R}^{k(j)}, v^{j}: P^{j} \rightarrow \mathbb{R}^{1}, A^{j} \in \mathbb{R}_{+}^{k(j) \times k(j)}, B^{j} \in \mathbb{R}^{w(j) \times k(j)}\right.\), \(j \in N\). Evidently, in this context it is possible to substitute input and output flow vectors \(x^{* j}, y^{* j}(j \in N)\) by the expressions \(A^{j} z^{j}\) and \(B^{j} z^{j}\). Then, given the incidence functions \(\phi^{\}}: M \rightarrow\{0,1, \ldots\}\) for the inputs, \(\psi^{j}: M \rightarrow\{0,1, \ldots\}\) for the outputs, \(a: M \rightarrow\{0,1, \ldots\}\) for imports, and \(B: M \rightarrow\{0,1, \ldots\}\) for the exports (M being the index set for the transition points), the commodity balance conditions reduce to
\[
\begin{aligned}
& \text {-840- }
\end{aligned}
\]

X, \(Y\) being the import and export flow vectors. Given these import and export flow vectors, \(\left\{z^{j}\right\}_{j \in N^{\prime}} z^{j} \in p^{j}\), will be called a feasible configuration of process intensity vectors if (14) is satisfied.

In connection with "commodity" space \(\mathrm{R}^{0}\) in the definition of recourses and final demands as special \(1 / 0\)-processes, one may introduce the \(0 \times k\) matrix as the \(1 \times k\)-matrix with all elements zero, and denote the set of \(0 \times k\)-matrices as \(\mathbb{R}^{0 \times k}\). Then recourses can be defined by taking \(A \in \mathbb{R}^{0 \times k}\) and \(f\) fnal demands by taking \(B \in \mathbb{R}^{0 \times k}\).

As an illustration we specify our (single period) commodity distribution model of the first diagram as follows:
- the distribution process, indicated \(\mathrm{f}:=1\) :
\(P^{1}:=\mathbb{R}_{+}^{2 n}, V^{1}(z):=0\) for all \(z \in P^{1}, A^{1}:=\left(I^{n}, I^{n}\right), B^{1}:=I^{2 n}\) ( \(I^{\ell}\) being the \(\ell \times \ell\)-identity matrix).
- the production process, indicated \(j:=2\) :
\(\mathbf{p}^{2}:=\left\{\left(z^{\prime}, z^{\prime a}\right) \in \mathbb{R}_{+}^{n} \times \mathbb{R}_{+}^{k} \mid \bar{A} z^{\prime \prime} \leq r, \tilde{A} z^{\prime \prime} \leqq z^{\prime}\right\}\), given \(\bar{A} \in \mathbb{R}_{+}^{l} \times k, r \in \mathbb{R}_{+}^{l}\), and givan \(\tilde{A} \in \mathbb{R}_{+}^{n \times k}\),
\(v^{2}(z):=0\) for all \(z \in P^{2}, A^{2}:=\left(I^{n}, 0\right)\) ( 0 being the \(n \times k\) zero-matrix), \(B^{2}:=\left(\begin{array}{ll}\Lambda^{P} & 0 \\ 0 & \widetilde{B}\end{array}\right)\), given \(\tilde{B} \in \mathbb{R}_{+}^{n \times k}\), and given the diagonal "duration matrix" \(\Lambda^{P}\) being introduced earlier,
- the consumption process, indicated \(\mathcal{j}:=3\) :
\(p^{3}:=\mathbb{R}_{+}^{n}, v^{3}(z):=\langle p, z\rangle-\frac{1}{2}\langle z, Q z\rangle\), given \(p \in \mathbb{R}_{+}^{n}\) and given \(Q \in \mathbb{R}^{n \times n}\) symmetric positive semi-definlte,
\(A^{3}:=I^{n}, B^{3}:=\Lambda^{c}\), given the diagonal "duration" matrix \(\Lambda^{c}\),
- transition points \(w 1\) th index set \(M:=\{1,2,3,4,5,6\}\),
- input and output incidence function \(\phi^{j}: M \rightarrow\{0,1, \ldots\}, \psi^{j}: M \rightarrow\{0,1, \ldots\}\) as introduced earlier.

Instead of formulating the commodity balance conditions in terms of the flow configuration functions \(F^{1}\), one. also may use sequences of matrices \(\left\{A^{1, j}\right\}_{1 \in M, j \in N^{\prime}}\left(B^{i, j}\right)_{i \in M, j \in N}\) defined
\[
\begin{aligned}
& A^{1, j}:=\left(F^{1}\left(a_{\cdot 1}^{j} ; \phi^{j}\right), F^{1}\left(a_{\cdot 2}^{j} ; \phi^{j}\right), \ldots \ldots F^{1}\left(a_{\cdot k(j)}^{j} ; \phi^{j}\right)\right), \\
& A^{1, j}:=\left(F^{1}\left(b_{\cdot 1}^{j} ; \psi^{j}\right), F^{1}\left(b_{\cdot 2}^{j} ; \psi^{j}\right), \ldots, F^{1}\left(b_{\cdot k(j)}^{j} ; \psi^{j}\right)\right),
\end{aligned}
\]
where \(a_{\cdot \ell}^{j}\left(b_{\cdot \ell}^{j}\right.\) resp.) represents the \(\ell-t h\) column of matrix \(A^{j}\) ( \(B^{j}\) resp.); observe that \(A^{1, j}:=0\left(\mathrm{~B}^{1, j}:=0\right.\) resp. \()\) if \(\phi^{j}(1)=0 \quad\left(\psi^{j}(1)=0\right.\) resp. \()\). Then, in the case that the processes and the transition points are ordered so that \(N=\{1,2, \ldots, n\}, M=\{1,2, \ldots, m\}, n:=|N|, m:=|M|\), these matrices may be conceived as "block-elemants" of composed input and output matrices \(A^{* *}:=\left(\left(A^{1, j}\right)_{i=1}^{m}\right)_{j=1}^{n}\) and \(B^{* *}:=\left(\left(B^{1 . j}\right)_{i=1}^{m}\right)_{j=1}^{n}\), representing the complete input and output data in our example,these "super-matricea" take the form:
\begin{tabular}{r||cc|cc|c|}
\multicolumn{1}{c|}{\(A^{* *}\)} & \(j=1\) & \(j=2\) & \(j=3\) \\
\hline \(1=1\) & 0 & 0 & \(I^{n}\) & 0 & 0 \\
\hline 2 & \(I^{n}\) & \(I^{n}\) & 0 & 0 & 0 \\
\hline 3 & 0 & 0 & 0 & 0 & \(I^{n}\) \\
\hline 4 & 0 & 0 & 0 & 0 & 0 \\
\hline 5 & 0 & 0 & 0 & 0 & 0 \\
\hline 6 & 0 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\begin{tabular}{r||c|cc|c|}
\multicolumn{1}{c|}{\(B^{* *}\)} & \(j=1\) & \(j=2\) & \(j=3\) \\
\hline \hline \(1=1\) & \(I^{n}\) & 0 & 0 & 0 \\
\hline 2 & 0 & 0 & 0 & 0 \\
\hline 3 & 0 & \(I^{n}\) & 0 & 0 \\
\hline 4 & 0 & 0 & \(\Lambda^{P}\) & 0 \\
\hline 5 & 0 & 0 & 0 & \(\tilde{B}\) \\
\hline 6 & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}

Obviously the "pilars", numbered \(f=1,2, \ldots . n\) refer to the processes, whereas the "floors", numbered \(i=1,2, \ldots, m\) refer to the transition points.

Analogous to the transformation from a general process-flow-transition structure into an I/O-process, we also have such a transformation for the polyhedral case. However, since in the polyhedral case flows are expressed in terms of process intensity vectors, we have two differences. Firstly, we have to specify an ordering on the processes; this can be done with the help of an ordering function \(p:\left\{1,2, \ldots, \Omega^{\prime}\right\}+N\), with \(n:=|N|\). \(\rho(\{1,2, \ldots, n\})=N\). Secondly, in order to preserve the nonnegativity canvention concerning the inpurs, external inputs (or imports) only may flow to transition points which are connected with processes only by input flows. Sometimes it will be necessary to extend the model in order to introduce suitable transition points. For instance, if, in our single period camodity distribution model, one likes to introduce external inputs at the transition points \(1=1,2,3\), one has to extend the process-flow-transition structure in the following manner:


Where \(T_{1}\) is represented by \(\left(P^{4}, v^{4}, A^{4}, B^{4}\right), P^{4}:=\mathbb{R}_{+}^{n}, v^{4}(z):=0\) for all \(z \in P^{4}, A^{4}:=I^{n}, B^{4}:=I^{n}\), and \(T_{2}\) by \(\left(P^{5}, U^{5}, A^{5}, B^{5}\right)\) being defined in the same manner.

Again restricting ourselves to a finite structure (1.e. m: \(=|M|<+\infty\), \(n:=|N|<\infty\), and again assuming that the external input and output vectors are specified by flow incidence functions \(a: m \rightarrow\{0,1,2, \ldots\}\) and \(B: M \rightarrow\{0,1,2, \ldots\}\) resp. , our composed polyhedral \(I / 0\)-process \(\left(\underline{P} \in \mathbb{R}^{h}\right.\), \(\underline{\underline{v}}: \underline{P} \rightarrow \mathbb{R}^{1}, A \in \mathbb{R}_{+}^{\Gamma^{x h}}, \underline{B} \in \mathbb{R}^{s h}\), is defined:
 \(\mathrm{s}:=(\Sigma \xi(1)\), over \(1 \in M\), s.t. \(B(i) \neq 0)\),
\(-\underline{p}:=\left\{\left(z^{\rho(1)}, z^{\rho(2)}, \ldots, z^{\rho(n)}\right) \in p^{p(1)} \times p^{p(2)} \times \ldots \times p^{p(n)} \mid\right.\) for all \(1 \in M\) with \(\alpha(1)+\beta(1)=0\) :
\[
\begin{aligned}
\Sigma_{j \in N} A^{1, j_{z}^{j}} \leq \Sigma_{j \in N} B^{1, j} z^{j}, \text { if } \Sigma_{j \in N} \phi^{j}(1) \neq 0, \\
\left.\Sigma_{j \in N} B^{1, j} z^{j}=0, \text { if } \Sigma_{j \in N^{\prime}} \phi^{j}(1)=0\right\},
\end{aligned}
\]
\(p:\{1,2, \ldots, n\} \rightarrow N\) being an ordering on the processes,
\(-\underline{v}\left(z^{\rho(1)}, z^{\rho(2)}, \ldots, z^{\rho(n)}\right):=\sum_{j \in N} Y^{j} v^{j}\left(z^{j}\right)\),
\(\left\{Y^{\mathfrak{j}}\right\}, j \in N\) being a given sequence of nonnegative weight factors,
\(\left.-\underline{A}:=\left(\underline{A}^{\ell, j}\right)_{\ell=1}^{m^{\prime}}\right)_{j=1}^{n}, m^{\prime}:=\left|\{\alpha(1)\}_{i \in M \mid \alpha(1) \neq 0}\right|^{\prime}\) \(A^{\alpha(1), j}:=A^{i, p(j)}, 1 \in M\) so that \(a(i) \neq 0, j \in N\)
\(\left.-\underline{B}:=\left(\underline{B}^{\ell, j}\right)_{\ell=1}^{m "}\right)_{j=1}^{n}, m^{\prime \prime}:=\left|\{B(i)\}_{i \in M \mid B(i) \neq 0}\right|\), \(\underline{B}^{B(i), j}:=B^{1, \rho(j)}, 1 \in M\) so that \(g(i) \neq 0, j \in N\);
provided the following "import hypotheses" concerning the import incidence function are gatisfied:
- for each \(1 \in M\) so that \(a(1) \neq 0\), there is at least one \(f \in N\) with \(\phi^{j}(1) \neq 0\), - for each \(i \in M\) so that \(a(1) \neq 0\), it hold: \(\psi^{j}(1)=0\) for all \(j \in N\).

Returning to our example in the extended form: putting \(a(7):=1, a(2):=2\), \(a(8):=3, a(1):=0\) for \(i \neq 7,2, B, B(4):=1, B(5):=2, B(6):=3, B(i):=0\) for \(1 \neq 4,5,6, \rho(j):=j, j=1,2, \ldots, 5\), the corresponding composed polyhedral 1/O-process can be defined:


Next, taking such a composed polyhedral \(1 / 0-\mathrm{process}\left(\underline{P}^{t} \subset \mathbb{R}^{h(t)}, \underline{\nu}^{t}: \underline{P}^{t} \rightarrow \mathbb{R}^{1}\right.\), \(A^{t}=\mathbb{R}_{+}^{3 n \times h(t)}, \dot{g}^{t}=\mathbb{R}^{3 n \times h(t)}\), as an abstraction of a underlying process-flow-transition structure for a period \(t \in\{0,1, \ldots, h\}\), the polyhedral version of our dyramic model (5) can be written:
\((16)\left\{\begin{array}{l}\text { sup }\left(\left(\varepsilon_{t=1}^{h}(\pi)^{\dagger t} \underline{v}^{t}\left(\underline{z}^{t}\right)\right)+(\pi)^{\dagger i]}<\left(q^{1}, q^{2}, q^{3}\right), \underline{B}^{h} \underline{z}^{h}>\right), \\ \text { over } \underline{z}^{t} \in \underline{P}^{t}, t=1,2, \ldots, h, \\ \text { s.t. } \underline{A}^{t} \underline{z}^{t} \leqq \underline{B}^{t-1} \underline{z}^{t-1}, t=1,2, \ldots h,\end{array}\right.\)
where \(\underline{z}^{0}\) is a given process intensity vector of the last past period \(t=0\). It should be clear that the recursive nature of composed input and output matrices, allow similar structural or Lagrangean decomposition structures as the general process-flow-transition structure.

\section*{3. MATRIXGENERATOR}

The irput and output matrices can be composed in a recursive manner. Solving problems with this structure by numerical methods means the availability of software to generate the matrices in the appropriate format. This software must came up to the next requirements:
a) Support of the modelling
- The set of instructions unst allow the recursive composing of matrices. as proposed in the preceding sections.
- The manner to give instructions must be orientated to userswith some mathematical background and same experience with this structure of modelling.
- Without handiing the data, it must be possible to make a overview how the matrix is composed by the given instructions.
- Illegal instructions must be recognized and reported to the user. No illegal set of instructions may cauge the matrixgenerator to collapse.
b) Datahandling requirements
- Without explicit mention it is not allowed to give instructions by which an already assigned value of a (sub)matrix is changed.
- To avoid not-defined situations, it is necessary to control the dimensions of the matrices during the elaboration of expressions and the assignment of values.
- A large number of data formats must be availeble and the implementation of another format or changing of a format mast be easy. This enlarges the usability of the matrixgenerator.
c) Report writing
- The matrixgenerator must have facilities to associate names with rows or floors and columns or pilars. These names can be used for the reporting of the results.
d) Flexibility
- The software must be easy to understand, so one can make changes in the design of the matrixgenerator to one's own opinion.
e) Machine Independency
- The size of the software must be small, to allow the matrixgenerator isplementation on a microcomputer.
- The design of the software must allow that one builds an ingtruction set describing the recursive set-up of matrices on a small computer and runs that program with the data in on other computer.

In view of these requirements, we choose to design a language, with a simple syntax and a semantie: directed at the recursive composing of matrices, in which all desired instructions can be represented. The gramar of this language is context-free and is expressed by so called syntax dlagrams (see appendix \(B\) ). The intantion of these diagrams is twofold. Pirst, it is of use to the user. With the help of the diagrams he can easily check whether an instruction is a well-or 111-formed sentence of the language.

Second, it is the starting-point for the implementation of the software. The diagrams are translated in a syntax parser. This parser is extended successively by error-recovery, code-generation and code-interpretation.

The stapwise refinement leads to a modular construction of the software [3]. A table-driven parser approach makes the language extensible, so it can be extended by further syntactic constructs. This requires declaration of the variables preceding the instruction-part, where theycoccur.

A value is assigned to a submatrix, this value can be the result of the avaluation of an expression. The various manipulations on matrices are defined as oparators. Monadic operators are transpesition of a matrix, inversion of a matrix, jnversion of the entries, dyadic oparators are multiplication, addition; subtraction and also the fuaion of two matrices to one larger matrix. Finaliy standard procedures organizes the input and output of data. These procedures can be adapted easily, when the format of the data is different from the formats alraady implemented.

Using recursion and dynamic data structuring tachnioues, it is possible to write short programs. Because of the availibility of pascal-compilers for many computersystems the software of the matrixgenerator is written in the programing language Pascal.

\subsection*{3.1. Datatypes and operators}

In our matrixgenerator language the standard implemented data types are: integer, real, matrix and file. The types integer and real are well known, for the other two types the following can be said:

\section*{The type matrix}

An abject of the type matrix is specified by the multiplicity of the represanting matrix. Multiplicity is a generalization of the well-known dimension concept it indicates the number of matrices the super-matrix, introduced earlier, consists of. The number of rows and columns denotes the dimensions of a matrix, similary the number of floors and pilars denotes the multiplicity of a super-matrix, also talled compound matrix.

The value of the type matrix is an element of the set of \(m \times n\) matrices with entries belonging to \(\mathbb{R}^{1}\). The following operators applied to operands of the type matrix yield a matrixvalue.
- The monadic operators; sign inversion (-), inversion (INVERT), transposition (TRANSPOSE) of a matrix.
- The dyadic operators, multiplication (\%), addition (+), subtraction (-), augmentation by placing matricea side by side (COL) or by placing a matrix below (ROW) or diagonally below (DIA) an other matrix. The operators COL, DIA and ROW are defined as:
\(A\) COL \(B:=(A, B)\)
A DIA \(B:=\left(\begin{array}{ll}A & O \\ 0 & B\end{array}\right)\)
\(A \operatorname{RON} B:=\binom{A}{\mathbf{B}}\).
- The dyadic operators REPCOL, REPDIA and REPROW are the repetition variants of the operarors COL. DIA and ROW. The left operand is of the type integer and the right of the type matrix. These operators yield a result of the type matrix and are defined as:
\(K\) RECOL \(A:=(A, A, \ldots, \ldots, A)\) \(k\) times
\(K\) REPDIA \(A:=\left(\begin{array}{llll}A & & & \\ & A & & 0 \\ & \ddots & \ddots & \\ 0 & & \ddots & \\ & & & A\end{array}\right)\)

K REPHOW \(A:=\left(\begin{array}{c}A \\ A \\ \vdots \\ \vdots \\ A\end{array}\right\}\{k\) times

\begin{abstract}
- The scalar multiplication (*). is also implemented, in the case the left operand may be of the type integer or real. Let PI and \(A\) being a real resp. matrix variable, then 1 g the expresgion PI \(* A\) a valid one.
\end{abstract}

\section*{The type file}

A variable of the type file designates a sequence of data. The name of the varlable and the name of the file on secondary storage of a computer are the same.

\subsection*{3.2. A matrixgenerator program}

Every program expressed in the matrixgenerator language consists of a declaration part, where all objects are defined and a.statement specifying the actions to be executed upon this objects.

A program consists of:


\section*{3. 3. Declaration part}

A declaration part consists of a multiplicity definition parc, a variable deelaration part and a function declaration part.

A multiplicity definition introduces an identifier as a synonym for the number of floors or pilars of a compound matrix. The uge of multiplicity
```

identifiers makes a program more readable. The user can also group the example
dependent multiplicity of the matrices at the beginning of the program
where it can be easily changed.
A variable declaration associates an identifier and a standard type with
a new variable. In the declaration of a variable of the type matrix the
multiplicity is denoted when the vaxiable represantg cdmpound matrix. The number of floors and pilars is recorded next to the symbol matrix. An example of the variable declaration of a matrix $A$ consietsaf 2 floors and 2 pilars

```

\section*{VARIABLE}
\[
\text { A : MATRIX }(2,2) ;
\]

A function is a program part, which calculates a value of the type matrix. This value is used in the evaluation of an expression. The function declaration has the same form as a program, but is preceeded by a function-headinc of the form:

PUNCTION Identifier :
3.4. Statement part

A statement can be an assignment, compound,change, repetitive statement or a standard procedure call. The assignment statoment specifies that a newly computed value has to be assigned to a variable. The new value is obtained by evaluating an expression consisting of standard or variable operands, operators and function deaignators. The matrixgenerator language knows three standard abjects of the type matrix:

MSRD - Zero-matrix
MTR1 - E-matrix The value of all entries is 1

IDEN - Identity matrix

The dimensions of these standard objects must be recorded next to the appropriate symbol MTRP, MIRI or IDEN. In the case of an identity matrix it suffices to specify only one dimension.

The normal rules of operator precedence is observed in the evaluation of an expression. The monadic operators have the highest precedence, followed by the multiplying and repetitive operators and of lowest precedence, the adding operators In an assignment the variable and the expression must be of the rame typa. In cage of a matrix value the dimensions of the variable and expresgions must also correspond with each other. To every component of a compound matrix must be assigned a value. Only a change statement can change the value of matzix variable. Asaigrment to variables of the type Eiles is not possible.

The input and output of data is handled by the standard procedures READ and WRITE, A READ Or WRITE procedure call agaociateg a file on secondary storage of a computer with a matrix variable in the program. One of the parameters of these procodures designates the format of the trangmitted data,

Other facilities are:
- Vigualizing the values already asgigned to gubmatrices of a compound matrix on that stage of the program.
- Associating names with floors or pilars of the compound matrix. These names are listed on a file and are part of the input of the report writer.
- Associating relational symbols ( \(\leq, 3, *\) ) with the rown of a compound matrix to meet the input data requixemants of some L.P.-programs.

\subsection*{3.5. Soffware scructuring}

The construction of the matrixgenerator starts from the syntax diagrams.

The diagrams are translated in an appropriate program structure. Such a
program 18 able to analyse the syntax of an input sequance of eymbols. The parsex uses a gcanner whose tagR it ts boget the noxt symbol. The scaname also skips separates and recognizes reserved words, integer and real numbers. special symbols and identifiers. The parser collects the declared identifiers denoting the multiplicity of matrices variables and functions in a table The occurance of an identifiez within a statenent then casess a search of this table to detarmine whether or not the identifiar has been properly declared. Up to this polnt the perser can only determine whether or not the input sequance of symbols belongs to the matrixgenorator Language.

As a first refinement (artor-recovery) the parger is argmented with an appropriate arror diagnotic systen and after a ayntax erzor the parsing process will be continued to find possibly further mistakes. In a second refinement (code generation) the instructions (oparators, assignments, \(s t a n d m u\) procedures) are collected in an other table. For this purpose, it \(1 s\) necessafy to list an expression in the postfix form sequance. An interpreter is added to generate a program in the programing language Pascal from the both tables with identifiers and instructiona. The generated program can be executed, not necessaxily by the same machine, with the help of specially writtan libxary programs.
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\section*{APPENDIX A: An example}

A multiperiod process-flow-transition problem can be formulated as a dynamic
I/O-process (16). Taking a planning horizon \(h:=4\), the composed polyinadral
I/O-process \(\left(\underline{P}^{t} \subset \mathbb{R}^{6 n+k(t)}, v^{t}: \underline{p}^{t} \rightarrow \mathbb{R}^{1}, \underline{A}^{t} \in \mathbb{R}_{+}^{3 n \times(6 n+k(t))}, \underline{B}^{t} \in R^{3 n \times(6 n+\ell(t))}\right)\) proposed in this paper, can be written as:
\[
\begin{aligned}
& \sup \left(\left(\sum_{t=1}^{4}(\pi)^{t t}\left(\left\langle\underline{p}^{t}, \underline{z}^{t}\right\rangle-\frac{1}{2}\left\langle\underline{z}^{t}, q^{t} z^{t}\right\rangle\right)+(\pi)^{44}\left\langle:\left(q_{1}, q_{2}, q_{3}\right), B^{4} \underline{z}^{4}\right\rangle\right),\right. \\
& \text { s.t. } \hat{A}_{\underline{z}}^{t} \leq \underline{r}^{t}, \quad t=1,2,3,4 \text {, } \\
& \underline{A}^{t} \underline{z}^{t} \leq \underline{B}^{t-1} \underline{z}^{t-1} t=1,2,3,4, \\
& \underline{z}^{t} \geq 0 \text {, }
\end{aligned}
\]
whare \(\underline{z}^{0}\) is a given process intenaity vector of the last period \(t=0\). The vector \(p^{t}\) and the matrix \(\underline{g}^{t}\) are
\begin{tabular}{l|l|}
\(p^{t}\) & 1 \\
\hline 1 & 0 \\
\hline 2 & 0 \\
\hline 3 & \(p^{t}\) \\
\hline 4 & 0 \\
\hline 5 & 0 \\
\hline\(p^{t} \in\) in \(^{6 n+k(t)}\)
\end{tabular}
\begin{tabular}{l|l|l|l|l|l|}
\(Q^{t}\) & 1 & 2 & 3 & 4 & 5 \\
\hline 1 & 0 & 0 & 0 & 0 & 0 \\
\hline 2 & 0 & 0 & 0 & 0 & 0 \\
\hline 3 & 0 & 0 & \(Q^{t}\) & 0 & 0 \\
\hline 4 & 0 & 0 & 0 & 0 & 0 \\
\hline 5 & 0 & 0 & 0 & 0 & 0 \\
\hline\(Q^{t} \in \mathbb{R}_{+}^{(6 n+k(t)) \times(6 n+k(t))}\)
\end{tabular}

Because of the polyhedral structure the matrix \(\hat{A}^{t}\) and the vector \(\underline{r}^{t}\) are defined as:
\begin{tabular}{c|cc|c|c|c|c|c|}
\(\hat{A}^{t}\) & 1 & 2 & 3 & 4 & 5 \\
\hline 1 & \(-I^{n}\) & 0 & \(I^{n}\) & 0 & 0 & \(-I^{n}\) & 0 \\
\hline 2 & 0 & \(-I^{n}\) & 0 & 0 & \(I^{n}\) & 0 & \(-I^{n}\) \\
\hline 3 & 0 & 0 & \(-I^{n}\) & \(\tilde{A}^{t}\) & 0 & 0 & 0 \\
\hline & 0 & 0 & 0 & \(i^{-}\) & 0 & 0 & 0 \\
\hline
\end{tabular}
\(\underline{A}^{t} \in \mathbb{R}^{(3 n+l(t)) m(6 n+i(t))}\).

\(\underline{\underline{r}}^{t}=\mathrm{E}_{4}^{3 n+\ell(t)}\)

The matrices \(A^{t}\) and \(\underline{B}^{t}\) are defined as:
\begin{tabular}{l|l|l|l|l|l|l|l|}
\(\mathrm{A}^{\mathrm{t}}\) & \multicolumn{2}{|c|}{1} & \multicolumn{2}{|c|}{2} & 3 & \(\mathbf{4}\) & 5 \\
\hline 1 & 0 & 0 & 0 & 0 & 0 & \(\mathrm{I}^{\mathrm{n}}\) & 0 \\
\hline 2 & \(\mathrm{I}^{\mathrm{n}}\) & 1 & \(\mathrm{I}^{\mathrm{n}}\) & 0 & 0 & 0 & 0 \\
\hline 3 & 0 & 0 & 0 & 0 & 0 & 0 & \(I^{n}\) \\
\hline
\end{tabular}
\begin{tabular}{c|c|c|c|c|c|c|c|}
\(\underline{\mathbf{B}}^{\mathbf{t}}\) & \multicolumn{2}{|c|}{\(\mathbf{1}\)} & \multicolumn{2}{|c|}{2} & 3 & \(\mathbf{4}\) & 5 \\
\hline 1 & 0 & 0 & \(\Lambda^{\mathbf{P}}\) & 0 & 0 & 0 & 0 \\
\hline 2 & 0 & 0 & 0 & \(\tilde{B}\) & 0 & 0 & 0 \\
\hline 3 & 0 & 0 & 0 & 0 & \(\Lambda^{C}\) & 0 & 0 \\
\hline
\end{tabular}

The problem can be simplified to a concave quadratic programming problem.
\[
\begin{aligned}
\sup \left(\leq p^{*}, z^{*}\right\rangle & \left.-\frac{1}{2}\left\langle z^{*} \cdot Q^{*} z^{*}\right\rangle+\pi^{\dagger 4}\left\langle q^{*}, T z^{*}\right\rangle\right) \\
\text { s.t. }(S+C) z^{*} & \leq b^{*}+r^{*} \\
z^{*} & \geq 0
\end{aligned}
\]

For convencient we have supposed that the polyhedral \(\underline{P}^{t}\) is time-independent and also the input and output matrices \(A^{t}\) and \(\underline{B}^{c}\). To come to the short notation wa have introduced:
\begin{tabular}{c|c|}
\(z^{*}\) & 1 \\
\hline 1 & \(\underline{z}^{1}\) \\
\hline 2 & \(\underline{z}^{2}\) \\
\hline 3 & \(\underline{z}^{3}\) \\
\hline 4 & \(\underline{z}^{4}\) \\
\hline
\end{tabular}

\begin{tabular}{l|l|l|l|l|}
\(Q^{*}\) & 1 & 2 & 3 & 4 \\
\hline 1 & \(\pi 8\) & & & \\
\hline 2 & & \(\pi^{+2} Q\) & & \\
\hline 3 & & & \(\pi^{+3} Q\) & \\
\hline 4 & & & & \(\pi^{+4} 9\) \\
\hline
\end{tabular},

\section*{-855-}

\begin{tabular}{c|c|c|c|c|}
\(c\) & 1 & 2 & 3 & 4 \\
\hline 1 & \(\hat{A}\) & & & \\
\hline 2 & & \(\hat{A}\) & & \\
\hline 3 & & & \(\hat{A}\) & \\
\hline 4 & & & & \(\hat{A}\) \\
\hline
\end{tabular}

The dimensions of \(\hat{\underline{A}}, \underline{A}\) and \(\underline{B}\) are not of the same size, this fact wust be taken into account by the definition of matrix \(s\).
\begin{tabular}{|c|c|c|c|c|}
\hline 3 & 1 & 2 & 3 & 4 \\
\hline \multirow{2}{*}{1} & A & 0 & 0 & 0 \\
\hline & 0 & 0 & 0 & 0 \\
\hline \multirow{2}{*}{2} & - & A & 0 & 0 \\
\hline & 0 & 0 & 0 & 0 \\
\hline \multirow{2}{*}{3} & 0 & - & A & 0 \\
\hline & 0 & 0 & 0 & 0 \\
\hline \multirow{2}{*}{4} & 0 & 0 & - & A \\
\hline & 0 & 0 & 0 & 0 \\
\hline
\end{tabular}
\begin{tabular}{l|l|}
\(r^{*}\) & 1 \\
\hline 1 & \(\underline{r}\) \\
\hline 2 & \(\underline{r}\) \\
\hline 3 & \(\underline{r}\) \\
\hline 4 & \(r\) \\
\hline
\end{tabular}

Like matrix \(S\), must vector \(b^{*}\) be defined in an appropriate form
\begin{tabular}{c|c|}
\(b^{*}\) & 1 \\
\hline 1 & \(\frac{B}{-} z^{0}\) \\
\hline & 0 \\
\hline 2 & 0 \\
\hline 3 & 0 \\
\hline 4 & 0 \\
\hline
\end{tabular}
-With \(\underline{z}^{0}\) the known identity vector in the last period \(t=0\).
\[
\begin{aligned}
& x^{*}, P^{*} \in \mathbb{R}^{24 n+4 k}, q^{\star} \in \mathbb{R}^{3 n}, \quad r^{\star}, b^{\star} \in \mathbb{R}^{12 n+4 l} \\
& Q^{*} \in \mathbb{R}^{(24 n+4 k) \times(24 n+4 k)}, T \in \mathbb{R}^{3 n \times(24 n+4 k)} \\
& C, S \in \mathbb{R}^{(12 n+4 l) \times(24 n+4 k)} .
\end{aligned}
\]

The standard Lagrangean of the concave quadratic programing leads to the linear complemantarity problem formulation
\[
\begin{aligned}
& \left(\begin{array}{cc}
Q^{*} & (S+C)^{T} \\
-(S+C) & 0
\end{array}\right)\binom{z^{*}}{u}-\binom{v}{y}=\binom{\mathrm{P}^{*}+\pi^{+4} \mathbf{T}^{T} q^{*}}{-\left(b^{*}+r^{*}\right)} \\
& \left\langle\left(z^{*}, u\right),(v, y)\right\rangle=0 \\
& z^{*} \geq 0, u \geq 0, v \geq 0, y \geq 0 .
\end{aligned}
\]
\(u \in \mathbb{R}^{24 n+4 \ell}, v \in \mathbb{R}^{24 n+4 k}\) are the Lagrange multipliers and \(y \in \mathbb{R}^{24 n+4 \ell}\) is the slack-vector of the constraints \((S+R) z^{*} \leqq b^{*}+r^{*}\).

This problem can solved with the Lemke algorithm.

With the next program we want to generate the matrix \(M\) and vector \(d\) defined aa:
\begin{tabular}{c|c|c}
\(M\) & 1 & 2 \\
\hline 1 & \(Q^{*}\) & \((S+C)^{T}\) \\
\hline 2 & \(-(S+C)\) & 0 \\
\hline
\end{tabular}
\begin{tabular}{c|c|}
d & 1 \\
\hline 1 & \(\mathrm{p}^{\star}+\pi^{+4} \mathrm{~B}^{\mathrm{T}} \mathrm{q}^{\star}\) \\
\hline 2 & \(-\left(\mathrm{b}^{\star}+\mathrm{r}^{\star}\right)\) \\
\hline
\end{tabular}
\(M \in \mathbb{R}^{(48 n+4(\ell+k)) \times(48 n+4(\ell+k))}, d \in \mathbb{R}^{48 n+4(\ell+k)}\) and \(\underline{B}^{T} q^{*}=T^{T} q^{*}\).
```

{program to generate the input of a computerprogram based on the Lemke
algorithm}
MULTIPLICITY
ML = 3; MM = 5; MN = 4;
variable
{dimension indicators for submatrices}
K,L,N: INTEGER;
{discount factor \pi and \pi}\mp@subsup{}{}{+2}
PI, SQPI: REAL;
{compound matrices}
AT, A, B: MATRIX (MI,MAM);
S: MATRIX (MN,MN):
M: MATRIX (2,2);
D: MATRIX(2,1);
(matrices and vectors)
P, Q, R, PP, QQ, C, RR, RB: MATRIX;
(auxiliary matrices and vectors)
pT, QT, ASS, AST, PG, BS, RS, ZNUL, QD: MATRIX;
{files on secondary storage with data}
pFilE, QFilE, ASSFILE, ASTfile, pGFile, bSFile, CGFile, rfile,
ZNULFILE, QDFILE: FILE;
I,J: INTEGER
BEGIN
{the actual parameter FORMAT in the procedure cail read and write
designates an arbitrary format of the data)
K := 6, L := 1; N := 3;

```
    \{construction of vector g \}
    READ (PFILE, FORMAT, PT); (read the data for vector \(p\) \}
    P := MTR@ \((2 * N, 1)\) ROW MTR@ \((N+K, 1)\) ROW PT ROW(2 REPROW MTR』(N,1)),
```

(construction of matrix Q)
READ(QFILE, FORMAT, QT);
Q := MTR|(2*N, 2*N) DIA MTR|(N+K,N+K) DIA GT DIA(2 REPDIA MTR| (N,N);
{composing matrix A
at(1,1) := -IDEN(N) COL MTRD(N,N);
AT(1,2) :^ IDEN(N) COL MTRD(N,K);
AT(1,4) := -IDEN(N);
AT(2,1) := MTRG(N,N) COL -IDEN(N);
AT (2,3) := IDEN(N);
AT (2,5) := - IDEN(N);
READ(ASSFILE, FORMAT, ASS); (read data for matrix Ã)
READ(ASTFILE, FORMAT, AST); (read data for matrix 仵
AT(3.2) :m (-IDEN(N) COL ASS) ROW(MTR\varnothing(N,N) COL AST);
{composing matrix A}
A(2,1) := IDEN(N) COL IDEN(N);
A(2,2) := MTRg(N,N+K);
A(3,3) := MTR| (N,N):
A(1.4) := IDEN(N);
A(3,5) := IDEN(N);
{composing matrix B}
B(1,1) := MTRg(N,2*N);
READ(PGFILE, FORMAT, PG); {read data for matrix 卦}
B(2,1) := PG COL MTRD(N,K);
READ(BSFILE, PORMAT, BS); {read data for matrix BS}
B(2,2) := MTR|(N,N) COL BS;
read(CGFiLE, FORMAT, B(3,3)): {read data for matrix \ ^}
FOR I := 4 TO 5 DO B(3,I) :m MTRO(N,N);
{construction of vector r }
READ(RFILE, FORMAT, RS); {read data for vector r}
R := (3 REPROW MTRG(N,1)) ROW RS,

```

PI := 0.9 , (value of the discount factor\} SQPI :=PI*PI;
\{construction of vector \(\mathrm{p}^{*}\) \}
PP : = PI*P RON SQPI*P ROW PI*SQPI*P RCW SQPI*SQPI*P;
\{construction of matrix \(Q^{\star}\) \}
\(\mathbf{Q 2}:=\mathrm{PI} * \mathrm{Q}\) DIA SQPI*Q DIA PI*SQPI*Q DIA SQPI*SQPI*Q;
\{construction of matric \(c\) \}
\(C:=A T\) DIA AT DIA AT DIA AT;
\{ composing of matrix s\}
FOR I := 1 TO 4 DO \(S(I, I):=A\) RON MTR \((L, N)\);
FOR I := 1 TO 3 DO \(S(I+1, I):=-B\) ROW MTRP \((L, N)\);
\{construction of vector \(r^{*}\) \}
\(R R:=R\) RON \(R\) RON \(R\) ROW R;
\{construction of vector \(b^{*}\) \}
READ (ZNULFILE, FORMAT, ZNUL): \{read data for vector \(\underline{z}^{0}\) \}
RB := B\#ZNUL ROW MTRQ (L,N) RON (3 REPRON MTRP ( \(\mathrm{H}+\mathrm{L}, \mathrm{L}\) ) );
(composing matrix M\}
\(M(1,1):=09 ;\)
(M1,2) := TRANSPOSE (S+C) ;
\(\mathrm{M}(2,1):=-(S+C) ;\)
\{composing vector \(d\) \}
READ (QDFILE, FORMAT, QD): \{read data for vector \(q^{*}\) \}
\(D(1,1):=P P+S Q P I * S Q P I * T R A N S P O S E(B) * Q D ;\)
\(D(2,1)=-(R R+R B) ;\)
[put the data in the file Data)
WRITE (DATA, FORMAT, M) ;
WRITE (DATA, FORMAT, D);

END.




\section*{APPENDIX C}

\section*{Reserved words}
gegin, change, Col, dia, multiplicity, Do, end, for, Function, invert REPCOL, REPDIA, REPROW, ROW, TO, TRANSPOSE, VARIABLE

\section*{Standard types}

FILE, INTEGER, MATRIX, REAL

\section*{Standard objects}

LDEN, MTRM, MTRI

Standard procedures
NAME, READ, SIGNFLOOR, SIGNROW, VIEW, WRITE
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One of the decisions in the construction of a linear program is which formulation should be used. This paper explains why there is usually a very large number of equivalent formulations and reports on the computational behavior of these formulations. The usual textbook hypothesis - which claims that CPU-time increases with the cube of the number of constraints - is falsified by the reported experiments which suggest that advantage in reducing the number of rows may be overcompensated by an increase in the number of nonzeros.

\section*{Computational Experiments in the Formulation of \\ Large-Scale Linear Programs}

\section*{1. Decisions in Building a Decision Model}

Several (meta-) decisions have to be made in the construction of a decision model:
- Which section of reality should be modelled ?
- How accurate should one model this section of reality ?
- Which algorithm should be used ?
- Which people, computer, software should be employed ?
- Which formulation should be used for a given degree of accuracy of the model ?

The implementation of different answers on these questions will result in different benefits and costs of the decision model. The ultimate benefit of modelling is to gain insight into reality. In more detail one could distinguish between

Benefit from model accuracy
Benefit of the ease of understanding
the formulation
the solution of the model.

On the other hand one can partition the costs of decision models into

Costs of model construction
Costs of collecting data
Costs of manipulating data
Costs of computation.

Many computational experiments have been performed in mathematical programming (MD). Most research has concentrated upon the comparison of algorithms and codes. Recently
the need for research on a methodology of formulating MP-models has been expressed /18/.

Most computational experiments compare "costs", usually by giving CPU-time. Sometimes costs and benefits are compared, e.g. if the "quality" of solutions obtained is compared to the CPU-time needed for exact and heuristic algorithms. From this point of view one can distinguish the four areas of computational experiments shown in Fig. 1. These areas have been investigated to a very different extent. This paper concentrates on a cost-comparison of equivalent formulations by using a production code for linear programming (LP).


Fig. 1: Types of experiments and topic of the paper ( \(\mathbf{X}\) )

\section*{2. The Need to Study Equivalent Formulations}

We define equivalent formulations as models from which identical optimal activity levels can be derived (by using a report writer); the optimal values of the objective functions coincide. Several researchers have compared two equivalent formulations for linear or mixed-integer problems; I make references to the well-known studies of f.P.Williams /17;19/ on (mixed-) integer models and to the confrontation of linear product-mix-models with a "normal" resp. "aggregated" technological matrix /12;14,p.148-157;16,p.27-82/. Such comparisons suffer from the fact that often not only
two but plenty of equivalent formulations exist. Especially if MP-models are generated from data bases containing information on every-day-operation the model builder has to decide which of the equivalent formulations should be generated. This decision determines the computational effort for matrix generation and for optimization.

In principle one can define basic relations from the data base as activities of the LP model and connect these activities by balance equations. But often the so emerging model will be unsolvable by production codes due to ar enormous number of balance equations. A product-mix-model for a manufacturing firm with 400 final and 10000 intermediate products, with 30000 materials, 300 capacities and an average number of 5 operations for the manufactured products would need 82301 rows and 82400 structurals! Therefore it is desirable to generate a compact model by eliminating balance equations. Fig. 2 shows a small out of the very large number of equivalent LP-models that can be generated from a data base. In Fig. 2 the size of the model is measured by the number of rows. Data manipulation looks highly attractive from the usual textbook hypothesis that CPU-time grows with the cube of the number of rows /cf. e.g. 1, p.83;3,p.16;5,p.146;6,p.181;15,p.118;20,p.10/. Few authors claim that CPU-time is influenced by the density of the model, too /11,p.57;14,p.190/. By eliminating balance equations usually the number of rows is reduced and the density rises. Therefore rules of thumb are wanted which inform about presumable effects of matrix condensation. To support the decisions in model construction two types of experiments are necessary:
- Experiments of generating MP-models out of (non-specialized) data bases
- Experiments on the optimization behavior of equivalent formulations.

This paper reports on the second type of experiments.

RELATIONAL DATA BASE


Fig.2: Different ways of matrix generation result in equivalent LP-models of different size

\section*{3. The Elimination of Balance Equations}
3.1. Theory

Let
(1)
\[
\begin{aligned}
& c^{\prime} x \rightarrow \max : \\
& A^{M 1} x=b^{M 1}>0 \\
& A^{M 2} x=0 \\
& x \geq 0
\end{aligned}
\]
be a feasible LP with slack and surplus, but without artificial variables. The indices of the constraints \(i\) form the set M=M1uM2. Rows ie M2 are called balance equations. Let M2=M21uM22. We search for a transformed LP with new variables \(\tilde{x}\)
\[
\begin{aligned}
& c^{\prime} T \tilde{x} \rightarrow \max ! \\
& A^{M 1} T \tilde{x}=b^{M 1}
\end{aligned}
\]
\[
\begin{equation*}
A^{M 2} T \tilde{x}=0 \tag{2}
\end{equation*}
\]
\(T \tilde{x} \geq 0\)
which is equivalent to (1) but computationally more appropriate. The latter requirement might be achieved if
\[
A^{M 22} T=0 .
\]

In this case \(|\mathrm{M} 22|\) rows san be dropped as redundant.

If the original formulation (1) contains \(p=\mid M 2\) ! balance equations there are at least \(2^{p}\) equivalent formulations! To overcome the problems due to this enormous number of equivalent formulations we restrict the discussion to those formulations which arise by a sequential elimination of balance equations. The sequence can be determined heuristically by some plausible criterium. In the sequential procedure we have
\[
T=\prod_{i=1}^{|M 22|} T_{i}
\]

Where \(T_{i}\) is the transformation matrix for the \(i-t h\) elimination of a balance equation．

It remains to determine matrices \(T_{i}\) in such a way that（i） and（2）are equivalent．After elimination of \(f-1<p\) balance equations there exists a row keM21 so that
\[
\bar{A}^{k}=A_{i=1}^{\mathbb{K}-1} T_{i}
\]

Let \(\overline{\operatorname{POS}}(k)=\left\{j \mid \bar{a}_{k j}>0\right\}\) and \(\overline{\operatorname{NEG}}(k)=\left\{j \mid \bar{a}_{k j}<0\right\}\) ．These sets are nonempty if there are no null variables．\(\overline{\mathrm{x}}_{\mathrm{r}}(\mathrm{re} \overline{\mathrm{P} O S}(\mathrm{k})\) ）can be positive if and only if at least one \(\bar{x}_{j}\)（ \(\left.j \in ⿱ ㇒ ⿻ ⺆ 一 ⿱ 丶 丶 殳 E G(k)\right)\) is posi－ tive．This＂If－then＂－relation allows \(\bar{x}_{r}>0\) and \(\bar{x}_{s}>0\)（seNEG（k）） implicitly by a＂coupled activity＂\(\overline{\bar{x}}_{u}>0\) ．The coefficients of the coupled activity are computed as
\[
\overline{\bar{a}}_{i u}=g\left(\bar{a}_{i r} \cdot\left|\bar{a}_{k s}\right|+\bar{a}_{i s} \cdot\left|\bar{a}_{k r}\right|\right)
\]
so that variable \(u\) has a zero in row \(k\) ．\(g\) is an arbitrary positive factor；in the subsequent text we assume \(g=1\) ．

All possible activity levels of the prior formulation can be expressed by \(|\overline{\operatorname{P} O S}(k)|\) ． \(\mid \overline{\mathrm{N} E G(k) \mid}\) coupled activities．After the transformation all variables \(\mathbb{X}_{j}(j \in \overline{P O S}(k) \cup \overline{N E O}(k)\) ）can be deleted．In the matrix
\[
T_{f}=\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \vec{a}_{k s} \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & \bar{a}_{k r} & \cdots \\
0 & 0 & 1 & 0 & 0 \\
\vdots & & & & \\
0 & 0 & 0 & 1 & 0
\end{array}\right]
\]
there are unity column vectors for the untouched activities and two non－zeros in those columns which represent coupled
activities. We have \(\mathrm{T}_{\mathrm{f}} \geq 0\) and therefore \(T \geq 0\). Furthermore we get modified sets
\[
\begin{aligned}
& \text { ले21 }=\vec{M} 21-|k| \\
& \text { ले22 }=\bar{M} 22+|k| .
\end{aligned}
\]

The transformation reduces the number of rows by one. The effect on the number of legitime variables depends on the number of positive and negative coefficients in row \(k\) :
\[
\overline{\bar{n}}=\bar{n}+|\bar{P} O S(k)|,|\bar{N} E G(k)|-|\bar{P} O S(k)|-|\bar{N} E G(k)|
\]

Table 1 shows how the number of legitimate (=non-artificial) variables changes with the sign of the non-zeros in the eliminated balance equation. The effects of condensation on model structure are illustrated in Table 2 and Fig. 3 for a refinery model given by Meyer-Steinmann /10,p.390-393/: The points on the right hand of Fig. 3 characterize the original formulation; the effect of sequential data manipulation on problem structure is shown by going to the left. "Activity coupling" reduces the number of rows far more than e.g. the REDUCE-module of APEX-III.

From an economic point of view one can describe the condensation by the isoquant given in Fig. 4. It might happen that both formulations compared in literature are unsolvable on the system used while some equivalent formulations might be computationally well suited. The isoquant must be read from right to left.
\begin{tabular}{|c|c|c|c|c|}
\hline \(|\overline{\mathrm{P} O S}(\mathrm{k})|\) & | \(\overline{\mathrm{N} E G}(\mathrm{k}) \mid\) & \[
\begin{gathered}
\text { new legitimate } \\
\text { variables }
\end{gathered}
\] & \begin{tabular}{l}
legitimate \\
variables deleted
\end{tabular} & Net Effect \\
\hline 3 & 1 & 3 & 4 & -1 \\
\hline 2 & 2 & 4 & 4 & 0 \\
\hline 7 & 4 & 28 & 11 & 17 \\
\hline
\end{tabular}

Table 1: Effects of Eliminating a Balance Equation \(k\)
-873-
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{rows} & \multicolumn{8}{|c|}{-873-} \\
\hline & structurals & \begin{tabular}{l}
mbe \\
variabl
\end{tabular} & ```
    O f
structural
    nonzeros
``` & nonzeros & \multicolumn{2}{|l|}{density} & \multicolumn{2}{|l|}{structural density} \\
\hline 70 & 76 & 146 & 323 & 393 & 3.84540 & \(z\) & 6.07143 & \% \\
\hline 69 & 75 & 144 & 321 & 390 & 3.92512 & \(\%\) & 6.70290 & \(\%\) \\
\hline 68 & 74 & 142 & 315 & 383 & 3.96645 & 7 & 6.25994 & \(\%\) \\
\hline 67 & 73 & 140 & 313 & 380 & 4.05117 & \(\%\) & 6.79951 & \% \\
\hline 66 & 72 & 138 & 307 & 373 & 4.09530 & \% & 6.46044 & \(\%\) \\
\hline 65 & 71 & 136 & 301 & 366 & 4.14027 & \(\%\) & 6.52221 & \% \\
\hline 64 & 70 & 134 & 295 & 359 & 4.18610 & \% & 6.58489 & \% \\
\hline 63 & 69 & 132 & 289 & 352 & 4.23280 & \(\%\) & 6.64826 & \% \\
\hline . 62 & 68 & 130 & 283 & 345 & 4.28040 & \(z\) & 6.71752 & \% \\
\hline 61 & 67 & 128 & 281 & 342 & 4.38012 & \(z\) & 6.87546 & \(\%\) \\
\hline 60 & 66 & 126 & 279 & 339 & 4.48413 & \% & 7.04545 & \% \\
\hline 59 & 65 & 124 & 277 & 336 & 4.59267 & \% & 7.22295 & \(\%\) \\
\hline 58 & 64 & 122 & 275 & 333 & 4.70605 & \% & 7.40842 & \% \\
\hline 57 & 63 & 120 & 273 & 330 & 4.82456 & \(\%\) & 7.60234 & \% \\
\hline 56 & 62 & 118 & 271 & 327 & 4.94855 & 2 & 7.80530 & \% \\
\hline 55 & 61 & 116 & 269 & 324 & 5.07837 & \(\%\) & 8.01783 & \(\%\) \\
\hline 54 & 60 & 114 & 267 & 321 & 5.21442 & z & 8.24074 & \(\%\) \\
\hline 53 & 59 & 112 & 265 & 318 & 5.35714 & \% & 8.47453 & z \\
\hline 52 & 58 & 110 & 263 & 315 & 5.50699 & \% & 8.72010 & \% \\
\hline 51 & 57 & 108 & 261 & 312 & 5.66449 & \% & 8.97833 & \(\%\) \\
\hline 50 & 56 & 106 & 259 & 309 & 5.83019 & \(z\) & 9.25100 & \% \\
\hline 49 & 55 & 104 & 257 & 306 & 6.00471 & \% & 9.53618 & \% \\
\hline 48 & 54 & 102 & 255 & 303 & 5.18873 & 7 & 9.33795 & z \\
\hline 47 & 53 & 100 & 253 & 300 & 6.38298 & \(\%\) & 10.15655 & \% \\
\hline 4.6 & 52 & 98 & 251 & 297 & 6.58829 & \(\%\) & 10.49331 & \(x\) \\
\hline 45 & 51 & 96 & 249 & 294 & 6.80556 & \(\%\) & 10.84967 & \(\%\) \\
\hline 44 & 50 & 94 & 247 & 291 & 7.03578 & \(z\) & 11.22727 & z \\
\hline 43 & 49 & 92 & 245 & 288 & 7.28008 & \(z\) & 11.62791 & \(\%\) \\
\hline 42 & 48 & 90 & 243 & 285 & 7.53968 & \% & 12.05357 & \(x\) \\
\hline 41 & 47 & 88 & 241 & 282 & 7.81596 & \(\%\) & 12.50649 & \% \\
\hline 40 & 46 & As & 239 & 279 & B. 11047 & \% & 12.98913 & \% \\
\hline 39 & 45 & 84 & 237 & 276 & 8.42491 & \(z\) & 13.50427 & \(y\) \\
\hline 38 & 44 & 82 & 235 & 273 & 8.76123 & \% & 14.05592 & \(\%\) \\
\hline 37 & 43 & 80 & 233 & 270 & 9.12162 & \% & 14.64435 & \% \\
\hline 36 & 42 & 78 & 231 & 267 & 9.50855 & \% & 15.27778 & \(\%\) \\
\hline 35 & 41 & 76 & 229 & 264 & 9.92481 & \(\%\) & 15.95817 & \% \\
\hline 34 & 40 & 74 & 227 & 261 & 10. 37361 & z & 16.69118 & \(\%\) \\
\hline 33 & 39 & 72 & 224 & 257 & 10.81650 & \(z\) & 17.4048? & \(x\) \\
\hline 32 & 38 & 70 & 222 & 254 & 11.33979 & \(\%\) & 18.25658 & \(\%\) \\
\hline 31 & 37 & 63 & 218 & 249 & 11.81214 & \% & 19.00610 & \(\%\) \\
\hline 30 & 36 & 66 & 214 & 244 & 12.32323 & \(\%\) & 19.81491 & \(\%\) \\
\hline 29 & 35 & 64 & 210 & 239 & 12.87716 & \(\%\) & 20.68966 & \(\%\) \\
\hline 28 & 34 & 62 & 206 & 234 & 13.47926 & \(\%\) & 21.63866 & \(\%\) \\
\hline 27 & 33 & 60 & 213 & 240 & 14.81481 & \% & 23.90572 & \(\%\) \\
\hline 26 & 32 & 58 & 220 & 246 & 16.31300 & \(\%\) & 26.44231 & \(\%\) \\
\hline 25 & 32 & 57 & 240 & 265 & 18.59649 & \(\%\) & 30.00000 & \% \\
\hline 24 & 32 & 56 & 261 & 285 & 21.20536 & \% & 33.98438 & \% \\
\hline 23 & 32 & 55 & 282 & 305 & 24.11067 & \% & 35.31522 & \(\%\) \\
\hline 22 & 32 & 54 & 303 & 325 & 27.35690 & \(\%\) & 43.03977 & \% \\
\hline 71. & 32 & 53 & 316 & 337 & 30.27853 & \(\%\) & 47.102781 & \% \\
\hline 20 & 32 & 52 & 329 & 349 & 33.55769 & \(\%\) & 51.40625 & * \\
\hline 19 & 4 E & 65 & 497 & 516 & 41.78138 & \(\%\) & 56.26493 & \(\%\) \\
\hline 18 & 70 & . 8 & 853 & 871 & 54.98737 & \(\%\) & \(67.698+1\) & \(\%\) \\
\hline 17 & 116 & 133 & 1375 & 1392 & 61.56568 & \% & 63.72617 & \% \\
\hline 16 & 240 & 250 & 3075 & 3091 & 75.4E387 & \% & 80.07813 & \\
\hline
\end{tabular}

Table 2: Effects of condensation for the refinery model /10, p. 390-393/



In economic theory only the part \(B C\) of the isoquant would be regarded as efficient. In this connection the part \(A B\) is efficient too because it takes resources to go from \(A\) to \(B\). The part \(C D\) is explained by the reason that by eliminating a balance equation one or more bounds can become regular rows; this part of the isoquant is inefficient.

As soon as a formulation (2) is reached which is regarded computationally well suited the optimal levels of the activities \(\tilde{x}^{8}\) are determined. The optimal values of the original variables can be computed by
\(X^{\oplus}=T \tilde{x}^{\otimes}\).

\subsection*{3.2. An Example}

Consider a problem in which two final products \(x_{1}\) and \(x_{2}\) are produced by using a part, which can be either purchased \(\left(x_{3}\right)\) or produced \(\left(x_{4}\right)\) :
\[
\begin{aligned}
\text { Max. } & 500 x_{1}+1000 x_{2}-200 x_{3}-150 x_{4} \\
\text { s.t. } & 2 x_{2}+1 x_{2} \\
& +1 x_{4} \leq 1000 \\
& 1 x_{2}+1 x_{4} \leq 2000 \\
& 4 x_{2}-1 x_{3}-1 x_{4}=0
\end{aligned}
\]

The first two constraints represent capacities, the third is the balance equation for the part. The definitions
\(\mathbf{x}_{1}\)... quantity of final product 1 produced by using parts purchased
\(\mathbf{x}_{2} \ldots\) quantity of final product 1 produced by using parts produced by the firm
```

\mp@subsup{x}{3}{}
using parts purchased
\mp@subsup{x}{4}{\prime}
using parts produced by the firm

```
allow the formulation
\[
\begin{array}{ll}
\text { Max. } & 300 \tilde{x}_{1}+350 \tilde{x}_{2}+200 \tilde{x}_{3}+400 \tilde{x}_{4} \\
\text { s.t. } & 2 \tilde{x}_{1}+3 \tilde{x}_{2}+1 \tilde{x}_{3}+5 \tilde{x}_{4} \leq 1000 \\
2 \tilde{x}_{2}+4 \tilde{x}_{3}+12 \tilde{x}_{4} \leq 2000 \\
& \tilde{x}_{j}=0 \text { al1; }
\end{array}
\]

Formally such a reformulation can be obtained by multiplying the original coefficient matrix with the transformation matrix
\[
T=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 4 & 0 \\
0 & 1 & 0 & 4
\end{array}\right]
\]

We have \(\mathrm{M} 2=\mathrm{M} 22=\{3\}, \mathrm{A}^{\mathrm{M} 22 \mathrm{~T}=(14-1-1)} \mathrm{T}=0\) and \(\overline{\vec{n}}=4+2 \cdot 2-2-2=4\). The sptimal solution for the condensed LP is \(\tilde{x}^{*}=(25005000)^{\prime}\). Cptimal levels of the original variables can be determined by \(x^{*}=\mathrm{T}^{3}=(2505002250 \text { 0 })^{\prime}\).

The different paths through the networks in Fig. 5 show that a general series transformation is employed for eliminating a balance equation.


Fig. \(5: ~ E l i m i n a t i o n ~ o f ~ a ~ b a l a n c e ~ e q u a t i o n ~ a s ~ g e n e r a l ~ s e r i e s ~\)
transformation

\section*{4. The Design of the Computational Experiments}

In Fig. 6 the general design of the experiments is sketched. The following tasks were necessary:
1. Problem Generation Computational experiments usually need a problem generator, especially if a statistical analysis is wanted. A problem


Fig. 6: Flow of information in computational experiments
generator PPPAEN was written in FORTRAN to create LPmodels of product-mix-type. The user specifies the type of model to be created in much detail by setting 16 scalar and 3 vector parameters. One set of parameters generates different LP-problems with very similar but not identical structures by use of random numbers.
2. Preprocessing

A FORTRAN-program performs the transformations discussed above. The user controls the order in which the balance equations are selected for elimination by 7 parameters. This selection is based on an estimation of the number of additional non-zeros an elimination might create.
3. Optimization

Optimization was done by the in-core-system BASE-APEX-III using the standard parameters (except LOG=1) on a CYBER 74 under NOS/BE. The reported CPU-time was needed for optimization only. (The maximal deviation of CPU-time due to multiprogramming is only about \(1 \%\) on the system used.)
4. Postprocessing

APEX-III produces an FORTRAN-accessible file which was used to determine the optimal levels of the activities in the original formulation. This postprocessing is based on (3) although the matrix \(T\) was not computed explicitly.
5. Recording Information about Optimization The regular OUTPUT-file of APEX-III contains information which is necessary to analyse the optimization behavior. This output-file was read by a program which recorded the structure of the model and the specifics of the solution process.
6. Regression Analysis

The data collected in step 5 were examined by regression analysis. First the exponents of the variables in various

\begin{abstract}
regression models were determined by SPSS' module for non-linear negression. The results were used to define transformed variables for a "linear" regression through the origin. Several hypotheses on the dependence of optimization time on model structure were compared by the coefficient of determination, \(R^{2}\).
\end{abstract}
7. Control Experiments

A test developed by Hoel /7/ was used to compare the best regression equation against the textbook-hypothesis.

A more detailed description of the experiments and the program lists are given in /g/.

\section*{5. Results of the Computational Experiments}

Four problem classes and four problem sizes for each problem class have been examined. For each of the 16 cases 5 models were generated. Three problem classes were used to develop an appropriate explanation for the CPU-time observed; problem class 4 was used to control the results. Table 3 shows the approximate structure of the models in largest size. For problems of smaller size the figures in Table 3 have to be reduced by 25\%, 50\% and 75\%.
All 80 formulations were condensed in five steps. In these
steps a balance equation was eliminated if not more than a
certain number of additional non-zeros were expected to arise.
For problem class 3 and largest size Table 4 shows the effects
of these condensations. The optimization was done by the proce-
dures CRASH and PRIMAL of BASE-APEX-III. All formulations were
optimized using constant field length RFL, 100000 ( \(=32768\)
decimal words of 60 bits each). Optimization time was reduced
remarkably in the first phases of the condensation but in
latter phases the condensation did not pay.


Table 3: Structures of product-mix-models generated
\begin{tabular}{c|r|rr|r|c|c|c|} 
Form. & \begin{tabular}{c} 
Max. \\
add. \\
nz
\end{tabular} & \multicolumn{2}{|c|}{\begin{tabular}{c} 
Average number of \\
rows columns
\end{tabular}} & \begin{tabular}{c} 
Aver. \\
CPU- \\
nonzeros
\end{tabular} & \multicolumn{2}{c|}{\begin{tabular}{c} 
CPU - time estimated by
\end{tabular}} \\
\hline 1 & - & 521 & 651 & 3009 & 40.8 & 59.4 & 35.0 \\
2 & -5 & 351 & 481 & 2040 & 26.0 & 18.2 & 18.8 \\
3 & 0 & 185 & 315 & 1619 & 8.4 & 2.7 & 7.8 \\
4 & 30 & 144 & 286 & 1953 & 7.5 & 1.3 & 6.1 \\
5 & 100 & 137 & 294 & 2288 & 10.8 & 1.1 & 6.0 \\
6 & 1000 & 134 & 338 & 3206 & 10.4 & 1.0 & 6.5 \\
\hline
\end{tabular}

Table 4: Effects of condensation in problem class 3

The data obtained from 317 LFs belonging to problem classes 1,2 and 3 were analysed by regression models. Table 5 compares the quality of fit for several hypotheses and some other plausible equations.
\begin{tabular}{|c|c|c|}
\hline Regression equation & Explaining variables Droposed by & \(\mathrm{R}^{2}\) \\
\hline \[
\begin{array}{ll}
\text { (4) } & .00000042 \mathrm{~m}^{3} \\
& .0627 \mathrm{~m} \\
& .000000015 \mathrm{n}^{3}
\end{array}
\] & \[
\begin{aligned}
& \text { /e.g. 1;3;5;6;15;20/ } \\
& / 8 / \\
& / 4 ; 13 /
\end{aligned}
\] & \[
\begin{aligned}
& .701 \\
& .867 \\
& .532
\end{aligned}
\] \\
\hline \[
\begin{aligned}
& .0081 \mathrm{~m}^{1.36} \\
& .0147 \mathrm{n}^{1.05} \\
& .0381 \mathrm{nz}^{.70}
\end{aligned}
\] & & \[
\begin{aligned}
& .889 \\
& .766 \\
& .697
\end{aligned}
\] \\
\hline \[
\begin{aligned}
& \text { (5) } \quad .0010 \mathrm{~m}^{1.25} \mathrm{nz} .33 \\
& .0015 \mathrm{~m}^{1.14} \mathrm{n}^{.45} \\
& .0293 \mathrm{n}^{2.53} \mathrm{nz}^{-1.24} \\
& .00085 \mathrm{~m}^{2.35}[\mathrm{nz} /(\mathrm{m} . \mathrm{n})] .86
\end{aligned}
\] & & \[
\begin{aligned}
& .916 \\
& .913 \\
& .816 \\
& .912
\end{aligned}
\] \\
\hline (6) \(.00094 \mathrm{~m}^{1.29} \mathrm{n}^{-.17} \mathrm{nz} .44\) & & . 916 \\
\hline
\end{tabular}

Table 5: Comparison of regression models for explaining CPU-time in problem classes 1 to 3

The improvement of (6) over (5) is so small that
(7)

PREDCPU \(=a m^{b} n z^{c}\)
is regarded as most suitable. For this model the approximate 95\% confidence intervals for the exponents are computed in the non-linear regression by SPSS as
\[
1.15 \leq b=1.25 \leq 1.34
\]
\[
.25 \leqslant c=.33 \leq .39 .
\]

Although these intervals are tight they lead to rather wide confidence intervals ror CPU-time.

The new assumption (5) was compared with the established hypothesis (4) via a test developed by Hoel /7/. This test
leads to a linear regression of type
(9) (OESCPU - ESTHYP) \(=\mathrm{W}\). (NEWHYP - ESTHYP)
for additional data. The usefulness of NEWHYP is conrirmed if \(w\) is significantly positive. Regression (8) gives a coefficient \(w=1.37\) for 111 cases belonging to problem class 4 ; the \(95 \%\) confidence interval is \(w \geq 1.22\). The t-value for regression ( 8 ) is 15.11 . This value can be compared with the one-sided value for \(95 \%\) and \(D F=110\) which is 1.66 . The scattergramm in Fig. 7 shows that in 93 of 111 cases the signs of the differences in (8) are identical. Therefore the new formula (5) prediats significantly better than the established hypothesis (4).


\section*{6. Summary}

An identical LP-optimum usually can be obtained by many equivalent problem formulations. Data condensation is necessary if large models are generated from data bases containing information about every-day-operations. Most textbooks recommend to reduce the number of rows as much as oossible. Our experiments show that the usual \(\mathrm{m}^{3}\)-hypothesis is misleading and should be cancelled from textbooks. The experiments described above indicate that the number of non-zeros has remarkable influence on computational effort. The rule given by E.M.L.Beale /1,p.33/ that it is normally not worth saving a row by substituting a variable if this adds more than about half a dozen non-zeros remains useful in the light of our experimental results. The number of non-zeros may rise if the number of structurals is reduced; taking into account the effort for matrix generation one might propose an even easier rule of thumb:
"Eliminate balance equations only if
- the model is so large that the number of rows is a burden in the computational environment used
- the number of structurals is reduced by the elimination and the number of non-zreos rises only siightly."

For product-mix-models this rule suggests to use balance equations for products which have more than one way of preparation (e.g. make or buy; manufacturing variants) and more than one way of utilization (e.g. sell or process). Thus if options are available a "combined" formulation is recommended which differs from both formulations compared in literature.

If the resulting model is still to large the following actions could be taken into mind:
- May the problem be solved easier by codes with GUBsacilities and can such a code be made amenable ?
```

    - Should one define in the first (i=1) LP only options
    which are expected to be optimal and generate for
    optimization run i+1 new variables for options
    which improve the solution of run i ? These candidates
    can be determined by the i-th dual solution.
    - Is it possible to develop better algorithms for dense
    LP-problems ?
    If all these questions have to be denied there is an effec-
tive "solution constraint" on the LP originally proposed. In
this case one must take into account the potential benefits
of differently accurate models and judge whether a less accu-
rate model will allow enough insight into the real-world-
problem that it pays to develop this less accurate model.

```

\section*{Main Symbols}
\begin{tabular}{|c|c|}
\hline DF & Degrees of freedom \\
\hline ESTHYP & CPU-time predicted by the established hypothesis (4) \\
\hline m & number of rows \\
\hline M1 & set of indices i with \(\mathrm{b}_{\mathrm{i}}\) o \\
\hline M2 & set of indices \(i\) with \(b_{i}^{1}=0\) (balance equations) \\
\hline M21 5 M2 & set of indices i for bafance equations not eliminated \\
\hline M22 ¢ M2 & set of indices i for balance equations eliminated \\
\hline n & number of structurals \\
\hline nz & number of non-zeros \\
\hline NEG (k) & set of indices \(j\) with \(a_{\text {b }}<0\) \\
\hline NEWHYP & CPU-time predicted by the new assumption (5) \\
\hline OBSCPU & Observed CPU-time \\
\hline POS (k) & set of indices \(j\) with \(\mathrm{a}_{\mathrm{kj}}>0\) \\
\hline PEEDCPU & Predicted CPU-time \\
\hline \(R^{2}\) & Coefficient of determination \\
\hline RFL & Requested Field Length \\
\hline |SET| & number of elements in a SET \\
\hline \(\mathrm{T}, \mathrm{T}\) i & Transformation matrices \\
\hline
\end{tabular}
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Significant improvements in use of standard large-scale LP, and related modeling which depends essentially on generated LP approximations or submodels, will not result from improvements in optimizing algorithms or even directly from improved computer implementations, only slightly from improved inversion and transformation schemes, and possibly somewhat from decomposition techniques applied at a high level. This will be true for at least several years.

While these statements are made emphatically and must be taken with appropriate qualification, this paper discusses the background and results of its author's reflections along these lines, as presented to the Workshop.

\section*{INTRODUCTION}

It had been my intention to begin with a somewhat brash statement and then proceed to defend it. The purpose of such an approach is, of course, to try to push aside conventional wisdom and habitual patterns in order to present a fresh viewpoint more clearly and forcefully. Had I been one of the first speakers, I would have done so and it would have been unfortunate. The differences in areas of interest, which have thus far been presented at this meeting under the heading of Large-Scale Linear Programming, show how diverse the subject actually is. One can only make broad statements, brash or otherwise, within very carefully defined limits.

All this is only a long way of saying that \(I\) have already learned, or at least been reminded of, a good deal at this Workshop. It may be helpful to others to summarize one set of observations. I believe the attendees are a representative cross-section of the field and it is clear that we represent at least four major areas of interest. (Of course, some of us wear different hats at different times.)
(1) The theoreticians. This is the largest interest group represented. I do not mean to intimate that the subjects and techniques discussed have no practical application. However, the orientation has a traditionally mathematical and academic flavor. Much of this work is fundamental to practical applications or improvements. Some falls by the wayside.
(2) The free-lance consultants. This area has been most clearly represented here by Marshall Fisher's presentation. My intended remarks would have been close to insulting to him. Conversely, his reported results would be incredibie to me if I did not place them in proper context. Remarkable results can be achieved on some projects by those clever enough to perceive the proper approach. But our two areas of interest have a very small intersection.
(3) The algorithmic-system engineers. Several presentations represent this area and others, including myself, most frequently work in it. We may distinguish two sub-classes:
(a) The in-house project director. This is most clearly represented by Dr. Aonuma's discussion of building a computational system using MPSX/370 as a base. Of course, theoretical and consulting-like work is involved but a specific, tailored system is the goal.
(b) The general system builder. Several presentations could be cited here but of particular interest is Ho and Loute's work on D-W decomposition using much the same approach as Aonuma and being extended by Loute to nested decomposition. This a very worthwhile software development work, even if only for experimental or comparative studies.
(4) The model implementers. Other speakers have addressed this subject, notably Rnol, and we have yet to hear from Strazicky and kallio. It is also the area I wish to address. This category may sound presumptuous since most workers in the field would claim that they implement models. However, not all treat model implementation as a discipline in the sense intended.

\section*{THE DIFFICULTY OF IMPROVING SHEER COMPUTATIONAL PERFORMANCE}

Having now set forth my view of the main emphases in the field, let me make my brash statement after all, trusting that you will apply it in the sense intended:

> Significant improvements in use of standard large-scale LP, and related modeling which depends essentially on generated Lp approximations or submodels, will not result from improvements in optimizing algorithms or even directly from improved computer implementations, only slightly from improved inversion and transformation schemes, and possibly somewhat from decomposition techniques applied at a high level. This will be true for at least several years.

Let me point out some facts in defense of the above statement.
1. At EIA, they are regularly solving models of about 4500 constraints in 15-20,000 variables with well over 50,000 nonzero coefficients, from an advanced basis, more or less. The WHIZARD Optimizer in MPS-III takes perhaps 5,000 interations for the first optimal which it does in less then five minutes. Do you think this can ever be significantly reduced?
2. The inversion procedure in WHIZARD takes less than .01 minutes for these bases which give no indication of instability. Do you really think you can beat that?
3. Many of us here have worked untold days, weeks and months trying to improve the simplex algorithm or make fundamental changes to it. The most we ever succeed in doing is coming close to standard commerical systems. On rare occasions when we seem to get better solution times, the real reason is found to be in special knowledge about the model.
4. Every few years someone proposes a different method. on closer investigation, these turn out to be flawed or, in at least one case I know, to approximate the efficiency of the simplex algorithm on a limited number of small test models.

But I can go further. What about matrix and report generation? The MEMM model at EIA is generated from results of about 14 upstream models and produces a large set of formal reports. In addition to files from upstream models, there is another large file of tables defining report layouts, a file of tables defining model structure, a file for initial matrix generation, another for a major revision, plus several other related inputs and outputs. Haverly's OMNI chunks through all this in four or five minutes. Do you think you can improve on that? (Note that the question is not whether MEMM could be improved.)

Decomposition has been around for over twenty years. Early bad experience with \(D-W\) algorithms led me to develop the block product form which solves the same structure with a partitioning technique. It is very close to what has been known as generalized-GUB. It was first implemented in 1967 in the LP/ 600 system which still exists in updated form in the current Honeywell MPS. I implemented it again in 1968 for the OPTIMA system. CDC threw the latter away, but Honeywell still claims the block product algorithm should be used for large problems with proper structure. I know of no one using it. The recent work by Etienne Loute at CORE is more promising but it is doubtful whether he beats the standard system. A really large problem with, say, ten periods with 1,000 constraints each and running on a 3033 instead of a 158 might give really impressive results. But as Jim Ho indicated, their system depends on standard MPSX/370 modules with their superstructure at a relatively high level.
George Dantzig said the other day that GUB had been highly successful. That is true only in a limited context. It was I that really implemented GUB in a commercial system and made it highly efficient; it was the original thrust of MPS-III. It did have some spectacular successes, maybe a dozen or so. (A couple it should have had were denied it due to vested interests.) These application essentially saturated the market. IBM put GUB in MPSX and dropped it from MPSX/370 because the number of users did not justify the cost. I have not encountered a real GUB problem in my own work for over five years.
Dennis Rarick built WHIZARD and he was a very clever programmer. Jim Welch now works for Ketron who took over MPS-III and he is also a very clever programer. He has recently gone through

Rarick's code and thinks he may have made a \(20-25\) percent improvement. I am also a very good programmer but if Welch says he has done all he can, I would not challenge him, particularly since he now has John Tomlin to back him up on theory. I doubt if anyone here will claim they can do better.

\section*{WHERE WILL MODELING IMPROVEMENTS BE MADE?}

One might conclude from the foregoing discussion that I am satisfied with current modeling practices and do not think further improvements are possible. This is not at all the case. The MEMM model referred to earlier is a terrible mess operationally in spite of the impressive executive times cited. This does not at all imply that results obtained are invalid but only that the effort expended to get them is inordinate. This should not be interpreted as a criticism of the EIA staff. They inherited models and parts from various sources and had to integrate them under conditions of extreme pressure. The point is that accepted modeling and computational practices do not permit such activities to proceed smoothly and expeditiously, and this has almost nothing to do with the basic efficiency of available optimizers and related data management systems for matrix and report generation.

There are actually two main problems involved which I will state but only discuss one. The other will have to await the outcome of work which I am just launching into.

The first difficulty has been alluded to by several speakers at this Workshop though not very succinctly or precisely. Perhaps the most meaningful words to point at the problem are "adaptability" and "flexibility", or rather their lack. The best software components are often not available separately but, even when they are, they are not very adaptable to new environments or requirements. IBM's modularizing of MPSX/370 is a step in the right direction but it does not go far enough. The large comercial MPSs, in spite of their impressive computing power and range of features, are actually not flexible. In fact, they seem to have followed the evolution of dinosaurs. I cannot go further into this subject in this discussion. It is a problem I will be addressing over the next several months. It has aspects which transcend merely the technical; for example, there are legal and proprietary impediments to a full resolution.

The second difficulty is that very few model implementers know how to use properly the tools that are available and, in some instances, strongly resist or else ignore capabilities that have been designed to help them.

I have called this the problem of symbology, which may be too small a word to convey the scope of its importance. The failure to properly symbolize things causes confusion and extra work at many points, all the way from LP model identifers (row and column "names") to data set names in a run stream at the operating system level. To make some approach to the subject, let me pose the question heading the next section.

\section*{WHAT IS A MODEL?}

The term model is used in many senses, all the way from conceptualization to a particularized matrix. In reality, an LP model undergoes several stages of development and use. (The same is true of other types of mathematical models.) Like the word "file", it is impossible to get people to be precise with the use of "modeln. Unfortunately, "model" can be used in even more disparate senses so that different types of specialists on the same project have completely different views of what the model is.

It is possible to list the various stages of modeling and this will be done here briefly. Even so, different people will still have a different "feel" for what it is.
(a) Conceptualization: extracting from a real-world situation certain abstract relationships -- important to a desired investigation -- which are amenable to treatment by an available modeling technique. Many assumptions, simplifications and compromises are invariably necessary. practical considerations must also be taken into account, such as availability of necessary data, software, analytic manpower, etc.
(b) Formulation: defining the variables, constraints, nature of the coefficients, limits, units (of measurement), scalings, etc. The assumptions, derivations and expected quality of results must also be stated as clearly as possible. This step involves detailed analytical work.
(c) Implementation: essentially data collection and analysis. This is often the most difficult part of the whole project and may involve a number of ancillary projects and even models.
(d) Computerization: converting to workable computer procedures the formulation and implementation and their implications. It almost invariably happen that new classes and sets of terminology are introduced in this stage, even to the point that the analysts of the preceding stages scarcely recognize their brainchild.
(e) Testing on live data: it is only at this stage that the model really begins to become "alive" and also where many defects appear. These usually lead to modifications of stages (b,c,d) until satisfactory results are obtained.
(f) Exercising the model for "real" cases. Note that experience and expertise from all the preceding stages must be brought to bear if best results are to be obtained.

In a narrower sense, a model is one particularization of the LP matrix for a case, perhaps including various alternate components or the ability to revise them for various steps in a (computer) run or coordinated set of runs. The designers and builders of application software for LP often use model" in this sense, distinguishing this from an even more specialized form which is used for actual calculations. This terminology is also adopted by the users of such systems. Note that "users of the model" in the broad sense will include analysts who may not even be aware of such distinctions.

\section*{A CLARIFYING ANALOGY}

Suppose one is going to erect a structure from a standardized architectural design. No two structures will be identical, of course, but each will have some specialization to accomodate differences in location, topography, climate, end-use, and so on. What are the major categories of materials, machines, etc. which must be taken into account? The following list is adequate for our purposes here. (We omit costs and investment schedule which need no analogy.)
. Plans and specifications. 2. Bills of material and lists of equipment. 3. Erection schedule.
4. Specialized blueprints and instructions.
5. Preparatory and scaffolding materials.
6. Equipment for preparation and forms.
7. Structural materials.
8. Equipment for actual construction.
9. Removal of scaffolding and debris.
10. Finishing work, which depends on structural details.

Overseeing all this is a management and administrative function, actually several at various levels

Now, it is our thesis that the use of a complex system of models to produce final results is analoguous to erecting a structure. Indeed, there are two gtages: the creation of the modeling system itself, and its use for a specific case or run. For the first stage, each of the ten items above, plus management and administration can be analogized as follows.
1. Conceptualization of the modeling framework, identification of relationships to be taken into account, recognition of assumptions and limitations, formal statement of the modeling scheme (with review and professional opinion), estimates of the results obtainable ("architectural renderings"), formulation of symbology and representations, and overall flowcharts of the actual execution of model runs. All of this should exist in one or more volumes of formal documentation. Although these may seldom be referenced by experienced users of the modeling system during periods of intense activity, their contents, or course, are fundamental to the whole exercise.
2. Specifications of actual datasets which contain necessary data inputs for implementing the model, and the programs or applications systems which will process them.
3. Formulation of the run stream and other control programs necessary to carry out a run. Numerous time-dependencies and other subtleties must be taken into account.
4. Actual programming and checkout of preprocessor, generation and auxiliary programs specialized to the current class of cages.
5. There is invariably a considerable amount of utility software and auxiliary data required to carry out the overall scheme of execution. For example, temporary and scratch datasets are needed and, among other things, arrangements for their residency and life-span must be made.
6. The necessary utility programs or systems must be accurately identified are their availability assured.
7. The actual input data must be accessed at the precise time needed.
8. The necessary application systems or other software must be accessible and logically compatible with other components.
9. Temporary files must be purged. Also, most runs produce a large volume of uninteresting output which should be disposed of expeditiously.
10. Final reports must be prepared in presentable fashion, uncluttered by extraneous information. This nearly always require careful prearrangements starting at item 3 and constituting a major portion of item 4 .

For the second stage -- making an actual run -- it is assumed, or course, that all the above has been done. Still, there is a not insignificant amount of planning and work for each run. (Some of the actual work may be scheduled differently, such as "prefabrication" of input variants.) We run through the ten items again for the second stage.
1. At least some thought must be given to whether the desired case is within the capabilities of the models.
2. The exact input datasets and their subsets must be specified.
3. The run stream must be specialized precisely.
4. Scenario parameters must be specified. (Here, this may come before 2 ).
5. Implications for temporary datasets must be taken into account.
6. Implications for control programs must be adjusted.
7. It is desirable to check beforehand that the specified input datasets really exist in a accessible state.
8. If special software is affected, the necessary module libraries must be arranged for.
9. and 10. Same as before but actually, not just planned.

It hardly seems necessary to comment on the management and administrative oversight which must go along with all this.

If the foregoing analogy is valid, a number of implications can be derived. These are the subject of the next section.

A FEW PRECEPTS
One always hesitates to be dogmatic and particularly with respect of how computing and analytical work should be done. Different people get good results with different styles and work habits. Nevertheless, when one is working within a complex system of activities, he cannot be judged on his personal results alone, but almost equally on how well they mesh with surrounding activities. Incompatibilities lead not only to extra interfacing work but also to inflexibility and the inability to trace easily the effect of changes.

One of the things largely missing in the computing field, and found in almost every other discipline, is standardization of symbology. Some de facto standardization exists, due mainly to such things as JCL which manufacturers can dictate in their basic software. (Even this is not always consistent.) In modeling work involving large arrays of values which must be identified in detail, the lack of standardization leads to incomprehensibility. This may not be the worst result; it hampers and even inhibits automated processing techniques. These latter are important to simplify summary and reporting steps, to make modifications effective at a high level of specification, and to assist analysts in detailed investigations.

Referring back to our analogy, suppose each architect used his own terminology, each draftman had his own symbols, and each supplier quoted materials in different weights, measures and packaging. The world would be a nightmare and every project an horrendous undertaking. Yet something similar occurs in the analytic use of computers.

It is not enough to organize each piece of a large project -a form of suboptimization. There should be an overall consistency even if this imposes slightly awkward arrangements for particular parts. Everyone cannot be left free to devise his personal schemes, even if they are the best for his particular task. This principle reaches down to the lowest level of detail, perhaps particularly so. It is standardization at the lowest levels which permits flexible manipulation at high levels, not the other way around. At one time, each railroad defined its own track gauge and designed its own wheel flanges. It was much more important that these be standardized than, say, railroad management. Similar cases have occurred in computing, in a very broad context. At one time, every manufacturer claimed superiority for his recording scheme for magnetic tapes. IBM's method finally won out due to their dominance in the field. It may be that their method is not technically the best but it is much more important that today one can carry a tape all around the world and have it readable in almost any computer facility.

Whenever a required change at one level imposes changes at lower levels, difficulties are sure to ensue. (It is often cheaper to build a new structure than to remodel an old one.) Sometimes, lower level changes are unavoidable and/or desirable, but they should be made with great care, not invalidating or bypassing the original design. The ability which interactive computing techniques give us to diddle with almost any part of a system should not be used indiscriminately. In a word, some discipline should be maintained.

The above also implies that low level routines inappropriate to the task should not be used just because they are "standard system gear" and available. Sometimes whole application systems are used this way. One should not forget that substantial costs are involved in bringing all this machinery into place to do a trivial job. In general, it is advantageous to think of software and datasets as machinery and materials, and consider whether the ends justify the means. A good contractor would try to get incidental jobs done while machinery is in place for some larger purpose. Consider, for example, the size of the JCL and PCL decks required to activate an MPS, and the prescanning of the JCL and compilation of the PCL which is necessary.

\section*{A DETAILED EXAMPLE}

Let me now turn from the general and analogous to the detailed and specific. During 1979 here at IIASA, I implemented a generator for a generalized regional agricultural model, or GRAM. The formal definition of GRAM, 1.e., in mathematicallike notation, was the work of Professor M. Albegov and some associates. My task was to devise a computerized scheme to make GRAM a working reality, Another IIASA staff member, A. Por, also contributed heavily to this effort, particularly in devising, implementing and getting others to use a scheme for initital data specification and transformation. This was critical since we had realized from the outset that properly arranged and formatted data from a variety of government agencies in different countries would never be forthcoming without a relatively simple but flexible and easily processable format to which data originators could and would conform. This subject alone is worth 30-40 minutes of discussion which we will have to forego.

The GRAM generator was completed while I was at IIASA - although the reporting side needed further work - and was applied to a study of the Notec region of Poland. I was pleasantly surprised at the ability of our colleagues from poland to provide ample data in appropriate format, the only hitch being the physical format of the transmittal tape which caused some intial trouble. A heavy contributor to the project was Janos Kacprzyk who deserves much credit for his dedicated and insightful efforts.

Since GRAM was being bullt from the ground up as an experimental system, I was able to put into effect without any conflicts some ideas that I had been trying to promote for some time past but with little success. These have to do specifically with Lp naming conventions, i.e., symbology. Without claiming that my scheme is the best possible, let me present it to
illustrate what such an approach can accomplish. Such ideas are not new but are seldom applied consistently. The best previous work I know of is that of Ken Palmer at Esso in London which dates back to at least 1970 and actually goes much further, for somewhat different purposes, than mine.

As we all know, LP rows and columns must have identifiers, and for practical reasons, these are limited to 8 characters. These are not properly regarded as names or even mnemonics but as encodings. The ability to use both letters and numbers is not for readibility but to extend the character sets and thus the number of usable combinations. In fact, a well-designed scheme does have considerable mnemonic quality but that is a side effect, not a goal.

The pieces, usually single but sometimes double characters, of which an identifier is composed are members of sets. These are mainly indexing sets. An LP model is essentially combinatorial in nature and this is reflected in the various combinations occurring in its identifers. But to be fully meaningful, the index sets must be assigned positions in the identifiers. Since a large model will involve more than eight index sets, considerable thought must be given to devising the most useful arrangement. This point is often handled in a very slipshod manner by model implementers which gets them into awkward messes later when they want to extract information or sumarize over a set or sets.

Let us interrupt this line of thought a moment to consider what parts go into the construction of an LP model. First of all there are indexing sets or, in Haverly's terminology used in Magen and OMNI and perhaps elsewhere, classes. However, I prefer to reserve the word classes for a different purpose. Until one knows something about the categories of items to be considered, represented by index sets, there is very little one can say about a model.

Second, there are the main LP (primal structural) variables and these are usually divided into classes, say production, construction, inventory, sales, etc. Hence one needs a special index set called variable class designators to distinguish these. Further differentiation usually depends on regular index sets.

Third, there are the constraints in the variables and here four considerations come into play:
(a) The type of constraints;
(b) The constraint class, similar to variable class;
(c) The indexing which is to apply; and
(d) What data values are to be used.

Note that it is only here that numbers have been mentioned and we do not yet care what the values actually are,

Fourth, there are the data tables of which two kinds are principally involved: tables of structural coefficients, and tables of limit values (RHS, ranges, upper and lower bounds). These differ in their own indexing and naming requirements.

Fifth, and finally, are the specifications for the objective function or functions. Although depending on variable indexing and coefficient tables, these frequently do not fit neatly with the rest of the model. This was the case in the Notec model and it is the primary reason for certain special processing in generating MEMM. This is too large a subject to be further developed here but needed to be mentioned. It is a chief cause of awkwardness in generating standard MPS input files.

Returning now to index sets, one must be careful to distinguish between the name of a set, usually only one character itself, and the value of a member of the set. Thus one might have a set called \(\overline{\text { I }}\) defined as \(\bar{I}=\{H, I, J, R, L\}\). (This is not a recursive definition.) To make this distinction, an upper case letter can be used to denote a set name and the lower case one of its members. Thus \(I m\{i\}\) where \(i\) is understood to run over symbolic, not numeric values even if the symbols are digits.

Since GRAM is a generalized system, further levels of abstraction are required. For example, variable classes must be specified. We do not know how many (cardinality of the variable class designator set) or their symbols (values in the set) but some such set much be specified. Since it is a master or primary set, values must be presented in two tables, one with the fixed name H:VAR.TYPE which gives their meaning against their class designator and the other with the fixed name M:VIDSTRUC which specifies their indexing structure.

The prefixes to the above table names reflect the fact that GRAM was implemented in DATAMAT, the data management extension to the SESAME interactive MPS. DATAMAT utilizes three forms of tables:
numeric tables, names prefixed G: symbolic tables, names prefixed M: text-string tables, names prefixed \(H:\)

They all utilize the same form of symbolic stubs and heads except \(H:\) table heads which are conventionalized for formatting purposes. Since other heads and stubs themselves constitute
sets, void tables are sometimes sufficient for defining a set. In the above case, the stubs of the two tables are identical but the bodies serve different purposes and hence utilize different table forms. (Some systems, for example OMNI, permit all three forms to be combined in one table. Whether or not this constitutes a simplification is a moot point.)

For regular indexing sets, even their number and names are unknown a priori. When it is necessary to refer to the names of some indexing set whose name is unknown, an underlined upper case can be used, for example, A is the name of some set which might be \(A=\{a\}\). In fact, all regular indexing sets are named in the stub of a table called H:INDICES, similar to H:VAR.TYPE. The bodies of these H:tables are used only for auto-documentation.

For each member of the stub of \(\mathrm{H}:\) INDICES, another \(\mathrm{H}:\) table must be specified (by that name) whose stub specifies the members of the set and whose body gives their meaning. For example, one line of \(\mathrm{H}:\) INDICES is
\[
I=\text { 'ALL CROPS CONSIDERED' }
\]
which shows what index set I refers to. There is then another table H:I which has entries
\[
\begin{aligned}
\mathrm{W}= & \text { 'WHEAT' } \\
\mathrm{R}= & \text { 'RYE' } \\
\mathrm{B}= & \text { 'BARLEY' } \\
& \text { etc. }
\end{aligned}
\]
which shows what members of set \(I\) refer to.
Unfortunately, every group of models has some special conditions to be taken into account. These are often expressed with "FOR" and "EXCEPT" phrases. Another technique was also used in GRAM for subsets of crops which had to be treated differently. Another table called H:CROPS has 2-character stubs, for example,
```

IG = 'GRAINS'
II = 'INDUSTRIAL CROPS'
etc.

```

Corresponding to these stubs are void M:tables listing the subsets in their heads, for example:
```

M:IG = W, R, G
M:II = B, O, L

```
(the rows of dots teminate a table definition.) Such specifications are easy to devise but require that special processing code be installed in the generator. Further design effort is needed in this area and the foregoing is more an example of what not to do than of clean, general capability. Nevertheless; a few special ginmicks always seem necessary in particular cases and it is perhaps more important that the generator be easily modifiable.

Let us now see how LP column identifiers are put together. These are members of variable classes (or, for purists, are surrogates for them). The first variable class in GRAM is named \(X\) and represents growing of primary crops. The first position in an \(L P\) column identifier always represents the variable class. The following entry appears in table M:VIDSTRUC
\[
X=X I . P R S A
\]

The dot indicates that the third position is not used but is held by the dot. Any unused positions through the seventh are so held. The eighth was not used but left available, for example, if time periods were introduced.

The five letters after \(X\) are names of index sets and show that X-class identifiers are constructed by running over all combinations of members of these sets, subject to the provision that a nonzero coefficient appear in some constraint for each combination. An assembly language subroutine is used to run over all combinations, like a mixed radix counter. (An analogy is a digital clock showing days, hours, minutes and seconds.)

Another entry in M:VIDSTRUC is
U = UJKPRT.

No conflicts arise since sets \(I\) and \(J\) are never used in the same variables, and similarly for \(S\) and \(T\). The placement of the \(P\) and \(R\) sets was dictated by the fact that they appear in all variable classes and most constraints classes. Only the fourth and fifth positions left enough positions on each side for orderly assignments. This kind of preanalysis must be made before specifying identifier structure.

A different sort of conflict did arise with Y-variables which have the same structure as \(x\)-variables but which involve a subset of the \(I\) set in the same constraints as X-variables. This was resolved by defining a \(Y\) set and installing special processing code. This was the most awkward situation in GRAM and resulted from a formulation compromise with respect to secondary crops which are not adequately handled by LP. Again, some special gimmick always seems to arise.

Specification of constraint (i.e., LP row) identifiers is different from that of column identifiers and inherently more difficult. One may note the following differences immediately:
(1) There are generally more index combinations for columns but fewer classes. As a result, column identifiers are more straightforward though the number generated or examined may be very large.
(2) Index sets disappear from those constraints in which they are summed over. The fewer index sets appearing, the fewer constraints but the total number of coefficients may be about the same due to implied aggregations. For example, a constraint over a total region may include all the coefficients of contraints over its subregions.
(3) Constraint classes and index sets may not be sufficient to insure nonambiguity, due to multiple or special constraints over the same items. Conversely, index sets may appear which do not occur for columns.
(4) It is useful to assign one position (the first) to designate LP constraint type, independently of constraint class vis-a-vis the model. (This may help alleviate the problem of ambiguity but does not guarantee to eliminate it.)
(5) Constraint indexing must match limit table indexing and be consistent with coefficient table indexing. Universal set members "any" and "none" may also be necessary.

All these situations occurred in or were imposed on GRAM and it must be admitted that further work is needed in generalizing constraint specification. Nevertheless, the scheme used proved quite workable and its main points will be indicated here.

The first position of a constraint identifier is assigned to LP type. These are listed in a table H:CON. TYPE which is general to LP formulation (or intended to be) and not specific to a class or models. These types include simple upper bounds and GUB sets although, in fact, these features were not used as such. The main types were as follows:
\(A=\) 'AVAILABILITY, NO MIN REQUIREMENT'
\(B=\) 'BOUNDED ABOVE AND BELOW (RANGED)'
\(\mathrm{C}=\) 'INEQUALITY CONDITN, NO CONSTANT'
\(D=\) 'DEMAND, NO UPPER LIMIT'
\(E=\) 'EQUALITY, GENERAI'
F = 'FUNCTIONAL FORM'
\(K=\) 'GUB INEQUALITY, (NO ACTUAL GUB)'
\(L=\) 'BALANCE EQUALITY, NO CONSTANT'

The second position specifies constraint class and is specific to the set of models. These classes are listed in H:CONCLASS and included, for example:
```

B = 'LABOR'
C = 'CAPITAL'
D = 'WATER'
L = 'MAND'
W = 'WAGES'
\$ = 'COST OR PROFIT'

```

The last was used for functional definitions for which a special technique was used which will not be further discussed.

The actual constraint identifier structures appear only in the stub of a master table called M:CON which is, in fact, an abbreviated definition or "picture" of the entire model. Table M:CON is the primiary driver for the generator and ties together all the various parts, showing their relationships.

One identifier appearing in the \(\mathrm{M}: C O N\) stub is
BFFPR.
which indicates a set of double inequalities on fertilizer, indexed over set \(F\) (fertilizer types, not appearing in column identifiers), \(P\) (type of economy) and \(R\) (subregion), where \(P\) is restricted to values ' 2 ' and ' 3 ' (cooperative and private). The variable classes involved are \(X, Y\) and \(U\) which include index sets \(I, P, R, A, J, K\) and \(T\) (also the \(Y\) subset of \(I\) ). Hence summation is over \(I\) (and \(Y\) ), \(S, A, J, K\) and \(T\) for each FPR combination. This was the largest set of constraints in the model.

The head of \(M\) :CON and the row for BFFPR. are shown below.
M:CON = MIN, RHS, SUM, MSUM, ISET, PSET, NO.
BFFPR. = GFPRN, GFPR, AXAY, FU, ALL, '23', '23'
This is read follows. Lower limits (MIN) for these constraints are given in table G:GFPRN. Upper limits (RHS) are in table G:GFPR. Variable classes \(X\) and \(Y\) both appear, with coefficients from G:A taken positively (SUM). Variable class U appears with coefficients from G:F taken negatively (MSUM). All members of set \(I\) are used but only ' 2 and '3' from set P. This is constraint set number 23. (The \(I\) and \(P\) sets are specialized in several constraints and hence have columns in M:CON.)

Another set of constraints has the identifer BFF... and hence only one constraint for each fertilizer type. Sumation is over \(P\) and \(R\) sets in addition to those previously noted. All the same coefficients occur but the MIN and RHS tables are smaller and different.

Since the GRAM generator is written in DATAMAT, it is easily modified. However, the DATAMAT processor is not very efficient for this kind of application on models as dense as that for the Notec region. (It had approximately 50,000 nonzero values.)
Essentially, DATAMAT was used like a compiler for which it was not designed. Nevertheless, once generated, the model was easily worked with and the general approach seems eminently suitable for automated model generation.

The important point we wish to make, however, is that careful design and control of symbology is a sine qua non for wellmanaged modeling systems. Much the same approaches could be used with other systems such as DATAFORM (very close to DATAMAT in language) or OMNI which has direct definition of sets (classes). Both the latter utilize compilers and are designed for batch processing whereas SESAME is an interactive system and DATAMAT is largely interpretive. (A special version of DATAMAT was implemented for GRAM which uses a kind of "halfcompiler" and this greatly improved throughput.) The important task seems to be to convince IP modelers to use existing tools effectively and to demand further improvements in the future, rather than forever falling back on ad hoc FORTRAN programs and sloppy nomenclature.

\section*{APPLICATIONS AND MULTICRITERIA OPTIMIZATION}
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This paper examines a practical aspect of our decomposition method for dual angular linear programs [5] in applying it to a planning system as a means of coordination. We often recognize in real planning systems that a "feasible solution" to a large-scale planning problem is obtained by solving a sequence of subproblems and composing their solutions rather than formulating it as a single large-scale model to be optimized. In the decomposed modeis, the planning staff can control the solutions through the modification of the succeeding models so as to be more desirable with respect to their criterion. We consider how to improve the present planning system leaving its basic planning method unchanged. In particular, we tacitly assume that we shall be interested in considering a manner of computerization of the planning system from a practical viewpoint. We emphasize the need for a practical coordination method in order to improve the plans obtained separately from the submodels toward an overall objective. It is supposed that most of the models for such coordination will actually be formulated in dual angular form involving the submodels as part of their entire structure. Based on computational experience with our experimental codes, MULPS/FORTRAN[7] and MULPS/APL[6], we shall present one direction of application of our algorithm to a coordination method.

\section*{1. Introduction}

We shall examine a practical aspect of our decomposition method for dual angular linear programs [5] in applying it to a planning system as a means of coordination. We oftan recognize in real planning systems that a "feasible solution" to a large-scale planaing problem is obtained by solving a sequence of subproblems and composing their solutions rather than formulating it as a single large-scale model to be optimized. In such cases, there seems to be persuasive and legitimete reasons why uch a plaming manner has been adopead in the real syatema. The reasons are closely related to the exiatence of intangible factors under real plaming circumstances and the subjectivity of the planning staff's criterion to evaluate the plans. It may be too difficult to formulate those in a form of a single model. In the decomposed models, the planning staff can control the solutions through the modification of the succeading models so as to be more desirable with respect to their criterion.

We shall consider how to improve the present planning systam leaving its basic manner of planaing unchanged. In particular, we tacitly assume that we aball be incerested in considering a manner of computerization of the planning system from a practical viewpoint. For that purpose, we shall emphasize the need for a practical coordination method in order to improve the plans obtained separately from the submodels toward an overall objectiva, even if it is a minor alteration. It is supposed that most of the models for such coordination will be actually formulated as a dual angular type of modal involving those submodels in its entire structure.

Based on our computational experience in using our experimental codes, MULPS/FORTRAN[7] and MULPS/APL[6], we shall present one direceion of application of our algorithm to a coordination method, in which the algorithm may not be necessarily used for performing a global optimization of large-scale
linear programs. Rather, we intend to replace the "experience-based" coordination in an actual planning syatem by a practical decompoaition-coordination method when ve computerize the planning syatam.

In Section 2 a decomposition-coordination method will be described as one of the future direction of large-scale linear programing research. In Section 3 the featuree of our algorithm and the relations with other aigorithme will be mentioned, and the conclualions from the computational experience will be given. In the last section we shall introduce an axample of a hierarchical decomposition approach to real production schaduling in a Japanese oil company, which will be regarded an the firat stap toward an application of our dacomposition-coordination mathod.

\section*{2. The Need for a Decomposition-Coordination Method}

It is well-iknow that hierarchical mathods have been adopted in large-scale industrial plaming syatema for practical plamaing [14]. By introducing a hierarchical structure into a planning yyete, we can formulete a vague overall planaing problem ae anmer of more concrece subproblems on various kinds of hierarchical lavels ; heroafter we will refer to the terminology of hierarchical syetem theory of Mesarovic et al. [14].

For example, the planning syatem in a Japanese oil company, which is reputed co be one of che most intensive users of inear programing, has the following hierarchical structure basically :
\begin{tabular}{|c|c|c|c|}
\hline Level 1 & (Higheer) & : & Long-term planning ; facility and investmant planning, curdes selection and contracts, etc. \\
\hline Level 2 & & : & Short-term planning for aix monthe or one year ; profit and loss planning, supply-demand plaming,ecc \\
\hline Level 3 & & : & Production planing for every one month in the term. \\
\hline Level 4 & (Lowest) & : & Operational planning and scheduling for one month. \\
\hline
\end{tabular}

All planning activities except on Level 4 are performed in the head office, but those on Level 4 are performed at the refinery-bites.

We may regard this bierarchienl plaming system as a practical type of decomposition mathod to solve a larga vague planning problem so that a large abetract model is decomposed into a aumber of concrete submodels and each is sequantially solved in a given hierarchical order. We should notice that, as a simple practical way to obeain an approximate solution to a large-scale planning
problew on a hierarchical level, a similar approsch is aiso used, on which we ahail focus our attention hereafter. In pareicular, this simple way has been much more favourable in planing on lower levals chan on higher levels, because chere are many eimedependent activities having different priorities and uncertadney at the operational finide and these wice cha model too big. Ihis typa
 daconcosition misthod [1],[2],[3],[12],[13].

Among the mubeodels crented by the blaraceinical dacomposition mathod, there are two kinds of linkeges, on betamen models on the differant levels and mother betwen thote on the san level. In the histarehical decomposition, those linksges tre regraded at the boundary conditions of the subproblams, and each problen is solved ts a gitan order for entund values to those bouadaries. An actual extmple of hierarchical decomposition vill be described in Section 4.

One of the whis poine in the hiecrechical decomposition mathod is thet it. Lmetrt m aplicit mmor to cooritnate the solutions to the submodele toward an owetil objective. Such coordingtion my montif be performin informily by mant of informetion trchage among the planars or betmen units in the organLestion. A set of the solutions to the submodals by this approseh mey be no more than a "feandble solution" to the entlre planniog problen. If a practical coordination method could be thalized in which the manmed values given for the link ges could be adjuted to at to trprove the overail performance, we wil be able to dealge in \(\operatorname{fificin} t\) computerized planing syotem wheh could set up becter plan wih oniy a foller anount of effort then in the present eysesm. We shall call the hferarehicel deconpositior approach having aremplicit coordination process the degompoerition-cooraination method.

Much effort has beun wnde so fer for daveloping mathemstion programing models of practical uea, fn such industriea of Jepan as oil and sesel, on higher levels of planing. On the other hand, the modals and the solution methods for plennitg and seheduling problems on the lower (operational) levels beve been left asids except for the optimal control problems of physical processes. Rather, the skill of experiencad staff bas been regarded as betnt friportant. However, this tendency will be chmging in the tear future to a more computerived logical maner than presently because of the appearence of high-level ganll computars and the remurisable progress in management decision support systers. The personal computers wil becoma popular and wil be used at the operational fialds for generating data for modals and analyzing tha results, linising it wth the main
computer very soon.
It seems that the following two points on large-scale mathematical programong will be inportant in the near future for computerization of the planning systems :
1) On the higher Levels of plariting aystems, a coordination method and its related modals useful for linking together the various kinds of planning models on tro different hierarchical levels and for coordinating them toward an overall objective.
2) On the Lowest Level, a practical approach for solving large-scale problems on the san hierarchical lavel, in particular, fabeduling problems : for example, most production scheduling models are too large to be diractly solved by a computer installed at the operational fields. To 1astall a large computer only for its purpose will not be conomical. Therefore, the hierarchical decomposition winod is often adopted for solving thes. Any practical coordingtion method vill be aso very useful even for solving a largescale operational problam so that the method mis maice it possible to improve the present solutions to soma extent.

Two Types of Algorithms Required.
We shall now emphasize that two types of algorithms should be developed for large-scale linasr programm for the purpose of realizing the above mentioned points.
1) Algorithm as an Efficient Software: This area is in line with the traditional direction of developing new algorichms, which are to solve the largescale problems directly and efficiently. This may be regarded as finding another "almplex method" for large-scale problems.
2) Algorithm as a Coordination Method : A certain type of algorithm useful for computerizing a real planntag process for obtaining an improved solution will be needed. Firstly, this algorithm should have a mechanism adapted for expressing at least two typical operations of decomposition and coordination which often exist in real planing processes for large-gcale problems. It wil be of a two-level scheme which means both solving subproblems in sequence and coordinating them for an improved solution. Secondly, this algorithm should have a certain type of algorithmic structure so as to be able to be easily realized as a user's own mathematical programming system in a simple way; it will be degirable for this purpose that the system can be easily written by the users themselves as
a "Mathematical Programing Systems Complex" built up by using advanced comercial codes.

There is some coordination in the real hierarchical decomposition approach. It may be performed on the basis of the planning staff's experience, which we shall call the experiance-based coordination. It has been shown in papers on organizational theory, e.g.,[8],[9], that the number of information exchanges between the units in an organization for coordination is only a few, as it is limited mainly by cost and tima. We shall need a coordination mechanism, in the algorithm, which is close to a real coordination maner.

In the case of computerization of a real planning system, we shall need to write our own computer program involving a matrix generation from maintained data bases, modification of input data and various submodels, the facilities for checking the overall acceptability of the results, a repeated optimization of subproblems, and the composition of the solutions to the various subproblems. We shall call it the Mathematical Progranming Systems Complex (MPS Complex). For example, the Extended Control Languge (ECL) of the MPSX/370 has the facilities appropriate for chis purpose, by which we can write a MPS Coumplex in such a manner that the powerful MPSX can be uaed as a tool for the optimization of the various problems in the MPS Complex. The development of this type of algorithm seem to bring us a wider class of advanced MPS applications in the future.

\section*{3. Our Decomposition Algorithm as a Coordination Method}

An original form of our decomposition algorithm [3] was developed as a coordination method for solving two-stage linear programs in the nested two-level spproach to multi-period planning, called the PAIROP system[2], and then the idea was further extended to the present algorithm[5] for solving dual angular linear programs. Therefore, the algorithm has the features convenient for uaing it as a coordination method. In addition, we have observed from our computational experience [4],[5],[7] that the computational behsviour is also desirable to a decomposition-coordination approach. The features of our algorithm are sumarized as follows :

The features of the algorithm.
1) The algorithm is of a resource-directive decomposition and can make use of "good" initial values for linking variables easily, such as those obtained by
the planner from experience. The other advantageous properties inherent in the resource-directive decomposition such as claimed in Burton et al.[8] are also found.
2) A number of inear programs are solved throughout the entire algorithm. An efficient computer program can be easily written by users as long as an advanced linear programming subroutine is available.
3) The optimizing strategy in the present algorithm is easily modified for the purpose of taking account of a planner's implicit utility function defined on the objective functions of the subproblems, since the structure of the subproblems is preserved throughout the optimization[3].
4) The number of coordination cycles required for optimality is relativaly small and does not aecessarily increase along with an incraase in the number of subproblems. Rather, it stays at a relatively small number. We may roughly estimate it at the number of subproblews or aven less, though it uarally depends on the initial values for the inking variables.
5) As the solution attained at the first or earlier cycles of coordination is close to the optimum point, it may be effective to stop computing after a few cycles before the exact optimality is obtained, as it is in the experiencebased coordination.

The relations with other algorithens.
Lately, we have noticed that our algorithm is basically along the same line as Gasa' algorithm[11], and, therefore, is expressed in cerms of Winkler's GBBF simplex method[17] specified by a special solution strategy. However, the basic idea underlying Winkler's algorithm can be regarded as a simplex method based on a basis factorization method, i.e., his algorithm belongs to the first type of algorithm mentioned in Section 2.

The main differences between Gass' algorithm and ours are sumarized as follows:
1) In order to find an improved basis for a non-optimal subproblem, we employ a direction-finding problem, which is defined as a small innear program. We have already reported in [3], although it is in the case of two-stage linear programs, that the CPU time and the number of coordination cycles required for optimality in our method are less than those when employing Gass' type of selection rule to find a new basis. In our method more than one basic variables at a time are exchanged by solving the direction-finding problem. On the other hand, only one basic variable in the non-optimal subproblem is exchanged in Gass'
algorithm. This difference makes the number of coordination cycles smaller in our method.
2) In our algorithm the non-optimal subproblem is solved in a complete form only if the direction-finding problem can not be defined or it can not bring us a new basis. Gags' algorithm always solves it in a complete form
3) In the coordination problem of our algorithm, free variables are defined at every cycle in order to improve the present values of the linking variables. The values of the linking variables are adjusted aroum the present valusa through the free variablea. On the other hand, tha original non-negative linking variables are uead for thit purpose in Gass' algorithm, becaune there is no concept of coordination in his algorithm. This implies that the coordination problem in Gass' algorithm is defined from the original linking matrices. In our algorithm it is dafined from the linking matrix updated with reapect to the present basis matrices of the subproblems.

The conolusions from the computational experience.
According to our computational experience in using two axperimental codes, milliPS/FORTRAN for a medium-aize computer[7] and malPS/APL for a minicomputer[6], ve can conclude the following:
1) The size of the coordination problems often restricts the use of our algorithm. The number of rows in the coordination problem is equal to that of the linking variables, and the number of colums is larger than the total number of rows in the entire problem. Both of these numbers are very large in real problems. Therefore, we must develop an efficient scheme to deal with ae large a coordination problem as posaible.
2) The coordinacion problem itself has quite often a special structure in case of real problems. We shall propose that comercial MPS packages to be developed in the future should have only a atandard LP subroutine but also various ones for structured linear programs. Such an MPS could make it possible to bring us more advanced \(\mathbb{R}(\mathbb{S}\) appligations than the present ECL does, in the case of the computerization of planing systems. For example, the coordination problem for dynamic modela has a staircase atructure. If we could employ an efficieat algorithm [16] to make use of it, it would be possible to solve much larger problems more efficiently than we do now. Such an attempt is under way.
3) For the optimization of subproblems in sequence, at the first stage of the MUPS, we had better make full use of the optimal bagis already obtained in the past sequence of optimization of the subproblems as a starting basis for the
subsequent subproblems to be optimized. We have found that the computing time is reduced considerably, if we use the optimal basis already obtained to the other subproblems. This is because the subproblems in most actual problems are very similar to each other in structure. To take our 3-stage dyamic planning model from a real oil refinery, the time needed for computing the second and third subproblems are nearly as half as for the first subproblem, when the optimel basis to the first is used as the starting basis for the other tro.
4) The most time-conuming fob in the Mulps computation is that of setting up and solving the coordiastion problem[6]. This time greatly deperds upon the skill of file managemant as vell as the performance of the linear programming subroutine adopted. We should consider developing efficient methods for file managemant appropriate for designing a MPS Complex.

\section*{4. An Example of a Hierarchical Decomposition Approach}

Let us introduce an example of the hierarchical decomposition approach in production-scheduling based on the same idea as in [2], which is now working very successfully in a Japanese oill company [15]. The planning and scheduling problem is on the lowest (operational) level in the hierarchical planning system mentioned in Section 2. The refinery makes a production schedule for the next month at the end of every month on the basis of a production plan given by the head office. The production-scheduling problem may be formulated as three linear programs which respectively correspond to a production schedule for every 10 days and those may be linked by linking variables representing inventory-levels at the end of a period of 10 days. The length of a period has been decided according to the operational experience.

Each submodel has the size of about \(200 \times 600\), where there are nearly forty different kinds of semi-products and thirty kinds of products to be blended. The hierarchical decomposition approach to this problem is described as follows: First, a crude-charge-schedule is obtained by the planning staff. Then, on the basis of the schedule, those subproblems are sequentially optimized in such a hierarchical manner as shown in Fig.l. After the three subproblems are solved, then the "experience-based coordination" starts. The planning staff checks the overall acceptability of the solutions, e.g., their feasibility and performance, on the basis of their operational experience. The crude-charge-schedule and the
three blending problems are modified so that an tmproved schedule and blending plan may be obtained, and then the modified problems are reoptimized. Satisfactory solutions are mostly obtained after the first coordination, i.e., the modification of problems is usually performed only once.

The reasons why the problem is solved by the hierarchical decomposition method may be summarized as follows:
1) The blending operations obtained by this approach are more acceptable than those obtained when solved simultaneously, since the more accurate figures of properties of the blending stocks than the assumad onas before obtaining them can be recalculated before solving the problem for the next period, which may considerably vary from their values assumed at the baginning, depending upon the operations adopted for the previous periods.
2) The suboptinization is more time-saving for the purpose of obtaining a practical echedule than when the entire 3-stage model is solved at the same time by the computer at the operational fiald. The modification of the problems and the reoptinization of them whll be more time-consuming and complicated for the entire model than for the decomposed model. In particular, the remarkable merit of the decomposition method is to be able to use a good starting basis for the second and chird problems, which is derived from the optimal basis of the previous problem. For example, the computing time for the succeeding problems used to be less than a half of that for the first problem by this rule.
3) It is necessary to avoid a strong effect on the schedule for the first balf of the month from the operations for the latter half, because usually there is more uncercainty in the data for the later half than for the first half. It seams that the planning staff uses its own implicit utility function on the threa objective functions of the subproblems for the purpose of considering the uncertainty in the planning process. The experienced staff's subjective judgement is regarded as very important in real situations.

The Decompoaition-Coordination Approach.
An attempt to apply the decomposition-coordination approach to the present system is now being made with the intention of computerizing the experiencebased coordination as much as possible. The system will be written as a MPS Complex based on our decomposition method by using the Extended Control Language of MPSX/370. In particular, the following features of the system will be emphasized :
1) The subproblems are sequentially generated and optimized from the first period to the third period. The system has the facilities to deteralne the initial values of the linking variables and to generate a part of astrix of the succeeding problem from the solution to the previous problem.
2) The system has the facilities to generate the coordination problem which is partly based on the planning staff's judgement.
3) The optimization of the coordination problem is performad in such an interactive maner that the planning staff can measure, by itself, its implicit utility fuction on the three objective functions of the subproblems [3].
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Fig. 1 Hierarchical Decomposition Approach in Production Scheduling
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\section*{Given:}
- a piecewise constant function approximating the country's total demand on electrical energy in 27 time-periods spanning 25 hours forward,
- the set of applicable production technologies for each power station in the country, and
- the actual network of power lines,
we must determine the method of production to be applied and its capacity level in each power station in each period of the day, so that the cost of production should be minimal, the demand should be met in each period, and the capacity and network constraints should be fulfilled.

The model of this problem is a large, but structured, mixed 0-1 programming problem, with at most 5 coupling constraints and a very special connection between the \(0-1\) variables. It is solved on a CDC 3300 computer. The method of solution is heuristic, involving Benders' decomposition method for subproblems.

\footnotetext{
*The problem treated in this paper has been modelled under the directorship of Prof. A. Prékopa in the O.R. Department of the Computer and Automation Institute of the H.A.S. jointly with specialists of the Hungarian Electric Energy Industry.
}
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    at the Cperations Research Department of the
    Tomputer and iutomation Institute of the Eungarian
Academy of Sciences there has been Por several jears a work in progress together tith the erperts of the Zungarian Slectricity 3oards Irust to apply operations research in the electricity jower industry. In the course of this work the model and computer program system to be described in this paper /whicr. can be considered as a case study/ has been completed. Starting from the verbal statement of the problem ire have arrived, through a large number of steps at the solution of the real problem with real data. These steps are: clarification of every detail of the physical problem, adenuate mathematical modelling

```
```

of the groslen, buildins un tie data sfstem requi=ed
for the mathematicai nociel, prenaration of a prosran
systen, using the permanent data base, suitable fcr
groducing the numerical dava of tine actual groolen
to be solvea. In the course of the nodelling, a rind
of problem formulation, describing the reality vell
enough had to be found, enabling at the same tire
the problem to be handled computationally. The
completed nodel leads to a large-scale בlzed variable
linear programming problem vicere the integer variables
are of 0-1 tope. A nethod had to be vorised out on
the ODC 3300 computer that gives a nearly optimal
solution to the proolem in an acceptaile tine. The
computer grogran system vas required to present the
results in the form prescribed by the user.
Jaracteristic for the entire :ork has jeen the constant co-operation among the experts of the two institates resultirg in a permanent corrective activity in the subsequent atases.

```

\section*{}
2.1. The overall electric power derand of the country as considered sor each day separately as a
function of the time is illustrated on Pis.1. :here the shape of the curre is characteristic. The tine corresponding to the initial point of the curre is the so-called evening peak load time. This is followed by a time interval with decreasing load, thereafter by some hours when the value of the demand iiffers from the minimum value to a little extent only, thereafter a stage with increasing load - and the whole is repeated once more. The shape of the curre is in every case of this type, but the lenght of the interrals as well as the demand vaiues change daily.

rig.l.
A typical daily electric power demand function

The electric power demand of each day can be forecasted in advance with an accuracy of \(1-2 \%\) on the basis of the data available on the day before. ife investigate always the 25 hours period following the evening peak, this is suodiveded into 23 one hour and 4 half-nour periods in which periods the demand can be assumed constant. The demand contains the estimated values of the power plant's own consamption and of the network losses.
2.2. The electric power demand is staisfied by the electric power generated in the country's power plants and from the neiginbouring countries imported power. In our country there are about 20 such power plants that are considered in the model. The slectric power imported from abroad in intermational co-operation is considered as one power plant with constant production.

In the power plants the pover is generated by the comoined operation of various aggregates in different modes of operation. Jaci mode of operation involves the combined worik of certain aggregates. The applicable zodes of operation and the physical quantities characterizing them are given for each nover plant.

The given mode of operation of a pover plant can mun : thin given power limits and the production cost, as a function of the power level, is a function illustrated on Fig. 2. This can Eairly vell be aporoximated by a piecewise Innear iunction (Fis.j.)
where for the slopes the relations
\[
c_{1}<c_{2} \quad \ldots<c_{k}
\]
always hold.


Zig.2.

Preduction cost function


Fig. 3.
Plecewise linear aporoximation
of the production cost runction

The change-over among modes of operation - start or shut off at least one of generators - causes the turn of a mode of operation. Thus the change-over is not allowed among all possible modes of operation of a power plant, viz. not among those woriking with entirely different devices. An accidental failure or maintenance of the equipment can result in the daily change of the modes of operation in tine power plant. Fig.4. shows an example of the nodes of operation, and in Pig.5. we can see the function of still stand cost.


Fig.4. in example for the dezinition of the modes of operation

1-2-3-4-5 denote generators,

A-BーC-D-J are possible modes of operations, where the arrows indicate the generators that worl: in the given mode of operation. A direct change for example between the rodes \(C\) and \(D\) is not allowed, but from \(C\) to 3 /it is a start of generator \(5 \downarrow\) and from \(\exists\) to D a direct cisange is possible /shut off of generator 3./.

\begin{abstract}
The electric networik \(D \mathcal{F}\) the country is a set of nodes and branches. Its nodes are either jower plants or points in which the power lemands occur, and its branches power wanswission lines and transformers :ritin given physical characteristics. Some of the netivoric's nodes can be connected to power stations and from almost all the consumer's demands are supplied. Also the electrical network can /and does/ daily change on account of maintenance, failure etc. Change means here that certain branches or nodes do not belong to the system on a siven day, or the value of their physical characteristics difier from those in case of normal overation.
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    2.3. W1th this 'mowledge vur task is to determine
    for eacn jeriod of the follo:ring 25 kour furation the
modes of operation to be applied in the different
power plants and their production levels so that the
power demand siould be satisfied in each period, the
physical restrictions on the actual networ!s hold,
aoreover the so-salled fuel constraints be satisfied
witil a mini:mum power production cost. The Inel
constraints require that in some power plants the
value of the daily overall production - directly
connected vith fuel consumption - should ifffer from

```
\end{abstract}
a given value only to the extert oi a siven ve=y small percentase. The reason of this restriction can be that we cannot consume more than the existing anount of fuel or that certain amount of fuel is expected to errive on the next day and the storage capacity is limited.


Stillstand cost function

The power production cost contains the actual production cost, the change-over cost resulting from the switching of modes of operation resp. standstill and restart of the machines, as well as the cost of loss of power in the network.


Because of the sophisticated nature of the winole power system to be optimized we had to make some assumptions /simplifications/ in order to obtain a model that can be iancled.
3.1. By inowing the shave of the demand function we agree that in the iirst periods when the talue of the demand does not increase we allow only such a cinange of the gode of operation whicin can be =ealized by shutting off a generator or generator groups. These periods together are called stop or shut off rinases. No change in the mode of operation is allowed in the altogether 4 periods around the period witin ginimun demand /phase of stagration/; only the procuction ievel of the given mode of operation can je changed. In periods of increasing iemand only sucr change of mode of operation is allowed where at least one of the generators is turned on /start jeriods/. Ine investigated Dhases are therefore: stop, stagnation, start and once more stop, stagnation and start phases.

In connection with this :re ミgee that \(\mathrm{E}_{\mathrm{t}}\) every glant we assigne subscripts /integers/ to every mode or operation starting irom 1 and goinf up to the
```

number of possible modes of operation at the fiven
plant. We do it in such a way tinat whenever the
transition from mode j j->k (j<k) is possible then
from mode }f\mathrm{ to mode is we arrive by shutting off
at least one generator. Yote that a transition t t is
is not always possible.

```
3.2. is a result of physical considerations we have agreed to prescribe the requirements limiting the physical state of the electric network only In tine three periods with extreme demands / the first period, the first period of the first stagnation phase and the last period of the first start phase; these will be reierred to as voltage check periods/. Mhat is, we assume that if in these periods the physical restrictions of the network are satisfied, then in periods of "intermediate" demand with the application of "intermediate" modes of operation /cf. assumption 3.1./ the physical restrictions are also satisfied.
3.3. In order to determine the cost of power production the following simplification will be made.
a./ The cost functions of the particular nodes of
opera亡ion : \(\begin{gathered}\text { lll be approwinated by piecewise }\end{gathered}\) Iinear sunctions.
b./ Symetric restartins will be assumed for the calculation of the still stand cost arising Arom the change of modes of operation. This means that if we shut ofs a generator at \(l\) periods before the first period of the stagnation phase, then the restart takes place at \(C\) periods after the last period of the stagnation phase, that is the still stand lasts \(4+2 l\) periods. The difference between the actual still stand cost and the approrimate value of it will be neglected. The total cost in the \(4+2 \ell\) neriods is subdivided into \(4+2 \ell\) parts and are assigned to these periods. v./ The cost arising from the neiworis loss will be calculated Erom the disference between the Ioss value taken already into account in the cemand function and the calculated value of the actual loss depending on the network.

\section*{4. VAMMCICAI MODI}
4.1. The rariables_of the model. Denote by \(\Xi\) the number of power glants and let \(m(i)\) be the
number of tice modes of operation applicable in the ith power plant \(i=1,2, \ldots\), . Jereinafter superscript \(^{\text {s }}\) \(t\) will always reser to the period, \(t=1,2, \ldots, 27\).
4.1.1. Mode of operation variable. Let \(x_{i j}^{t}\) be \(0-1\) variable defined as follows, where \(1=1,2, \ldots E, \quad j=1,2, \ldots\), 그 ( 1 ) -1 :

In the sequel we shall use the notations \(x_{10}^{t}\) and \(x_{i m(1)}^{t} \quad\) too and define them so that \(x_{10}^{t}=1\)
and \(x_{\text {im } i}^{t}=0\). Note that
1. \(x_{i, j-1}^{t}-x_{i j}^{t}=1 \quad\) if and only if in power
plant 1 in period \(t\) just the fth sode of
operation wozks \((j=1,2, \ldots, m(1))\), else \(z_{i, j-1}^{t}-\pi_{i j}^{t}=0\).
2. dccording to the adove definition the variables belonging to the modes of operation of a fixed power plant can take in one period only the values (...l, \(1,1,0,0 \ldots\) ) where the 0 standing in the 1,0 value exchange is in the \(j\) th place if just the \(j\) th mode of operation vorics. Among different periods the right-hand shift of the value exchange 1,0 corresponds to a mode of operation excinange reached by a shut of? while the left-band shift of the same corresponds to a start.

where \(t_{0}\) is the Iirst period or the stagnation phase, therefore it is surficient to have only \(\mathrm{a}_{\mathrm{ij}}^{{ }_{j}}\) among the variailes 9 the nodel.
\#ie well use, hovever, the symbols \(\pi_{i j}^{i_{0}+1, \ldots, x_{i j}{ }_{i j}+3}\) formally in sowe relations where simplicit,of the expressions requires them.
4.1.2. Procuction-level variable. Denote \(r(i, i)\) the number of the approvimating lines in the
approximation of the cost function belonging to the fth mode of operation of power plant \(i\), and \(F_{\text {ijmin }}\) and \(P_{\text {ijmax }}\) the minimum and maximum production level of the mode of operation respectively. Denote \(\underline{p}_{\text {ijmin }}^{k} \quad \mathrm{p}_{\text {ijmax }}^{k}\) the power levels belonging to the terminal points of the kith approximating line oi the cost function, where \(p_{i j m i n}^{k}=p_{i j m a x}^{k}, k=1, \ldots, r(i, j)-1\), and \(P_{i j \min }^{I}=P_{i j w i n}, P_{i j \max }^{P(i, j)}=?_{\text {i\{max }}\) hold. Denote \(F_{i j}^{t}\) the operation level in period \(t\) of the \(j\) th mode of operation of power plant i. In order to determine it let us introduce the variables
 so that
\[
\begin{aligned}
& \text { 4.1.2.1. } \mathrm{P}_{1 \mathrm{j}}^{\mathrm{tlr}} \geq 0 \text {, }
\end{aligned}
\]
\[
\begin{aligned}
& \text { 4.1.2.3. } \quad P_{i j}^{t i k}>0 \text {, only if } P_{i j}^{t i}=\sum_{i j \operatorname{mar}}^{l}-F_{i j m i n}^{l} \\
& \text { for all } \ell<x \text {, and } x_{i j-1}^{t}-x_{i j}^{t}=1 \text {. }
\end{aligned}
\]

Ae. iE plant i :loris on the fth mode oi operation in period \(t\).

By using these variables the above mentioned
level is given by the following sum:


The production of power plant \(i\) in the neriod \(t\) is equal to
\[
\begin{aligned}
\text { 1.1.2.5. } & =\underset{i}{ \pm} \sum_{j=1}^{n(1)} 2_{i j}^{t}=\sum_{j=1}^{-(1)}\left\{\left(\pi_{i, i-1}^{t}-{\underset{i}{i}}_{t}^{t} P_{i j=i n}^{t}\right.\right.
\end{aligned}+
\]

The daily production equals
\[
\begin{aligned}
& \text { 4.1.2.6. } F_{i}=\sum_{t=1}^{27} a_{t} .3_{i}^{t}=\sum_{t=1}^{27} a_{t} \cdot\{
\end{aligned}
\]
vinere \(a_{t}=0,5\) or 1,0 devending on the duration of period t.
4.1.3. Voltage variable, Denote \(s\) the number of the nodes of the netwrork with adfustable voltage and \({ }_{i}^{1}, V_{i}^{2},{ }_{i}^{3}, i=1,2, \ldots, s\) the voltage levels of these nodes in the three periods with extreme demands /roltage check periods/.
4.2. Constraints of the model.
4.2.1. Supply conditions, Denote \(P^{t}\) dem the value of the power demand in period \(t\). We require that the power demand be satisfied in each period, i.e.
\(\sum_{i=1}^{\sum} P_{i}^{t}=\sum_{i=1}^{E}\left\{\sum_{j=1}^{m(i)}\left(\left(x_{i j-1}^{t}-x_{i j}^{t}\right) P_{i j \min }+\sum_{i=1}^{x(1, j)} 2_{i j}^{t i k}\right)\right\}=E_{d e m}^{t}\),
\(t=1,2, \ldots, 27\).
4.2.2. Bounds on the power levels.
\(0 \leq P_{i j}^{t j_{i}} \leq P_{i j \max }^{k}-p_{i j \min }^{k}, \quad \begin{aligned} & i=1,2, \ldots, Z ; \quad j=1,2, \ldots, m(i), \\ & k=1,2, \ldots r(i, j) ; \quad t=1,2, \ldots, 27 .\end{aligned}\)

\subsection*{4.2.3. The rariable couring conditions require} that the power level in jeriod \(t\) or the \(j\) th mode of operation of pover plant \(i\) sicculd be between the bounds \(\mathrm{P}_{\text {ijmin }}\) and \(\mathrm{P}_{\text {ijmar }}\), i.e.
\(P_{i j \min } \cdot\left(x_{i j-1}^{t}-x_{i j}^{t}\right) \leq P_{i j}^{t} \leq \underline{v}_{i j \max }\left(z_{1 j-1}^{t}-x_{i j}^{t}\right)\).

Tating into account 4.1.2.4. we get the conditions:

\(i=1,2, \ldots . J ; \quad j=1,2, \ldots, \geq(1) ; \quad t=1,2, \ldots, 27\).
4.2.4. Start and stoo conditions, These conditions
ensure the implication \(z_{i j}^{t}=1 \Rightarrow x_{i j}^{t+1}=1\) in the shut ofe periods and the implication


Denote \(t_{1}\) the last period rreceeding the
examined day, \({ }^{t_{l}}{ }_{1 j}\) the realized value of the mode of operation in the above period, \(t_{2}\) the serial number of the beginning of the second shut down phase, \(\mathrm{t}_{j}\) and \(t_{f}\) the serial nubbers of the jeginning of the

First and second starting phase resp., \(l_{1}, l_{2}, l_{3}, \ell_{4}\) the lengths of the corresponding phases /in periods/ in the previous sequence.


E1g.6.
Structure of the stop and start conditions

T:e sinut off conditions are:
\[
\begin{aligned}
& \text { 4.2.4.1. }-\left(\ell_{1}+1\right) \mathrm{x}_{i j}^{t_{1}}+\sum_{i=1}^{\ell_{1}+1} x_{i j}^{i z} \geqq 0, \quad \begin{array}{l}
i=1,2, \ldots, \Xi ; \\
i=1,2, \ldots, \text { (i) }-1 .
\end{array} \\
& \text { 4.2.4.2. }\left\{-\left(\ell_{1}+1\right)+t\right\} \cdot x_{i j}^{t}+\sum_{i=1+t}^{\ell_{1}+1} x_{i j}^{k} \geqq 0 \text {, } \\
& i=1,2, \ldots, 3 ; \quad j=1,2, \ldots, n(i)-I_{i} \quad t=1,2, \ldots, \ell_{1} . \\
& \text { 4.2.4.3. } \quad-\left(\ell_{2}+t\right) x_{i j}^{t_{2}+t}-\sum_{i=i_{2}+t+1}^{t_{2}+l_{2}} x_{i j}^{\leq} \geqq r_{j} \\
& i=1,2, \ldots, 3 ; \quad i=1,2, \ldots,=(i)-1 ; \quad t=-1,0,1, \ldots, \ell_{2}-1 .
\end{aligned}
\]

The start conditions are the rollowing:
\[
\begin{aligned}
& \text { 4.2.4.4. }:_{i j}^{t_{3}-4}+\sum_{i=t}^{v_{i}+t-i} x_{i j}-(t+1) \cdot x_{i j}^{i_{j}^{+t}} \geqslant c \\
& i=1,2, \ldots, \Sigma ; \quad j=1,2, \ldots, \geq(i)-1 ; \quad t=\frac{\ell}{j}-1, \ell_{3}-2, \ldots, 1 . \\
& x_{1 i}^{t_{3}-4}-x_{i j}^{t_{3}} \geqslant 0, \quad i=1,2, \ldots, 3 ; \quad i=1,2, \ldots, m(1)-1 .
\end{aligned}
\]
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4.2.4.5. \(\quad z_{i j}^{t_{4}^{-4}}+\sum_{k=t_{4}}^{t_{4}+t-1} \pi_{i j}^{i f}-(t+1) \pi_{i f}^{t_{4}+t} \geq 0\),
\[
\begin{aligned}
& i=1,2, \ldots, \exists ; \quad j=1,2, \ldots, m(1)-1 ; \quad t=\ell_{4}-1, \ell_{4}-2, \ldots, 1, \\
& I_{i j}^{t_{4^{-4}}}-I_{i j}^{t_{4}} \geqslant 0, \quad i=1,2, \ldots, i ; \quad j=1,2, \ldots, m(i)-1 .
\end{aligned}
\]

Pig.6. shows the structure of the matrix of these conditions.
4.2.5. Puel constraints. These are constrainis with lower and upper bounds, prescribed for the daily production of some power plants. Using 4.1.2.6. we can write them as followe:


Where \(J_{i m i n} \sum_{i \max }\) are the given bounds, the i's are the subscripts of the power plants with fuel constraints.
4.2.6. Network conditions.

According to the agreement in 3.2., the restrictions resulting from the eiectrical properties of the network Wll be taken into account in the three voltage check periods of the day. These conditions are the oranch-

\begin{abstract}
load, tine voltage and the reactive jower source conditions. ile describe only the content and Eorm of these, the coefficients in the conditions depend on the network /which can be different during the three investigated periods/ and a particular program system was designed for their determinartion.
\end{abstract}

The branch-ioad conditions ensure that the power transmission lines, cables and transformers forming the meshed systen which transmits the power from the power plants to the consumers should not be over loaded. These conditions define the load caused by the effective power, viz. with the help of lizear approximation of the exact quadratic expressions which yield a very good approximation in tine solution domain characterizing the stable operation of the power systens. The form of the condition system is
\[
\text { 4.2.6.1. } \quad-C_{\underline{T}} \leqslant A \cdot\binom{P}{I} \leqslant C_{T}
\]
where \(A\) is the matrix of the coefficients. The number of its rows is equal to that of the branches, the number of its columns equals that of the sum of the power and aode of operation variables taken into account in the relevant period. CI contains the
loadability of the lines.
The number of these constraints is very large. We may, however, delete many of them and keep only a few that correspond to critical brancines.

The voltage conditions ensure the voltage staying within prescribed limits at the nodes of the network. These involve also quadratic formulas where again linear approzimation is used resulting in a properly accurate solution in the domain of operation.

The form of these conditions is:
\[
\text { 4.2.6.2. } \nabla_{\min } \frac{\leqslant}{\square} 3 . V<\nabla_{\max }
\]
where \(B\) is the matrix of the derived coefificients having as many rows as the number of the nodes of the networic, while the number of its colums equals that of the voltage variailes. 3 contains \(a\) unit matix, \(V\) and \(\nabla\) are the allowed minimal and maximal min max voltage thresholds of the nodes respectively. ictually the system of constraints antains all conditions corresponding to nodes with adjustable voltage, however for the remaining nodes it is sufisicient to take into account only a few critical constraints.

Reacjite source conditions ensure the reactive power of the reactive sounces / Derforming the voltage control/ not exceeding the allowed leading lagging power maxima, respectiveiy. The reactive powers of the reactive sources are expressed by the voltages of the relevant nodes that we linearize around a given basepoint. Inis condition has the form
\[
\begin{gathered}
\text { 4.2.6.3. } Q_{\min }+\Delta Q_{\text {min }} \cdot x \leqq C \cdot V+Q_{\text {const }} \leqslant \\
\underbrace{}_{\max }+Q_{\max } \cdot x
\end{gathered}
\]
where \(Q_{\min }, Q_{\max }\) limit the allowed leading and lagsing power, respectively in \(s\) nodes, \(\Delta_{\text {ain }}\),
© 2 contain the reactive power tinresholi changes max resulting from the mode or operation change, \(C\) is the sxs matrix defining the change of the reactive supplies, \(Q_{\text {const }}\) is a constant vector ivith \(s\) elements, these elements being the reactive power supplies of the sources defined by the initial state of the rector.


IIg.7.
Structure of the coefficient matrix of the whole model, Where (1) and (2) have the structures given in Fig.s.and Iig.9.

\subsection*{4.3. Jesinition of the sitective function. The} objective sunction to be minimized consists of three parts:
\[
\mathbb{Z}=Z_{1}+\mathbb{E}_{2}+Z_{3}
\]
where \(\vec{n}_{I}\) is the cost of power production, \(Z_{2}\) the cost of still-stani and \(z_{3}\) the cost entailed by the network loss.
4.3.1. Jefinition of \(K_{1}\). Denote \(C_{i j}^{k}\) the slone of the kth linear section of the function approximating the one-inour production cost curve of the \(j\) tin node os operation of power plant 1 , and \(C_{i f}\) the production cost of the level \(\sum_{i f \min }\).

IIth these notations the cost of eroduction on

\[
\text { 4.3.1.1. } \quad \sum_{i j}\left(?_{i j}^{t}\right)=c_{i j}^{0}+\sum_{i=1}^{n(i, j)} 0_{i j}^{i c_{i j}^{i k}}
\]
if in the i-th Dower olant just the \(j\)-th mode of operation works. Thus
\[
\text { 4.3.1.2. } K_{1}=\sum_{i=1}^{27} a_{t} \sum_{i=1}^{\sum} \sum_{j=i}^{\pi(i)} e_{i j}^{0}\left(x_{i j-1}^{i}-x_{i j}^{i}\right)+\sum_{i=1}^{r(i, j)} i_{i j}^{i} i_{i}^{i}
\]

Mote that \(c_{1 j}^{1}<c_{i j}^{2} \ldots<c_{1 j}^{r(i j)}\) always holds, from
which the faleilment of the requirement 4.1.2.3. follows for such a solution which satisfies the coupling condition 4.2.3. and for which \(\tilde{I}_{I}\) is minimal.

function of the stillostand /or restarting/ of the J-th mode of operation of power plan \(i\) as the function of the duration of the still stand. The function can be described by the formula
\[
4.3 .2 .1 \cdot \quad g_{i j}(\tau)=g_{1 j}(0)+\left(g_{1 j}(\infty)-g_{i j}(0)\right) \cdot\left(1-e^{-C_{i j} \tau}\right)
\]
where \(g_{i j}(0), G_{i j}(\infty)\) and \(C_{i j}\) are the constants characterizing the power plant and the mode of o peration, \(E_{1 j}(O)\) denotes the cost of stareting Without still-stand, and \(g_{i j}(\infty)\) the cost of the so-called cold starting.

In accordance with the assumption 3.3.b, if a mode of operation is stopped with \(\ell\) periods before the beginning of the stagnation piase, then its effect in the cost function will be taken into account with the Talue \(g(4+2 \ell)\). The corresponding

Taine :rill oe constructed with the help oi properly
cicsen coefficients as a sum consistiné of terms
cornesponding to the Euration of the still-stand, - and the complete still-stand cost will take the form
\[
\text { 4.3.2.2. } \tilde{E}_{2}=\sum_{t=1}^{27} \sum_{i=1}^{\sum} \sum_{i=1}^{m(i)-1} d_{i j}^{t} x_{i j}^{t}
\]
where \(d_{1_{i}^{\prime}}^{t}\) is the properly ciosen coefificient iefined by the utilization of the function \(s\) (T)
\[
\text { 4.3.3. } \frac{\text { Derinition of } \pi_{3}}{4.3 .3 .2 .} \quad Z_{3}=\sum_{t} \ddot{i}_{3}^{t}
\]
where \(t\) runs through the indices of the tree poltage check periods.

The determination oi the components of \(\bar{i}^{\mathrm{t}}\)-i.e. of the coefficients participating in its deinnition, is a part of tine procedure serving for the determination of the networl conditions. Ve disregard its descriotion, and give only the formulae:
4.3.3.2. \(\mathbb{E}_{3}^{t}=\sum_{i=1}^{E} \sum_{j=1}^{m(1)}\left(a_{i j}^{t} x_{i f}^{t}+\sum_{k=1}^{r(i j)} b_{i j}^{t} F_{1 j}^{t k}\right)+\)
\[
+\sum_{l=1}^{s} h_{l}^{t} \nabla_{l}^{t}+c_{1}^{t}+c_{2}^{t}
\]

\section*{5. A surver of the model structure}

Fig.7. Is the schematical representation of the above described model. In its survey we point out that the conditions of the model have the following properties:
```

1. The fluel constraints contain besides the voltage variables all variables belonging to the given power plants and so practically thej connect the fariables of all the 27 periods.
2. The start-stop conditions contain the mode of operation variables of the corresponding phase, these conditions connect the periods belonging to the given phases.
3. The connection among the particular phases is realized by the node of operation variables belonging to the stagnation phase, these at the same time connect the periods belonging to the stagnation prase.
4. Further conditions of the model contain variables belonging to single periods only, the
```

 period jeins one without netmoris sonditions．

The size of the zodel－in croosins evezfrinere \(r(i j)=1\) for the approximation or the cost function and taking tine real size ci the power sy3tem into account－is at most as Eollows：
tien number of variables： 35 power variabies For each period， 21 gode of oyeration rariailes and in tine voltage check neriods nacimus 30 voltaje vaniables， i．e．tie number of continuous variables is E！j c 心
 Oこ sonstraints amounts 2 aiocut 27CC，Eror tinese 120 coṅitions are start－stop conditions oontaining onI－ こ－1 variabies．


マミラ・3．
Structure of tise anditions ニュ z＂normal＂－eniod


コミローコ・
ふざucture oき ine concitions in a shecia？neriod

\section*{6. JC: 20 SOLVE MOS MODEL?}

In order to complete our work we had to write a computer program for the CDC 3300 computer of the Iungarian Acadery of Sciences for the solution of the problem. Zrom among the possible ways we had the idea to apply the Benders decomposition method to solve the whole problem. This was rejected because, on one hand, it can happen that we will obtain a feasible solution only in the last step, so that if on account of computer time limitation the run had to be interrupted, the results till then would not contain the necessary information. On the other hand, there is a large number of vamiailes of the pure \(0-1\) problems to be solved in the iterations of the decomposition and their constraints do not bave favourable special structure. We thought of a version of the branch-and-bound algorithm in which the relevant linear programing problem could have been solved by the Dantzig-i/olfe decomposition, but because of the large number of the 0-1 variables we have rejected this idea, too.

Finally we have accepted the following algorithm:
1./ He disregard the fuel constraints.
2./ ive solve the remaining large-scale mized
integer programming problem - in which the connections among the periods are ensured by the start-stop conditions and the mode of operation variables of the stagnation phases - the following way (Fig.lo.) :

We solve successively the three mixed integer programming problems corresponding to the roltage check periods. We allow in the solution of the first problem every mode of operation applicable on the given day. In the solution of the second problem we allow only that modes of operations which are realizable from the modes of operations in the solution of the first problem by shut ofi. Por the third problem we allow that modes of operations, realizable from the solution of the second proolem by starting.

Thereafter we solva the intermediate problems and the problems corresponding to the following periods successively, by taking always the rariables of the modes of operation of the neighbouring, already solved problems and the connections of the periods to the start-atop phases into account.

In every case the Benders decomposition method will be applied for the solution of the problem corresponding to one period.


Fig. 10.
The successive mode of solving the mired-integer programing problem without fuel-conditions, where the numbers in circle indicate the order of the executions of computations
3./ We checi whether the fuel constraints are satisfied for the obtained solution. If jes, then the algorithm ends, else the following iterative procedure will be applied.

\begin{abstract}
4./ If in a power plant the daily power production is less then what is prescribed then the production cost coeficicients of the given power plant will be multiplied by a multiplier less than l, and if the daily power production is greater than what is prescribed, then they will be multipiled by a multiplier greater than 1 . The values of the mode of operation variables will be fired and the corresponding linear programing problem will be solved. If in the course of the solution the farel constrainte are satisfied by the new outputs obtained, the iteration ends.

Otherwise there are two cases: i/ if in the course of the iteration processes we have already found solutions indicating underproduction and overproduction, too, tinen we will proceed according to paragraph 5; i1/ else we will modify again the cost coefficients and repeat the solution of the innear programming problem.
5./ The mode of operation values of the solution accepted as optimum are the eixed modes of operation and the production level will be defined by such a linear combination of any particular solution indicating the underproduction and overproduction which satisfies the fuel constraizt.
\end{abstract}

\begin{abstract}
Remark: The physical background and the preliminary survey of the data ensures that the described algorithm works well, i.e. it cannot occur that a mixed problen corresponding to a period has no feasible solution or that we obtain only such solutions in the 4-th stẹp which violate this constraint only in the same direction.
\end{abstract}

\section*{2. COHCLUDING RETHARKS}

This paper gives only a short survey of the most important features of the model, without any claim to completeness. A brief sketch of the whole computer program system is shown on Iig.11, and a study covering also details not discussed in this paper /e.g. computation of loss, determination of the network conditions etc./ is under preparation.


Fig. 11.
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In assessment of the agroecological potential, the main goal was to determine the maximal amount of plant production in terms of optimal utilization of the possibilities offered by the natural environment and to investigate the consequences of such a policy.

A two level hierarchical model was constructed for the analysis of crop production. The models are described by systems of inequalities parametrized in the right hand side.

The constraints can be grouped as follows:
- area constraints,
- constraints of the production structure,
- crop rotation conditions ensuring the continuity of production,
- constraints regulating the extent of land reclamation and irrigation investment.

The solutions are special Pareto optimal points of the feasibility set.
```

During recent years, throughout the world, increasing
attention hae been paid toward assessing natural
resources, working out possibilities for their utilization.
Todey this assessment includes not only the energy resources,
raw materials but also the so called "biological resources".
It is expecially important to be familiar with the interaction
between the natural environment and plant and animal production
to discover the hidden reserves in biological resources, the
possibilities and limits of their utilization.
In Hungary, work on the estimation of agroecological
potentials started in l978 at the initiative of the Hungarian
Academy of Sciences and wae finished in the spring of this
year.
At the assessment of the agroecological potential, the main
goal was to datermine the maximal amount of plant production
as a result of optimal utilization of the possibilities
offered by the natural environment and to investigate the
consequences of such a policy.
In concrete terms, this meant the determination of land use
petterns optimally utilizing the scological conditions that
- can be realized in principle.
- meet the requirements of the society.
- and are optimal with respect to some goal.
Realizability means the use of data and hypotheses in the
model that can be expected by reasonable gtandards to be
valid at the turn of the millennary.

```

Heeting the requirements of the society means, the capability to supply the society with all the products determined by the projected structure of consumption.
Optimality means an in some sense optimal compliance of the land use structure with the ecological conditions.

After this short introduction, the presentation of the model describing crop production follows, with the structure of the model shown in the figure below.


The first problem was to determine the attainable level of yields in 2000 given the natural environment of Hungary /precipitation, temperature, soil. relief, hydrology etc./ an the genetic potential of the species. For this end a yield prognosis was prepared, the structure of the resulting data baeis is shown in Table 1. The methodology and detailedness is described in the following papers [3], [9].

The model describing crop production is based on this data basis.
The main goals of the computations were:
- the assessment of production capacity of crop production under different circumstances,
- the analysis of the relationshịps between land use patterns complying with the natural conditions and the required total production /social demand/.
- the analysis of the development of land use pattern and total production as functions of the quantity and quality of available land,
- the analysis of the dependence cf land use patterns and total production on the amount of investments into land reclamation and on their way of realization,
- the analysis of the relationships betireen irrigation and land use patterns erc.

The large number of crops and habitats considered resulted in about 5000 variables. This situation, in fact, determined the method; as the only solvable problem in this case is the one using linear programming techniques, the sane being true even after excessive aggregation.
```

A two level hierarchic model was constructed for the analysis of crop production.
The first so called regional model describes the problem in an aggregated form. The so called ecological regions constitute the land units here. See figure 2.1
The requirements of the society with respect to the production structure and land reclamation investment conditions and others are formulated in the constraints of this model.
The risult gives a rough, regional allocation of the investments and land use. The global analysis of the crop production system and that of the dependence of land use and product structurs on the conditions and the goals is carried out by using this model. Detailed computations considering ecological mosaics are carried out on the other level. The whole of the country was divided into four large regions as is shown in Figure 2., and the crop production activity in them are described by separate problems. The structure of these models is similar to that of the regional model which will be outlined in the sequel. It is the regions are considered homogeneous in the regional model while the same is true only for the scological mosaics in the others. The constraints of the detailed models /ae far as the product structure, the allocation of land reclamation investments and even the goal function are concerned/ were formulated on the basis of the results of the regional model.
Our computations give detailed information about the land use pattern being in good compliance with the ecological conditions and about the allocation both in space and time order of land reclamation investments. Before going into the details of the constraints of the regional model we shortly give a formal definition of the model system.

```

The regional model is described by a system of inequalities parametrized in the right hand side:
\[
\begin{aligned}
& A \underline{x}=\underline{b}_{0}+\lambda\left(\underline{b}_{1}-\underline{b}_{0}\right) \\
& \underline{x} \geq \underline{o} \\
& \lambda \in[0,1]
\end{aligned}
\]

Let us denote the set of the solutions of tha above system by \(\Omega\).
Our task is to determine an \(x^{\wedge} \in \Omega\), with all the goal functions
\[
\varphi_{1}(\underline{x})=\left\langle\underline{c}_{1}, \underline{x}\right\rangle \quad 1 \in I=\{1,2, \ldots, 2\}
\]
reaching their optima, that is
\[
\varphi_{i}\left(\underline{x}^{x}\right)=\max _{\underline{x} \in \Omega} \psi_{i}(x), \quad i \in I
\]

This optimization problem, however, has no solution in general [4j, and for this reason we have to find special Pareto-optima, that is such \(\underline{z}^{M} \in \Omega\) for which
\[
\underline{f}\left(z^{n}\right)=\max \{\underline{y}: \underline{y}=\psi(\underline{x}), \quad \underline{x} \in \Omega\}
\]

The maximum here is taken over \(R^{l}\) with respect to the ordering induced by the natural positive cone \(R_{+}^{i}\).

That is to say:
\[
\Psi\left(2!\cap: \Psi^{\prime}\left(\mathbf{z}_{+}^{i}\right)=\left\{f\left(\underline{z}^{N}\right)\right\}\right.
\]

Two, so called compromise solutions were determined from the set of Pareto optimal points.

In the first step the utopia point in \(\mathbb{R}^{i}\) was determined for the problem / \(1 /\). The \(\pm\)-th coordinate of the utopia point is \(\beta_{i}=\varphi_{i}\left(\underline{x}^{(i)}\right)\) where \(x^{!!!}\)the solution of the problem:
\[
\begin{aligned}
& a \underline{x} \leqslant \underline{b}_{0}+\lambda\left(\underline{b}_{1}-\underline{b}_{0}\right) \\
& \underline{x}=\underline{0} \\
& \lambda \in[0,1] \\
& \psi_{1}(\underline{x}) \longrightarrow \max
\end{aligned}
\]

Ne considered two new goal functions by using the utopia point, point.
\[
\psi_{1}(\underline{x})=\sum_{i=1}^{2}\left(1-\frac{\left\langle\underline{c}_{i}, \underline{x}\right\rangle}{\beta_{1}}\right)
\]
and
\[
\psi_{2}(\underline{x})=\max _{1 \leq i \neq 2}\left(\beta_{i}-\left\langle\underline{c}_{i}, \underline{x}\right\rangle\right)
\]
then we minimized them on the set \(\Omega\).
These solutions are Pareto-optimal points of the system / le The solutions of the regional model produced land use patterns on the regional level. By their use, the production structure and the extent of land reclamation and irrigation were determined.

Taking them as constraints and taking their corresponding goal functions, the linear programming problem describing the crop production of the four large regions were solved.

Now we arrived to the description of the main relationships and to the explanation of our choice of methodology.

The constraints can be grouped as followe:
- area constraints.
- constraints of the product structure,
- crop rotation conditione ensuring the continuity of production,
- constraints regulating the extent of land reclamation and irrigation investment.

Cropland was considered to be homogeneous in the regional model, with three kinds of possible activity:
- production corresponding the pressent situation,
- production corresponding to the situation after land reclamation /melioration/.
- production on both reclaimed and irrigated land.

The area of irrigable and reclaimed land was limited in each region.

The total area cultivatsd in the three possible ways had to be equal to the total cropland in the region. The totai available croplend in the regions was changed according to the amount of land under non agricultural use.

The demand that erop production had to meet consisted of two parts:
- home consumption.
- exports.

At formulating the demand, the following points were to be considered:
- immediate public consumption.
- consumption ensuring the continuity of production and reproduction.

The public consumption is the function of the number of the population and eating habits, in the firts place.

Three different consumption structures were considered:
consumption corresponding to the present Hungarian,
West-European and physiologically right nutrition.
This is the point where animal husbandry is linked into the system.

The fodder needs of an appropriate stock of cattle and sowing seed for keeping the lesel of production had to be reckoned with to ensure the continuity of food production.

This consumption model served ae the basis for the determination of the minimal amount of products to be produced. Upper bounds were given for crops that cannot be exported snd home coneumption is also limited.

The third group of constraints is for the control of the territorial structure of the production. Is it the territorial constraints determined for each region that ensure the realizibility of the rotation plan. These are of two kinds:
- those given in the form of a limit for the ratio between the area occupied by the crops or groups of crops, respectively
- those limiting the area occupied by certain crops or groups of crops from above or below.

Similar conditions were formulated for irrigated or reclaimed land and for the ratio between irrigated and dry cultivation. All the above mentioned parameters were expressed in natural units and the same is true for the constraints, as well. There wes, in fact, one single condition of a non ecological character, and this was the extent of land reclamation inveetarents.

This ie a eignificant meane for increasing yiald, but it cannot be expected that all the reclamation work will have been finished in the near future.

In the course of our inveetigations, more than 20 different forms of land reclametion were considered, with different investment requirements. The rise of yield due to land reclamation being known, investment coete in current prices were sufficient to determine the optimal allocation and time order of land reclamation projects. The volume of material investment was limited. The solutione under the different investment constraints gave the opportunity to determine the expedient location and time order of land reclamation projects.

The structure of the outlined model can be seen in the figure below:
\[
\begin{aligned}
& \underline{b}_{t}=\underline{b}_{0}^{t}+\lambda\left(\underline{b}_{1}^{t}-\underline{b}_{o}^{t}\right) \\
& \underline{b}_{0}^{Y} \leq \underline{b}^{y} \leq \underline{b}_{1}^{Y} \\
& \underline{b}_{0}^{k} \leq \underline{b}^{k} \leq \underline{b}_{1}^{k}
\end{aligned}
\]

\begin{abstract}
Some of the lower bounds equal to zero while some of the upper bounds may be infinite, meaning that there is no limitation. The system of inequalities means a series of problems of an ever growing size but of constant structure. The matrices \(A_{t}\) and \(A_{Y}\) were the same in all cases while in the matrices \(A_{k}\), relationships controlling the land use pattern were gradually extended. The solution in the less constrained cases made great differences between the production areas of the individual crops. By the gradual extension of the conditions, however, the land use pattern reached a stable form, that is from a certain step onwards the different goals did not made the land use pattern change significantly.

The knowledge of such stable systems is important, because the product mix can be changed without substantial modifications of the structure of the agricultural production, and hence the planning of the agricultural infrastructure can be brought into harmony with the stable - though versatile - land use pattern. The description of the parameters serving as a basis of the production and of the main forms of the factors influencing production is herewith finished. This is described in a concise form by the inequality system
\[
\begin{aligned}
& \underline{A} \underline{x} \leq \underline{b}_{0}+\lambda\left(\underline{b}_{1}-\underline{b}_{0}\right. \\
& \underline{x} \neq \underline{0} \\
& \lambda \in[0,1]
\end{aligned}
\]
\end{abstract}
```

The possible land use patterns are represented by the
solutions of this system.
The mein problem here is to choose the criterion of
optimality.
The usual goals in economic planning - like the maximization
of net income, the minimization of costs - were not suitable
as both the costs /inputs/ and the products were counted
in natural units.
Hence, goale could be formulated by the way of some fictive
price syetem, and so we used a number of comparative value
systems. "Price syetems", in this case, were needed only
for the analysis of sensitivity of the system and not for
the determination of some sort of profit.
The comparative value systems were besed on some indicator
of the internal content of the products like e.g. protein
content, energy content, grain unit and so forth, and then
the optimal product and land use structure under the different
limitation levels were analized.
Obviously, because of the extreme characteristics of such
value systems, an economy cannot adept a production
structure being optimal with respect to them, but the results
themselves are interesting as they show the maximal
possibilities in some directions.
Knowing these maximal possibilities, compromise solutions
with respect to certain groups of the goal functions or to
all of them were also determined.

```
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This paper presents an interactive, parametric linear programming method: HOPE (for holistic preference evaluation) to solve the multiple criteria linear programming problem. The method uses the decision maker's ordinal priority ranking of the criteria to structure the parametrizations, and by successively eliciting his holistic preference among alternative efficient solutions, refines the structure until a most preferred solution is established. Advantagas over existing techniques include ease of implementation and use, absence of explicit analysis of marginal utilities (or trade-off curves), and an intuitive interpretation as a learning process for the decision maker to "weigh" the criteria. Numerical examples from forest management and university planning are given.
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\section*{1. Int roduction}

With the advent of high speed digital computers and sophisticated implementation of the simplex method, linear programming (LP) [4] has become one of the most powerful algorithmic tools in operations research and management science. Using LP, decision makers can determine optimal solutions from among all feasible solutions in a decision process that can be mathematically modelled as the optimization of a linear function in the decision variables subject to a set of linear inequality constraints.

Yet one of the major limitations to the utility of the well developed LP approach is that only a single objective function can be optimized at a time. In practice, most decision processes involve necessarily a multitude of conflicting criteria. For example, in the planning or control of any operation, minimal cost, maximal reliability and optimal performance are all desirable objectives. However, such criteria cannot in general be optimized simultaneously, and the best compromise solution, in some appropriate sense, is sought.

The multiple criteria linear programaing (MCLP) problem is then
\[
\begin{aligned}
& \text { "maximize" } \quad c_{k} x, k=1, \ldots, k \\
& \text { subject to } \quad A x=b \\
& x \geq 0
\end{aligned}
\]
where
\[
\begin{aligned}
& x \in R^{n} \times 1 ; \\
& c_{k} \in 1 \times R^{n}, k=1, \ldots, K ; \\
& A \in R^{m} \times R^{n} ; \\
& b \in R^{m} \times 1 ;
\end{aligned}
\]
and the quotation marks indicate that the meaning of optimality has yet to be specified.

Many methods have been proposed in recent years. For a survey, the reader is referred to [3] and [14]. Some methods (eg. [3]) are based directly on LP and are therefore easy to implement and deploy. Others such as [2] have intuitive appeal to the decision maker. Still others, such as [11], have a more rigorous theoretical basis. To be operational they all depend on various assumptions that limit their robustness in dealing with diverse, real-life problems. To date, no proposed method seems to be attractive enough by all the above standards \({ }^{1}\) to become an integral part of the practice of linear programaing.

In this paper, a method is presented to extend the algorithmic tools of LP for MCLP. Section 2 reviews the concepts of utility, preferences, priorities and efficiency that are useful in defining optimality for multiple criteria decision processes. The conceptual bases as well as limitations of existing approaches: direct assessment [8], goal programming [3] and multiobjective programming [14] can be viewed in a unified framework. For a detailed discussion, the reader is referred to [12]. In Section 3, a unifying approach which will be termed Holistic Preference Evaluation and abbreviated as HOPE is developed. It is shown that HOPE combines many advantages of existing approaches while circumventing some of their difficulties.

\footnotetext{
\({ }^{1}\) Ironically, this begins to sound like a multiple criteria problem in itself.
}

After a discussion of the basic assumptions, an algorithm for HOPE is presented in Section 4. As it is based simply on the iterative application of parametric LP, the HOPE algorithm can be implemented quite easily. Convergence is finite, and although heuristic in nature, justification for its robustness is given in Section 5. Numerical examples are presented in section 6 to demonstrate how the HOPE procedure works in realistic situations. The simple numerical example in [20], the forest management model in [16], and the academic department planning model in [11] are used. The results provide ample evidence that HOPE can be a robust method for MCIP. Concluding remarks and an outline of further development are given in Section 7. The test problems and relevant data for the larger examples are included in Appendices \(A\) and \(B\).

\section*{2. Utility, Preferences and Priorities}

To define optimality for MCLP. it is assumed that the decision maker's (DM) value judgment can be expressed by an additive utility function
\(\mathbf{u}: \mathbf{R}^{\mathbf{K}} \rightarrow \mathbf{R}\) such that
\(u \equiv \sum_{k=1}^{K} u_{k} \quad\) where, for each \(k=1, \ldots, k\),
\(u_{k}: R \rightarrow R \quad\) is monotone increasing.
Indeed, \(u_{k}\left(c_{k} x\right)\) is interpreted as the utility [7] to the DM attained by the \(k^{\text {th }}\) criterion while \(u\left(c_{1} x, \ldots, c_{k} x\right)\) is the overall utility when \(x\) is chosen. often, each \(u_{k}\) is further assumed to be linear, concave or at least quasi-concave.

Let \(X \equiv\left\{x \in R^{n} \times 1 \mid A x=b, x \geq 0\right\}\) be the set of feasible solutions to MCLP, assumed bounded for simplicity, and \(v=\left\{v \in R^{K} \mid v=\left(v_{1}, \ldots, v_{K}\right)\right.\); \(\left.v_{k}=c_{k} x, k=1, \ldots, k, x c x\right]\) be the corresponding feasible set in criteria space.

Definition. For a DM with utility function \(u\), \(x^{*} \varepsilon X\) is an optimal solution to MCLP if \(u\left(c_{1} x^{*}, \ldots, c_{K} x^{*}\right) \geq u\left(c_{1} x, \ldots, c_{K} x\right)\) XxєX.

A necessary condition for \(x\) to be optimal is that of efficiency [10]. (also known in the literature as nondominance [18], Pareto optimality, noninferiority or admissibility).

Definition. \(x^{0} \varepsilon x\) is efficient if \(\nexists x^{1} \varepsilon x ~ \ni c_{k} x^{0} \leqslant c_{k} x^{l}, k=1, \ldots, k\) with strict inequality for at least one \(k\).

A solution is efficient if it is not possible to increase the value of any criterion without diminishing that of at lease one other.

Let \(E \equiv\{x \in X \mid x\) is efficient \(\}\) be the set of all efficient solutions to MCLP.

Proposition 1. If \(x^{*}\) is optimal, then \(x^{*} \in E\).
Proof. Follows from monotonicity of each \(u_{k}\) and additivity of \(u\).
Therefore, only efficient solutions need be considered in the optimization of MCLP. The following proposition provides a very useful
characterization of efficiency.
Proposition 2. \(x^{0} \in E\) if and only if it maximizes
\(\bar{u} \equiv \sum_{k=1}^{R} \lambda_{k} c_{k} x\) over \(x\)
for some \(\lambda_{k}>0, k=1, \ldots, k\).
Proof. See [10] or [13].
Without loss of generality, \(\left\{\lambda_{k}\right\}\) is normalized so that
K
\(\sum_{k=1} \lambda_{k}=1\).

There is considerable mathematical interest to develop enumeration methods that seek to determine all efficient solutions [13]. However, MCLP cannot be optimized without further knowledge about u. In general, it is quite difficult to assess u explicitly. See, e.g.. [5]. [8] and [15]. In fact, the explicit form of \(u\) is irrelevant if the weak ordering of \(x \varepsilon x\) induced by \(u\) is assumed. See e.g., [1] and [6]. This means that given two solutions, the DM can determine by his preference judgment whether he prefers one to the other or that he is indifferent about the two. It is then possible to derive algorithms that iterate
from one solution to another that is preferred by the DM. This is the preference programing approach discussed in [12]. Examples are the multiobjective programming methods proposed in [11], [16] and [20]. Shortcomings of this approach arise from its reliance on local (e.g.. adjacent solutions) or marginal preference (e.g., tradeoffs) analysis that may call for infinite sensitivity in the DM's preference judgment. To alleviate this difficulty more ellaborate techniques have been introduced, e.g. in [16].

A different assumption about the DM's value judgment is often valid in practice, namely his priorities. Intuitively, it means that the DM considers some criteria more important than others. Formally, an ordinal ranking of the criteria is considered. For simplicity, suppose \(c_{1}, c_{2}, \ldots, c_{K}\) are given in descending order of priority (importance). By appropriate scaling, the underlying utility function u can be assumed to satisfy
\[
u_{1}(y) \geqslant u_{2}(y) \geq \cdots \sum u_{K}(y) \forall y \in R .
\]

If in addition, the DM can estimate his cardinal ranking (or degree of priority) of the criteria, the priority programning approach discussed in [12] can be applied to MCLP. Examples include the whole class of goal programaing methods [3] as well as the method in [2]. Shortcomings of this approach arise from the need to quantity priority: as penalty weights in goal programming and as concession levels in [2].

A unified framework is presented in [12] for the above approaches to MCLP. In summary, given an MCLP, if the DM's utility function is
```

known explicitly, it can be optimized directly. If reliable tech-
niques are available to assess this function, they can be used befor:-
optimization. If the DM can weakly order the solutions, preference
programming can be applied. If the DM can rank the criteria, prinair %
programming can be used. If none of the above assumptions holds, the
best one can do is to enumerate all the efficient solutions. Within
this framework, another case is possible, that in which both prioriclea
and preferences are assumed. This forms the basis of the holistic
preference evaluation approach presented in the following sections.

```

\section*{3. Holistic Preference}

Definition. When a \(D M\) is able to
(i) weakly order the solutions of an MCLP by his preference judgment and
(ii) rank the criteria according to ordinal priority, we say that his holistic preference can be assessed. In this sense, holistic preference is interpreted as a value judgment that extends from the pairwise comparison of solutions to the pairwise comparison of criteria as a whole. However, the ability to do (i) and (ii) in the above definition does not necessarily mean that the overall value judgment will be consistent. For example, suppose a priority ranking implies that
(1) \(u_{1}(y) z u_{2}(y) z \cdots z u_{K}(y) \forall y \in R\).

The utility function \(u \equiv \sum_{k=1}^{K} u_{k}\) induces on \(x\) a weak ordering by the definitions \(x^{1}<x^{2}\) if
(2) \(u\left(c_{1} x^{1} \ldots \ldots, c_{k} x^{1}\right) \leq u\left(c_{1} x^{2} \ldots . . c_{K} x^{2}\right)\).

Let \(v_{1}, v_{2}\) be such that \(u_{1}\left(v_{1}\right)=u_{2}\left(v_{2}\right)\). By (1) and monotonicity of \(u_{k}\), we have
\[
v_{1} \leq v_{2}
\]

Hence, \(u\left(v_{1}, v_{2}, v_{3}, \ldots, v_{K}\right) \leq u\left(v_{2}, v_{2}, v_{3}, \ldots, v_{K}\right) .=\) Let \(x^{1}\) and \(x^{2}\) correspond to \(\left(v_{1}, v_{2}, v_{3}, \ldots, v_{K}\right)\) and \(\left(v_{2}, v_{2}, v_{3}, \ldots, v_{K}\right)\) respectively. By (2),
\[
x^{1} \leqslant x^{2}
\]

If the DM prefers \(x^{1}\) to \(x^{2}\) when actually asked to compare the two. his preference judgment is inconsistent with his priority ranking. When this happens, his holistic preference is said to be inconsistent. In practice, while it is plausible to expect preference and priority judgment by the \(D M\), the a priori assumption of consistency will in general be too restrictive. This is by no means a reflection on the integrity, intelligence or competence of the DM. Inconsistency may arise naturally from imcomplete information about the problem. If the MCLP is nontrivial at all, the DM may have little or no a priori knowledge about the variance of individual criterion over the feasible set or the convariance (interdepndence) among different criteria. He may assign high priority to two of the criteria to make sure that they attain acceptable values. If the two criteria turn out to be highly correlated, his preference judgment should reveal that one of the criteria could have been assigned a lower priority. Moreover, in a repeated choice situation, as is typical of iterative procedures in preference programming, it is not uncommon for a DM to be inconsistent by changing his mind as he learns more about the alternatives. For example, given two initial solutions, he may prefer the one that exaggerates his priorities with the hope of achieving further improvement. As the iterative process evolves he learns that those are actually the most attractive alternatives. So he may end up choosing the less radical solution. For a discussion of the adaptive displacement of preferences, the reader is referred to [19]. For these reasons, if
any operational method to solve MCLP by evaluation of the DM's holistic preference is to be robust, it must allow the DM to uncover inconsistency in his judgment and make appropriate adjustments. This way the experience of solving an MCLP can be interpreted as a learning process for the DM. As he accrues information about his alternatives, he may refine his preference and priority judgment, not unlike acquiring skill in playing a game.

The holistic preference evaluation (HORE) procedure to be developed in this paper assumes (i) and (ii) only in an operational sense. As long as the DM believes that he can perform these tasks, HOPE may be used. Of course, he is eventually expected to settle for a consistent value judgment in order for the solution thus obtained to be meaningful.

Next we consider scaling.
Definition. An MCLP with the criteria ( \(c_{1}, \ldots, c_{K}\) ) ordered in descending priority (importance) is said to be properly scaled if the optimal solution \(x^{*}\) maximizes
\[
\begin{gathered}
\sum_{k=1}^{K} \lambda_{k} c_{k} \times \text { over } x \\
\text { for some } \lambda_{k} \text { satisfying } \\
\lambda_{k}>0, k=1, \ldots, k, \\
K \\
\sum_{k=1}^{K} \lambda_{k}=1 ; \text { and } \\
\lambda_{1} 2 \lambda_{2} \geq \cdots 2 \lambda_{K^{-}}
\end{gathered}
\]
```
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```

Again, we assume proper scaling operationally. If it holds, HOPE proceeds to determine \(\left\{\lambda_{k}\right\}\) and hence \(x^{*}\). When it fails, the DM's holistic preference should reveal that it is the case and indicace the proper directions for rescaling. In general, \(\left\{\lambda_{k}\right\}\) is not uniqu: and actually provides a sufficient degree of freedom so that \(x^{*}\) can be determined by \(H O P E\) over a reasonably wide range of scaling.
4. Holistic Preference Evaluation (HOPE): An Algorithm

Given an MCLP it is assumed that
(I) the DM's holistic preference can be assessed;
(II) the DM can learn to be consistent; and
(III) the DM Can learn to discover improper scaling.

To solve MCLP, it suffices to determine a set of weights \(\left\{\lambda_{k}{ }_{k}\right.\) \} that correspond to the optimal solution \(x^{*}\). Let ( \(c_{1} \ldots c_{k}\) ) be the criteria ordered in descending priority. Then proper scaling implies the existence of \(\left\{\lambda_{k}{ }_{k}\right\}\) such that
\[
\begin{align*}
& \lambda_{1}^{*} 2 \lambda_{2}^{*} 2 \cdots 2 \lambda_{k}^{*}>0 \quad \text { and }  \tag{3}\\
& \sum_{k=1}^{K} \lambda_{k}^{*}=1 .
\end{align*}
\]

The HOPE algorithm determines successively \(\lambda_{K}^{*} \lambda_{K-1}^{*}, \ldots, \lambda_{1}^{*}\), in that order. Each iteration of the algorithm involves a number of LP's defined on \(X\) with parametric objective functions based on ( \(c_{1}, \ldots, c_{K}\) ). The parametric solutions generated at each iteration are presented to the DM who then selects the one he prefers most. This choice will be used to define the set of parametrizations in the following iteration. The algorithm is centered around the idea of probing the distribution of weights while enforcing conditions (3) and (4). Initially, all criteria are divided into two groups: high priority and low priority. For each possible division, efficient solutions are generated by parametrizing a complementary pair of high and low priority weights
assigned to each criterion in the corresponding groups. Since only one parameter is involved, standard parametric Lp techniques can be applied. The DM is asked to choose the most preferred solution from this first and probably rather crude approximation. Next, the high priority weights of this solution are temporarily fixed while the above process is applied to refine the low priority weights until the lowest priority weight is determined. The latter is then fixed and the algorithm is repeated with one less weight to be resolved.

In each parametrization, the criteria whose weights are being parameterized are called active. Their indices will be consecutive, say \(i, i+1, \ldots, k\). The weights \(\lambda_{1}, \ldots, \lambda_{i-1}\) will be temporarily fixed at values assigned in previous iterations. The weights \(\lambda_{k+1}, \ldots, \lambda_{k}\) will be permanently fixed at \(\lambda_{k+1}^{*}, \ldots, \lambda_{K}^{*}\) since they have already been determined. The active criteria are partitioned into two contiguous groups: the head and the tail. For example, if ( \(c_{i}, c_{i+1}, \ldots, c_{j}\) ) is the head, then \(\left(c_{j+1}, \ldots ., c_{k}\right)\) is the tail. The head is the group with higher priorities. \(c_{j}\) will be called the vedette. It identifies the head-tail partitioning. Every criterion in the head is assigned equal weight: \(\lambda_{h}\), and every criterion in the tail: \(\lambda_{t}\). Bounds for \(i_{h}\) and \(i_{t}\) are determined in the previous iteration as \(\bar{\lambda}_{h}\) and \(\lambda_{t}\) respectively. The parametrization involves decreasing \(\lambda_{h}\) while increasing \(i_{t}\) until they are equal. It is identified as
\[
P[k, 1,2, \ldots, i-1, j]
\]
meaning that
(i) \(\quad \lambda_{k}^{*}\) is to be determined next;
(ii) \(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{i-1}\) are temporarily \(f\) ixed;
(iii) \(\lambda_{k+1}^{*}, \ldots, \lambda_{K}^{*}\) have been determined and hence fixed;
(iv) \(c_{j}\) is the vedette;
(v) \(\quad\left(c_{i}, c_{i+1}, \ldots, c_{j}\right)\) is the head; and
(vi) \(\left(c_{j+1}, \ldots, c_{k}\right)\) is the tail.

Figure 1 gives a schematic representation of a parametrization. The parametric objective function for the LP is
\[
c(\theta)=\sum_{\ell=1}^{i-1} \bar{\lambda}_{\ell} c_{\ell}+\sum_{\ell=1}^{j}\left(\bar{\lambda}_{h}-\beta\right) c_{\ell}+\sum_{\ell=j+1}^{k}\left(\lambda_{t}+\beta\right) c_{\ell}+\sum_{\ell=k+1}^{K} \lambda_{\ell}^{*} c_{\ell}
\]
\[
\begin{equation*}
0 \leq 8 \leq \bar{\beta} \tag{5}
\end{equation*}
\]
where
\(\bar{\lambda}_{\ell}, \ell=1, \ldots, i-1\), are computed in previous iterations;
\(\lambda_{\ell}^{*}, \ell=k+1, \ldots K\) are computed in previous iterations;
\(\lambda_{t}\) is the lower bound for the weight on the tail;
\(\bar{\lambda}_{h}\) is the upper bound for the weight on the head;
\(\lambda_{t}=\lambda_{t}+\beta\) is the parametrized weight on the tail;
\(\lambda_{h}=\bar{\lambda}_{h}-\beta\) is the parametrized weight on the head; and
[ \(0, \overline{\bar{B}}]\) is the range of the parametrization.
The bounds and range in \(c(8)\) are computed as follows.
Let \(\quad w_{1}=\left[1-\sum_{\ell=1}^{i-1} \bar{\lambda}_{\ell}-\sum_{\ell=j+1}^{k} \lambda_{k+1}^{*}-\sum_{\ell=k+1}^{K} \lambda_{\ell}^{*}\right] / j-i+1\)
(6)
\[
w_{2}=\left[1-\sum_{\ell=1}^{i-1} \bar{\lambda}_{\ell}-\sum_{\ell=i}^{j} \bar{\lambda}_{i-1}-\sum_{\ell=k+1}^{K} \lambda_{\ell}^{*}\right] / k-j .
\]

If
then \(\left\{\begin{array}{l}\bar{\lambda}_{t}=\lambda_{k+1}^{*} \\ \bar{\lambda}_{h}=w_{1}\end{array}\right.\);
otherwise \(\left\{\begin{array}{l}\bar{\lambda}_{t}=w_{2} \\ \vec{\lambda}_{h}=\bar{\lambda}_{i-1}\end{array}\right.\).

The two cases are necessary to ensure that condition (3) holds. In either case, \(\bar{\beta}\) is given'by
\[
\bar{B}=\left(\bar{\lambda}_{h}-\lambda_{t}\right) / 2 .
\]

The parametric LP for \(P[k, 1,2, \ldots, i-1, j]\) is then
```

maximize C(\beta), 0<
xex

```

The optimal solution to (7) is piecewise constant over intervals of \(B\) in the range \([0, \overline{\bar{B}}]\), and can be solved by standard parametric ip methods [4].

At iteration \(n\), if \(\lambda_{k}\) is to be determined next, \(p_{n}\) parametric LP's of the form (7) will be considered. Depending on the outcome of iteration \(n-1, p_{n}\) may vary from 1 to \(k-1\). Solutions from these \(p_{n}\) problems are presented to the DM who must then identify his most preferred solution in the set. As this solution corresponds to an interval of value for the parameter \(\beta\), the DM may decide on the particular value of \(\beta^{*}\) within this interval that will be used in iteration \(n+1\). If he has no particular preference, the midpoint of
the interval will be used. In addition, his most preferred solution in iteration \(n\) may appear in more than one parametrization. In this case, the DM should exercise his holistic preference judgment to choose the preferred configuration as well. Otherwise, his previous decisions may be examined to infer a choice. If none is available, the algorithm will choose the parametrization with the most even distribution of weights. This is a logical choice as the absense of preference implies that the DM's priorities cannot be very distinct. In any case, at the end of iteration \(n\), a \(\beta^{*}\) is detemined. If the corresponding parametrization has a single criterion in the tail, namely \(c_{k}\), then \(\lambda_{k}^{*}\) is determined by
\[
\begin{equation*}
\lambda_{k}^{*}=\lambda_{t}+9^{*} \tag{8}
\end{equation*}
\]

Otherwise, each \(c_{\ell}\) in the head will be assigned the weight
\[
\begin{equation*}
\bar{\lambda}_{\ell}=\bar{\lambda}_{h}-\theta^{*} \tag{9}
\end{equation*}
\]
which will then be temporarily fixed in iteration \(n+1\). The algorithm can now be stated.

The HOPE Algorithm.
Step 0 . Initialize: set \(k=K, \quad n=0, \lambda_{K+1}^{*}=0\).
Step l. Free all undetermined weights: set \(i=1\).
Step 2. Update iteration count: set \(n=n+1\), number of parametrizations \(P_{n}=k-i\). Initialize: set \(j=i-1, S=\varnothing\).

Step 3. Choose vedette: set \(j=j+1\). If \(j=k\), go to Step 5.
Step 4. Solve parametric linear program (7) for \(p[k, 1,2, \ldots, i-1, j]\) Enter solutions in S.

Return to Step 3.
Step 5. Elicit DM's holistic preference: select most preferred solution \(x_{n}\) in \(S\) and corresponding value of parameter \(\theta^{*}\). Also, verify scaling and priorities.

Step 6. Analyze \(x_{n}\) : if only one criterion in tail, go to step 7. Otherwise, set \(\bar{\lambda}_{l}=\bar{\lambda}_{h}-\beta^{*}\) for each of the \(h\) criteria in head ( \(\mathrm{h}=\mathrm{j}-\mathrm{i}+1\) ). Update number of weights to be temporarily fixed: set \(i=i+h\). Return to Step 2.

Step 7. \(\lambda_{k}^{*}\) is determined: set \(\lambda_{k}^{*}=\lambda_{t}+\theta^{*}\). Set \(k=k-1\). If \(k=1\), stop. Otherwise, return to step 1 .

A flow diagram for the HOPE algorithm is given in Figure 2. An illustration of all possible outcomes for \(K=4\) is given in Figure 3. The number of iterations required by the algorithm is bounded by
\[
n_{\max }=\sum_{j=1}^{K-1} j
\]

The total number of parametrizations examined is bounded by
\[
\left(\Sigma p_{n}\right)_{\max }=\sum_{j=1}^{K-1} j(K-j)
\]

The actual number of parametrizations required is usually much less and can be made so, especially when \(K\) is large (say, \(K>5\) ) by the following consideration. For perfect generality, the algorithm is stated in such a way that each time it returns from Step 7 to Step 1, all possible distributions for the undetermined weights are considered to be of potential interest. In practice, outcomes in previous iterations can usually be used to rule out further considerations of various parametrizations. For example, referring to Figure 3, suppose \(P[42]\) and \(P[43]\) produce solutions that are significantly inferior to \(P[41]\). Then, after \(\lambda_{4}\) is determined, \(P[32]\) is extremely unlikely to produce attractive solutions and may therefore be suppressed. Finally, a discussion of scaling and priority checks will complete the description of the HOPE algorithm. Whenever the DM has reasons to suspect that the values of certain criteria are consistently too high or too low, a scalipg and priority check should be signalled. This happens if the DM's preferences seem to lie beyond the range \([0, \bar{\beta}]\) for the parameter \(\beta\) in all parametrizations in an iteration. If a pairwise priority interchange can be identified and approved by the DM, it should be executed and the algorithm restarted. Otherwise, a unilateral scaling will be performed on specified criteria. Scaling is recomended only when order of magnitude changes deem necessary.


Figure 1. A typical parametrization in HOPE.


Figure 2. Flow Diagram for HOPE.


Figure 3. HOPE illustrated for \(K=4\).

\section*{5. Justification of HOPE}

The HOPE algorithm is a finite procedure to parametrize conditions (3) and (4) in order to discover the optimal solution to MCLP, defined as the one most preferred by the DM. As pointed out in [9], the exact, full parametrization of all possible combinations of the weights becomes very difficult for \(K>2\). HOPE is essentially a method of nested bicriterion programming that allows the successive refinement of crude initial approximations. The main argument for the robustness of HOPE relies on the fact that the weights \(\lambda^{*}\) are in general not unique, regardless of whether the corresponding \(x^{*}\) is the unique optimal solution to MCLP or not. This can be seen from the following propositions.

Let
\[
e=(1,1, \ldots, 1) \varepsilon R^{K}, y^{K} R^{K}, c=\left[\begin{array}{l}
c_{1} \\
\vdots \\
c_{K}
\end{array}\right] .=R^{K} X_{R}{ }^{n} .
\]

Proposition 3. \(x^{0} \in E\) if and only if the LP
\[
\begin{align*}
& \text { maximize } \quad e y  \tag{12}\\
& \text { subject to } \quad I y-C x=-C x^{0} \\
& A x=b \\
& y, \quad x \geq 0
\end{align*}
\]
has an optimal solution with \(y=0\).
Proof. Follows from the definition of efficiency.
Proposition 4. Let \(\left(\lambda^{0}, \pi^{0}\right)\) be a dual optimal solution to (12).
Then \(\lambda^{0}>0\) and \(x_{0}\) solvies
```

maximize $\lambda^{0} \mathrm{Cx}$
$\mathbf{x E X}$

```

Proof. Dual optimality of \(\left(\lambda^{0}, \pi^{0}\right) \Rightarrow\)
(13) e- \(\lambda^{0} \leqslant 0\)
(14) \(\lambda^{0} C-{ }^{0} A \leq 0\)
(15) \(-\lambda^{0}{ }^{0} x^{0}+\pi^{0} b=\max\) ey \(=0\)

Now \(x^{0}\) is primal feasible to (16) by definition. \(\pi^{0}\) is dual feasible to (16) by (14). By (15), complementary slackness holds. Therefore, \(\left(x^{0}, \pi^{0}\right)\) is an optimal primal-dual pair of solution to (16). And (13) implies \(\lambda^{0}>0\).

Hence, \(i^{0}\) from (12) may be used to characterize \(x^{0} \in E\). Now consider \(x^{*}\) and (12) with \(x^{0}=x^{*}\). \(x^{*} \in E\) implies \(y=0\) and the optimal basis in (12) will in general be degenerate. This is certainly true if, for example, \(x^{*}\) is an extreme point of \(X\). Consequently, there exists in general a multitude of (linearly independent) \(\lambda^{*}\) that satisfy Proposition 2 for \(x^{*}\) as well as condition (4). Call this set \(\Lambda\). Let \(\Lambda_{K}\) be its restriction to \(\lambda_{K}\). Recalling that \(c_{K}\) has lowest priority. \(\lambda_{K}\) is expected to be small (<<1) so that relatively large perturbations would still be insignificant. This implies that even crude approximations of \(A\) should intersect \(\Lambda_{K}\). The HOPE algorithm does exactly that. The series of \(P[K . .\).\(] parametrizations seek \lambda_{K} \in \Lambda_{K}\). Once this holds, the above argument can be repeated inductively. Note that as the relative margin of error decreases for the higher priority weights, the precision of the parametric approximation increases. For instance, once \(\lambda_{3} \ldots \ldots, \lambda_{K} \varepsilon \Lambda\) have been determined, \(P[21]\) determines exactly the corresponding \(\wedge_{2}\) and \(\lambda_{1}\).

\begin{abstract}
Another argument for the robustness of HOPE is that no special assumption about the underlying utility function is made. Of course. caution must be exercised in the general case to take into account of nonextremal as well as local optima. In the first instarte, all optimal solutionsto (16) for a given \(\lambda^{0}\) should be examined. similarly, for non-unimodal utility, the DM can choose several solutions at any stage of HOPE and branch out the refinement procedure for local optimal solutions.

In terms of implementation, HOPE involves simply the iterative application of parametric linear programming. It can therefore be incorporated as a natural extension of the algorithmic tools of well developed LP technology. To the DM the basic concepts of HOPE are easy to understand and maybe even to accept. In actual use, the \(D M\) has only to examine efficient solutions. Moreover, starting from iteration 1 on the DM is offered a holistic view of the alternatives which becomes more and more clear as the process evolves. This is in contrast to most preference programming methods that rely on local or marginal utility analysis.

Finally, it should be remarked that the primary purpose of HOPE is to identify the optimal solution \(x^{\star}\) to an MCLP. This is done by approximating the weights \(\left[\lambda_{k}^{*}\right]\) that characterize \(x^{*}\). However, \(\left\{\lambda_{k}^{*}\right\}\) are not meant to be an evaluation of the DM's utility function (except in the special case where it is known to be linear \({ }^{1}\) ).
\end{abstract}

\footnotetext{
\(1_{\text {This }}\) special case is exploited in the numerical examples in section 6 for the sole purpose of simplifying the simulation of the DM's response. The reader should not be confused about the significance of the utility function.
}

This function \(u\) is in general too complicated to be meaningfully represented by \(\Sigma \lambda_{k}^{*} c_{k}\). In practice, apart from assuming its separable additivity and monotonicity, this author prefers to leave u out of the picture. Nonetheless, the DM may still attach whatever intuitive interpretation he chooses to \(\lambda^{*}\). Thus HOPE can be regarded as a learning process for the DM to "weigh" his criteria. Or if one decides on using \(\lambda^{*}\) as a measure of the DM's holistic preference then HOPE is truly a procedure for holistic preference evaluation.

\section*{6. Numerical Examples}

\begin{abstract}
In this section, the results of the application of HOPE to four test problems are reported. Although they are not based on experience involving decision makers in actual applications, they should still be very useful as a demonstration of the efficacy of the algorithm. This is especially true since the last three problems are drawn from real-life multiple criteria decision processes reported in the literature. Problem \(I\) is the simple numerical example used by Zionts and Wallenius in [20]. Problem II is the academic department planning model formulated by Geoffrion, Dyer and Feinberg in [11]. As [11] did not provide sufficient data to reconstruct the problem therein, fictitious but realistic values of the parameters are used here. These are recorded in Appendix A. Problems III and IV are two cases of the forest management model studied by Steuer and Schuler in [16]. The data are given in Appendix B. Each of the four problems makes a particular point about HOPE and together they provide considerable insight into the approach.

As the algorithm has not yet been implemented as a fully automatic
\end{abstract} and interactive computer program, the tests were run by batching each parametric LP as a separate job on a CDC 7600 at Brookhaven National Laboratory. The IP code used was CDC'c APEX III with parametric options.

To simplify the test runs and to ensure their reproducibility, a linear utility function is specified in each case to simulate preference judgment by a DM. The reader is reminded that linearity assumptions are not necessary in practice.

Problem I. Example in [20].
\[
\begin{aligned}
& \mathrm{K}=3, x \in R^{6}, A \varepsilon R^{2} \times R^{6} \\
& c_{1}=(3,1,2,1,0,0) \\
& c_{2}=(1,-1,2,4,0,0) \\
& c_{3}=(-1,5,1,2,0,0) \\
& A=\left[\begin{array}{llllll}
2 & 1 & 4 & 3 & 1 & 0 \\
3 & 4 & 1 & 2 & 0 & 1
\end{array}\right] \\
& b=\left[\begin{array}{l}
60 \\
60
\end{array}\right]
\end{aligned}
\]

The entire set of extreme point solutions are listed in Table 1. The ones in parenthesis are inefficient. As in [20], it is assumed that the DM's (implicit) utility function is
\[
u=0.58 c_{1}+0.21 c_{2}+0.21 c_{3}
\]
which is maximal at solution \(B\) with a value of \(42 \cdot 96\). Applying HOPE, the DM first ranks \(\left(c_{1}, c_{2}, c_{3}\right)\) in descending order of priority. The results are summarized in Table 2. Note that the solution on each line is achieved by the value of \(\beta\) on that line up to but excluding the value of \(\beta\) on the following line. The first iteration involves parametrizations \(P[31]\) and \(P[32]\). The \(D M ' s\) preferred solution appears in both cases. His holistic preference implies that \(c_{2}\) and \(c_{3}\) are considered equal and less important than \(c_{1}\).

Therefore, he chooses solution \(B\) in \(P[31]\) and \(\beta^{*}=0.21\), the midpoint of the interval corresponding to B. Next, \(P[312]\) is considered. As no improvement results from shifting weight from \(c_{3}\) to \(c_{2}\), the \(D M\) concludes that \(c_{2}\) and \(c_{3}\) should have equal weight and chooses \(\lambda_{3}^{*}=B^{*}=0.21\). \(P[21]\) provides a final check by shifting weight from \(c_{1}\) to \(c_{2}\) for possible improvement. None results, and so \(B^{*}=0.0 \quad \lambda_{2}^{*}=0.21\) and \(\lambda_{1}^{*}=0.58\).

This simple example illustrates the fundamental concept of HOPE. Because there are so few alternatives, diverse combinations of weights give rise to the samesolution. Identification of the most preferred solution in an iteration does not suffice. Priorities and hence holistic preference must be called into play. In this case, priorities actually play the major role. In complex problems with abundant alternatives the \(B\) intervals will diminish and the effect of preferences will become more significant.

TABLE 1. PROBLEM I: All extreme point solutions
\begin{tabular}{|c|r|r|r|r|r|r||c|c|c|}
\hline Solution & \(x_{1}\) & \(x_{2}\) & \(x_{3}\) & \(x_{4}\) & \(x_{5}\) & \(x_{6}\) & \(c_{1}\) & \(c_{2}\) & \(c_{3}\) \\
\hline A & 18 & 0 & 6 & 0 & 0 & 0 & 66 & 30 & -12 \\
\hline B & 12 & 0 & 0 & 12 & 0 & 0 & 48 & 60 & 12 \\
\hline C & 0 & 12 & 12 & 0 & 0 & 0 & 36 & 12 & 72 \\
\hline D & 0 & 6 & 0 & 18 & 0 & 0 & 24 & 66 & 66 \\
\hline (E) & 20 & 0 & 0 & 0 & 20 & 0 & 60 & 20 & -20 \\
\hline F & 0 & 15 & 0 & 0 & 45 & 0 & 15 & -15 & 75 \\
\hline (G) & 0 & 0 & 15 & 0 & 0 & 45 & 30 & 30 & 15 \\
\hline H & 0 & 0 & 0 & 20 & 0 & 20 & 20 & 80 & 40 \\
\hline (I) & 0 & 0 & 0 & 0 & 60 & 60 & 0 & 0 & 0 \\
\hline
\end{tabular}

TABLE 2. PROBLEM I: SOlution by HOPE
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline n & P & B & Solution & u & \(\beta^{*}\) & = \\
\hline 1 & [31] & \[
\begin{aligned}
& 0.00 \\
& 0.20 \\
& 0.22 \\
& 0.33
\end{aligned}
\] & \begin{tabular}{l}
A \\
B \\
D \\
"
\end{tabular} & \[
\begin{gathered}
42.06 \\
42.96 \\
41.64 \\
m
\end{gathered}
\] & \(\rightarrow 0.21\) & \\
\hline & [32] & \[
\begin{aligned}
& 0.00 \\
& 0.13 \\
& 0.16 \\
& 0.33
\end{aligned}
\] & \begin{tabular}{l}
B \\
H \\
D \\
\(\oplus\)
\end{tabular} & \[
\begin{aligned}
& 42.96 \\
& 36.80 \\
& 41.64
\end{aligned}
\] & & \\
\hline 2 & [312] & \[
\begin{aligned}
& 0.00 \\
& 0.21
\end{aligned}
\] & \[
\bar{B}
\] & \[
42.96
\] & + 0.21 & \(\lambda_{3}=0.21\) \\
\hline 3 & [21] & \[
\begin{aligned}
& 0.00 \\
& 0.04 \\
& 0.19
\end{aligned}
\] & B & \[
\begin{aligned}
& 42.96 \\
& 41.64
\end{aligned}
\] & \(\rightarrow 0.00\) & \[
\begin{aligned}
& \lambda_{2}=0.21 \\
& \lambda_{1}=0.58
\end{aligned}
\] \\
\hline & & & & & & \(x^{*}=8\) \\
\hline
\end{tabular}

Problem II. Academic Department Planning Model in [11].
\[
K=6, \quad x \in R^{24}, A \in R^{7} \times R^{24}
\]

This is a planning problem for the operation of a single academic department on a large university campus. The constraints reflect work balance, budget balance, man-power ceiling, policies and commitments of the department. The criteria have the following meaning.
\(f_{1}\) : course sections offered - graduate division,
\(f_{2}\) : course sections offered - lower division,
\(f_{3}\) : course sections offered - upper division,
\(f_{4}\) : teaching assistant time used for support.
\(f_{5}\) : releases for departmental service duty,
\(f_{6}\) : additional activities of the regular faculty.

DM's priorities: \(\left(c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}\right)=\left(f_{5}, f_{4}, f_{6}, f_{1}, f_{3}, f_{2}\right)\) DM's utility function:
\[
u=0.4 c_{1}+0.3 c_{2}+0.2 c_{3}+0.07 c_{4}+0.02 c_{5}+0.01 c_{6}
\]
which is maximized at \(\mathrm{v}^{\star}=(68.25,20.0,1.08,100,30,20)\)
with the value \(u\left(v^{*}\right)=41.3\).
Table 3 contains the solutions to problem II examined by HOPE. To simplify presentation, only parametrizations giving the preferred solution in each iteration have been entered in Table 4. The optimal \(v^{*}\) is determined correctly by HOPE in 7 iterations with the weights
\(\wedge=(0.395,0.295,0.185,0.085,0.025,0.015)\) which is a very good approximation of the implicitly assumed linear utility function \(u\). \({ }^{1}\) This example illustrates that even with six criteria, the number of iterations required may still be relatively low. The upper bound for \(K=6\) is 15.

\footnotetext{
\({ }^{1}\) See remark at end of Section 5.
}

TABLE 3. PROBLEM II: Solutions examined
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \(v\) & \(c_{1}=f_{5}\) & \(c_{2}=\mathrm{f}_{4}\) & \(c_{3}=f_{6}\) & \(c_{4}=f_{1}\) & \(c_{5}=f_{3}\) & \(c_{6}=f_{2}\) & u \\
\hline A & 68.3 & 20.0 & 1.08 & 100 & 30.0 & 20.0 & 41.3 \\
\hline B & 77.0 & 3.2 & 1.67 & " & " & \(\cdots\) & 39.9 \\
\hline c & 53.8 & 32.6 & 0.12 & " & " & 32.6 & 39.3 \\
\hline D & 52.0 & 32.4 & 0.0 & " & " & 36.3 & 38.5 \\
\hline E & " & 20.0 & * & 131 & " & 20.0 & 36.8 \\
\hline \(F\) & " & " & " & 100 & 61.2 & " & 35.2 \\
\hline G & " & " & " & " & 30.0 & 51.2 & 34.9 \\
\hline H & 24.0 & " & " & 159 & " & 20.0 & 27.5 \\
\hline I & " & \({ }^{\prime \prime}\) & n & 100 & " & 79.2 & 24.0 \\
\hline J & 0.0 & n & " & 183 & " & 20.0 & 19.6 \\
\hline K & " & " & " & 100 & 113.2 & " & 15.5 \\
\hline L & * & 0.0 & " & 203 & 30.0 & " & 15.0 \\
\hline M & " & " & " & 100 & 133.2 & " & 9.9 \\
\hline
\end{tabular}

TABLE 4. PROBLEM II: Solution by HOPE
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline n & P & 6 & \(v\) & u & \(8 *\) & \(\Rightarrow\) \\
\hline 1 & [63] & \[
\begin{aligned}
& 0.00 \\
& 0.06 \\
& 0.12 \\
& 0.15 \\
& 0.17
\end{aligned}
\] & \begin{tabular}{l}
A \\
C \\
D \\
G \\
I
\end{tabular} & \[
\begin{aligned}
& 41.3 \\
& 39.3 \\
& 38.5 \\
& 34.9 \\
& 24.0
\end{aligned}
\] & \(\rightarrow 0.03\) & \\
\hline 2 & [61235] & \[
\begin{aligned}
& 0.00 \\
& 0.03
\end{aligned}
\] & A & \[
41.3
\] & \(\rightarrow 0.015\) & \(\lambda_{6}=0.015\) \\
\hline 3 & [53] & \[
\begin{aligned}
& 0.00 \\
& 0.12 \\
& 0.18
\end{aligned}
\] & A E n & \[
\begin{gathered}
41.3 \\
36.8 \\
\prime \prime
\end{gathered}
\] & \(\rightarrow 0.06\) & \\
\hline 4 & [51234] & \[
\begin{aligned}
& 0.00 \\
& 0.02 \\
& 0.06
\end{aligned}
\] & \begin{tabular}{l}
A \\
\(E\) \\
E
\end{tabular} & \[
\begin{gathered}
41.3 \\
36.8 \\
n
\end{gathered}
\] & \(\rightarrow 0.01\) & \(\lambda_{5}=0.025\) \\
\hline 5 & [43] & \[
\begin{aligned}
& 0.00 \\
& 0.12 \\
& 0.21
\end{aligned}
\] & A E & \[
\begin{aligned}
& 41.3 \\
& 36.8
\end{aligned}
\] & \(\rightarrow 0.06\) & \(\lambda_{4}=0.085\) \\
\hline 6 & [32] & \[
\begin{aligned}
& 0.00 \\
& 0.20
\end{aligned}
\] & \begin{tabular}{l} 
A \\
\hline 1
\end{tabular} & \[
41.3
\] & \(\rightarrow 0.10\) & \(\lambda_{3}=0.185\) \\
\hline 7 & [21] & \[
\begin{aligned}
& 0.00 \\
& 0.06 \\
& 0.16
\end{aligned}
\] & \begin{tabular}{l}
B \\
A
\end{tabular} & \[
\begin{gathered}
39.9 \\
41.3 \\
\text { " }
\end{gathered}
\] & \(\rightarrow 0.11\) & \[
\begin{aligned}
& \lambda_{2}=0.295 \\
& \lambda_{1}=0.395
\end{aligned}
\] \\
\hline & & & & & & \(v^{*}=A\) \\
\hline
\end{tabular}

Problem III. Forest Management Model in [16].
\[
K=5, x=R^{31}, A^{\prime} R^{13} X_{R}^{31}
\]

The problem is to optimize management plans for the multitude of goods and services obtainable from public forest land. There are eight acreage limitation equality constraints, one budget limitation inequality constraint and four sustaining timber yield inequality constraints in the model. The criteria represent activity levels in
```

timber production (z (),
dispersed recreation ( }\mp@subsup{z}{2}{\prime}\mathrm{ ).
hunting forest species (z
hunting open land species ( }\mp@subsup{z}{4}{\prime}\mathrm{ ), and
grazing (z (%).

```

As reported in [16], the real DM in this case ranked the criteria \(\left(z_{2}, z_{3}, z_{4}, z_{1}, z_{5}\right)\) in descending order. The method in [16] led to the determination of solution \(J\) in Table \(5^{l}\) as the optimal solution. Applying HOPE with the above priority ranking of the criteria, the DM will discover that the value of \(z_{3}\) never exceeds that in solution N. If he switches the priorities of \(z_{2}\) and \(z_{3}\) at any stage of HOPE (even down to \(P[21]\) ) and continues, he can still discover solution \(J\). However: we present the results of a complete run of HOPE after the switch

\footnotetext{
\(\mathbf{l}_{\text {There }}\) are slight discrepencies between the numerical values in [16] and those in Table 5. This is caused by the fact that we started with data presented in the Appendix of [16] which have been rounded off or truncated to two decimal places.
}

The DM's new priorities:
\[
\left(c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right)=\left(z_{3}, z_{2}, z_{4}, z_{1}, z_{5}\right)
\]

Solution \(J\) corresponds (among other possibilities) to the utility function
\[
\mathrm{u}=0.50 \mathrm{c}_{1}+0.25 \mathrm{c}_{2}+0.12 \mathrm{c}_{3}+0.08 \mathrm{c}_{4}+0.05 \mathrm{c}_{5}
\]
which is maximized at a value of 19735 by solution J. HOPE establishes the optimality of \(J\) in 10 iterations with the weights \(\lambda=\{0.53,0.23\), \(0.13,0.08,0.03)\).

This example illustrates how HOPE can be used to discover inconsistency in the DM's holistic preferences and how the DM can regard HOPE as a learning process to evaluate his own value judgment.

TABLE 5. PROBLEM III: Solutions examined
\begin{tabular}{|c|c|c|c|c|c|}
\hline & \(c_{1}=z_{3}\) & \(c_{2}=z_{2}\) & \(\mathrm{C}_{3} \mathrm{Cz}_{4}\) & \(c_{4}=z_{1}\) & \(C_{5}=2_{5}\) \\
\hline A & 18098 & 23178 & 2328 & 24269 & 909 \\
\hline B & \% & 28282 & 4880 & " & 1249 \\
\hline C & 18091 & 28006 & * & 27356 & " \\
\hline D & 18078 & 27849 & \(\cdots\) & 29187 & \(\cdots\) \\
\hline E & 18002 & 26961 & " & 39500 & * \\
\hline F & 17989 & 27004 & 4901 & - & 1275 \\
\hline G & 17615 & 30058 & 5730 & 22338 & 2270 \\
\hline H & 17596 & 29953 & * & 23950 & " \\
\hline I & 17578 & 29940 & n & 24258 & * \\
\hline \(J\) & 17338 & 28419 & " & 39500 & * \\
\hline K & 17337 & 28420 & " & * & \(\sim\) \\
\hline L & 17336 & " & 5732 & " & 2273 \\
\hline M & 17334 & 28495 & 5730 & 38909 & 2270 \\
\hline N & 17100 & 31121 & 6506 & 14881 & 3318 \\
\hline 0 & 17069 & 30428 & 6401 & 23948 & 3177 \\
\hline P & 17047 & 31333 & 6506 & 8662 & 3318 \\
\hline \(\bigcirc\) & 17032 & 31350 & " & 8230 & " \\
\hline R & 17025 & 31359 & " & 8017 & " \\
\hline S & 17023 & 28623 & 6119 & - & 2795 \\
\hline \(T\) & 16992 & 30533 & 6506 & 23477 & 3318 \\
\hline U & 16963 & 30514 & " & 23942 & * \\
\hline V & 16936 & 30507 & " & 24241 & " \\
\hline W & 16696 & 29641 & " & 33457 & - \\
\hline \(x\) & 16693 & 29560 & n & 34098 & " \\
\hline \(\mathbf{Y}\) & 16631 & 28939 & " & 39500 & " \\
\hline 2 & 16600 & 28984 & * & " & " \\
\hline
\end{tabular}

TABLE 6. PROBLEMIII: Solution by HOPE
\begin{tabular}{|c|c|c|c|c|c|}
\hline n & P & 3 & u & \(8^{*}\) & \(\Rightarrow\) \\
\hline 1 & [51] & \[
\begin{aligned}
& 0.09 \\
& 0.11 \\
& 0.13
\end{aligned}
\] & \[
\begin{aligned}
& 19558 \\
& 19735 \\
& 19734.9
\end{aligned}
\] & \(\rightarrow 0.12\) & \\
\hline 2 & [512] & \[
\begin{aligned}
& 0.03 \\
& 0.04 \\
& 0.12
\end{aligned}
\] & \[
\begin{gathered}
19004 \\
19735 \\
\end{gathered}
\] & \(\rightarrow 0.08\) & \\
\hline 3 & [5123] & \[
\begin{aligned}
& 0.02 \\
& 0.03 \\
& 0.08
\end{aligned}
\] & \[
\begin{gathered}
19004 \\
19735 \\
n
\end{gathered}
\] & \(\rightarrow 0.06\) & \\
\hline 4 & [51234] & \[
\begin{aligned}
& 0.00 \\
& 0.06
\end{aligned}
\] & \[
19735
\] & \(\rightarrow 0.03\) & \(\lambda_{5}=0.03\) \\
\hline 5 & [41] & \[
\begin{aligned}
& 0.08 \\
& 0.11 \\
& 0.15
\end{aligned}
\] & \[
\begin{aligned}
& 19558 \\
& 19735 \\
& 19734.9
\end{aligned}
\] & \(\rightarrow 0.13\) & \\
\hline 6 & [412] & \[
\begin{aligned}
& 0.02 \\
& 0.03 \\
& 0.13
\end{aligned}
\] & \[
\begin{gathered}
19734.8 \\
19735 \\
\text { " }
\end{gathered}
\] & \(\rightarrow 0.08\) & \\
\hline 7 & [4123] & \[
\begin{aligned}
& 0.00 \\
& 0.03 \\
& 0.08
\end{aligned}
\] & \[
\begin{aligned}
& 19734.9 \\
& 19735
\end{aligned}
\] & \(\rightarrow 0.05\) & \(\lambda_{4}=0.08\) \\
\hline 8 & [31] & \[
\begin{aligned}
& 0.08 \\
& 0.12
\end{aligned}
\] & \[
\begin{aligned}
& 19735 \\
& 19734.9
\end{aligned}
\] & \(\rightarrow 0.10\) & \\
\hline 9 & [312] & \[
\begin{aligned}
& 0.00 \\
& 0.10
\end{aligned}
\] & \[
19735
\] & \(\rightarrow 0.05\) & \(\lambda_{3}=0.13\) \\
\hline 10 & [21] & \[
\begin{aligned}
& 0.00 \\
& 0.04 \\
& 0.16
\end{aligned}
\] & \[
\begin{aligned}
& 19558 \\
& 19735 \\
& 19734.9
\end{aligned}
\] & \(\rightarrow 0.10\) & \[
\begin{aligned}
& \lambda_{2}=0.23 \\
& \lambda_{1}=0.53
\end{aligned}
\] \\
\hline & & & & & \(v^{*}=J\) \\
\hline
\end{tabular}

Problem IV. Forest Management Model in [16].

This is the same as Problem III with a different linear utility function to simulate the DM's preferences. In each of the first three problems, the optimal solution actually appears in the results of the first iteration. Subsequent iterations serve primarily as a verification that no improvement can be made. This is typical when the MCLP is not very complex and the DM's utility function is linear. Problem IV illustrates that even in the linear case, it may require more than one iteration to uncover the optimal solution.

DM's utility function:
\[
u=0.45 c_{1}+0.45 c_{2}+0.045 c_{3}+0.045 c_{4}+0.01 c_{5}
\]
which has a maximum at 22771.

HORE generates the optimal solution in iteration 2 and establishes its optimality in six iterations. The process is summarized in Table 7.

TABLE 7. PROBLEM IV: Solution by HOPE
\begin{tabular}{|c|c|c|c|c|c|}
\hline n & P & B & u & \(B^{*}\) & \(\stackrel{ }{ }\) \\
\hline 1 & [52] & \[
\begin{aligned}
& 0.013 \\
& 0.035 \\
& 0.045
\end{aligned}
\] & \[
\begin{aligned}
& 22677 \\
& 22769 \\
& 22768
\end{aligned}
\] & \(\rightarrow 0.04\) & \\
\hline 2 & [5124] & \[
\begin{aligned}
& 0.015 \\
& 0.020 \\
& 0.029
\end{aligned}
\] & \[
\begin{aligned}
& 22770 \\
& 22771 \\
& 22769
\end{aligned}
\] & \(\rightarrow 0.02\) & \(\lambda_{5}=0.02\) \\
\hline 3 & [42] & \[
\begin{aligned}
& 0.015 \\
& 0.022 \\
& 0.030
\end{aligned}
\] & \[
\begin{aligned}
& 22769 \\
& 22771 \\
& 22770
\end{aligned}
\] & \(\rightarrow 0.026\) & \\
\hline 4 & [4123] & \[
\begin{aligned}
& 0.014 \\
& 0.023 \\
& 0.026
\end{aligned}
\] & \[
\begin{aligned}
& 22769 \\
& 22771
\end{aligned}
\] & \(\rightarrow 0.025\) & \(\lambda_{4}=0.045\) \\
\hline 5 & [32] & \[
\begin{aligned}
& 0.000 \\
& 0.012 \\
& 0.019
\end{aligned}
\] & \[
\begin{aligned}
& 22771 \\
& 22769 \\
& 22768
\end{aligned}
\] & \(\rightarrow 0.006\) & \(\lambda_{3}=0.051\) \\
\hline 6 & [21] & \[
\begin{aligned}
& 0.319 \\
& 0.362 \\
& 0.391
\end{aligned}
\] & \[
\begin{aligned}
& 22756 \\
& 22771
\end{aligned}
\] & \(\rightarrow 0.377\) & \[
\begin{aligned}
& \lambda_{2}=0.428 \\
& \lambda_{1}=0.456
\end{aligned}
\] \\
\hline
\end{tabular}

\section*{7. Conclusions}

In this paper, a parametric linear programing method is proposed to solve the multiple criteria optimization problem. The approach uses the decision maker's preference judgement as well as his priority ranking of the criteria. Based on heuristic arguments and empirical evidence, the algorithm is observed to be robust in terms of
i) implementation: requires only parametric LP software;
ii) user friendliness: easy to understand, requires only multiple choice response;
iii) general applicability: requires no special assumptions about the DM's utility function:
iv) intuitive appeal: may be interpreted as holistic preference evaluation, or a learning process in "weighing" the criteria.

Further development involves:
i) implementation as an extension of the capability of existing algorithmic tools in LP;
ii) experimentation in diverse, real decision processes, e.g. energy policy analysis, where the conflicting criteria may be costs, resource depletion, environmental impact, nuclear proliferation, etc.;
iii) generalization to nonlinear criteria, e.g. concave objective functions, using results in [9]; and
iv) comparison with other methods [17].

\section*{Appendix A}

Data for problem II in MPS format.
The model is described in [11]. The values of the parameters used in Problem II are tabulated as follows.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline j & \(Y_{1 j}\) & \(t_{j}\) & \(c_{j}\) & \(\mathrm{a}_{j}\) & \({ }^{3}\) & & g & \(b_{j}\) & \(\mathrm{m}_{1 j}\) \\
\hline 1 & 10 & 4 & 10 & 0 & 1 & 1 & 8 & 3.5 & 100 \\
\hline 2 & 15 & 5 & 10 & 1 & 1 & 2 & 8 & 2.4 & 10 \\
\hline 3 & 20 & 2 & 10 & 0 & 0 & 0 & 8 & 0.6 & 30 \\
\hline 4 & 5 & 8 & 4 & 0 & 0 & 0 & 8 & 2.0 & - \\
\hline 5 & 3 & 8 & 2 & 0 & 0 & 0 & 8 & 2.6 & - \\
\hline
\end{tabular}

The bounds implied by (15) in [11] are dropped. Note also that the summation in inequalities (9) and (10) in [11] should be over \(1 \leq k \leq 5\). In the following, \(R i\) is the \(i^{\text {th }}\) constraint.

\begin{tabular}{|c|c|c|c|c|}
\hline ヘご & \(F:\) & －．－ & ．22 & 1.0 \\
\hline \(\therefore \mathrm{X}\) & Fis & 2.4 & N & －10．6こ5 \\
\hline ¢53 & 76 & 0.333353 & & \\
\hline \(\times 23\) & R． 1 & －2．0 & ． 22 & 1.0 \\
\hline x23 & R3 & 0.6 & 26 & －0．35 \\
\hline Xこ5 & R 7 & －2．0 & & \\
\hline X24 & R1 & －8．0 & ． 22 & 1.0 \\
\hline xe4 & R3 & 2.0 & & \\
\hline \(\times 25\) & R1 & －8．0 & ． 22 & 1.0 \\
\hline X25 & R3 & 2.6 & & \\
\hline \(\times 31\) & R1 & －4．0 & & \\
\hline \(\times 31\) & RE & 1.0 & ． 23 & 3.5 \\
\hline －32 & R2 & 1.0 & ． 23 & 2.4 \\
\hline \(\times 32\) & R1 & －5．0 & & \\
\hline ※こ3 & P． 1 & －E． 0 & ． 22 & 1.0 \\
\hline \(\times 33\) & R3 & 0.6 & ．27 & －2．0 \\
\hline X 34 & R1 & －8． & R2 & 1. \\
\hline \(\times 34\) & RS & 2. & & \\
\hline \(\times 35\) & R1 & －3． & \(\therefore 2\) & 1. \\
\hline \(\times 35\) & 8. & 2．6 & & \\
\hline X41 & P1 & 3. & 34 & 1. \\
\hline 241 & FS & 3. & & \\
\hline 842 & \(F 1\) & 3. & \(\therefore 5\) & 1. \\
\hline x42 & F 5 & 3. & & \\
\hline 843 & R1 & 3. & ？ 6 & 1. \\
\hline \(\times 43\) & F4 & 5. & & \\
\hline \(\times 14\) & P1 & \％． & & \\
\hline 24.5 & R1 & 3. & & \\
\hline \multicolumn{5}{|l|}{2HS} \\
\hline PHE & Fs & 4.916567 & & \\
\hline RHS & R1 & \(1 \Sigma 0\). & 23 & 21. \\
\hline RHS & F 3 & 33.3 & 3.4 & 3.5 \\
\hline RHS & P5 & 3. & ， 26 & 3.5 \\
\hline RHS & PT & 20. & & \\
\hline \multicolumn{5}{|l|}{Equmbs} \\
\hline Lロ E1 & \(\times 11\) & 100. & & \\
\hline LD 81 & \(\times 12\) & 10. & & \\
\hline LD B1 & \(\cdots 13\) & 30. & & \\
\hline FX．B1 & x 21 & 0. & & \\
\hline UP E： & xes & 5. & & \\
\hline IJP B1 & \(x .23\) & 10. & & \\
\hline IJP E1 & X24 & 1. & & \\
\hline UP B1 & \(\times 25\) & 1. & & \\
\hline EmDRTA & & & & \\
\hline
\end{tabular}

Data for problem III in MPS format
\begin{tabular}{|c|c|c|c|c|}
\hline \begin{tabular}{l}
YAME \\
201.15
\end{tabular} & \multicolumn{4}{|l|}{PROBLEM III} \\
\hline －\(\geq 1\) & & & & \\
\hline M 22 & & & & \\
\hline N Z 3 & & & & \\
\hline N 24 & & & & \\
\hline N 25 & & & & \\
\hline L R1 & & & & \\
\hline L RE & & & & \\
\hline L R3 & & & & \\
\hline L R4 & & & & \\
\hline L R5 & & & & \\
\hline L RG & & & & \\
\hline L R7 & & & & \\
\hline L R8 & & & & \\
\hline L R．G & & & & \\
\hline L R10 & & & & \\
\hline L R11 & & & & \\
\hline L R12 & & & & \\
\hline DL R13 & 21 & 1.0 & & \\
\hline \multicolumn{5}{|l|}{columins} \\
\hline K1 & 21 & 13．7E & \(\geq 2\) & 2.0 \\
\hline \(\times 1\) & 23 & 3.0 & R1 & 1.0 \\
\hline x1 & 89 & 3.06 & ．210 & 7.94 \\
\hline \(\times 2\) & 23 & 3.4 & R1 & 1.0 \\
\hline x & 21 & 10.23 & 22 & 2.0 \\
\hline K2 & R9 & 1.53 & 210 & 5.96 \\
\hline 13 & 21 & ：3．21 & 23 & 2.0 \\
\hline \(\times 3\) & 23 & 2.1 & \(\cdots 1\) & 1.0 \\
\hline \(\times 3\) & F\％ & 10.5 & P10 & 4.75 \\
\hline 84 & \(\geq 1\) & 5.73 & 22 & 2.0 \\
\hline K4 & 23 & 2.3 & 21 & 1.0 \\
\hline X4 & R99 & 1.38 & ．210 & 3.97 \\
\hline \(\times 5\) & 22 & 3.5 & 23 & 3.1 \\
\hline X 5 & R1 & 1.0 & 29 & 0.35 \\
\hline \％6 & ご & 2.5 & 23 & 1.3 \\
\hline 86 & R1 & 1.0 & & \\
\hline x & 21 & 12.30 & ここ & 2.0 \\
\hline 87 & 23 & 4.0 & スe & 1.0 \\
\hline \(\times 7\) & 89 & 3.03 & R11 & 7.10 \\
\hline X8 & 21 & 9.30 & 23 & 2.1 \\
\hline X8 & 23 & 3.2 & \(\therefore 2\) & 1.0 \\
\hline \％ 3 & R9 & 1.54 & 211 & 5.08 \\
\hline \(\times 9\) & 21 & 3.59 & \(\geq 2\) & 2.0 \\
\hline \(\times 9\) & 23 & 2.8 & ，22 & 1.0 \\
\hline 89 & P？ & 0.6 & R11 & 4.37 \\
\hline \(\times 10\) & 21 & 6.05 & \(\geq 2\) & 2.0 \\
\hline \(\times 10\) & 23 & 3.0 & Re & 1.0 \\
\hline ： 110 & Res & 1.33 & ．211 & 3.55 \\
\hline ＜11 & 23 & 2.5 & 23 & 2．\({ }^{\text {c }}\) \\
\hline \(\times 11\) & Rez & 1.0 & 13 & ． 55 \\
\hline \(\therefore 12\) & 2 z & 2.5 & 23 & 2.4 \\
\hline 812 & Pe & 1.0 & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline \(\therefore 12\) & 21 & 4.05 & 33 & 1.0 \\
\hline \(\because 12\) & R 3 & 1.0 & \(\therefore 9\) & E．95 \\
\hline 814 & \(\geq 1\) & 2.33 & 23 & 0.8 \\
\hline \(\times 14\) & RS & 1.0 & 29 & 2.54 \\
\hline \(\times 15\) & 21 & 2．22 & 23 & 0.8 \\
\hline 815 & R3 & 1.1 & ． 29 & 0.6 \\
\hline \(\times 16\) & 21 & 0.57 & 23 & 0.3 \\
\hline \(\times 16\) & R3 & 1.0 & 89 & こ．16 \\
\hline \(\times 17\) & \(\geq 3\) & 0.5 & 23 & 1.0 \\
\hline \(\times 17\) & R9 & 0.35 & & \\
\hline \(\times 18\) & 23 & 0.7 & ． 23 & 1.0 \\
\hline \(\times 19\) & z2 & 4.0 & 23 & 4.0 \\
\hline \(\times 19\) & 25 & 0.7 & ． 24 & 1.0 \\
\hline \(\times 19\) & R9 & 1.0 & & \\
\hline Xこ0 & 22 & 2.0 & 23 & 2.0 \\
\hline xeo & 25 & 0.17 & 2.4 & 1.0 \\
\hline Xe1 & \(\geq 1\) & 9.32 & 22 & 2.0 \\
\hline 821 & \(\geq 3\) & 1.0 & 25 & 1.9 \\
\hline x21 & P9 & 3.02 & ．12 & 5.6 \\
\hline xee & 21 & 6.98 & 22 & 2.0 \\
\hline メこ2 & 23 & 0.3 & P5 & 1.0 \\
\hline xe2 & R9 & 1.51 & 312 & 4.2 \\
\hline x23 & 21 & 5.31 & 23 & 2.0 \\
\hline \(\times 23\) & 23 & 0.3 & 25 & 1.0 \\
\hline x23 & PG & 0.5 & ．212 & 3.47 \\
\hline \(\times\) ¢ 4 & 21 & 4.65 & 2 z & 2.0 \\
\hline X24 & 23 & 0.8 & \％ 5 & 1.0 \\
\hline Xe4 & \(\mathrm{R}:\) & 1.28 & ．312 & 2.3 \\
\hline xes & 2 z & 2.5 & 23 & 0.3 \\
\hline \(\times 25\) & R．S & 1.0 & 29 & 0.35 \\
\hline x26 & 2 E & 2.5 & 33 & 0.7 \\
\hline \(\times 2 \mathrm{c}\) & RE & 1.0 & & \\
\hline － & 22 & 4.0 & 23 & 4.0 \\
\hline хе7 & R5 & 1.0 & & \\
\hline X23 & \(\geq 2\) & 4.0 & 24 & 2.0 \\
\hline Xご & 25 & 0.6 & RT & 1.0 \\
\hline x28 & \(8 \cdot 7\) & 1.0 & & \\
\hline xe9 & 22 & 3.0 & 24 & 1.5 \\
\hline 829 & 25 & 0.2 & 2.7 & 1.0 \\
\hline \(\times 50\) & 22 & 3.0 & 24 & 4.0 \\
\hline 830 & 25 & 1.3 & R2 & 1.0 \\
\hline \(\times 30\) & 89 & 2.0 & & \\
\hline \(\times 31\) & 22 & 2.0 & 24 & 3.0 \\
\hline \(\times 31\) & 25 & 0.45 & 2 S & 1.0 \\
\hline \multicolumn{5}{|l|}{RHS} \\
\hline PHS & P． 1 & 1600. & ．23 & 700. \\
\hline RH： & R3 & 135. & 84 & 800. \\
\hline RHE & R5 & 3553. & －6 & 1053. \\
\hline PHE & R 7 & 1701. & 28 & 7？ \\
\hline RH： & P9 & 8000. & 210 & 3955. \\
\hline RHS & R11 & 5000. & 212 & 19700 \\
\hline PHS & P13 & 39500. & & \\
\hline \multicolumn{5}{|l|}{EHDATA} \\
\hline
\end{tabular}
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This paper studies the reference point approach of Wierzbicki for multiobjective optimization. The method does not necessarily aim at finding an optimum under any utility function but rather it is used to generate a sequence of efficient solutions which are interesting from the decision maker's point of view. The user can interfere via suggestions of reference values for the vector of objectives. The optimization system is used to find (in a certain sense) the nearest Pareto solution to each reference objective.

The approach is expanded for adaptation of information which may accumulate on the decision maker's preferences in the course of the interactive process. In this case any Pareto point is excluded from consideration if it is not optimal under any linear utility function consistent with the information obtained. Thus, the Parato points being generated are the "nearest" ones among the rest of the Pareto points.

Wierzbicki's approach is implemented on an interactive mathematical programming system called SESAME and developed by Orchard-Hays. It is now capable of handling large practical multicriteria linear programs with up to 99 objectives and 1000 to 2000 constraints. The method is tested using a forest sector model which is a moderate sized dynamic linear program with twenty criteria (two for each of the ten time periods). The approach is generally found very satisfactory. This is partly due to the simplicity of the basic idea which makes it easy to implement and use.
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\section*{1. INTRODUCTION}

In many practical decision situations there is a need to find a compromise between a number of conflicting objectives. Furthermore, the decision may involve several decision makers in partly confilicting, partly cooperative situations. Mathematically such decision problems can often be formulated as a multiobjective optimization problem or in the framework of game theory. In this paper we concentrate on the former approach for developing decision aid techniques for the problem. For an overview on various approaches, see, for instance Bell et al. (1977), Starr and Zeleny (1977), and Wierzbicki (1979 b).

In our opinion, the reference point optimization method with penalty function scalarization (Wierzbicki 1979a) is an appropriate tool for studying such problems. This approach has several desirable properties:
-- it applies to convex and nonconvex cases
-- it can easily check pareto-optimality of a given decision
-- it can be easily supplemented by an a posteriori computation of trade-off coefficients for the objectives
-- it is numerically well-conditioned and easy for implementation
-- the concept of reference point optimization makes it possible to take into account the desires of a decision maker directly, without necessarily asking him questions about his preferences.

In this paper we will focus on the interactive use of reference point optimization for multiobjective linear programming with a single decision maker. However, we believe that the same approach proves to be useful for group decision problems as well. The reference point optimization will be reviewed first and some preliminary results will be given. Thereafter, we develop an approach for employing information which may be revealed on the decision maker's preferences in the course of the interactive process. The multiobjective method has been computerized in the SESAME-system, a large interactive mathematical programming system designed for IBM 370 under VM/CMS (Orchard-Hays 1978). A sample of numerical experiments will be reported at the end of the paper.

\section*{2. REFERENCE POINT OPTIMIZATION}

Let \(A\) be in \(R^{m \times n}, C\) in \(R^{p \times n}\), and \(b\) in \(R^{m}\) and consider the multicriteria linear program (MCLP):
(MCLP.1)
\[
C x=q
\]
(MCLP.2)
\[
A x=b
\]
(MCLP.3)
\[
x \geq 0
\]
where the decision problem is to determine an n-vector \(x\) of decision variables satisfying (MCLP.2-3) and taking into account the p-vector \(q\) of objectives defined by (MCLP.1). We will assume that each component of \(q\) is desired to be as large as possible.

An objective vector value \(q=\bar{q}\) is attainable if there is a feasible \(x\) for which \(C x=\bar{q}\). Let \(q_{i}^{*}\), for \(i=1,2, \ldots, p\), be the largest attainable value for \(q_{i} ; i . e ., q_{i}^{*}=\sup \left\{q_{i} \mid q\right.\) attainable \(\}\). The point \(q^{*} \equiv\left(q_{q}^{*}, q_{2}^{*}, \ldots, q_{,}^{*}\right)^{T}\) is the utopia point. If \(q^{*}\) is
attainable, it is a solution for the decision problem. However, usually \(q\) * is not attainable. A point \(\bar{q}\) is strictly Pareto inferior if there is an attainable point \(q\) for which \(q>\bar{q}\). If there is an attainable \(q\) for which \(q \geq \bar{q}\) and the inequality is strict at least in one component, then \(\bar{q}\) is Pareto inferior. An attainable point \(\bar{q}\) is weakly Parero-optimal if it is not strictly Pareto inferior and it is Pareto-optimal if there is no attainable point \(q\) such that \(q \bar{q}\) with a strict inequality for at least one component. Thus a Pareto optimal point is also weakly Pareto optimal, and a weakly Pareto optimal point may be Pareto inferior. For brevity, we shall call a pareto optimal point sometimes a pareto point and the set of all such points the pareto set.

What we call a reference point or reference objective is a suggestion \(\bar{q}\) by the decision maker (or the group of them) reflecting in some sense an aspiration level for the objectives. According to Wierzbicki (1979 a ), we consider for a reference point \(\bar{q}\) a penalty scalarizing function \(s(q-\bar{q})\) defined over the set of objective vectors \(q\). Characterization of functions s, which result in Pareto optimal (or weakly pareto optimal) minimizers of s over attainable points \(q\) is given by Wierzbicki (1979 b). See also Wierzbicki (1980) when the relations of reference point optimization to satisficing decision making are discussed.

If we regard the function \(s(q-\bar{q})\) as the "distance" between the points \(q\) and \(\bar{q}\), then, intuitively, the problem of finding such a minimum point means finding among the Pareto set the nearest point \(\stackrel{q}{q}\) to the reference point \(\bar{q}\). However, as it will be clear later, our function s is not necessarily related to the usual notion of distance. Having this interpretation in mind, the use of reference points optimization may be viewed as a way of guiding a sequence ( \(\hat{\mathrm{q}}^{k}\) ) of Pareto points generated from the sequence \(\left\{\mathrm{q}^{\mathrm{k}}\right\}\) of reference objectives. These sequences will be generated in an interactive process and such interference should result in an interesting set of attainable points \(\hat{q}^{k}\). If the sequence \(\left\{\hat{q}^{k}\right\}\) converges, the limit point may be seen as a solution to the decision problem.

Initial information to the decision maker may be provided by maximising all objectives separately. Let \(q^{i}=\left(q_{j}^{i}\right)\) be the
vector of objectives obtained when the \(i^{\text {th }}\) objective is maximized for all \(i\). Then the matrix \(\left(q_{j}^{i}\right), i, j,=1, \ldots, p\), yields information on the range of numerical values of objective functions, and the vector \(q^{*}=\left(q_{i}^{i}\right)\) is the utopia point. It should be stressed, however, that such initial information is not a necessary part of the procedure and in no sense limits the freedom of the decision maker.

We denote \(w \equiv q-\bar{q}\), for brevity. Then, a practical form of the penalty scalarizing function \(s(w)\), where minimization results in a linear programming formulation; is given as follows:
\[
\begin{equation*}
s(w)=-\min \left\{\rho \min _{i} w_{i}, \sum w_{i}\right\}-\varepsilon w . \tag{1}
\end{equation*}
\]

Here \(\rho\) is an arbitrary penalty coefficient which is greater than or equal to \(p\) and \(\varepsilon=\left(\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{p}\right)\) is a nonnegative vector of parameters. In the special case of \(\rho=p\), (1) reduces to
\[
\begin{equation*}
s(w)=-\rho \min _{i} w_{i}-\varepsilon w . \tag{2}
\end{equation*}
\]

So far in our experience, form (1) of the penalty scalarizing function has proven to be most suitable. Other practical forms have been given in Wierzbicki (1979a).

For any scalar s the set \(s_{s}(\bar{q}) \equiv\{q \mid s(w) \geq 3, w=q-\bar{q}\}\) is called a level set. Such sets have been illustrated for function (1) with \(\varepsilon=0\) in Figure 1 for \(\rho=p\), for \(\rho>p\) and for a very large value for \(\rho\). In each case, if \(w \geq 0\), then \(s(w)\) is given by (2); i.e., the functional value is proportional to the worst component of \(w\) if \(\varepsilon=0\). If \(\rho=p\), the same is true for \(w \geq 0\) as well. If \(w>0\), then for large enough \(\rho\) (see the case \(\rho \gg p\) ) \(s(w)\) is given by \(\sum w_{i}\). In the general case, when \(\rho>p\), the situation is shown in the middle of Figure 1 . When \(w \geq 0\) and its components are close enough to each other (that is, \((\rho-1) w_{1} \geq w_{2}\) and \((p-1) w_{2} \geq w_{1}\), for \(\left.p=2\right)\), then \(s(w)\) is given by \(\sum w_{i}\). Otherwise, formula (2) applies again.

For \(\varepsilon=0\), scalarizing function (1) guarantees only weak Pareto optimality for its minimizer. However, as will be shown in Lemma 1 below, if \(\varepsilon>0\), then Pareto optimality will be guaranteed.


Figure 1. Level sets for penalty scalarizing functions (1) and (2) for \(\varepsilon=0\).

The problem of minimizing \(s(q-\bar{q})\) defined by (1) over the attainable points \(q\), can be formulated as a linear programing problem. In particular, if we again denote \(w=q-\bar{q}=c x-\bar{q}\) and introduce an auxiliary decision variable \(y\), this minimization problem can be stated as the following problem ( \(P\) ):
find \(y, w\), and \(x\) to
(P.1) min \(y-E W\)
(P.2) s.t. EY + DW \(\leq 0\)
(P.3) \(-\mathbf{w}+C x=\bar{q}\)
(P.4)
\(A x=b\)
(P.5)
\(x \geq 0\),
where \(E\) and \(D\) are appropriate vectors and matrices. Furthermore, \(D \leq 0\), and if \(w=Q\) and \(y=Y\) are optimal for ( \(P\) ), then \(s=\hat{y}-\varepsilon \hat{w}\) is the minimum value attained for the penalty function s. The detailed formulation of ( \(P\) ) is given in the Appendix. The optimal solution for ( P ) will be characterized by the following result:

LEMMA 1. Let \((y, w, x)=(\hat{y}, \hat{\omega}, \hat{x})\) be an optimal solution and \(\delta\), \(\mu\), and \(\pi\) the corresponding dual vectors related to constraints (P.2), (P.3), and (P.4), respectively. Denote by \(\hat{q}=C \hat{x}\) the corresponding objective vector, and by \(\hat{\boldsymbol{s}}=\hat{y}-\varepsilon \hat{U}\) the optimal value for the penalty function, and by \(Q\) the attainable set of objective vectors \(q\). Then \(\hat{q} \in Q \cap S_{\hat{s}}(\bar{q})\) and the huperpiane \(H=\{q \mid \mu(\hat{q}-q)=0\}\) separates \(Q\) and \(S_{\hat{s}}(\bar{q})\). Furthermo:re, \(u \geq \varepsilon\) and \(q=\hat{q}\) maximizes \(\mu q\) over \(q \in Q ; i . z ., \hat{q}\) is Pareto optimal \(\because \in>0\), aná \(\hat{q}\) is weakly Pareto optimal if \(\varepsilon \geq 0\).

Remark. As illustrated in Figure 2, the hyperplane \(H\) approximates the Pareto set in the neighborhood of \(\hat{q}\). Thus the dual vector \(u\) may be viewed as a vector of trade-off coefficients which tells roughly how much we have to give up in one objective in order to gain (a given small amount) in another objective. As seen in Figure 2, the assumptions of Lemma 1 might be satisfied provided \(\varepsilon \geq 0\) is sufficiently small.

Proof. Clearly \(q\) is attainable (i.e., \(q \in Q\) ) and by definition \(\hat{q} \in S_{\hat{S}}(\bar{q})\). In order to prove the separability assertion we show that (i) \(\hat{q}\) minimizes \(\mu q\) over \(S_{g}(\bar{q})\) and that (ii) \(\hat{q}\) maximizes \(\mu \mathrm{q}\) over \(Q\). Noting that \(q=w+\bar{q}=\mathbf{C x}\), these two problems may be stated as follows:
```

minimize uw + u\overline{q}

```
st.

P(i)
\[
\begin{array}{r}
y-\varepsilon \mathbf{w} \geq \hat{\mathbf{s}} \\
E y+D w \leq 0,
\end{array}
\]
and
maximize \(\mu \mathrm{Cx}\)
st.
P(ii)
\[
\begin{aligned}
A x & =b \\
x & \geq 0
\end{aligned}
\]
\[
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\]


Figure 2. An illustration of Lemma 1.

Letting the dual multipliers for the first constraint of \(P(i)\) be equal to -1 , we can readily check, based on the optimality conditions for ( \(P\) ), that \(\mathcal{Y}, \hat{W}, \hat{X}, \delta, \mu\), and \(-\pi\) satisfy the optimality conditions for \(P(i)\) and \(P(i i)\). Based on dual feasibility, we have \(\mu=\varepsilon-\delta D\) and \(\delta \leq 0\). Because \(D \leq 0\), we have \(\mu \geq \varepsilon\). Thus, if \(\varepsilon>0(\varepsilon \geq 0)\), then \(\hat{q}\) is (weakly) Pareto optimal. i|
3. EMPLOYING INFORMATIOA ON PREFERENCES

While applying the reference point optimization a sequence \(\left\{q^{k}\right\}\) of reference points and the corresponding sequence \(\left\{q^{k}\right.\) \} Pareto points will be generated. Usually these sequences reveal partially the decision makers preferences. For instance, after obtaining a pareto point \(\hat{q}^{k-1}\), a new reference point \(\bar{q}^{k}\) may be chosen so that \(\bar{q}^{k}\) is preferred to \(\mathrm{q}^{k-1}\). In the following we intend to exploit such information. In such a procedure we shall not necessarily generate the nearest Pareto point to a reference point. We will restrict the pareto points being generated to those which are consistent (in the sense defined below) with the information gained from the interactive process.

Initially, we will assume a linear utility function \(\lambda^{*} q\), where \(\lambda^{*}\) is a vector such that \(q\) is preferred to \(q\), if and only if \(\lambda^{*} q\) > \(\lambda^{*} q^{\prime}\), for all \(q\) and \(q^{\prime}\). The vector \(\lambda^{*}\) is not known explicitly. However, because each objective \(q_{i}\) is to be maximized,
we have \(\lambda^{*} \geq 0\); i.e., \(\lambda^{*} d^{i} \geq 0\) for each unit vector \(d^{i}\). Furthermore, other information concerning \(\lambda^{*}\) may be obtained during the interactive procedure. As above, if the decision maker prefers \(\bar{Y}^{k}\) to \(\hat{y}^{k-1}\), then, denoting \(d=\bar{Y}^{k}-\hat{Y}^{k-1}\), we have \(\lambda d>0\). In general let \(d^{i}\), for \(i=1,2, \ldots, I_{k}\), be the vectors of preferred directions (including the unit vectors) being revealed by iteration \(k\) of the procedure. This implies that
\[
\begin{equation*}
\lambda^{*} \in \Lambda^{k} \equiv\left\{\lambda \mid \lambda d^{i} \geq 0, \text { for } i=1,2, \ldots, I_{k}\right\}, \tag{3}
\end{equation*}
\]
i.e., \(\lambda^{*}\) is in the dual cone of the cone spanned by the vectors \(d^{i}\). (Actually, \(\lambda^{*}\) is in the interior of \(\Lambda^{k}\).) See also zionts and Wallenius (1976).

Let \(Q^{k}\) be the set of Pareto points which are conaistent with respect to \(\Lambda^{k}\) in the sense that \(\hat{q} \in Q^{k}\) if and only if there is \(\lambda \in \Lambda^{k}\) such that \(\lambda q \geq \lambda q\), for all attainable \(q \in Q\). We shall now discuss an approach to provide a Pareto point \(\hat{q} \in Q^{k}\) related to a reference point \(\bar{q}\). For this purpose we rewrite (P.3) as
\[
\begin{equation*}
-w+c x-\sum_{i=1}^{I_{k}} d^{i} z_{i}=\bar{q} \tag{P}
\end{equation*}
\]
where the scalars \(z_{i}\) are nonnegative decision variables. This revised problem will be referred to as problem ( \(\overline{\mathrm{P}}\) ). An interpretation of this problem is to find the nearest pareto point (among all pareto points) to the cone, which is spanned by the vectors \(d^{i}\) of preferred directions and whose vertex is at the reference point \(\bar{q}\). Another characterization of the revised problem ( \(\overline{\mathrm{P}}\) ) is given as follows:

LEMLA 2. If \(\varepsilon>0, \dot{J}=\hat{\omega}\) is op=imal for the revised problem \((\bar{P})\), and \(\hat{q}=\bar{q}+\hat{w}\), then \(\hat{q} \in Q^{k}\); i.e., \(\hat{q}\) is ב Pareto point which is consistent with respect to the irformation obtained in \(\Lambda^{k}\).

Proof. Let \(\left(\mathrm{y}, \mathrm{w}, \mathrm{x}, \mathrm{z}_{\mathrm{i}}\right)=\left(\hat{\mathrm{Q}}, \hat{\mathrm{W}}, \mathrm{f}, \mathrm{z}_{\mathrm{i}}\right)\) be optimal for \((\overrightarrow{\mathrm{P}})\) and, as before, \(\delta, u\), and \(\pi\) the optimal dual solution. Define \(\overline{\bar{q}}=\bar{q}+\sum_{i} d^{i} z\). Then the above also solves \((P)\) with the reference point \(\overline{\bar{q}}\). Thus, by Lemma \(1, \mu \geq \varepsilon>0\) and \(q\) maximizes \(u q\) over
attainable points \(q\). By the optimality condition for \(z_{i}\), we have \(\mu d^{i} \geq 0\), for all i. Thus \(\mu \in \Lambda^{k}\), and therefore, \(q\) is a pareto point consistent with \(\Lambda^{k}\). \|

In practice, the decision makers utility function is usually not linear. However, in the neighborhood of his most desired solution the utility function has usually a satisfactory linear approximation and, therefore, the above procedure may still be useful. Because of nonlinearity, the vectors \(d^{i}\) of preferred directions may appear conflicting for a linear utility function; i.e., the set \(\Lambda^{k}\) reduces to a single point (the origin) and the vectors \(d^{i}\) span the whole space. Of course, this may occur also for reasons other than the nonlinearity. For instance, lack of training in using the approach may easily result in conflicting statements on preferences. In either case, such conflict results in an unbounded optimal solution for the revised problem ( \(\overline{\mathrm{P}}\) ). In such a case, we suggest that the oldest vectors \(d^{i}\) (the ones generated first) will be deleted as long as boundedness for ( \(\overline{\mathrm{P}}\) ) is obtained. This approach seems appealing in accounting both for the learning process of the user (decision maker) and for his possible nonlinear utility function.

\section*{4. COMPUTER IMPLEMENTATION}

A package of SESAME/DATAMAT programs has been prepared for automating the use of the multicriteria optimization technique utilizing user-specified reference points. The scalarizing function defined in (1) was adopted for this implementation. A model revision into the form of ( \(P\) ) is carried out and a neutral solution corresponding to a reference point \(\bar{q}=0\) is computed and recorded first. Each time a new reference point \(\vec{q}\) is given, the optimal solution for ( \(P\) ) is found starting with the neutral solution and using parametric programming, that is parametrizing the reference point as \(\theta \bar{q}\) with 9 increasing from 0 to 1 . Some optional algorithmic devises have been implemented to force the sequence of Pareto points to converge. As it will be clear later, such a procedure does not guarantee an optimal solution (under any utility function)
but often it is expected to be useful for generating interesting Pareto points. There is no explicit limit to the size of model which can be handled except that the number of objectives cannot exceed 99.

The package of programs is referred to as the MOCRIT Package, or simply MOCRIT. The standard package consists of three files: a SESAME RUN file, a DATAHAT program file, and a dumay data file which exists merely for technical reasons. There are essentially four programs in MOCRIT: (1) REVISION, which reformulates the model into the form of \((P)\) and creates the neutral solution, (2) START, which initializes the system for a interactive session, (3) SESSION, which utilizes the standard technique of reference point optimization, and (4) CONVERGE, which forces the sequence of Pareto points to converge The use of REVISION and SESSION is mandatory. START is a convenience to obviate the need to enter various SESAME parameters for each session. CONVERGE is an option; it cannot be used meaningfully before SESSION has been executed at least once. CONVERGE is actually a prologue to SESSION which it activates as a terminal step.

These "programs" are really RUN decks consisting of appropriate SESAME commands. There are corresponding decks (DATAMAT programs) which are executed automatically by the RUN decks. All four MOCRIT programs terminate by returning to the SESAME environment in manual mode. Regular SESAME commands and procedures can be interspersed manually from the terminal at such times. (For details, see Orchard-Hays 1977).

\subsection*{4.1 The REVISION Program}

The purpose of this program is to revise an existing linear programming model containing two or more functional rows into a form suitable for multiobjective optimization. The existing model file must have been previously created with DATAMAT (or CONVERT) in standard fashion. This file is not altered: a new file containing the revised model is created instead.

After creating the new model, REVISION Eurther solves the model with a reference point of all zero, and obtains thereby the neutral solution. This initial solution must be obtained only once and the optimal basis is recorded on a disk file for further use.

REVISION also creates another file containing two tables. One is used to record selected results form the neutral solution. The other is used by the START program to set the various SESAME parameters for the revised model, i.e., model name, model file name, RHS name, name of RANGE set if any, and name of BOUND set. Thus it is unnecessary to set these for subsequent sessions.

The reference point \(\bar{q}\) as well as the model parameters dependent on the coefficients \(p\) and \(\varepsilon\) are specified initially in the revised model as symbolic names. When their values are decided on, they are specified numerically at run time without generating the whole model over again. For instance, to obtain the neutral solution, REVISION requires coefficients \(\rho\) and \(\varepsilon\). Their values are obtained via an interactive response. If it is subsequently changed (see the SESSION program) the neutral solution will, in general, no longer be feasible. This may not be done normally but, if necessary, a new neutral solution can be obtained as shown in Orchard-Hays (1979).

A user-specified number of columns will be reserved for the preferred directions \(d^{i}\); i.e., for the decision variables \(z^{i}\). Also the \(d^{i}\) vectors are specified initially in the revised model as symbolic names. Their values are initially set strictiy positive so that the \(z^{i}\) variables do not appear at a positive level in an optimal solution of (可). Afterwards, these positive vectors will be (cyclically) replaced by preferred directions whenever they are generated in the course of the interactive process.

\subsection*{4.2 The START and SESSION Programs}

After a model has been revised and the neutral solution obtained and recorded, the model is ready for use with the interactive multiobjective procedure. Such use is referred to as a session. A session is initiated by executing the START program. All this does is define the necessary SESAME parameters unique to the model.

After executing START but before executing SESSION, the reference point must be defined. This is done with the SESAME procedure VALUES which is quite flexible with respect to formats and functions. If necessary, also the value of the coefficients \(\rho\) and E may be changed at this point. After the reference point has been defined, execution of SESSION results in the following sequence of events.
(i) Any existing solution file is erased.
(ii) The problem set-up procedure is called and the existing reference point is incorporated for use in parametric programming.
(iii) The basis of the neutral solution is recalled.
(iv) The simplex procedure is called. After a basis inversion and check of the solution, the neutral solution is recovered.
(v) The parametric programming procedure is called to parametrize the reference point \(\theta \vec{q}\) over the parameter values \(\theta \in[0,1]\).
(vi) A SESAME procedure is called to record selected portions of the solution.
(vii) DATAMAT is called to execute a program to display results at the terminal (and to print off-line) and also to record necessary information for possible subsequent use by CONVERGE.
(viii) The control is returned to SESAME in manual mode.

If it is desired to try another reference point, we call the procedure VALUES again and then rerun SESSION. This may be done repeatedly.

If it is desired to get a print-out of the full solution (or selected portions) in standard LP solution format after return from SESSION, it can be obtained using the SESAME procedures in the usual way (see Orchard-Hays 1977). An example of part of the results displayed at the terminal is given in Figure 3. Each row carrying user-defined labels \(F 1\) to \(I 10\) refers to an objective. The column REFER.PT defines the reference point \(\bar{q}\), column SUB. FN yields the Pareto point \(q\) obtained, and column \(W\) is just the difference \(q-\bar{q}\) of the above two columns. Column DUAL is the (negative of the) vector \(\mu\) of trade off coefficients defined in Lemma 1.
\begin{tabular}{lrrrrr} 
& & REFER.PT & SUB.FN & W & DUAL \\
& & & & & \\
F1 & \(=\) & 2048 & 2670 & 622 & -.99 \\
F2 & \(=\) & 1398 & 2020 & 622 & -.56 \\
F3 & F & 688 & 1310 & 622 & -.63 \\
F4 & \(=\) & 508 & 1130 & 622 & -.65 \\
F5 & \(=\) & 358 & 980 & 622 & -.65 \\
F6 & \(=\) & -161 & 461 & 622 & -.63 \\
F8 & \(=\) & 1489 & 2111 & 622 & -.57 \\
F9 & \(=\) & 2599 & 3221 & 622 & -.49 \\
F10 & \(=\) & 4709 & 5331 & 622 & -1.12 \\
I1 & \(=\) & 5849 & 6471 & 622 & -.67 \\
I2 & \(=\) & 2035 & 2657 & 622 & -1.33 \\
I3 & \(=\) & 2889 & 3511 & 622 & -.40 \\
I4 & \(=\) & 3328 & 2950 & 622 & -.76 \\
I5 & \(=\) & 4368 & 3970 & 622 & -.98 \\
I6 & \(=\) & 4328 & 4990 & 622 & -1.17 \\
I7 & \(=\) & 5349 & 4950 & 622 & -1.28 \\
I8 & \(=\) & 5859 & 5971 & 622 & -1.29 \\
I9 & \(=\) & 7339 & 6481 & 622 & -1.24 \\
I10 & \(=\) & 7849 & 7961 & 622 & -2.81 \\
& & & 8471 & 622 & -1.68
\end{tabular}

Figure 3. An example of results displayed in a session. (The reference point is \(\bar{q} 5\) of Section 5.2).

\section*{4. 3 The COVERGE Program}

The CONVERGE program may be used instead of SESSION after the latter has been executed at least once. The VALUES procedure must be executed first, as usual, to define a new reference point. However, this reference point, denoted by q , is not actually used. Let \(\hat{\mathrm{q}}^{k}\) be the last Pareto point obtained (by either SESSION or CONVERGE). A new reference point is computed from \(\bar{q}\) in two stages as follows. First \(\overline{\bar{q}}\) is projected on the hyperplane \(H\) defined in Lemma 1, passing through \(\hat{q}^{k}\) and orthogonal to the dual vector \(\mu\). This projection \(q^{*}\) is given by
\[
\begin{equation*}
q^{*}=\overline{\bar{q}}+\left[\mu\left(\hat{q}^{k}-\overline{\bar{q}}\right) / \mu \mu^{T}\right] \mu^{T} \tag{4}
\end{equation*}
\]

The new reference point \(\bar{q}^{k+1}\) is then chosen from the line segment \(\left[q^{*}, \hat{q}^{k}\right] ;\) i.e., a point \(q^{k+1}=q^{*}+\theta\left(q^{k}-q^{*}\right)\) is chosen for some \(\theta \in[0,1]\). The following options have been considered: (i) choose \(\theta=0\) (i.e., choose \(\bar{q}^{k+1}\) as the projection \(q^{*}\) ), or (ii) choose the smallest \(\theta \in[0,1]\) so that \(\max _{i}\left(\bar{q}^{k+1}-\hat{q}_{i}^{k}\right) \leq Y^{k}\), where \(Y^{k}\) is a user-specified tolerance. The value for \(y\) may either be entered directly or it may be specified as a percentage of the "distance" between the previous reference point \(\bar{q}^{k}\) and the Pareto point \(\hat{q}^{k}\); i.e., \(Y^{k}=B_{i}^{k} \max _{i}\left(\bar{q}_{i}^{k}-\hat{q}_{i}^{k}\right)\), where \(\beta^{k}\) is a coefficient entered by the user. This latter option may be used meaningfully only if the reference point \(\bar{q}^{k}\) is not a Pareto inferior point, for instance, a point obtained by CONVERGE in the preceeding session. For an illustration of the modified reference point, see Figure 4.


Figure 4. Modification of the reference point in CONVERGE.

Note that
\[
\begin{equation*}
y^{k} \geq \max _{i}\left(\bar{q}_{i}^{k+1}-\hat{q}_{i}^{k}\right) \geq \max _{i}\left(\bar{q}^{k+1}-\hat{q}^{k+1}\right) \geq 0 \tag{5}
\end{equation*}
\]

Thus, if \(y^{k} \geq 0\) and the sequence \(\left\{y^{k}\right\}\) converges to zero, then the sequence of optimal values for ( \(P\) ) converges to zero.

Remark. A limit point of \(\left\{\hat{q}^{k}\right\}\) is not necessarily a solution to the multicriteria optimization problem, because the convergence is mechanically forced without taking the decision maker's preferences properly into account. The only purpose of the CONVERGENCE routine is to provide some algorithmic help to converge to \(a\), hopefully, interesting pareto point.
5. COMPUTATIONAL EXPERIENCE

For testing purposes we used a ten period dynamic linear programming model developed for studying long-range development alternatives of forestry and forest based industries in Finland (Kallio et al. 1978). This model comprises two subsystems,
the forestry and the industrial subsystem, which are linked to each other through raw wood supply. The forestry submodel describes the development of the volume of different types of wood and the age distribution of different types of trees in the forests within the nation. In the industrial submodel various production activities, such as saw mill, panels production, pulp and paper mills, as well as further processing of primary wood products, are considered. For a single product, alternative technologies may be employed so that the production process is described by a small Leontief model with substitution. Besides supply of raw wood and demand for wood products, production is restricted through labor availability, production capacity, and financial resources. All production activities are grouped into one financial unit and the investments are made within the financial resources of this unit. Similarly, the forestry is considered as a single financial unit.

A key issue between forestry and industry is the income distribution which is determined through raw wood price. Consequently, we have chosen two criteria: (i) the profit of the wood processing industries, and (ii) the income of forestry from selling the raw wood to industry. These objectives are considered separately for each time period of the model. Thus, the problem in consideration has 20 criteria altogether.

Of course, both the average raw wood price and quantity of wood sold must be implicit in such a model. In order to handle this in a linear programming framework, we use interpolation. We consider two exogeneously given wood prices for each type of raw wood and for each period. The quantities sold at each price are endogeneous and the average wood price results from the zatio of these quantities. The complete model after REVISION consists of 712 rows and 913 columns.

We experiment first with different values for the penalty coefficient \(\rho\). Then, fixing \(\rho=p\) (the number of objectives) we generate a sequence \(\left\{\bar{q}^{k}\right\}\) of reference points and compute the corresponding sequence \(\left\{\hat{q}^{k}\right\}\) of pareto points as solutions to ( \(P\) ). The influence of accumulated information on preferences will be
experimented with thereafter. Experience with CONVERGE will then be reported briefly. All these experiments have been carried out with an early version of MOCRIT for which \(E=0\). A sample of runs with our current version for which \(\varepsilon>0\) will be reported finally.
5.1 Influence of the Penalty Coefficient

Using the scalarizing function (1) we experimented with different values of the penalty coefficient \(\rho\) and with different reference points \(\bar{q}\). As pointed out in Section 2 , unless the reference point \(\overline{\mathcal{q}}\) is pareto inferior, the pareto point \(\mathcal{G}\) obtained as a solution of ( \(P\) ) is independent of \(\rho\), namely the one corresponding to the max min criterion of the scalarizing function (2). On the other hand, if \(\bar{q}\) is Pareto inferior, then \(\mathcal{q}\) in general depends on \(\rho\). In the extreme case of \(\rho=p\), we again obtain the max min solution.


Figure 5. Experiments with different penalty coefficients and with the reference point about 90 percent of a pareto point.

In an experiment illustrated in Figure 5 an attainable reference point \(\bar{q}\) has been chosen and the values \(20(x p), 25,50\) and 100 have been applied to \(p\). As \(\bar{q}\) now is Pareto inferior the Pareto trajectories obtained are dependant on \(\rho\). For \(\rho=p\), a constant deviation \(\hat{\omega}_{i}=\bar{q}_{i}-\hat{q}_{i}=0.4\) is obtained for each objective \(i\). When \(\rho\) increases the minimum guaranteed for each \(w_{i}\) decreases. Simultaneously as 0 increases, the behavior of the Pareto-tragectories \(\hat{q}\) gets worse in that large spikes appear in these trajectories.

In this example \(\vec{q}\) actually is about 90 percent of a Paretosolution. When a (Pareto-inferior) reference point is moved further from the Pareot-set according to our experience, the behavior of the pareto-trajectories get more sensitive to the value of \(\rho\); i.e., spikes appear already with values of \(\rho\) relatively close to \(p\), and for a given \(\rho>p\), the spikes grow worse when \(\bar{q}\) moves further from the Pareto-set.

\subsection*{5.2 Experiments with a Sample of Reference Points \\ For further tests we set \(\rho=p\), generated a sequence of nine} reference points \(\bar{q}^{k}, k=0,1, \ldots, 8\), and the corresponding pareto solutions. The results have been illustrated in Figures 6 and 7, for \(\bar{q}^{k}, k=3,4, \ldots, 8\). The continuous trajectories refer to the reference point, and those drawn in broken lines refer to the Pareto point. As an overall observation we may conclude, that the trajectory of the Pareto solution tends to be the reference trajectory shifted up or down. (gee also Figure 5 for \(\rho=20\). ) However, this is not always the case. In Figure 6 (a) the Pareto trajectory has a very large spike. Such undesirable unsmoothness may be due to a multiplicity of optimal solution which are very different from each other. In our dynamic case, for instance, the first


Figure 6 A sample of sessions
periods may totally determine the optimal objective function value for ( \(P\) ) and the multiple optimal solutions result from the variety of alternatives left for the later periods.

Next, the influence of the accumulated information on preferences was experimented. Again, let \(\hat{q}^{k}\) be the pareto-trajectory corresponding to the reference trajectory \(\bar{q}^{-k}, k=0,1, \ldots, 8\). For the purpose of our numerical tests we assume that the differences \(\mathrm{d}^{\mathrm{k}}=\mathrm{q}^{\mathrm{k}}-\hat{\mathrm{q}}^{\mathrm{k}-1}\) reveal the decision makers preferences in a way that \(d^{k}\) is a preferred direction, for \(k=1,2, \ldots, 8\). All vectors \(d^{k}\), for \(i \leq k\), will be made available when applying the reference point \(\bar{q}^{k}\) in the revised problem ( \(\overline{\mathrm{P}}\) ). Thus, all information gained on preferences is being used. The Pareto points resulting as optimal


Figure 7. A sample of sessions (continued).
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solutions for ( \(\bar{P}\) ) have been illustrated in dotted lines in Figures 6 and 7. For \(k=1,2\), and 3, the additional information did not have any influence on the Pareto point; i.e., the same solutions \(\hat{q}^{k}\) were obtained as before. However, thereafter a significant change was observed in most cases, and in addition, the obtained revised Pareto point seems more appealing than the one obtained from problem (P) (see Figures 6(b), 7(b), and 7(c), for instance). On the other hand, we may observe that the revised trajectories usdally resemble the shape of the reference trajectory to a besser degree than do the trajectories obtained form problem (P). These observations suggest that perhaps in practice both Pareto trajectories ought to be computed in each session.

\subsection*{5.3 Forcing Convergence}

In Section 4 we developed procedures for modifying the users suggested sequence of reference points in such a way that the pareto points obtained are forced to converge. One of these procedures was controlled by a sequence \(\left\{\beta^{k}\right\}\) of percentages, and another by a sequence \(\left\{Y^{k}\right\}\) of tolerances. Both of them were tested using the same sequence \(\left\{\mathbb{q}^{k}\right\}_{k=0}^{8}\) of reference points of section 5.2 .

First we discuss the case of using the \(B\)-factors. After obtaining the initial solution \(\hat{q}^{0}\), the CONVERGE program was applied for each suggestion \(\bar{q}^{k}\). The results obtained when a constant value \(\beta^{k}=.5\) (for all \(k\) ) was used, indicate that practically no change in \(\hat{q}^{k}\) occurs after \(k \geq 2\). The same phenomenon was discovered for \(\beta^{k}=.9\) (for all \(k\) ). Thus the convergence proved to be extremely fast. An explanation for this phenomenon may be found from the fact that the hyperplane (on which the reference points are projected) is close to the Pareto set in the neighborhood of the last

Pareto point obtained. This in turn is likely to result in a sequence of objective function values for ( \(P\) ), which converges fast to zero.

For the other procedure, we chose the bounds \(y^{k}\) as \(y^{k}=10 / 2^{k}\). The converge appeared to be now reasonably fast, but not too fast. Thus, the user has a fair chance to control the sequence of Pareto points being generated.
5.4 A sample of runs with \(\varepsilon>0\).

All the previous runs were made with the parameter vector \(\varepsilon=0\). As indicated by Lemma 1, this may not guarantee Paretooptimality for the trajectories \(\hat{q}^{k}\). However, even then, a sufficient but not a necessary condition for Pareto-optimality is that the dual vector \(\mu\) is strictly positive. This condition in fact was satisfied in many cases of the previous runs, and it is likely that most other cases (which did not satisfy this sufficient condition) resulted in a Pareto optimal trajectory as well. In any event, more recently we have experimented also with our current version of MOCRIT to see whether the main qualitative results obtained in Section 5.2 hold also when \(\varepsilon>0\) (i.e., when Paretooptimality for the \(\hat{q}\) trajectories is guaranteed. .

Figure 8 shows a sample of reference trajectories and the respective Pareto trajectories when \(\rho=p\) each component of \(E\) is set to \(10^{-6}\). Similarly as observed in Section 5.2 , the pareto trajectories tend now to result from a shift in the reference trajectories. More importantly, sharp spikes, which occasionally were obtained in Section 5.2 (see Figure 6 (a), for instance), did not result in our four examples of Figure 8 nor in other experiments which we did with \(\varepsilon>0\).


Figure 8 A sample of sessions with \(\varepsilon>0\).

Naturally, it would be desirable to repeat the experiments of Section 5.2 with \(\varepsilon>0\). However, these runs were made half a year earlier with a slightly different version of the model, and this version is no longer available. Nevertheless, the authors feel that no drastic new conclusions can be expected from further resting, and therefore, additional extensive and resource consuming experimenting has been neglected.

\section*{6. SUMMARY AND CONCLUSIONS}

In this paper we have investigated the reference point approach for linear multiobjective optimization (Wierzbicki 1979a, b). In our opinion, the basic concept proves to be very useful, in particular, because of its simplicity. The method does not necessarily aim at finding an optimum under any utility function, but rather it is used to generate a sequence of interesting Pareto points. In order to guarantee usefulness of the information being generated, we let the decision maker interfere with the model system. In the course of such an interactive process he suggests reference objectives which normally reflect his desired levels of various objectives. The optimization system is used to find, in some sense, the nearest pareto point to each reference objective.

As a measure of distance between the reference points and the Pareto set we use the penalty scalarizing function (1) which in our experience has very favorable properties: first, the problem of finding the nearest Pareto point to a reference point amounts to linear programing problem, and second, it allows the user a reasonable control over the sequence of Pareto points generated, given that the penalty coefficient \(\rho\) is close to the number of objectives \(p\) and a small \(\varepsilon>0\) is chosen. To clarify the latter point we have observed that, if \(0 \gg p\) and \(\varepsilon=0\), the scalarizing function has an undesirable property of favoring arbitrarily one or a few components of the objective vector. In such a case, the objective levels at the pareto point and at the reference objective may be close to each other in all except one component where the Pareto point is far superior to the reference objective. In dynamic cases this phenomenon usually causes spikes in trajectories of the objectives (see Figure 5 for large values of the penalty coefficient \(\rho\) ). However, this phenomenon has not been observed if \(\rho=p\) and \(\varepsilon>0\).

We have expanded the reference point approach for the adaptation of information which accumulates on the decision maker's preferences in the course of the interactive process. In this case we exclude from consideration every Pareto point which is not optimal under any linear utility function consistent with the information obtained so far. Thus the pareto point being generated is the nearest one among the rest of the pareto points.

We have implemented the reference point approach using the interactive mathematical programming system, called SESAME (Orchard-Hays 1978). The package of programs consists of essentially two parts: first, a DATAMAT program which reformulates a linear programing model in the form \((\bar{P})\) of reference point optimization, and second, a routine to carry out an interactive iteration (i.e., to insert a reference objective, and to compute and display the pareto point). The current implementation employs the scalarizing function (1) with the components of vector \(\varepsilon\) being 4!1 equal. The system is now capable of handling large practical multicriteria linear programs with up to 99 objectives and one or two thousand constraints.

For computational experimentation we used a dynamic LP model of a forest sector with about 700 rows and 900 columns. There are two objectives defined for each of the ten time periods of the model, i.e., there are twenty objectives in total. We experimented first with different values of the penalty coefficient \(\rho\). The results suggest that for \(\rho\) one should use a value which is equal to or slightly larger than \(p\), the number of objectives. Based on this observation, we set \(p=p=20\) for
further numerical test runs. Samples of reference points have been tried out and the overall performance of the method has been found to be satisfactory. For \(\varepsilon=0\), however, we observed occasional undesirable unsmoothness in the computed trajectories of the two objectives (see Figure \(6(a)\) ). This may be due to the fact that only weak Pareto optimality is guaranteed, for \(\varepsilon=0\) (see Lemma 1). Indeed, as discussed in Section 5.4, this problem seems to disappear when \(\varepsilon>0\) (and pareto optimality is guaranteed).

A general observation is that the Pareto trajectories tend to agree with the reference objectives shifted up or down. This property was found not to be valid when experimenting with the extension
of employing cumulative information on preferences. However, after this information began to influence the solution the Pareto trajectories generally appeared more appealing than those obtained disregarding this information (see Figures \(7(b)\) and \(7(c))\).

A reader familiar with the goal programming approach might observe the similarity of the algorithm discussed in this paper, to goal programming algorithms. In fact, the algorithm has been derived from the reference point approach to multiobjective optimization which is a generalization of goal programuing: in particular, the algorithm works as well for Pareto-dominated reference objective points which cause difficulties in typical goal programming. Moreover, the questions of eliminating weakly Pareto-optimal solutions and of employing cumulative information on users preferences have not been considered in typical goal programming.

\section*{APPENDIX}

\section*{Derivation of Problem (P)}

Denote by \(W \equiv\{w \mid-w+C x=\bar{q}, A x=b, x \geq 0\}\) the feasible set for vector \(w\). Then the reference point optimization problem, when the scalarizing function (1) is applied, is as follows:
\[
\begin{aligned}
& \min _{w \in \mathbb{W}}\left\{-\min \left\{\operatorname{man}_{i} w_{i}, \sum_{i} w_{i}\right\}-\varepsilon w\right\} \\
& =\min _{w \in W}\left\{\max _{i}\left\{\max _{i}\left(-\rho w_{i}\right),-\sum_{i} w_{i}\right\}-\varepsilon w\right\} \\
& =\min _{w \in W}\left\{\max \left(\max _{i}\left(-\rho w_{i}-\varepsilon w\right),-\sum_{i} w_{i}-\varepsilon w\right)\right\} \\
& =\min _{w \in \mathbb{W}}\left\{2 \mid z \geq-\rho w_{i}-\varepsilon w \text {, for all } i, z \geq-\sum_{i} w_{i}-\varepsilon w\right\} \\
& z \in \mathbb{R} \\
& =\min _{\substack{w \in \mathbb{W} \\
y \in \mathbb{R}}}\left\{y-\varepsilon w \mid-y-0 w_{i} \leq 0, \text { for all } i,-y-\sum_{i} w_{i} \leq 0\right\} \text {, }
\end{aligned}
\]
```

where we have substituted y = z + \varepsilonw.

```
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This paper describes a dynamic linear programming model for studying long-range development alternatives of forestry and forest based industries at a national and regional level. The Finnish forest sector is used as an object of implementation and for numerical examples. Our model is comprised of two subsystems, the forestry and the industrial subsystern, which are linked to each other through the wood supply. The forestry submodel describes the development of the volume and age distribution of different tree species within the nation or its subregions. In the industrial submodel we consider various production activities, such as saw mill industry, panel industry, pulp and paper industry, as well as further processing of primary products. For a single product, alternative technologies may be employed. Thus, the production process is described by a small Leontief model with substitution. Besides supply of wood and demand of wood products, production is restricted through labor availability, production capacity, and financial resources. The production activities are grouped into financial units and the investments are made within the financial resources of such units. Objective functions related to GNP, balance of payments, employment, wage income, stumpage earnings, and industrial profit have been formulated. Terminal conditions have been proposed to be determined through an optimal solution of a stationary model for the whole forest sector.

The structure of the integrated forestry-forest industry model is given in the canonical form of dynamic linear programs for which special solution techniques may be employed. Two versions of the Finnish forest sector models have been implemented for the interactive mathematical programming system called SESAME, and a few numerical runs have been presented to illustrate possible use of the model.
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\section*{1. INTRODUCTION}

As is the case with several natural resources, many regions of the world are now at the transition period from ample to scarce wood resources. Because the forest sector plays an important role in the economy of some countries, long-term policy analysis of the forest sector, i.e., forestry and forest industries, is becoming an important issue for these countries.

We may single out two basic approaches for analyzing longrange development of the forest sector: simulation and optimization. Simulation techniques (e.g., system dynamics) allow us to understand and to quantify basic relationships influencing the development of the forest sector (see Jegr et al. 1978, Randers 1976, Seppälä et al. forthcoming). Hence, using a simulation technique we can evaluate the consequences of a specific policy. However, using only simulation it is difficult to find a "proper" (or in some sense optimal) policy. The reason for this is that the forest sector is in fact a large-scale dynamic system and, on the basis of simulation alone, it is difficult to select an appropriate policy which should satisfy a large number of conditions and requirements. For this we need an optimization technique. Because of the complexity of the system in question,
linear programming (Dantzig 1963) may be considered as the most appropriate technique for this case. It is worthwhile to note that the optimization technique itself should be used on some simulation basis; i.e., different numerical runs based on different assumptions and objective functions should be carried out to aid the selection of an appropriate policy. Specific applications of such an approach for planning an integrated system of forestry and forest industries have been presented, for instance, by Jackson (1974) and Barros and Weintraub (1979).

Already because of the nature of growth of the forests, the model should necessarily be dynamic. Therefore, in this paper we consider a dynamic linear programming (DLP) model for the forest sector. In this approach the planning horizon (e.g., a 50-year period) is partitioned into a (finite) number of time periods (e.g., 5-year periods) and for each of these shorter periods we consider a static linear programming model. A dynamic LP is then just a linear program comprising of such static models which are interlinked via various state variables (i.e., different types of "inventories", such as wood in the forests, production capacity, assets, liabilities, etc., at the end of a given period are equal to those at the beginning of the following period). In our forest sector model, each such static model comprises two basic submodels: a forestry submodel, and an industrial model of production, marketing and financing. The forestry submodel describes also ecological and land availability constraints for the forest, as well as labor and machinery constraints for harvesting and planting activities.

The industrial submodel is described by a small input-output model with both mechanical (e.g., sawmill and plywood) and chemical (e.g., pulp and paper) production activities. Also secondary processing of the primary products will be included in the model, in particular, because of the expected importance of such activities in the future.

The rate of production is restricted by wood supply (which is one of the major links between the submodels), by final demand for wood products, by labor force supply, by production capacity availability, and finally, by financial considerations.

The evaluation criterion in comparing alternative policies for the forest sector is highly multiobjective: while selecting a reasonable long-term policy, preferences of different interest groups (such as govermment, industry, labor, and forest owners) have to be taken simultaneously into account. It should also be noted that forestry and industry submodels have different transient times: a forest normally requires a growing period of at least 40 to 60 years whereas a major structural change in the industry may be carried out within a much shorter period. Because of the complexity of the system, it is sometimes desirable to consider the forestry and the industries on some independent basis, each with its own objective(s), and to analyze an integrated model thereafter (see Kallio et al. 1979).

The paper is divided into two parts. In the first part (Sections 2-4) we describe the methodological approach. In the second part (Section 5) a specific implementation for the Finnish forest sector is described and illustrated with somewhat hypothetical numerical examples.

\section*{2. THE FORESTRY SUBSYSTEM}

Mathematical programing is a widely applied technique for operations management and planning in forestry (e.g., Navon 1971. Dantzig 1974, Kilkki et al. 1977, Newnham 1975, Näslund 1969, Wardle 1965, Ware and Clutter 1971, Weintraub and Navon 1976, Williams 1976). In this section we follow a traditional formulation of the forests' tree population into a dynamic linear programming system. We describe the forestry submodel, where the decision variables (control activities) are harvesting and planting activities, and where the state of the forests is represented by the volume of trees in different species and age groups. Because the model is formulated in the DLP framework, we single out the following: (i) state equations which describe the development of the system, (ii) constraints which restrict feasible trajectories of the forest development. (iii) planning horizon, and (iv) objective function(s).

\subsection*{2.1 State Equations}

Each tree in the forest is assigned to a class of trees specifying the age and the species of the tree. A tree belongs to age group a (a \(=1, \ldots, N-1\) ) if its age is at least (a-1) \(\Delta\) but less than \(a \Delta\), where \(\Delta\) is a given time interval (for example, five years). In the highest age group \(a=N\) all trees are included which have an age of at least ( \(N-1\) ) \(\Delta\). (Instead of age groups, we might alternatively assign trees to size groups specified by the trees' diameter.) We denote by \(w_{s a}(t)\) the number of trees of species \(s, s=1,2,3, \ldots\). (e.g., pine, spruce, birch, etc.) in age group a at the beginning of time period \(t\), \(t=0,1, \ldots, T\).

Let \(\alpha_{a a^{\prime}}^{s}(t)\) show the ratio of trees of species \(s\) and in age group a that will proceed to the age group a' during time period \(t\). We shall consider a model formulation where the length of each time period is \(\Delta\). Therefore, we may assume that \(\alpha_{\text {aa, }}^{s}\) ( \(t\) ) is independent of \(t\) and equal to zero unless \(a\) ' is equal to \(a+1\) (or a for the highest age group). We denote then \(a_{a a^{\prime}}(t)=a_{a}^{s}\) with \(0 \leq \alpha_{a}^{s} \leq 1\). The ratio \(1-\alpha_{a}^{s}\) may then be called the attrition rate corresponding to time interval \(\Delta\) and tree species \(s\) in age group a. We introduce a subvector \(w_{s}(t)=\left\{w_{s a}(t)\right\}\), specifying the age distribution of trees (number of trees) for each tree species s at the beginning of time period \(t\). Assuming neither harvesting nor planting, the age distribution of trees at the beginning of the next time period \(t+1\) will then be given by \(a^{s} w_{s}(t)\) where \(\alpha^{s}\) is the square \(N \times N\) growth matrix, describing aging and death of the trees resulting from natural causes. By our definition, it has the form
\[
\alpha^{s}=\left[\begin{array}{llll}
0 & 0 & & 0 \\
\alpha_{1}^{s} & 0 & & 0 \\
0 & \alpha_{2}^{s} & & \\
0 & \cdots & \alpha_{\mathrm{N}-1}^{\mathrm{s}} & a_{\mathrm{N}}^{\mathrm{s}}
\end{array}\right]
\]

Introducing a vector \(w(t)=\left\{w_{s}(t)\right\}=\left\{w_{s a}(t)\right\}\), describing tree species and age distribution and a block-diagonal matrix a with submatrices \(a^{s}\) on its diagonal, the species and age distribution at the beginning of period \(t+1\) will be given by aw( \(t\) ).

We denote by \(u^{+}(t)\) and \(u^{-}(t)\) the vectors of planting and harvesting activities at time period \(t\). The state equation describing the development of the forest will then be
\[
\begin{equation*}
w(t+1)=\alpha w(t)+\eta u^{+}(t)-w u^{-}(t), \tag{1}
\end{equation*}
\]
where matrices \(\eta\) and \(w\) specify planting and harvesting activities in such a way that \(\eta u^{+}(t)\) and \(-w u^{-}(t)\) are the incremental change in numbers of trees resulting from planting and harvesting activities, respectively.

A planting activity \(n\) may be specified to mean planting of one tree of species \(s\) which enters the first age group (a \(=1\) ) during period \(t\). Thus, matrix \(\eta\) has one unit column vector for each tree species \(s\). The nonzero element of such a column is on the row of the first age group for tree species \(s\) in equation (1).

A harvesting activity \(h\) is specified by variables \(u_{h}^{-}(t)\) which determine the level of this activity (e.g., final harvesting, thinning, etc.). The coefficients \(w_{a h}^{s}\) of matrix w are defined so that \(\omega_{\text {an }}^{s} u_{h}^{-}(t)\) is the number of trees of species s from age group a harvested when activity \(h\) is applied at level \(u_{h}^{-}(t)\). Thus, these coefficients show the age and species distribution of trees harvested when activity \(h\) is applied.

Sometimes the harvesting activities can be specified simply by the numbers of trees of species \(s\) and age a harvested during time period \(t\). There is some danger in this specification, however, because the solution of the model may suggest that only one or very few age groups will be harvested at each time period \(t\). This would of course be unrealistic in practice. Therefore, it is recommended that each harvesting activity is defined through a tree distribution corresponding to actual operations.

\section*{2. 2 Constraints}

Land. Let \(H(t)\) be the vector of total acreage of different types \(d\) of land available for forests at time period \(t\). A land type \(d\) may refer, for instance, to a soil type. Let \(G_{a d}^{s}\) be the area of land species \(d\) required by one tree of species \(s\) and age group a. We assume that each tree species uses only one type of land \(d\); i.e., only one of the elements \(G_{a d}^{s}, d=1,2, \ldots\), is nonzero. Thus, if we consider more than one land type, then the tree species s may also refer to the soil. Defining the matrix \(G=\left(G_{a d}^{s}\right)\), we have the land availability restriction
\[
\begin{equation*}
G w(t) \leq H(t) . \tag{2}
\end{equation*}
\]

\begin{abstract}
In this formulation we assume that the land area \(H(t)\) is exogenously given. Alternatively, we may endogenize vector \(H(t)\) by introducing activities and a state equation for changing the area of different types of land. Such a formulation is justified if changes in soil type over time is considered or if some other land intensive activities, such as agriculture, are included in the model.

Besides land availability constraints, requirements for allocating land for certain purposes (such as preserving the forest as a water shed or as a recreational area) may be stated in the form of inequality (2). In such a case (the negative of) a component of \(\mathrm{H}(\mathrm{t})\) would define a lower bound on such an allocation, while the left hand side would yield the (negative of) land allocated in a solution of the model.

Sometimes constraints on land availability may be given in the form of equalities which require that all land which is made available through harvesting at a time period should be used in the same time period for planting new trees of the type appropriate for the soil. Forest laws in many countries even require following this type of pattern.
\end{abstract}

Labor and other resources. Harvesting and planting activities require resources such as machinery and labor. Let \(R_{g n}^{+}(t)\) and \(R_{g h}^{-}(t)\) be the usage of resource \(g\) at the unit level
of planting activity \(n\) and harvesting activity \(h\), respectively. Defining the matrices \(R^{+}(t)=\left\{R_{g n}^{+}(t)\right\}\) and \(R^{-}(t)=\left\{R_{g h}^{-}(t)\right\}\), and vector \(R(t)=\left\{R_{g}(t)\right\}\) of available resources during period \(t\), we may write the resource availability constraint as follows:
\[
\begin{equation*}
R^{+}(t) u^{+}(t)+R^{-}(t) u^{-}(t) \leq R(t) . \tag{3}
\end{equation*}
\]

Wood supply. The requirements for wood supply from forestry to industries can be given in the form:
\[
\begin{equation*}
S(t) u^{-}(t)=y(t) \tag{4}
\end{equation*}
\]
where vector \(y(t)=\left\{y_{k}(t)\right\}\) specifies the requirements for different timber assortments \(k\) (e.g., pine log, spruce pulpwood, etc.), and matrix \(S(t)\) transfoms quantities of harvested trees of different species and age into the volume of different timber assortments. Note that the volume of any given tree being harvested is assigned in (4) to log and pulpwood in a ratio which depends on the species and age group of the tree.

\subsection*{2.3 Planning Horizon}

The forest as a system has a very long transient time: one rotation of the forest may in extreme conditions require more than one hundred years. Naturally, various uncertainties make it difficult to plan for such a long time horizon. On the other hand, if the planning horizon is too short we cannot take into account all the consequences of activities implemented at the beginning of the planning horizon. As a compromise we may think of a planning horizon of 50 to. 80 years. Thus, if one period represents an interval of five years, the model will constitute 10 to 16 stages. It should be noted that such a planning horizon is unnecessarily long for the industrial subsystem and too short for the forestry subsystem. In order to eliminate the latter difficulty, it is desirable to analyze a stationary regime for the forests. In this case we set \(w(t+1)=w(t)=w\), for all \(t\). Similarly planting and harvesting activities are taken independent of time; i.e.. \(u^{+}(t)=u^{+}\)and \(u^{-}(t)=u^{-}\), for all \(t\). The state equation (1) can then be restated as
\[
\begin{equation*}
w=a w+\eta u^{+}-\omega u^{-} . \tag{1a}
\end{equation*}
\]

Imposing constraints (2) through (4) on variables \(w, u^{+}\), and \(u^{-}\), we can solve the static linear programming problem and find an optimal stationary state \(w^{*}\) of the forest (and corresponding harvesting and planting activities). This approach has been used, for instance, by Rorres (197B) for finding the stationary maximum yield of a harvest. The solution of a dynamic linear program with terminal constraints
\[
w(T)=w^{*}
\]
yields the optimal transition to this stationary state.
Another way of introducing a stationary state is to consider an infinite period formulation and to impose constraints \(w(t)=\) \(w(t+1), u^{-}(t)=u^{-}(t+1)\) and \(u^{+}(t)=u^{+}(t+1)\), for all \(t \geq T\). If the model parameters for period \(t\) are assumed independent of time for all \(t \geq T\), then the dynamic infinite horizon linear programming model may be formulated as a \(T+1\) period problem where the last period represents a stationary solution for periods \(t \geq T\), and the first \(T\) periods represent the transition from the initial state to the stationary solution.

There is a certain difference in these two approaches of handling the stationary state. In the first approach, when (5) is applied, we first find the optimal stationary solution independently of the transition period, and thereafter we determine the optimal transition to this stationary state. In the latter approach we link the transition period with the period corresponding to the stationary solution. The linkage takes place in the stationary state variables which are determined in an optimal way taking into account both time periods simultaneously.

\subsection*{2.4 Objective Functions}

The forest management described above, has a very multiobjective nature. For example, the following objectives have been mentioned (Dantzig 1974, Steuer and Schuler 1978):
1) obtaining higher yields of round wood; 2) preserving the watershed; 3) preserving the forest as a recreational area; 4) making the forest resilient to diseases, fire, droughts, etc. Some of these objectives may be included in objective function(s), while others can be given as constraints. In section 2.2 we considered some of these types of objectives as constraints.

A common objective which is also used as an objective function is the discounted sum of net income in forestry. This profit may be expressed as a linear combination of the decision variables:
\[
\begin{equation*}
\sum_{t=0}^{T-1} B(t)\left[J^{-}(t) u^{-}(t)-J^{+}(t) u^{+}(t)\right] \tag{6}
\end{equation*}
\]

Here \(J^{-}(t)\) accounts for the mill price of the wood less transportation and harvesting costs at unit level. Vector \(J^{+}(t)\) refers to planting costs at unit level and \(B(t)\) is a discounting factor. For illustrative purposes we shall use this objective function for forestry.

\subsection*{2.5 Forestry Model}

In sumary, our forestry model may now be stated as follows. Given state equation (1), an initial state \(w(0)=w^{0}\) and a terminal state \(w(T)=W\), find such nonnegative controls \(\left\{u^{-}(t)\right\}\) and \(\left\{u^{+}(t)\right\}(t=0,1, \ldots, T-1)\), which satisfy constraints (2) through (4), yield nonnegative state vectors \(w(t)\) and maximize the aggregated profit defined in (6).

In this problem the vector \(y(t)\) of wood supply, the (vector of) available land \(H(t)\), and the availability of labor and other resources \(R(t)\) are given exogenously. Therefore, policy analysis for forestry on the basis of only this submodel is very limited in its possibilities. We shall link below this submodel with an industrial submodel describing transformation of wood raw material into products.

Note that our formulation may also be considered as a regionalized forestry model. In this case we only have to extend the meaning of various indices (tree species s, planting activity \(n\), harvesting activity \(h\), land type \(d\), resource \(g\), and timber assortment \(k\) ) to refer, in addition to the above, also to various subregions within the nation.

\section*{3. THE INDUSTRIAL SUBSYSTEM}

We will now consider the industrial subsystem of the forest sector. Again the formulation is a dynamic linear programing model. We discuss first the section related to production and final demend of wood products, then the financial considerations and the complete industrial submodel thereafter.

\subsection*{3.1 Production and Demand}

Let \(x(t)\) be the vector (levels of) of production activities for period \(t\), for \(t=0,1, \ldots, T-1\). Such an activity i may include production of sawn wood, panels, pulp, paper, converted products, etc. For each single product \(j\), there may exist several alternative production activities \(i\) which are specified through alternative uses of raw material, technology, etc. Let \(U\) be the matrix of wood usage per unit of production activity so that the wood processed by industries during period \(t\) is given by vector Ux( \(t\) ). Note that matrix \(U\) has one row corresponding to each timber assortment \(k\) (corresponding to the components of supply vector \(y(t)\) in the forestry model). Some of the elements in \(U\) may be negative. For instance, saw milling consumes logs but produces raw material (industrial residuals) for pulp mills. This byproduct appears as a negative component in matrix \(U\). We denote by \(r(t)=\left\{r_{k}(t)\right\}\) the vector of wood raw material inventories at the beginning of period \(t\) (i.e., wood harvested but not processed by the industry). As above, let \(y(t)\) be the amount of wood harvested in different timber assortments, and \(z^{+}(t)\) and \(z^{-}(t)\) the (vectors of) import and export of different assortments of wood, respectively during period \(t\). Then we have the following state equation for the wood raw material inventory:
\[
\begin{equation*}
r(t+1)=r(t)+y(t)-U x(t)+z^{+}(t)-z^{-}(t) \tag{7}
\end{equation*}
\]

In other words, the wood inventory at the end of period \(t\) is the inventory at the beginning of that period plus wood harvested and imported less wood consumed and exported (during that period). Note that if there is no storage (change), and no import nor export of wood, then (7) reduces to \(Y(t)=U X(t)\); i.e., wood harvested equals the consumption of wood. For wood import and export we assume upper limits \(Z^{+}(t)\) and \(Z^{-}(t)\), respectively:
\[
\begin{equation*}
z^{+}(t) \leq z^{+}(t) \text { and } z^{-}(t) \leq z^{-}(t) \text {. } \tag{8}
\end{equation*}
\]

The production process may be described by a simple inputoutput model with substitution. Let \(A(t)\) be an input-output matrix having one row for each product \(j\) and one column for each production activity i so that \(A(t) x(t)\) is the (vector of) net production when production activity levels are given by \(x(t)\). Let \(m(t)=\left\{m_{j}(t)\right\}\) and \(e(t)=\left\{e_{j}(t)\right\}\) be the vectors of import from and export to the forest sector, respectively, for products j. Then, excluding from consideration a possible change in the product inventory, we have
\[
\begin{equation*}
A(t) x(t)+m(t)-e(t)=0 \tag{9}
\end{equation*}
\]

Both for export and for import we assume externally given bounds \(E(t)\) and \(M(t)\), respectively:
\[
\begin{align*}
& e(t) \leq E(t) .  \tag{10}\\
& m(t) \leq M(t) . \tag{11}
\end{align*}
\]

Production activities are further restricted through labor and mill capacities. Let \(L(t)\) be the vector of different types of labor available for the forest industries. Labor may be classified in different ways taking into account, for instance, type of production, and the type of responsibilities in the production process (e.g.. work force, management, etc.). Let \(\rho(t)\)
```

be a coefficient matrix so that \rho(t)x(t) is the (vector of)
demand for different types of labor given production activity
levels x(t). Thus we have

```
\[
\begin{equation*}
P(t) x(t) \leq L(t) . \tag{12}
\end{equation*}
\]

\begin{abstract}
We will consider the production (mill) capacity as an endogenous state variable. Let \(q(t)\) be the vector of the amount of different types of such capacity at the beginning of period \(t\). Such types may be distinguished by region (where the capacity is located), by type of product for which it is used and by different technologies to produce a given product. Let \(Q(t)\) be a coefficient matrix so that \(Q(t) x(t)\) is the demand (vector) for these types of capacity. Such a matrix has nonzero elements only when the region-product-technology combination of a production activity matches with that of the type of capacity. The production capacity restriction is then given as
\[
\begin{equation*}
Q(t) x(t) \leq q(t) \quad . \tag{13}
\end{equation*}
\]

The development of the capacity is given by a state equation
\[
\begin{equation*}
q(t+1)=(I-\delta) q(t)+v(t) \tag{14}
\end{equation*}
\]
\end{abstract}
where \(\delta\) is a diagonal matrix accounting for (physical) deprecation and \(v(t)\) is a vector of investments (in physical units). Capacity expansions are restricted through financial resources. We do not consider possible constraints of other sectors, such as heavy machinery or building industry, whose capacity may be employed in investments of the forest sector.

\subsection*{3.2 Finance}

We will now turn our discussion to the financial aspects. We partition the set of production activities i into financial units (so that each activity belongs uniquely to one financial unit). Furthermore, we assume that each production capacity
is assigned to a financial unit so that each production activity employs only capacities assigned to the same financial unit as the activity itself.

Production capacity in (14) is given in physical units. For financial calculations (such as determining taxation) we define a vector \(\bar{q}(t)\) of fixed assets. Each component of this vector determines fixed assets (in monetary units) for a financial unit related to the capacity assigned to that unit. Thus, fixed assets are aggregated according to the grouping of production activities into financial units, for instance, by region, by industry, or by groups of industries.

Financial and physical depreciation may differ from each other; for instance, when the former is defined by law. We define a diagonal matrix ( \(I-\bar{\delta}(t)\) ) so that (I- \(\bar{\delta}(t)) \bar{q}(t)\) is the vector of fixed assets left at the end of period \(t\) when investments are not taken into account. Let \(K(t)\) be a matrix where each component determines the increase in fixed assets (of a certain financial unit) per (physical) unit of an investment activity. Thus the components of vector \(K(t) V(t)\) determine the increase in fixed assets (in monetary units) for the financial units when investment activities are applied (in physical units) at a level determined by vector \(v(t)\). Then we have the following state equation for fixed assets:
\[
\begin{equation*}
\bar{q}(t+1)=(I-\bar{\delta}(t)) \bar{q}(t)+K(t) v(t) . \tag{15}
\end{equation*}
\]

For each financial unit we consider external financing (long-term debt) as an endogenous state variable. Let \(\ell(t)\) be the (vector of) beginning balance of external financing for different financial units in period \(t\). Similarly, let \(\ell^{+}(t)\) and \(\ell^{-}(t)\) be the (vectors of) drawings of debt and the repayments made during period \(t\). In this notation, the state equation for long-term debt is as follows:
\[
\begin{equation*}
\ell(t+1)=\ell(t)+\ell^{+}(t)-\ell^{-}(t) . \tag{16}
\end{equation*}
\]

We will restrict the total amount for long-term debt through a measure which may be considered as a realization value of a financial unit. This measure is a given percentage of the total assets less short-term liabilities. Let \(\mu(t)\) be a diagonal matrix of such percentages, let \(b(t)\) be the (endogenous vector of) total stockholders equity (including cumulative profit and stock). Then the upper limit on loans is given as
\[
\begin{equation*}
[I-\mu(t)] \ell(t) \leq \mu(t) b(t) \tag{17}
\end{equation*}
\]

Alternatively, external financing may be limited, for instance, to a percentage of a theoretical annual revenue (based on available production capacity and on assumed prices of products). Note that no repayment schedule has been introduced in our formulation, because an increase in repayment can always be compensated by an increase of drawings in the state equation (16).

Next we will consider the profit (or loss) from period \(t\). Let \(p^{+}(t)\) and \(p^{-}(t)\) be vectors whose components indicate profits and losses, respectively, for the financial units. By definition, both profit and loss cannot be simultaneously nonzero for any financial unit. For a solution of the model, this fact usually results from the choice of an objective function.

Let \(P(t)\) be a matrix of prices for products (having one column for each product and one, row for each financial unit) so that the vector of revenue (for different financial units) from sales \(e(t)\) outside the forest industry is given by \(P(t) e(t)\). Let \(C(t)\) be a matrix of direct unit production costs, including, for instance, wood, energy, and direct labor costs. Each row of \(C(t)\) refers to a financial unit and each column to a production activity. The (vector) of direct production costs for financial units is then given by \(C(t) x(t)\).

The fixed production costs may be assumed proportional to the (physical) production capacity. We define a matrix \(F(x)\) so that the vector \(F(t) q(t)\) yields the fixed costs of period \(t\) for the financial units. According to our notation above, (financial) depreciation is given by the vector \(\bar{\delta}(t) \bar{q}(t)\).

We assume that interest is paid on the beginning balance of debt. Thus, if \(E(t)\) is the diagonal matrix of interest rates, then the vector of interest paid (by the financial units) is given by \(E(t) \ell(t)\). Finally, let \(D(t)\) be (a vector of) exogeneously given cash expenditure covering all other costs. Then the profit before tax (loss) is given as follows:
\[
\begin{align*}
P^{+}(t)-p^{-}(t)= & P(t) e(t)-C(t) x(t)-F(t) q(t) \\
& -\delta(t) \bar{q}(t)-\varepsilon(t) \ell(t)-D(t) \tag{18}
\end{align*}
\]

The stockholder equity \(b(t)\), which we already employed above, satisfies now the following state equation:
\[
\begin{equation*}
b(t+1)=b(t)+[I-\tau(t)] p^{+}(t)-p^{-}(t)+B(t), \tag{19}
\end{equation*}
\]
where \(\tau(t)\) is a diagonal matrix for taxation and \(B(t)\) is the (exogenously given) amount of stock issued during period \(t\).

Finally, we consider cash (and receivables) for each financial unit. Let \(c(t)\) be the vector of cash at the beginning of period \(t\). The change of cash during period \(t\) is due to the profit after tax (or loss), depreciation (i.e.. noncash expenditure), drawing of debt, repayment, and investments. . Thus we assume that the possible change in cash due to changes in accounts receivable, in inventories (wood, end products, etc.) and in accounts payable cancel each other (or that these quantities remain unchanged during the period). Alternatively, such changes could be taken into account assuming, for instance, that the accounts payable and receivable, and the inventories are proportional to annual sales of each financial unit.

Using our earlier notation, the state equation for cash is now
\[
\begin{align*}
c(t+1)= & c(t)+[I-\tau(t)] p^{+}(t)-p^{-}(t)+\bar{\delta}(t) \bar{q}(t) \\
& +\ell^{+}(t)-\ell^{-}(t)-K(t) v(t)+B(t) \tag{20}
\end{align*}
\]

\subsection*{3.3 Initial State and Terminal Conditions}

In our industrial model, we now have the following state vectors: wood raw material inventory \(r(t)\), (physical) production capacity \(q(t)\), fixed assets \(\bar{q}(t)\), long-term debt \(\ell(t)\), cash \(c(t)\), and total stockholders equity \(b(t)\). For all of them we have an initial value and possibly a limit on the terminal value. We shall refer to the initial and terminal values by superscripts 0 and *, respectively; i.e., we have the initial state given as
\[
\begin{align*}
& r(0)=r^{0}, q(0)=q^{0}, \quad \bar{q}(0)=\bar{q}^{0}, \\
& \ell(0)=\ell^{0}, \quad c(0)=c^{0}, b(0)=b^{0}, \tag{21}
\end{align*}
\]
and a terminal state restricted, for instance, as follows:
\[
\begin{align*}
& r(T) \geq r^{*}, \quad q(T) \geq q^{*}, \vec{q}(T) \geq \bar{q}^{*}, \\
& \ell(T) \leq \ell^{*}, \quad C(T) \geq c^{*} . \tag{22}
\end{align*}
\]

The initial state is determined by the state of the forest industries at the beginning of the planning horizon. The terminal state may be determined as a stationary solution similarly as we described for the forestry model above.

If we consider the wood supply \(y(t)\) being exogenous, we now have an industrial submodel which may be analyzed independently from the forestry submodel. A more complete duscussion on objectives will be given in the next section, but for illustrative purposes, we may choose now the discounted sum of industrial profits (after tax) as an objective function:
\[
\begin{equation*}
\sum_{t=0}^{T-1} B(t)\left[(I-\tau(t)) p^{+}(t)-p^{-}(t)\right] \tag{23}
\end{equation*}
\]

Here \(B(t)\) is a (row) vector where components are the discounting factors for different financial units (for period t).

\subsection*{3.4 Industrial Model}

We may now sumarize the industrial model. Given initial state (21), find nonnegative control vectors \(x(t), z^{+}(t), z^{-}(t)\), \(m(t), e(t), v(t), \ell^{+}(t), l^{-}(t) p^{+}(t)\), and \(p^{-}(t)\), and nonnegative state vectors \(r(t), q(t), \bar{q}(t), \ell(t), c(t)\), and \(b(t)\), for all \(t\) which satisfy constraints and state equations (7) - (20), the terminal requirements (22), and maximize the linear functional given in (23).

As was the case with the forestry model, our industrial model may also be considered being regionalized. Again various indices (such as production activities, production capacities, etc.) should also refer to subregions within the country. Various transportation costs will then be included in direct production costs. For instance for a given product being produced within a given region there may be alternative production activities which differ from each other only in the source region of raw material.

\section*{4. THE INTEGRATED SYSTEM}

We will now consider the integrated forestry--forest industries model. First we have a general discussion on possible formulations of various objective functions for such a model. Thereafter, we sumarize the model in the canonical form of dynamic linear programing. A tableau representation of the structure of the integrated model will also be given.

\subsection*{4.1 Objectives}

The forest sector may be viewed as a system controlled by several interest groups or parties. Any given party may have several objectives which are in conflict with each other. Obviously, the objectives of one party may be in conflict with those of another party. For instance, the following parties may be taken into account: representatives of industry, government, labor, and forest owners. Objectives for industry may be the development of profit of different financial units. Government may be interested in the increment of the forest sector
to the gross national product, to the balance of payments, and to employment. The labor unions are interested in employment and total wages earned in forestry and different industries within the sector. Objectives for forest owners may be the income earned from selling and harvesting wood. Such objectives refer to different time periods \(t\) (of the planning horizon) and possibly also to different product lines. We will now give simple examples of formulating such objectives into linear objective functions.

Industrial profit. The vector of profits for the industrial financial units was defined above as \([I-\tau(t)] p^{+}(t)-p^{-}(t)\) for each period \(t\). If one wants to distinguish between different financial units, then actually each component of such a vector may be considered as an objective function. However, often we aggregate such objectives for practical purposes, for instance, summing up discounted profits over all time periods, suming over financial units, or as in (23), summing over both time periods and financial units.

Increment to gross national product. For the purpose of defining the increment of the forest sector to the GNP we consider the sector as a "profit center" where no wage is paid to the employees within the sector, where no price is paid for raw material originating from this sector, and where no taxes exist. The increment to the GNP is then the profit for such a center. We will now make a precise statement of such a profit which may also be viewed as the valued added in the forest sector.

Let \(P^{\prime}(t)\) be a price vector so that \(P^{\prime}(t) e(t)\) is the total revenue from selling wood products outside the forest sector. Let \(C^{\prime}(t)\) be the vector of direct production unit costs excluding direct labor cost and cost of raw material which originates from the forest sector. Let \(\hat{R}(t)\) and \(\hat{R}(t)\) be vectors of unit cost of planting and harvesting activities, respectively, excluding labor costs. For simplicity, we may assume that these latter two cost components include both operating and capital cost for machinery. The direct operating costs (excluding wages and wood based raw material) is then given, for period \(t\), by
\(C^{\prime}(t) x(t)+\hat{R}(t) u^{+}(t)+\hat{X}(t) u^{-}(t)\). Also the import and export of wood based raw material influence the GNP. Let \(\hat{Z}(t)\) and \(\hat{z}(t)\) be price vectors for imported and exported wood raw material, respectively, and let \(M^{\prime}(t)\) be the price vector of imported wood based products (to be used as raw material). Thus, the following term should be added to the GNP of period \(t\) : \(\check{z}(t) z^{-}(t)-\hat{z}(t) z^{+}(t)-M^{\prime}(t) m(t)\). The influence of the change in the wood inventory may be neglected in our model. For the fixed costs all except the labor costs will be taken into account. Let \(F^{\prime}(t)\) be the vector of such costs per unit of production capacity, let \(\delta^{\prime}(t)\) be the vector of depreciation factors, and \(\varepsilon^{\prime}(t)\) the vector of interest rates (for various financial units). Then the negative increment of the fixed costs, depreciation and interest to the GNP is given by \(F^{\prime}(t) q(t)+\delta^{\prime}(t) \bar{q}(t)+\) \(+\varepsilon^{\prime}(t) \ell(t)\). Summing up, the increment of the forest sector to the GNP of period \(t\) is given by the following expression:
\[
\begin{aligned}
& P^{\prime}(t) e(t)-C^{\prime}(t) x(t)-\hat{R}(t) u^{+}(t)-\hat{Z}(t) u^{-}(t)-\hat{z}(t) z^{+}(t) \\
& +\check{Z}(t) z^{-}(t)-M^{\prime}(t) m(t)-F^{\prime}(t) q(t)-\delta^{\prime}(t) \vec{q}(t)-\varepsilon^{\prime}(t) \ell(t) .
\end{aligned}
\]

Increment to balance of payments. The increment of the forest sector to the balance of payments has a similar expression to the one above for the GNP. The changes to be made in this expression are, first, to multiply the components of the price vector \(P^{\prime}(t)\) by the share of exports in the total sales \(e(t)\); second, to multiply the components of the cost vectors \(C^{\prime}(t)\), \(\hat{R}(t), \check{R}(t)\), and \(F^{\prime}(t)\) by the share of imported inputs in each cost term; third, to multiply each component of \(\varepsilon^{\prime}(t)\) by the share of foreign debts (among all long-term debts) of the financial unit; and finally, to replace the depreciation function \(\delta^{\prime}(t) \bar{q}(t)\) by investment expenditures \(K^{\prime}(t) v(t)\), where \(K^{\prime}(t)\) is a vector expressing investments in imported goods (per unit of production capacity).

Employment. Total employment (in man-years per period) for each time period \(t\) for different types of labor, in different activities and regions, has already been expressed in the left
hand side expressions of inequalities (3) and (12). The expression for forestry is given by (part of the component of) the vector \(R^{+}(t) u^{+}(t)+R^{-}(t) u^{-}(t)\) and for the industry by the vector \(O(t) X(t)\).

Wage income. For each group of the work force, the wage income for period \(t\) is obtained by multiplying the expressions for employment above by the annual salary of each such group.

Stumpage earnings. Besides the wage income for forestry (which we already defined above), and an aggregate profit (as expressed in (6)), one may account for the stumage earnings; i.e., the income related to the wood price prior to harvesting the tree. Such income is readily obtained by the timber assortments if the components of the harvesting yield vector \(y(t)\) are multiplied by the respective wood prices.

\subsection*{4.2 The Integrated Model}

We will now summarize the integrated forestry-industry model in the canonical form of dynamic linear programing (Propoi and Krivonozhko 1978). Denote by \(X(t)\) the vector of all state variables (defined above) at the beginning of period \(t\). Its components include the trees in the forest, different types of production capacity in the industry, wood inventories, external financing, etc. Let \(Y(t)\) be the nonnegative vector of all controls for period \(t\), that is, the vector of all decision variables, such as levels of harvesting or production activities. An upper bound vector for \(Y(t)\) is denoted by \(\hat{Y}(t)\) (some of whose components may be infinite). We assume that the objective function to be maximized is a linear function of the state vectors \(X(t)\) and the control vectors \(Y(t)\), and we denote by \(Y(t)\) and \(\lambda(t)\) the coefficient vectors for \(X(t)\) and \(Y(t)\), respectively, for such an objective function. This function may be, for instance, a linear combination of the objectives defined above. The initial state \(X(0)\) is denoted by \(x^{0}\), and the terminal requirement for \(X(T)\) by \(X^{*}\). Let \(\Gamma(t)\) and \(\Lambda(t)\) be the coefficient matrices for \(X(t)\) and \(Y(t)\), respectively, and let \(\xi(t)\) be the exogenous right hand side vector in the state equation for \(X(t)\).

Let \(\phi(t), \Omega(t)\), and \(\psi(t)\) be the corresponding matrices and the right hand side vector for the constraints. Then the integrated model can be stated in the canonical form of DLP as follows:
\[
\begin{aligned}
& \text { find } Y(t), \text { for } 0 \leq t \leq T-1 \text {, and } X(t), \text { for } 1 \leq t \leq T \text {, to } \\
& \text { maximize } \sum_{t=0}^{T-1}(Y(t) X(t)+\lambda(t) Y(t))+Y(T) X(T),
\end{aligned}
\]
subject to
\[
\begin{array}{ll}
X(t+1)=\Gamma(t) X(t)+\Lambda(t) Y(t)+\xi(t), & \text { for } 0 \leq t \leq T-1, \\
\Phi(t) X(t)+\Omega(t) Y(t) \hat{X} \psi(t), & \text { for } 0 \leq t \leq T-1,
\end{array}
\]
with the initial state
\[
x(0)=x^{0},
\]
and with terminal requirement
\[
X(T) \hat{\#} X^{*} .
\]

The notation \(\hat{=}\) for the constraints and terminal requirement refers either to \(m\), to \(\leq\) or to \(\geq\), separately for each constraint. The coefficient matrix (corresponding to variables \(X(t), Y(t)\), and \(X(t+1)\) ) and the right hand side vector of the integrated forestry-industry subraodel of period \(t\) are given as
\[
\left[\begin{array}{ccc}
-\Gamma(t) & -\Lambda(t) & I \\
\Phi(t) & \Omega(t) & 0
\end{array}\right] \quad \text { and }\left[\begin{array}{l}
\xi(t) \\
\psi(t)
\end{array}\right]
\]
respectively. Their structure has been illustrated in Figure 1 using the notation introduced in Sections 2 and 3.


\section*{5. APPLICATION TO THE EINNISH EOREST SECTOR}

\subsection*{5.1 Implementation}

Two versions of the integrated model were implemented for the SESAME system (Orchard-Hays 1978) (a large interactive mathematical programming system designed for an IBM/370 and operating under VM/CMS). The model generators are written using SESAME's data management extension, called DATAMAT. An actual model is specified by the data tableaux of the generator programs.

Our two versions have been designed for the Finnish forest sector. Both of them may have at most ten time periods each of which is a five year interval. In each case, the country is considered as a single region. The main differences between our small and large version are in the number of products, financial units, and the tree species considered in the forest. Table 1 shows the dimensions of the two models.

For the small version, the seven product groups in consideration are sawn goods, panels, further processed mechanical wood products, mechanical pulp, chemical pulp, paper and board, and converted paper products. For each group we consider a separate type of production capacity and labor force. In this small version, we have aggregated all production into one financial unit. Only one type of tree represents all tree species in the forests. The trees are classified into 21 age groups. Thus, the interval being five years, the oldest group contains trees older than 100 years. Two harvesting activities were made available: thinning and Einal harvesting. The main timber assortments in consideration are log and pulpwood.

The larger version has the following 17 product groups: sawn goods, plywood, particle board, fiberboard, three types of further processed mechanical products, mechanical pulp, Si-pulp, Sa-pulp, newsprint, printing and writing paper, other papers, paperboard, and three types of converted paper products. Again for each such group we have a separate type of production capacity as well as labor force. The production is aggregated into seven

Table 1. Characteristic dimensions of the small and the large versions of the Finnish forest sector model.
\begin{tabular}{lcc} 
& \begin{tabular}{c} 
Small \\
version
\end{tabular} & \begin{tabular}{c} 
Large \\
version
\end{tabular} \\
\hline Number of time periods * & 10 & 10 \\
Length of one period in years * & 5 & 5 \\
Number of regions & 1 & 1 \\
\hline Number of tree species & 1 & 3 \\
Number of age groups for trees* & 21 & 21 \\
Harvesting activities* & 2 & 6 \\
Soil types & 1 & 1 \\
Harvesting and planting resources & 1 & 1 \\
Timber assortments & 2 & 6 \\
\hline Production activities & 7 & 17 \\
Types of labor in the industry & 7 & 17 \\
Types of production capacity & 7 & 17 \\
Number of financial units & 1 & 7 \\
\hline Number of rows in a ten period LP & 520 & 2320 \\
Number of columns in a ten period LP & 612 & 3188 \\
\hline
\end{tabular}

\footnotetext{
*The value may be specified arbitrarily by the model data. The numbers show the actual values being used.
}
financial units: saw mills, panels production (plywood, particle board, and fiberboard), further processing of primary mechanical wood products, mechanical pulp mills, chemical pulp mills, paper and board mills, and production of converted paper goods.

Three species of trees appear in the larger version: pine, spruce, and birch. For each of these we apply the same 21 age groups as in the small version. The two harvesting activities (thinning and terminal harvesting) and the two main timber assortments (log and pulpwood) are now considered separately for each of the three tree species.

The data for both of the versions of the Finnish model was provided by the Finnish Forest Research Institute. It is partially based on the official forest statistics (Yearbook of Forest Statistics 1977/1978) published by the same institute. Validation runs (which eventually resulted in our current formulation) were carried out by contrasting the model solutions with the experience gained in the preceeding simulation study of the Finnish forest sector by Seppälä, Kuuluvainen and Seppälä (forthcoming).

\subsection*{5.2 Numerical Examples}

For illustrative purposes we will now describe a few test runs: two with the small version and one with the larger one. Most of the data being used in these experiments corresponds approximately to the Einnish forest sector. This is the case, for instance, with the initial state; i.e., trees in the forests, different types of production capacity, etc. Somewhat hypothetical scenarios have been used for certain key quantities, such as final demand, and price and cost development. Thus, the results obtained do not necessarily reflect reality. They have been presented only to illustrate a few possible uses of the model.

For each test run a ten (five year) period model was constructed. Labor constraints both for indsutry and for forestry were temporarily relaxed. At this stage, no further processing activity for mechanical wood products but one activity for
converted paper products was considered. Both wood import and export were excluded, and pulp import to be used for paper production was allowed only in the larger version of the model. The assumed demand of wood products is given in rable 2. At the end of the planning horizon, we require that in each age group there is at least 80 percent of the number of trees initially in those groups. For production capacity a similar terminal requirement is 50 percent. Initial production capacity is given in Table 3 and the initial age distribution of trees in Figure 8 below.

For the first run the discounted sum of industrial profits (after tax) was chosen as an objective function. Such an objective may reflect the industry's behavior given the cost structure, price development, and other parameters. The results have been illustrated in Figures 2 through 7. The mechanical processing activities are limited almost exclusively by the assumed demand of sawn goods and panels. The same is true for converted paper products. However, both mechanical and chemical pulp produced is almost entirely used in paper mills, and therefore, the potential demand for export has not been exploited. Neither have the possibilities for exporting paper been used fully. As shown in Figure 5, paper export is declining sharply from the level of 5 million ton/year, approaching zero towards the end of the planning horizon. This is due to the stongly increasing production of converted paper products. The corresponding structural change of the production capacity of the forest industry over the 30 year period from 1980 to 2010 is given in Table 3. (The sudden decrease in production of panels and converted paper products is a "planning horizon effect" which often appears in dynamic LP solutions. Usualy it is due to inappropriate accounting for the future in terminal conditions. For instance, in our case only a reasonable state was required at the end of the planning horizon, while an optimal stationary state might have been more appropriate.)

Table 2. Assumed annual demand of wood products in Runs 1 - 3 .
\begin{tabular}{lcccccc}
\hline Period & \begin{tabular}{l} 
Sawn \\
wood \\
Mm \(/ \mathrm{Y}\)
\end{tabular} & \begin{tabular}{l} 
Panels \\
Mm \(3 / \mathrm{Y}\)
\end{tabular} & \begin{tabular}{l} 
Mech. \\
pulp \\
Mton/Y
\end{tabular} & \begin{tabular}{l} 
Chem. \\
pulp \\
Mton/Y
\end{tabular} & \begin{tabular}{l} 
Paper and \\
board \\
Mton/Y
\end{tabular} & \begin{tabular}{l} 
Converted \\
paper prod. \\
Mton/Y
\end{tabular} \\
\hline \(1980-84\) & 7.0 & 1.7 & .02 & 1.2 & 4.8 & 0.5 \\
\(1985-89\) & 7.5 & 2.0 & .01 & 1.1 & 5.8 & 0.7 \\
\(1990-94\) & 8.0 & 2.2 & .01 & 1.0 & 7.0 & 0.9 \\
\(1995-99\) & 8.8 & 2.5 & .01 & 0.9 & 8.3 & 1.2 \\
\(2000-04\) & 9.3 & 2.8 & .01 & 0.8 & 9.8 & 1.6 \\
\(2005-09\) & 9.7 & 3.2 & .01 & 0.7 & 11.6 & 2.1 \\
\(2010-14\) & 10.2 & 3.6 & .01 & 0.7 & 13.2 & 2.9 \\
\(2015-19\) & 10.7 & 4.1 & .01 & 0.6 & 15.1 & 3.8 \\
\(2020-24\) & 11.2 & 4.6 & .01 & 0.6 & 17.1 & 5.1 \\
\(2025-29\) & 11.6 & 5.2 & .01 & 0.6 & 19.2 & 6.9 \\
\hline
\end{tabular}

Table 3. Production capacity initially and in 2010 according to Runs 1-3.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow{3}{*}{Product} & \multicolumn{4}{|l|}{Production capacity} & \multirow{3}{*}{Unit} \\
\hline & \multirow[t]{2}{*}{Initial} & \multicolumn{3}{|c|}{Year 2010} & \\
\hline & & Run 1 & Run 2 & Run 3 & \\
\hline Sawn wood & 7.0 & 10.2 & 10.2 & 10.2 & \(\mathrm{M} \mathrm{m}^{3} /\) Year \\
\hline Panels & 1.7 & 3.6 & 3.6 & 3.6 & M m \({ }^{3} /\) year \\
\hline Mechanical pulp & 2.2 & 1.9 & 2.2 & 0.5 & M ton/year \\
\hline Chemical pulp & 4.0 & 4.3 & 5.8 & 5.0 & M ton/year \\
\hline Paper (and board) & 6.2 & 6.2 & 7.3 & 8.7 & M ton/year \\
\hline Converted paper and board products & 0.5 & 2.9 & 2.9 & 2.9 & M ton/year \\
\hline
\end{tabular}


Figure 2. Annual production of sawn wood and panels (in millions of \(m^{3}\) oer year).


Run1: Mechanical pulp

Figure 3. Annual production of pulp (in millions of ton oer year).
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Figure 4. Anmual production of paper and convarted papar products
(in millions of ton der vear)


Figure 5. Paper export (in milliona of ton par year)


Figure 6. Industrial arofit (in millians of oollars per year).


Figure 7. Induatrial use of round wood (in millions of \(m^{3}\) per year).

The use of wood has been shown in Figure 7. At the beginning the industrial use of wood increases from about 40 million \(\mathrm{m}^{3} /\) year to the level of \(45 \mathrm{million} \mathrm{m}^{3} /\) year and stays rather steadily there. According to Figure 6, the industrial profit increases from the annual level of .2 billion dollars towards the end of the planning horizon to around .5 billion dollars per year.

For the second run we have chosen the discounted sum of the increments of the forest sector to gross national product as an objective function. The results have been illustrated using dotted lines in the same Figures 2 through 7.

Compared with the previous case, there is no significant difference in the production of sawn goods, panels and converted paper products for which export demand again limits the production. However, there is a significant difference in pulp and paper production. Pulp (both mechanical and chemical) is now produced to satisfy fully the demand for export. Paper production is now steadily increasing from 5 million ton/year to nearly 9 million ton/year. Paper export is still declining again due to increasing use for the converting processes of paper products. Therefore, the export demand for paper is not fully exploited.

The bottleneck for paper production now is the biological capacity of the forests to supply wood. The use of round wood increases from about 40 million \(\mathrm{m}^{3} /\) year to the level of 65 million \(\mathrm{m}^{3} /\) year. The increase in the yield of the forests may be explained by the change in the age structure of the forests during the planning horizon. Such change over the period 1980 2010 has been illustrated in Figure 8.

We notice a significant difference in the wood use between these first two runs. We may conclude that in the first run (the profit maximization) the national wood resources are being used in an inefficient way; i.e., under the assumed price and cost structure the poor profitability of the forest industry results in an investment behavior which does not make full use of the forest resources.


Figure B. Age distribution of trese in 1980 and in 2010 according to Aun2.

The third run is the same as the first one except that the larger version of the model was used and pulp import was allowed to be used in paper mills. The production of sawn goods and converted paper products, as described by broken lines in Figure 2, still meet the export demand. However, panel production is declining and it fallswell below the level of the previous runs. The reason is that panel production is now considered as a separate financial unit which cannot afford to keep up its production capacity. Thus, an increase in panels production appears to be possible only if it is supported from other product lines. Similarly, the use of spruce for mechanical pulp appears unprofitable so that its production is declining. Production of Si-pulp (for which spruce pulpwood is used) grows steadily from 5 million ton/year to about 10 million ton/year. No spruce is used for Sa-pulp but both the use of pine and birch for Sa-pulp increase over time so that the total production of chemical pulp increases from about 3.5 million ton/year to the level of 7 million ton/ year during the planning horizon. Thus chemical pulp production somewhat exceeds the amount produced in the first run.

Paper production in this third run exceeds the level obtained in both previous runs. The reason is that imported pulp is now allowed to be used in paper mills. (Note that in the second run, the raw wood supply was the limiting factor for paper production.) As a consequence, total paper production increased from 5 million ton/year to above 11 million ton/year. The share of newsprint is about one fifth and the share of printing paper one quarter. Only paperboard production appears to decline.

From the production curves of the primary uses of wood, i.e., sawn goods, panels and pulp, we may conclude (comparing with the second run) that wood resources are again being used inefficiently. It appears that, under the assumed price and cost structure, fiber (pulp in particular) import to be used as raw material in paper mills is more profitable than the use of domestic wood raw material.

\section*{6. SUMMARY AND POSSIBLE FURTHER RESEARCH}

We have formulated a dynamic linear programing model of a forest sector. Such a model may be used for studying longrange development alternatives of forestry and forest based industries at a national and regional level. Our model comprises of two subsystems, the forestry and industrial subsystem, which are linked to each other through the raw wood supply from forestry to the industries. We may also single out static temporal submodels of forestry and industries for each interval (e.g., for each five year period) considered for the planning horizon. The dynamic model then comprises of these static submodels which are coupled with each other through inventory-type of variables; i.e., through state variables.

The forestry submodel describes the development of the volume and the age distribution of different tree species within the nation or its subregions. Among others, we account for the land available for timber production and the labor available for harvesting and planting activities. Also ecological constraints, such as preserving land as a watershed may be taken into account.

In the industrial submodel we consider various production activities, such as saw milling, panel production, pulp and paper milling, as well as further processing of primary products. For a single product, alternative production activities employing, for instance, different technologies, may be included. Thus, the production process is described by a small Leontief model with substitution. For the end product demand an exogenously given upper limit is assumed. Some products, such as pulp, may also be imported into the forest sector for further processing. Besides biological supply of wood and demand for wood based products, production is restricted through labor availability, production capacity, and financial resources. Availability of different types of labor (by region) is assumed to be given. The development of different types of production capacity depends on the initial situation in the country and on the investments which are endogeneous decisions in the model. The production
activities are grouped into financial units to which the respective production capacities belong. The investments are made within the financial resources of such units. External financing is made available to each unit up to a limit which is determined by the realization value of that unit. Income tax is assumed proportional to the net income of each financial unit.

The structure of the integrated forestry-forest industry model is given in the canonical form of dynamic linear programs for which special solution techniques may be employed. (See, for instance, Kallio and Orchard-Hays 1979, Propoi and Krivonozhko 1978). Objectives related to gross national product, employment and profit for industry as well as for forestry have been formulated. Teminal conditions (i.e., values for the state variables at the end of the planning horizon) have been proposed to be determined through an optimal solution of a stationary model for the forest sector.

Two verisons of the Finnish forest sector model have been implemented for the interactive mathematical programing system called SESAME (Orchard-Hays 1978). Both versions are ten period models with each period five years in length. In neither case has the country been divided into subregions. The main difference between these versions are in the number of production activities and in the number of financial units. No distinction has been made between the tree species in the smaller version whereas pine, spruce, and birch are considered explicitly in the larger one. The complete model amounts to 520 rows and 612 columns in the smaller case, and to 2320 rows and 3188 columns for the larger model.

A few numerical runs have been presented to illustrate possible use of the model. Both the discounted industrial profit and the discounted increment to the GNP were used as objective functions. The results obtained illustrate a case where the internal wood price and wage structure results in . a rather poor profitability for the forest industries. This in turn amounts to an investment behavior which provides insufficient capacity for making full use of the wood resources.

However, because of somewhat hypothetical data used for some key parameters, no conclusions based on these runs should be made on the Finnish case.

The purpose of this work has been the formulation, implementation and validation of the Finnish forest sector model. Natural continuation of this research is to use the model for studying some important aspects in the forest sector. For instance, the influence of alternative scenarios of the energy price and the world market prices for wood products would be of interest. Furthermore, the studies could concentrate on employment and wage rate questions, on labor availability restrictions and productivity, on new technology for harvesting and wood processing, on the influence of inflation and alternative taxation schemes, on land use between forestry and agriculture, on site improvement, on ecological constraints, on the use of wood as a source of energy, etc. Given the required data, such studies can be carried out relatively easily.

Further research requiring a larger modeling effort may concentrate on regional economic aspects, on linking the forest sector model for consistency to the national economic model, and on studying the inherent graup decision problem for'controlling the development of the forest sector. The first of these three topics requires a complete revision of our model generating program and, of course, the regionalized data. The second task may be carried out either by building in the model a simple inputoutput model for the whole economy where the non-forest sectors are aggregated up to ten sectors. Alternatively, our current model may be linked for consistency to an existing national economic model. The group decision problem has been proposed to be analyzed, for instance, using a multicriteria optimization approach (Kallio, Lewandowski, and Orchard-Hays forthcoming) which is based on the use of reference point optimization (Wierzbicki 1979).

\section*{APPENDIX: NOTATION}

Indices
```

a, a' age group of trees (range 1,..., N)
d type of forest land
g type of resource for forestry activities
h harvesting activity
i production activity (of the forest industries)
j . industrial product
k timber assortment
n planting activity
s tree species
t time period (range 1,···, T)

```
State and control variables
\(b(t) \quad s t o c k h o l d e r s\) equity at the beginning of period \(t\)
\(b^{0}=b(0) \quad\) initial level of stockholders equity
\(c(t) \quad\) cash (and receivables)at the beginning of
    period \(t\)
\(c^{0}=c(0)\)
initial amount of cash
\(c^{*}\) terminal requirement for cash
\(e(t)=\left\{e_{j}(t)\right\} \quad\) export (and sales outside the forest sector) of
forest products during period \(t\)
\begin{tabular}{|c|c|}
\hline \(\ell(t)\) & beginning balance of external financing for period \(t\) \\
\hline \(\ell^{0}=\ell(0)\) & initial balance of external financing \\
\hline \({ }^{*}\) & terminal requirement for external financing \\
\hline \(\ell^{+}(t)\) & drawings of debt during period t \\
\hline \(\ell^{-}(t)\) & repayments made during period \(t\) \\
\hline \(m(t)=\left\{m_{j}(t)\right\}\) & import of forest products during period t \\
\hline \(\mathrm{P}^{+}(t)\) & profits of period \(t\) \\
\hline \(\mathrm{P}^{-}(t)\) & (financial) losses of period \(t\) \\
\hline \(\mathrm{q}(\mathrm{t})\) & production capacity at the beginning of period \(t\) \\
\hline \(q^{0}=q(0)\) & initial level of production capacity \\
\hline \(\mathrm{q}^{*}\) & terminal requirement for production capacity \\
\hline \(\bar{q}(t)\) & fixed assets at the beginning of period t \\
\hline \(\bar{q}^{0}=\bar{q}(0)\) & initial value of fixed assets \\
\hline \(\bar{q}^{*}\) & terminal requirement for fixed assets \\
\hline \(r(t)=\left\{r_{k}(t)\right\}\) & timber assortments inventory at the beginning of period \(t\) \\
\hline \(\mathbf{r}^{0}=\mathbf{r}(0)\) & initial level of timber assortments inventory \\
\hline \({ }^{*}\) & terminal requirement for timber assortments inventory \\
\hline \(u^{-}(t)=\left\{u_{h}(t)\right\}\) & ```
level of harvesting activities during period \(t\)
``` \\
\hline \(u^{-}\) & level of harvesting in a stationary solution \\
\hline \(u^{+}(t)=\left\{u_{n}^{+}(t)\right\}\) & ```
level of planting activities during period \(t\)
``` \\
\hline \(\mathbf{u}^{+}\) & level of planting in a stationary solution \\
\hline \(v(t)\) & level of investments (in physical units) during \(t\) \\
\hline \(w(t)=\left\{w_{s}(t)\right\}=\left\{w_{s a}(t)\right\}\) & number of trees at the beginning of of period \(t\) \\
\hline \(w^{0}=w(0)\) & initial number of trees \\
\hline \(\mathbf{w}^{*}\) & terminal requirement for the number of trees \\
\hline \(w\) & number of trees in a stationary solution \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline \(x(t)\)
\(X(t)\) & level of production activities during period \(t\) state vector at the beginning of period \(t\) \\
\hline \(\mathrm{x}^{0}=\mathrm{x}(0)\) & initial state \\
\hline \(\mathrm{X}^{*}\) & requirement for terminal state \\
\hline \(Y(t)=\left\{y_{k}(t)\right\}\) & supply of timber assortments during period \(t\) \\
\hline \(\mathrm{Y}(\mathrm{t})\) & level of control activities during period \(t\) \\
\hline \(z^{+}(t)\) & import of timber assortments during period \(t\) \\
\hline \(z^{-}(t)\) & export of timber assortments during period \(t\) \\
\hline \multicolumn{2}{|l|}{Parameters} \\
\hline \(\alpha_{\text {aa }}^{s}\), ( \(t\) ) & ratio of trees of species \(s\) and in age group a that will proceed to age group a' during period t \\
\hline \(\alpha, \alpha^{s}\) & matrices of coefficients \(\alpha_{\text {aa }}^{\text {S }}\), (t) \\
\hline \(\beta(t)\) & discounting factor \\
\hline \(Y(t)\) & objective function coefficients for the state vector \(X(t)\) \\
\hline \(\Gamma(t)\) & coefficient matrix for the state vector \(X(t)\) in the state equation \\
\hline \(\delta\) & physical depreciation rates \\
\hline \(\bar{\delta}(t)\) & financial depreciation rates \\
\hline \(\Delta\) & age interval in an age group of trees (e.g., five years) \\
\hline \(\varepsilon(t)\) & interest rates for external financing \\
\hline \(\psi(t)\) & right hand side vector of constraints for period \(t\) \\
\hline \(\Phi(t)\) & coefficient matrix for the state vector \(X(t)\) in constraints for period \(t\) \\
\hline \(\eta\) & matrix relating planting activities to the increase in the number of trees \\
\hline \(\lambda(t)\) & objective function coefficients for the control vector \(Y(t)\) \\
\hline \(\Lambda(t)\) & coefficient matrix for the control vector \(Y(t)\) in the state equation \\
\hline \(\omega\) & matrix relating harvesting activities to the decrease in the number of trees \\
\hline \(\Omega(t)\) & coefficient matrix for the control vector \(Y(t)\) in constraints for period \(t\) \\
\hline \(p(t)\) & labor requirement for different production activities \\
\hline \(\tau(t)\) & tax factors for the industries during period \(t\) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline \(\mu(t)\) & upper limit to external financing as a percentage of total assets less short term liabilities \\
\hline \(\boldsymbol{E}(\mathrm{t})\) & right hand side vector for the state equation of period \(t\) \\
\hline A(t) & input-output matrix for the forest industries \\
\hline B ( \(t\) ) & stock issued during period t \\
\hline C(t) & direct unit production costs \\
\hline \(D(t)\) & exogeneously given costs \\
\hline \(E(t)\) & upper bound on demand of forest products \\
\hline \(F(t)\) & fixed costs (per unit of production capacity) \\
\hline \(G=\left(G_{\text {ad }}^{\text {g }}\right.\) ) & land requirement of the species in various age groups \\
\hline H(t) & land available far forests \\
\hline I & identity matrix \\
\hline \(J^{-}(t)\) & objective function coefficients for harvesting activities (an example) \\
\hline \(J^{+}(t)\) & objective function coefficients for planting activities (an example) \\
\hline \(\mathbf{R}(t)\) & investment costs per capacity unit \\
\hline \(L(t)\) & labor available for forest industries \\
\hline \(\mathrm{M}(\mathrm{t})\) & upper limit on import of forest products \\
\hline N & number of age groups for trees \\
\hline \(P(t)\) & prices of forest products \\
\hline \(Q(t)\) & matrix of capacity requirements for production activities \\
\hline \(R(t)=\left\{R_{g}(t)\right\}\) & resources available for forestry activities \\
\hline \[
R^{+}(t)=\left\{\vec{R}_{g n}^{+}(t)\right\}
\] & resource usage of planting activities \\
\hline \(\mathbf{R}^{-}(t)=\left\{\mathbf{R}_{\underline{g h}}^{-}(t)\right\}\) & resource usage of harvesting activities \\
\hline \(\boldsymbol{S}(\mathrm{t})\) & matrix transforming the trees harvested into volumes of timber assortments \\
\hline T & number of time periods \\
\hline 0 & usage of timber assortments by various production activities \\
\hline
\end{tabular}
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In this paper we concentrate on the operational use of large multiperiod LP models for the planning and scheduling of plant operations, and the problems it poses for the methodology of large-scale linear programming. A number of requirements from the operational environment are listed. On the basis of an example (refinery planning/scheduling) it is shown that the structure of multiperiod models can be employed to reduce computation times. It is argued that modern electronic equipment can facilitate the input and output of large LP models, especially for non-LP specialists. An area of algorithmic research is indicated.

\section*{Operational environment}

Linear programming can be a very helpful tool in the planning and scheduiing of plant operations. Multiperiod LP models can be constructed to express the dynamic relationships between the operations of the various processing plants. In actual operations these models will have to be used on a day-to-day basis by people who are not familiar with the intricacies of large-scaie LP. In such an environment special capabilities are required from the LP plant of the pianning/scheduling systems. Here we list a numer of these operational requirements:
- input and output must be understandable to the planner/scheduler: it must de possibie for him to check easily the iaput data and judge the [F output, preferably in his own language and terminology;
- there is a aeed to adapt the \(I S\) outcome to satisfy operational requirements that can not be specified within the LP frameworix;
- successive \(䒑 P\) runs are usually related to each other: either the nev Fun is a modification of the previous run; or the nev rum covers a time interval largely overlapping the time interval of the previous run (moving time Irame);
- the turn-around time of the LP must be short: in day-to-lay use answers sinould be available within an hour:
- cost must be lov;
- the system will have to be man on different computers.

\section*{Structure of multiperiod IP models}

Efficient solution of large models requires an analysis of their characteristica. We illustrate such an analysis for a typical mutiperiod refinery acheduiing model.

For the daily acheduling of refinery operations use is made of refinevy models describing the processing and intermediate storage of hydrocsubons ("materials"). Processing wits transform hydrocarbon streams into other hydrocarbon streams through a number of "modes of operation" (see wassdorp and Van Nes, 1975), each mode being specified by its maximum throughput and the yield distribution. The scheduler should determine for each day and each processing unit which mode is תג. A severe restriction in the operation of the processing units is the limited sanigage for intermediste hydrocarbon stream. Variables in the mociels are the deily throughputs of the various modes of the processing urita; constraints lescribe the tankage limitations for esch materisi and the throughput restrictions for esch mode and esch processing anit. The resulting multiperiod LP model then has the following structure:




In this formulation \(x_{t}\) represents the vector of variables in time period \(t\); the matrix A describes the production capabilities of the modes. Usually, the objectives of such models relate to cumulative production: maximize or minimize \(\sum_{t=1}^{N} c^{T} x_{t}\), where \(C\) is a known vector which is sonstant for each time period; \(C^{T}\) denotes the transposed of \(C\).

In such models one can introduce cumulative variables:
\[
y_{t} \equiv \sum_{j=1}^{t} x_{j}
\]
(defined in the usual way: componentwise). The model structure then becomes:


Sucn a model might be significantly quicker to solve, because the density of the matrix of the cumulative model is usually less than the density of the "standard" formulation. Iypical examples are shown in Taile I, where we have collected some of our computational experiments. It shows that the density of the cumulative model is indeed less than

Table I
compariscn of mitiperiod models with non-cumulative and cumulative variables (USE was made of mpSX/370 ofl IBM 370/168)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{3}{|c|}{Model size} & \multicolumn{3}{|c|}{Standard formulation} & \multicolumn{3}{|r|}{Cumulative formulation} \\
\hline Number of periods & Rovs & Columns & \begin{tabular}{l}
Density \\
(\%)
\end{tabular} & Iterations & \begin{tabular}{l}
Solution \\
time (minutes)
\end{tabular} & \begin{tabular}{l}
Density \\
(\%)
\end{tabular} & Iterations & \[
\begin{gathered}
\text { Solution } \\
\text { tise } \\
\text { (minutes) } \\
\hline
\end{gathered}
\] \\
\hline 10 & 838 & 330 & 2.04 & 940 & 0.81 & 0.37 & 201 & 0.23 \\
\hline 20 & 1708 & 660 & 1.85 & 273 & 2.15 & 0.18 & 623 & 0.98 \\
\hline 30 & 2578 & 990 & 1.79 & 243 & 5.73 & 0.12 & 794 & 1.67 \\
\hline 40 & 3648 & i320 & :. 76 & 294 & 12.42 & 0.09 & 875 & 2.56 \\
\hline 3 & 2459 & 3042 & 0.34 & 380 & 2.47 & 0.12 & 449 & 1.70 \\
\hline
\end{tabular}
that of the standard formulation, resulting in a reduction of the computation time; surprisingly, the number of iterations was often higiter for the cumulative models.

Another characteristic of such a multiperiod \(H P\) model is that there exist many optimal solutions: an exchange of values of noncumulative variables between two periods does not change the value of the objective function (due to the nature of this function) and is often allowed by the constraints, especially when the time periods are adjacent. This observation plays a crucial role in the adaptation of the LP outcomes, as we shall see later.

\section*{Use of modern equipment}

To satisfy the first operational requirement for an LP-based scheduling system (user-understandable \(I / O\) ) we have built a minicomputer syscem to handle the input and the output of the TP. This system has the foiloring comunication structure:


The scmeduler specifies the data to the minicomputer using the visual display unit, either by filling in forms on the display or by calling data already stored in the minicomputer. The information on the screen reiates to the scheduler's language, without JP jargon. The schedule can easily cineci the data, if he finds it necessary, using VDU or printer. The minicomputer then constructs the A and B matrices, the right and ieft hand sides of the LP matrix and the objectives (if any). Via telephone lines tais information is sent to a data centre computer (the minicomputer acts as a remote batch terminal), where the IP matrix is constructed and the LF run is carried out. The results are sent back to the minicomputer and are translated into the terminology of the scheduler and presented on his VDU or printer.

The minicomputer syatem can thus be seen as a tailor-made matrix generator/report writer. We have found this system very convenient for the interactive process of specifying \(L P\) input data for maltiperiod scheduiing models.

\section*{Adaptation o: LP results}

Usually the LP models do not describe all the operational requirements of the refinery. For ingtance, one would like to keep the number of mode switches on a processing unit low; or a particular operation could better start during the day than in the night. Such requirements are not easy to model within the LP framework.

Fortunately, as explained eariier, these muitiperiod LP models contain many optimal solutions, of which the LP code will only present a fev basic optimal solutions. In our system the scheduler can use an optimal LP solution as a start; vithin the set of optimal LP solutions he can try to find another optimal solution which he thinks most appropriate in view of the operational requirements. On the minicomputer ve have developed algorithms to allov the scheduler to adapt the if outcome without becoming unfeasible and also retaining optimality. The iinal scneduie will not necessarily be a oasic solution; on the contrary, in viev of the uncertainties of the future, the scineduler will prefer schedules than can withstand the inevitable changes in circumstances as much as possible".

In the full cycle of input specification, IP run, output checking, and adaptation of \(L P\) results the last activity takes most of the time .50 ).

\section*{Algorichm research}

The above approach has a number of practical difficulties:
- the cost of running large IP's during the day in a data centre is high: one has to run on high priority or obtain a reasonable turn-around time and therefore the highest tariffs apply;
*Work has been done at our laboratories on the flexibility properties of solutions of LP models. This work is reported in a Ph.D. Thesis (Van der Vet, 1980).
- Low-priority runs are usually carried out during the night; if a run fails (e.g. due to wrong input) one would lose a full 24 hours: turnaround becomes too long;
- since data centres have many customers, it will happen that turnaround times exceed the required times despite the high priority;
- when LP-based systems as described above are to be used by different refineries, then different data centres will be used and different mainframe computers will have to be accessed. So far we bave experience with IBM computers using MFSX as IP package, and with Univac computers using FMPS.

The question arose, of course, whether it would be possible to solve the multiperiod LP on the on-site minicomputer. In the current state of minicomputer technology standard LP codes (based on the simplex method) are available which are capable of solving problems up to 800 variables/ constraints*. It is surprising that there is still a aeed for LP codes and algorithms Sor solving relatively big \(L P\) problems on relatively small computers: 20 years after the publication of decomposition methods the same problem area that generated these methods still exists despite the developments in computer tecinology.

Jne of the consequences of the day-tomay use of these models is that most funs are'related to each orher (slightly different data, moving timeframe). At each new \([P\) mun the scheduler faces the situation in which te has availaiole a satisfying schedule ifros the operational point of view), which is slightly unfeasible icr his nev IP run. Use of LP orings him back to some undesirable basic solution ror which he has again to spend a lot of time to bring it up to operational standards. Therefore, we believe chat the scientific werid should pay attention to the folloring area of algorithmic research: it would be usefll to have algerithms that accept a slightly unfeasible nonbasic starting point and find an optianal and Peasible soiution in the "vicinity" or the starting point.
Recently ve became aware of a program called LAMPS, developed by \(J\). Forrest for 32-bit minicomputers, wich is claimed to solve iP problems with severai thousands of variables and constraints within two bours.

We have started work on approximating (iterative) techniques for soiving LP problems (Agmon; Motzkin and Schoenberg; Dettli). Our first results, even on small problems, vere rather disappointing: convergence is very slow. However, using simple extrapolation techniques we speeded up convergence by a factor of ten, but a lot of vork has as yer to be done before this metbod can be of practical value. Similarly, we have experisented with Khachian's method (1979) and found similar convergence characteristics.

\section*{Conclusions}

A class of large-scale linear programming models are multiperiod models for the planning and scheduling of plant operations. Such multiperiod models have special characteristics which can be employed in their solution. We have shown that model formulation (cumulative . versus non-cumulative variables) plays an important role in the solution efficiency. Further work could be done on special aigorithms to employ the multiperiod structure.

For operational use of large-scale fP models it is of vital importance that easy means exist to speficy and check the LP input and to judge the IP output. Instead of the existing type of matrix generators/ report writers use could be made of present-day electronic equipment such as visual display units, minicomputers and data commanication links. In our example of mutiperiod LLP models for refinery scheduling we have shown that tisis route is certainly viable.

Equaliy important is the operational use of iarge-scale \(L F\) is the fact that the LP result may not be the desired answer to the practical question. The iP solution is very often only a starting point for fiurther manipulation, and therefore the \(\Psi P\) step aeeda to be reliable ard to take a minor portion of the time for the total activity.

We have indicated that there is still a need for algorithms and codes to solve LP problems on relatively smail computers. Such codes should be as machine-independent as possiole. In the light of the everincreasing power of computers one has to be prepared for a situation in which a particular application now running on a small dedicated computer
will eventually be swicched to a more powerful dedicated computer in which standard iF rechniques can be applied. This indicates that the input and output of LP codes need to be standardized, even for special codes on small computers.

As multiperiod planning models are often run on a regular basis uith a shifting timeframe and slightly modified data (as more precise daza on the :uture become arailable) there is a need to use the lastly obtained adapted LP solution as the basis for the new rum. Currently, there are hardly any techniques to deal with situations in which one would like to Iind a non-basic optimal feasible solution close to an arbitrary slightly unfeasible starting point.

Our work on approximating (iterative) if techniques (Agmon; Motzkin and Schoenberg; Oettli; Kachian) shows that a lot of work has as yet to be done before such methods become of practical value.
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\section*{INTROOUCTION}

We consider the following dynamic input output model
Program \(P\)
\[
\begin{equation*}
\operatorname{Max} \underset{t=1}{T} U\left(d_{t}\right), \tag{1.1}
\end{equation*}
\]
\[
\begin{equation*}
\text { s.t. } \quad A X_{t}+B Y_{t}+d_{t}=0 \tag{1.2}
\end{equation*}
\]
\[
\begin{equation*}
0<x_{t}<z_{t} \tag{1.3}
\end{equation*}
\]
\[
\begin{equation*}
z_{t+1}=\Lambda z_{t}+Y_{t+1} \tag{1.4}
\end{equation*}
\]

Models of this cype are well known and usually take much more complicated forms than the one considered here. In this paper ve take up the particular case where it is desired to detail in the model the representation of several sectors of the economy. This problem is commonly encountered in environmental and energy planning problems [1] [4] [11] where structural changes are expected in various sectors of the economy. Expanding the representation of some sectors of the economy usually leads to rather complex and large
\[
\begin{aligned}
& \text { where - } \sum_{t=1}^{T} U\left(d_{t}\right) \text { is a utility function with respect to } t \text { and } \\
& U \text { is a nondecreasing function of } d_{t} \text {, } \\
& \text { - A is a matrix of intersectoral technical coefficients, } \\
& \text { - B is an investment coefficient matrix, } \\
& \text { - } X_{t} \text { and } Y_{t} \text { are respectively the activity and investment levels } \\
& \text { of the different sectors of the economy in period } t \text {, } \\
& \text { - } Z_{t} \text { is the capital stock vector of the various sectors of the } \\
& \text { econowy in period } t \text {. }
\end{aligned}
\]
models which may be difficult to solve. It is the purpose of this paper to propose a systematic modeling approach for that problem as well as a special purpose algorithm for handing the resulting model. The discussion is presented on a model derived from the simple input/output model (P); the reader can easily convince himself that the procedure remains valid for more complex models including various constraints such as import export balance, employment objectives, saving formation ... .

In the foliowing we shall assume that the set of sectors of the economy is partitionned in two subsets \(E\) and NE, where \(E\) designates the set of sectors for which we want to adopt a more refined technological description and NE those for which we accept the input output representation. This partitioning was already introduced and exploited by several authors before ([2] [9]) in the context of energy modeling. We shall denote by \(z^{N E}, x^{N E}\) and \(\gamma^{N E}\) the vectors formed by the NE components of \(Z, X\) and \(Y\) respectively. A detailed representation of the \(E\) sectors will usually require the introduction of additional goods compared to the input outpur representation. We shall assume in the following that this extension has been made. We then define
\[
A^{\cdot, N E}=\binom{A^{N E, N E}}{A^{E, N E}} \text { and } B^{0, N E}=\binom{B^{N E, N E}}{B^{E}, N E}
\]
as the matrices of the vectors associated with \(X^{N E}\) and \(Y^{N E}\) respectively. The submatrices \(A^{N E, N E}\) and \(B^{N E, N E}\) are directly extracted from \(A\) and \(B\) respectively; the matrices \(A^{E, N E}\) and \(B^{E, N E}\) are obtained
by expanding the corresponding submatrices of \(A\) and \(B\) to take into account the additional goods introduced in the model when disaggregating the Esectors. This expansion is illustrated on figure 1.


Fig. 1 : Decomposition and expansion of the \(A\) and \(B\) matrices

In the rest of this paper we shall adopt the following representation of the \(E\) subsystems. To each \(E\) sector \(i\) we associate the set \(K_{i}\) of the equipments constituting the sector. By definition we shall say that an equipment is characterized by a unique capacity variable. Plants that do not satisfy that condition will have to be disaggregated ir. such a way that the assumption is verified. An example of
this situation is given by pumping storage in power generation which needs to be disaggregated in two equipments : the reservoir and the reversible pumps.

Let \(S_{i k}\left(Z_{i k}\right)\) denote the production set corresponding to a capacity \(Z_{i k}\) of the equipment \(k\) in sector \(i\). We shall assume \(S_{i k}\left(Z_{i k}\right)\) to be described by a set of linear inequalities of the form
\[
\begin{equation*}
s_{i k}\left(z_{i k}\right) \equiv\left\{\xi_{i k} \mid G_{i k} \xi_{i k}<\varepsilon_{i k} z_{i k}\right\} \tag{1.6}
\end{equation*}
\]
where \(G_{i k}\) and \(H_{i k}\) are respectively a matrix and a vector and \(\xi_{i k}\) is the vector of goods ( \(B\) and NE) produced and consumed by the equipments. In order to simplify the notation, wa assume that the nonnegativity constraints on the \(\boldsymbol{\xi}\) have been included in the definition of \(S_{i k}\left(Z_{i k}\right)\).

Using this notation we shall define the following expanded form of the dyoamic I/O model.

Program \(P^{c}\)
\[
\begin{align*}
& \operatorname{Max} \sum_{t=1}^{T} U\left(d_{t}\right),  \tag{1.7}\\
& \text { s.t. } A^{\prime, N E} X_{t}^{N E}+\sum_{i k} \xi_{t i k}+B \cdot{ }^{N E} Y_{t}^{N E}+\sum_{i k} B_{i k} Y_{t i k}+d_{t}=0  \tag{1.8}\\
& \xi_{t i k} \in s_{i k}\left(Z_{t i k}\right), k \in R_{i} \text { and } i \in E  \tag{1.9}\\
& 0<X_{t}^{N E}<z_{t}^{N E}  \tag{1.10}\\
& Z_{t+1}=\Lambda z_{t}+Y_{t+1}, \tag{1.11}
\end{align*}
\]
where - \(B_{i k}\) is the vector of goods ( \(E\) and \(N E\) ) consumed by an inventment of a unit capacity in plant \(k\) of sector \(i\) and \(Y_{\text {tik }}\) denotes the quantity invested in that plant in period \(t\).
- \(\Lambda\) is a matrix which takes into account the obsolescence of the capital stock of the NE sectors and the technical service life of the \(E\) sector equipments.

It may be that for some applications the size of the problem is sufficiently large to preclude the treatment of the problem by a straight simplex algorithm. In the following we present an algorithm for dealing with this situation.

\section*{2. PRELIMINARY REMARKS : A REMINDER OF NESTED DECOMPOSITION}

He consider the dynamic problem \(p^{c}\) defined precedingly. As in many plaming models, the variables of the problem can be categorized in two groups namely operations and capacity variables. Operations variables relative to a period \(t\) only appear in constraints (1.8) (1.9) and (1.10) which involve variablea of that period. Capacity variables appear among other things in constraint (1.ll) which involve variables of the two successive periods. The set of non zero elements of the constraint matrix will thus exhibit a classical staircase structure. Denoting by \(\Omega_{t}\) the set represented by the constraints (1.8) to (1.10) and by \(x_{t}\) the vector ( \(X_{t}^{N E},\left(\xi_{t i k}\right.\); \(\left.k \in K_{i}, i \in E\right), d_{t}\) ). One can write the problem in the form Program SC
\[
\begin{align*}
& \operatorname{Max} \sum_{t=1}^{T} V\left(x_{t}\right)  \tag{2.1}\\
& -Y_{1}+Z_{1}=Z_{0}  \tag{2.2}\\
& -\Lambda Z_{t-1}-Y_{t}+Z_{t}-\sigma, t=2, \ldots, T \tag{2.3}
\end{align*}
\]
\[
\begin{equation*}
\left(Y_{t}, Z_{t}, x_{t}\right) \in \Omega_{t}, \tag{2.4}
\end{equation*}
\]
where \(V\left(x_{t}\right)=U\left(d_{t}\right) ; t=1, \ldots, r\).
Several algorithms based on the decomposition principle or on particular block factorizations of the basis have been proposed to hande staircase problems. Among these approaches, the nested decomposition algoritbm is certainly the one which has received the most systematic attention : it has been described in several publications [5] [6] as well as implemented and tested on various dyamic linear problems; it has also been extended by O'Neill [8] to nonlinear problems.

The principle of the nested decomposition algorithm is to replace the solution of a large problem such as SC by the repeated solution of a set of T smaller problems. A set of I problems is constructed by the algorithm at each major iteration or cycle. We shall danote these cycles by an upper indax \(k\). The problems of the set are of the following form :

Problem SP \(_{T}^{K}\)
\[
\begin{array}{ll} 
& z_{t}^{K}=\operatorname{Max} \nabla\left(x_{T}\right)+P_{T}^{K} \lambda_{T}, \\
\text { s.t. } & Q_{T}^{K} \lambda_{T}-Y_{T}+Z_{T}=0 \\
& \left(Y_{T}, Z_{T}, x_{T}\right) \in \Omega_{T} \\
& e \lambda_{T}=1, \lambda_{T}>0 . \tag{2.8}
\end{array}
\]

Problems SP \(_{t}^{k}\) : (defined for \(t=2, \ldots, T-1\) )
\[
\begin{equation*}
z_{t}^{k}=\max \nabla\left(x_{t}\right)+p_{t}^{k} \lambda_{t}+\Pi_{t+1}^{k} \Lambda z_{t}, \tag{2.9}
\end{equation*}
\]
s.t. \(\quad Q_{t}^{k} \lambda_{t}-Y_{t}+Z_{t}=0\)
\(\left(Y_{t}, z_{t}, x_{t}\right) \in \Omega_{t}\)
\(\lambda_{t}=1, \lambda_{t}>0\).
Problem \(\mathrm{SP}_{1}^{\mathrm{K}}\)
\[
\begin{array}{ll} 
& z_{1}^{K}=\max \nabla\left(x_{1}\right)+\Pi_{2}^{K} \Lambda z_{1}, \\
\text { s.t. } & -Y_{1}+Z_{1}=Z_{0} \\
& \left(Y_{1}, Z_{1}, x_{1}\right) \in \Omega_{1} . \tag{2.15}
\end{array}
\]

The justification of the procedure is given in [5] and [8] and will not be repeated here. Por the clarity of the presentation, we shall however give an economic interpretation of some of the symbols appearing in the statement of the models and in particular of \(\Pi_{t}^{K}\) and \(Q_{t}^{K}\). Strictly speaking \(\Pi_{T}^{k}\) and \(\Pi_{t}^{k}, t=T-1, \ldots, 2\), are the vectors of the dual variables relative to the constraints (2.6) and (2.10) of the program \(S P_{T}^{K}\) and \(S P_{t}^{K}\) respectively : for each cycle, \(\Pi_{t+1}^{K}\) is obtained from \(S P_{t+1}^{k}\) and used to construct \(S P_{t}^{K}\) : this operation is performed for \(t\) varying from \(T-1\) to 1 . Intuitively a component of \(\Pi_{t}^{x}\) is the value for the rest of the horizon of a unitary capacity of the equipment involved in the equation corresponding to that component in the constraint (2.3). The idea of program \(\mathrm{SP}_{t}^{\kappa}\)
is thus to choose tentative production, consumption and investment vectors in period \(t\), taking into account the value for the rest of the horizon of the capital stock forwarded to futrue periods. \(Q_{t}^{K}\) and \(P_{t}^{k}\) have a somewhat different interpretation : for every cycle \(K\) the problem \(\mathrm{SP}_{\mathrm{t}}^{\mathrm{k}}\) determines a vector of capital stock for the E and NE sectors in period \(t\) and an evaluation of the utility that can be attained up to that period. Kore precisely the vector \(q_{t+1}^{k+1}\) is the vector \(-\Lambda Z_{t}\) where \(Z_{t}\) is the optimal 2 vector of problem \(S P_{t}{ }^{K}\); similarly \(p_{t+1}^{K+1}\) is the optimal objective function value of \(S P_{t}^{K}\). It is worthwile to note for the sequel of the paper that, because \(\Lambda\) and \(Z\) are by nature nonnegative, \(q\) is a non positive vector. It is seen that each problem \({S P_{t}^{k}}_{t}\) determines its optimal capital mix by combining different capital structures inherited from the past with new investments.

We shall show in the following sections that nested decomposition, when applied to problem \(P^{C}\) can be combined vith column generation to produce subproblems that have a number of constraints equal to the total number of goods produced and consumed in the economy plus one, thus allowing one to eliminate the technological constraints describing the equipments and the capital good conservation (1.9) to (1.11). In order to proceed toward that discussion, we first introduce some additional notions.

Lat \(S_{i k}\) ( 1 ) be the production set of a unit capacity of equipment ( \(i, k\) ); we shall assume that this set is bounded and contains the origin : it is clear that this assumption is not really restrictive in practical case.

As will be seen later, the extreme points of \(S_{i k}(1)\) will play a role somewhat analogous to the columns of the input output matrix. For this reason, we shall write these extreme points, using a similar notation and define
\[
\begin{equation*}
\left\{\mathbf{A}_{\mathbf{i k \ell}} \mid \ell \in \mathrm{L}_{\mathbf{i k}}\right\} \tag{2.16}
\end{equation*}
\]
as the set of extreme points of \(\mathrm{S}_{\mathrm{ik}}{ }^{\text {(1). }}\)
We assume that we are dealing with problems for which extreme points of the production sets are easy to obtain. [10] shows that it is indeed the case for energy models where the extreme points of the \(\mathrm{S}_{\mathrm{ik}}(1)\) can always be obtained explicitly by a one pass algorithm. The following additivity property of the production set will be useful later.

Lemma 1 : Any production set characterized by a unique copacity variable and satisfying the definition expressed in the relation (1.6) satisfies \(s\left(2^{1}\right)+s\left(z^{2}\right)=s\left(Z^{1}+z^{2}\right)\)

Proof : the proof of the \(C\) relation is obvious. In order to prove the \(\mathcal{J}\) we consider a point \(\xi\) belonging to \(S\left(z^{1}+z^{2}\right)\). Defining
\[
\begin{aligned}
& \xi^{1}=\xi \frac{z^{1}}{z^{1}+z^{2}} \\
& \xi^{2}=\xi \frac{z^{2}}{z^{1}+z^{2}}
\end{aligned}
\]

It is clear that \(\xi^{1}\) and \(\xi^{2}\) belong respectively to \(S\left(2^{1}\right)\) and \(S\left(2^{2}\right)\) which proves the lemma.

Before going into the application of the nested decomposition approach to problem \(P^{c}\), it may be useful to say a few words about the solution procedures that can be applied to problem \(\mathbf{S P}_{\mathbf{t}}^{\boldsymbol{k}}\). Various methods can be contemplated for solving \(S P_{t}^{k}\); in this paper we shall assume that we use a reduced gradient type approach. We shall not elaborate here on the relative merits of that type of algorithm compared to other methods. The use of reduced gradient algorithm for solving \(S P_{t}^{K}\) is mainly justified in our context by the fact that it is compatible with a colum generation procedure which is the procedure that we shall use later, to show how each problem \(\operatorname{SP}_{t}{ }_{t}\) can be transformed into a new problem with fewer constraints and a large number of colums which are only known implicitly. Since it is clear that we do not want to enumerate all those colums they will have to be generated only when required. This is performed naturally in a simplex type approach when computing the reduced cost of maximal value over the set of those unknown columns.

\section*{3. A COMBINATION OF NESTED DECOMPOSITION AND COLUMN GENERATION}

According to the discussion of the preceding section, one can write the aubproblem generated by the nested decomposition approach applied to \(\mathrm{P}^{\mathrm{C}}\) as follows :

Problem \(\mathbf{S P}_{\mathbf{t}}^{\mathbf{K}}\)
\[
\begin{align*}
& z_{t}^{K}=\max O\left(d_{t}\right)+\Pi_{t+1}^{K} A Z_{t}+\xi_{t}^{K} \lambda_{t}^{K}  \tag{3.1}\\
& \text { s.t. } \quad A^{\prime, N E} X_{t}^{N E}+\sum_{i k} \xi_{t i k}+B^{\prime, N E} Y_{t}^{N E}+\sum_{i k} B_{i k} Y_{t i k}+d_{t}=0
\end{align*}
\]
\[
\begin{align*}
& \xi_{t i k} \in s_{i k}\left(Z_{t i k}\right), k \in R_{i}, i \in E  \tag{3.3}\\
& 0<Z_{t}^{N E}<z_{t}^{N E}  \tag{3.4}\\
& Q_{t}^{k} \lambda_{t}-x_{t}+z_{t}=0  \tag{3.5}\\
& e \lambda_{t}=1, \lambda_{t}>0 . \tag{3.6}
\end{align*}
\]

We shall now indicate how a column generation procedure can be applied to this problem in order to transform \(S P_{t}^{k}\) into a new problem that only contains a number of constraints equal to the number of goods +1 .

In order to simplify the notation, we shall drop in the rest of the presentation all indices \(k\) and \(t\). In particular, the multipliers \(\Pi_{t+1}^{\kappa}\) and \(\Pi_{t}^{\kappa}\) will be denoted as \(\Pi\) and \(\Pi\) respectively. Let us assume that \(Q\) contains exactly \(X\) columns and let \(Q^{P}\) denote one of these : the subvector of \(Q^{p}\) corresponding to the NE goods will be noted as \(Q^{p, N E}\), while the component of \(Q^{p}\) corresponding to an equipment \(k\) of the energy sector \(i\) will be noted \(Q_{i k}{ }^{P}\). The proposed procedure is based on the fact that the \(\xi_{\text {tik }}\) belonging to \(S_{i k}\left(Z_{i k}\right)\) can be represented very easily as convex combination of vectors that are quite easy to obtain. Briefly speaking the sets \(S_{i k}\left(Z_{i k}\right)\) can be replaced by sums of the type
\[
\begin{equation*}
S_{i k}\left(-\sum_{p=1}^{R} Q_{i k}^{p} \lambda_{p}\right)+S_{i k}\left(Y_{i k}\right) \tag{3.7}
\end{equation*}
\]
where the extreme points of each set in the sum are easily to obtain. In order to discuss this systematically, we define the production set associsted with the capital stock \(Q^{P}\), let
\[
\begin{gather*}
D^{P} \equiv\left(\eta^{P} \mid \eta^{P}=A^{\cdot, N E} x^{N E}+\sum_{i k} \xi_{i k} ; 0<x^{N E}<-Q^{p, N E} ;\right. \\
\left.\xi_{i k} \in S_{i k}\left(-P_{i k}^{P}\right) ; k \in x_{i}, i \in E\right) . \tag{3.8}
\end{gather*}
\]

Program SP \(_{t}^{\mathbb{K}}\) considers convex combinations of different capital atock vectors - \(Q^{P}\) : we first show that the same convex combinations allows one to wix the production sets \(D^{P}\). This is atated in the following lema.

Lemma 2 : One has for all vectore \(\lambda>0\)
\[
\begin{align*}
\sum_{p=1}^{R} D^{P} \lambda_{p} \equiv & \left\{\eta \mid \eta=A^{\circ}, N E X^{N E}+\sum_{i k} \xi_{i k} ; \xi_{i k} \in s_{i k}\left((-Q \lambda)_{i l}\right)\right. \\
& \left.0<\mathbf{x}^{N E}<\left((-Q \lambda)^{N E}\right)\right\} \tag{3.9}
\end{align*}
\]

Proof : Let \(\eta\) be an element of \(\sum_{p=1}^{K}{ }_{D}{ }^{P} \lambda_{P}\). One can write
\[
\eta=\sum_{p=1}^{\mathbb{X}} n^{p} \lambda_{p} \text { with } \eta_{p} \in D^{p}
\]

By definition of \(\eta^{P}\), there exists \(X^{P, N E}\) and \(\xi_{i k}^{p}\) such that
\[
\eta^{P}=A^{-, N E} x^{P, N E}+\sum_{i k} \xi_{i k}^{P}
\]
with \(\quad 0<x^{p, N E}<-Q^{p, N E}\) and \(\xi_{i k}^{P} \in S_{i k}\left(-Q_{i k}^{P}\right), k \in X_{i}, i \in E\).
Combining these relations, one can write
with
\[
0<\sum_{p=1}^{K} x^{P, N E} \lambda_{p}<\sum_{p=1}^{K} Q^{p, N E} \lambda_{p}
\]
and
\[
\sum_{p=1}^{K} \xi_{i k}^{P} \lambda_{p} \in \sum_{p=1}^{K} s_{i k}\left(-Q_{i k}^{P} \lambda_{p}\right)=s_{i k}\left(-\sum_{p=1}^{K} \eta_{i k}^{P} \lambda_{p}\right)
\]

To prove the converse, we consider \(\eta\) equal to
\[
A^{-, N E} X^{N E}+\Sigma_{i k} \xi_{i k}
\]
for some vector \(X^{N E}\) and \(\xi\) such that
\[
\begin{aligned}
& 0 \leqslant x^{N E} \leqslant(-Q \lambda)^{N E} \\
& \xi_{i k} \in s_{i k}\left((-Q \lambda)_{i k}\right) .
\end{aligned}
\]

Because of lerma 1 , one can find \(X^{p, N E}\) and \(\xi_{i k}^{P}\) such that
\[
0 \leqslant \mathbb{x}^{\mathrm{P}, \mathrm{NE}}<-\mathrm{Q}^{\mathrm{P}, \mathrm{NE}},
\]
\[
\xi_{i k}^{P} \in s_{i k}\left(-Q_{i k}^{P}\right),
\]
\[
X^{N E}=\sum_{p=1}^{K} x^{p, N E} \lambda_{p},
\]
\[
\xi_{i k}=\sum_{p=1}^{K} \xi_{i k}^{p} \lambda_{p}
\]

The proof follows then trivially.

In order to proceed toward a new problem equivalent to \(S P\) we first introduce a few additional notation. We first consider the capital vector \(Q^{P}\) and its associated production sets \(D^{P}\). The operations of an economy of capital structure \(Q^{P}\) can be completely described by the extreme points of \(\mathrm{D}^{\mathrm{P}}\). Since these points will roughly play the same role as colums of the A matrix we shall denote then using a similar notation \(A_{D^{\prime}} P_{\ell}\) where \(\&\) is a current index taking its values in a set \(L_{D} p\). We also denote \(X_{D} p_{\ell}\) to be the activity level of \(A_{D} P_{\ell}\) in the economy. Consider now the vector \(Y^{\text {NE }}\) of new capacities in the non energy sectors. We define \(\mathrm{V}^{\mathrm{NE}}\) to be the
vector of thase new capacities which remains idle during the current period and \(X^{+}, N E\) the amount of that new capacity already operated during the period. To \(X^{+, N E}\) is thus associated a contribution
\[
\left(\mathrm{A}^{\cdot, \mathrm{NE}}+\mathrm{B}^{-, \mathrm{NE}}\right) \mathrm{X}^{+, \mathrm{NE}}
\]
to the bill of goods, while \(V^{\text {NE }}\) only contributes for \(B^{-N E} \nabla^{\text {NE }}\).
Finally, we crider the new capacities of the energy section. An already introduced before \(A_{i k \ell}\) designates an extrem point of \(S_{i k}(1)\). We let \(X_{i k \ell}\) denote the activity level associated with \(A_{i k \ell}\) and \(\nabla_{i k}\) the newly invested capacity that remains idle during the period. The contribution to the bill of goode due to the new capacity is then
\[
\underset{i k}{S}\left[\sum_{\ell E_{L i k}}^{\Sigma}\left(A_{i k \ell}+B_{i k}\right) x_{i k \ell}+B_{i k} \nabla_{i k}\right]
\]
and the aewly iavested capacity
\[
{\underset{\ell E L}{i k}}_{\Sigma} x_{i k \ell}+\nabla_{i k}
\]

Using this notation, we can then introduce new equivalent problem \(S P^{5}\) as follows.

Let \(A_{D} P_{\mathcal{L}}, \ell \in L_{D^{p}}\) the extreme points of \(D^{P}\), one then introduces the problem \(S P^{r}\) which shall be proved to be a substitute for \(S P\) in che decomposition approach.

\section*{Program \(\mathbf{S P}^{\mathbf{T}}\)}
\[
\begin{align*}
& \operatorname{Max} \mathrm{D}(\mathrm{~d})+(\bar{\Pi} \Lambda)^{N E}\left(\mathrm{X}^{+}, \mathrm{NE}+\mathrm{v}^{\mathrm{NE}}\right)+\sum_{i k}(\bar{\pi} \Lambda)_{i k}\left(\mathrm{X}_{i k \ell}+\nabla_{i k}\right) \tag{3.10}
\end{align*}
\]
s.t. \(\quad\left(A^{., N E}+B^{\circ,}, \mathrm{NE}\right) \mathrm{X}^{+, N E}+\mathrm{B}^{., N E} v^{\mathrm{NE}}+\underset{i k}{\sum} \underset{\ell \in \mathrm{~L}_{i k}}{\sum}\left(\mathrm{~A}_{i k \ell}+\mathrm{B}_{i k}\right) \mathrm{X}_{i k \ell}\)
\[
\begin{align*}
& \underset{\mathrm{P}=1}{\mathrm{~K}} \underset{\mathrm{l}^{\mathrm{P}}}{\boldsymbol{\Sigma}} \underset{\mathrm{D}^{P_{\ell}}}{\mathrm{X}}=1,  \tag{3.12}\\
& X_{D} P_{\ell}>0, \ell \in \mathrm{~L}_{\mathrm{D}^{\prime}}, \mathrm{P}=1, \ldots, \mathrm{~K} .
\end{align*}
\]

It is clear that the number of constraints of \(S P^{r}\) is equal to the number of goods plus one. In the following, we shall denote by \(\rho\) and \(\sigma\) respectively the multipliers associated with the constraints (3.11) and (3.12) respectively.

Before stating any equivalence property between \(S P\) and \(S P^{r}\), it is necessary to indicate exactly what it meant by that notion in the context of the nested decomposition approach.

It has been recalled at the beginning of this section that the implementation of the nested decomposition algorithm requires at every cycle and for each problem \(S P_{t}^{K}\) the vector \(\pi_{t+1}^{K}\) of multipliers associated to the constraints (3.5) of \(\mathrm{SP}_{\mathrm{t}+1}^{\mathrm{K}}\). In order to define \(\mathrm{SF}_{\mathrm{t}}^{\mathrm{K}+1}\) it is also necessary to know che capital stock vector at cycle \(K\) generated by the problem \(\mathrm{SP}_{\mathrm{t}}^{\mathrm{K}}\). More precisely it can be shown on the basis of [8] that the following elements and conditions are required :
A. The optimal \(z_{c}^{k}\), \(d_{t}^{k}\) and \(\lambda_{t}^{K}\) of each problem \(S P_{t}^{K}\). These elements are used to construct \(p_{t}^{k}\);
B. The optimal \(z_{t}^{k}\) and \(\lambda_{t}^{K}\) of each problem \(S P_{t}^{k}\). This vector allows one to construct \(q_{t}^{k}\);
C. The multipliers \(\Pi_{t}^{k}\) and \(\sigma_{t}^{K}\) associated with the constraints (3.5) and (3.6). These wultipliers satisfy the following optimality conditions :
c.1. \(\quad \sigma_{t}^{K}-\Pi_{t}^{k}\left(Z_{t}-Y_{t}\right)-P_{t}^{k} \lambda_{t}^{K}=0\) (see relation (12) in [7]).
c.2. \(\quad P_{t+1}^{K}+\Pi_{t+1}^{q} \Lambda z_{t}^{K}<\sigma_{t+1}^{q}, t=1, \ldots, T-1\) et \(q>k+1\)
(see relation (13) in \{ 7]).

Both C.I. and C.2. are used to prove convergence of the mathod [8]. We shall not discuss here the convergence proof but simply say a few words about these relations. Condition C.l. states the optimality conditions for the variables in problem \(S P_{t}^{k}\). Similarly condition C.2. states that the reduced cost of a variable \(k\) must be non positive at the optimum for all aubsequent subproblems \(\mathrm{SP}_{\mathrm{t}+1}^{\mathrm{q}}\). This clearly implies that all generated proposals \(q_{t}\) are kept in program \(S P_{t}\) once they have been generated.
4. KECONSTITUTION OF THE OPTIMAL VARIABLES OF THE ORIGINAL PROBLEM

The following proposition indicates how the optimal variables of the original problem \(S P\) can be recovered from the optimal primal variables of \(S P^{\mathbf{r}}\).
proposition 1 : The following relations between SP and SP \({ }^{\mathbf{r}}\) hold at the optimum
\[
\begin{align*}
& \underset{\ell \in L_{i k}}{\Sigma} X_{i k \ell}+\nabla_{i k}=Y_{i k}, i \in E, k \in R_{i} \tag{4.2}
\end{align*}
\]
\[
\begin{align*}
& x^{+}, \mathrm{NE}+v^{N E}=Y^{N E}  \tag{4.3}\\
& z=Y-q \lambda \tag{4.4}
\end{align*}
\]

Proof : The proof is obtained by a succession of transformations of the problem SP. These transformations are based on the additivity of the production sets on leman 2. We first write SP as
\[
\operatorname{Max} U(d)+\bar{\Pi} \Lambda-(\bar{\Pi} \Lambda Q) \lambda+P \lambda,
\]
\[
\text { 3.c. } \quad A^{\prime, N E} X^{+, N E}+B^{\prime, N E} Y^{N E}+\sum_{i k} \xi_{i k}+\sum_{i k} B_{i k} Y_{i k}+\sum_{p=1}^{\mathbb{K}} \xi^{P} \lambda_{p}+d=0 \text {, }
\]
\[
\xi_{i k} \in S_{i k}\left(Y_{i k}\right), i \in E, k \in R_{i} ; 0<X^{+}, N E<Y^{N E},
\]
\[
\xi^{P} \in D^{P}, P=1, \ldots, R
\]
\[
e \lambda=1, \lambda>0
\]

Introducing the extreme points of \(S_{i k}\) and \(D^{p}\) one gets successively

and

where \(V_{i k}\) represents the unused capacity invested in ik in the current period. This variable does not have to be introduced if \(\{0\}\) is an extreme point of \(S_{i k}(1)\) : indeed in that case the role of \(V_{i k}\) can be taken over by the \(X_{i k \ell}\) corresponding to that extreme point. After introducing a variable \(V^{N E}\) to represent the unused capacity invested in the \(N E\) sectors during the current period and substituting these expressions in the program just obtained one arrives at \(\mathbf{S P}^{\mathrm{r}}\). The expressions for \(\lambda_{p}, Y_{i k}, Y^{N E}\) and 2 can then be derived frow these transformations.

The derivation of the optimal dual variables associated with the capacity constraints (3.5) is not as clear. The following intuitive reasoning leads to expressions for these variables that will be justified in the next section.

It is known that dual variables at the optimum represent the derivative of the optimal objective function with respect to the right-hand side of the constraints. In order to evaluate the derivative ve consider a small increase \(\varepsilon_{i k}\) of some capital stock ik. The corresponding capital stock balance equation will read
\[
\begin{equation*}
z_{i k}-Y_{i k}+(Q \lambda)_{i k}=\varepsilon_{i k} \tag{4.5}
\end{equation*}
\]

The resulting increase of the objective function value is twofold. A first contribution to this increase is the value of the additional capital stock that will be forvarded to future pariods : this contribution is equal to \((\bar{\pi} h)_{i k} \varepsilon_{i k}\). A second contribution arises from the enlarged possibilities of the econowy due to the additional capital stock. In order to evaluate this second element, we consider the extreme point \(A_{i k \ell(\rho)}\) of \(S_{i k}(1)\) satisfying
\(-\boldsymbol{\mu}_{i k \ell(\rho)}=\max \left\{-\rho \xi \mid \xi \in \mathbf{s}_{i k}(1)\right\}\).
It is clear that the improvement of the objective function due to the capital stock increase \(\xi_{i k}\) will be
\[
-p_{i k \ell(\rho)} \varepsilon_{i k} \text {, }
\]
if this term is positive and zero otherwise.
Intuitively one can then propose for the values of dual variables \(\pi\)
\[
\begin{align*}
& \Pi_{i k}=(\bar{\Pi} \Lambda)_{i k}+\max \left[-\rho A_{i k \ell(\rho)} ; 0\right]  \tag{4.6}\\
& \Pi^{N E}=(\bar{\Pi} \Lambda)^{N E}+\max \left[-\rho A^{N E} ; 0\right] \tag{4.7}
\end{align*}
\]

The following section shows that these expressions fulfill the conditions \(C_{1}\) and \(C_{2}\) defined before.

\section*{5. THE OPTIMAL DUAL VARIABLES II}

Consider an extreme point \(A_{D^{\prime}} p_{\ell}\) of \(D^{p}\). Because of the definition of \(D^{p}\) one can write (see section 6 lemma 3)
where \(-\delta\left(i, \ell, D^{P}\right)\) is equal to zero if the NE vector \(i, A^{\prime, i}\) appears
with activity level zero in the extreme point \(A_{D} P_{\ell}\);
- \(A_{i k}\left(A_{D P_{l}}\right)\) designates the extreme point of \(S_{i k}\) contributing to the extreme point \(A_{D_{\ell}}\) of \(D^{P}\).
In the following we shall deal with points of \(D^{P}\) that satisfy the ame type of expresaion (5.1) without being extreme point of \(D^{p}\). Since there are only a finite number of these points we shall denote them as \(A_{D^{P}}{ }_{n}\), \(n\) being the current index identifying each of these points; we can write, using notation similar to the one appearing in (5.1)
\[
\begin{equation*}
A_{D P_{n}}=-\sum_{i \in N E} A^{\prime, i} \delta\left(i, n, D^{P}\right) Q_{i}^{P}-\sum_{i k}^{A_{i k}}\left(A_{D} P_{n}\right) Q_{i k}^{P} \tag{5.2}
\end{equation*}
\]

Suppose now that the problem \(S P^{T}\) is solved using a revised simplex method and let \(\rho\) and \(\sigma\) be the dual variables associated with the constraints (3.11) and (3.12) respectively at some iteration. The reduced cost of the variable \(X_{D^{P} P_{\ell}}\) is then
\[
\begin{equation*}
(P-\bar{\Pi} \wedge Q)_{P}-\rho A_{D} P_{\ell}-\sigma, \tag{5.3}
\end{equation*}
\]
that we shall designate by \(\left.\operatorname{RC}\left(A_{D_{l}}\right)_{l}\right)\) in the following. Consider now a point \({ }_{D^{\prime} P_{n}}\) as defined before. One shall define for each \(A_{D} P_{n}\) an expression \(R C\left({ }_{D} p_{n}\right)\) of the same algebraic form as (5.3). Since \({ }_{D_{D} P_{n}}\) is not a column of \(S P^{r}, B C\left(A_{D_{n}}\right)\) is no longer a reduced cost. It is introduced here for future use in the proofs.

We can now state the following propositions
Proposition 2 : For each \(p\), there is at most one vector \(X_{D_{i}} P_{\ell}\) in the basis.

Proof : Suppose not and let \(\ell^{\prime}\) and \(\ell^{\prime \prime}\) be two extreme points of \(D^{p}\) belonging to the basis; one considers the vector \(A_{D} P_{n}\) obtained as follows.

For if NE let
\[
\begin{aligned}
&-\rho A^{\prime,} i \\
&\left(i, n, D^{P}\right)= \max \left(\left(-\rho A^{\cdot, i} \delta\left(i, \ell^{\prime}, D^{P}\right) ;\right.\right. \\
&\left.-\rho A^{-, i} \delta\left(i, \ell^{\prime \prime}, D^{p}\right)\right) .
\end{aligned}
\]

For every \(i k, i \in E, k \in \mathbb{K}_{i}\), let
\[
-\rho A_{i k}\left(A_{D} p_{n}\right)=\max \left(-\rho A_{i k}\left(A_{D} p_{\ell}\right) ;-\rho A_{i k}\left(A_{D} P_{\ell^{\prime \prime}}\right)\right) .
\]

It is clear that the vector \(A_{D^{\prime} P_{n}}\) belongs to \(D^{p}\). Moreover since
\(A_{D} p_{\ell}\), and \(A_{D} p_{\ell \prime}\) are in the basis, one has
\[
\underset{D_{\ell}}{ } \operatorname{RC}\left(A_{Q^{\prime}}\right)=\operatorname{RC}\left(A_{D^{\prime \prime}}\right)=0,
\]
and hence neglecting the case of degeneracy and taking into account the nonpositivity of \(q^{P}\)
\[
\left.\underset{D C}{\operatorname{RC}\left(A_{n}\right.}\right)>0
\]

Writing \(A_{D} P_{n}\) as a convex combination of extreme points of \(D^{P}\), one obtains
\[
{ }_{D_{D}} P_{n}=\sum_{\ell \in L} V_{\ell} A_{D} P_{\ell}
\]
with
\[
\sum_{\ell \in L} v_{l}-1 \text { and } v_{l} \geqslant 0 \text { for } \ell \in L
\]
which implies
\[
\operatorname{RC}\left(A_{D} P_{n}\right)=\sum_{\ell \in L} \nu_{\ell} \operatorname{RC}\left(A_{D^{\prime}} P_{\ell}\right)
\]
and hence, there exit extreme points of \(D^{P}\) with a positive reduced cost. This concradicts the optimality of \(S P^{T}\).

Proposition 3: If \(X_{D^{P_{\ell}}}>0\) in the optimal solution, then ons has
\(-\rho A^{\cdot, i} \delta\left(i, \ell, D^{P}\right) \geqslant 0 \quad i \in N E\)
\[
-\Delta A_{i k}\left(A_{D^{P} \ell}\right) \geqslant 0 \quad i \in E, k \in K_{i}
\]

Proof : We first show that 0 is nonnegative. To see this we assume that the equality in relation (3.11) is replaced by an inequality \(<\); because each function \(J\) is nondecreasing in \(d\), these inequalities will be tight at the optimum and hence the problem with the inequality sign is equivalent to the original program \(S P^{\text {r }}\). \(\rho\) is then nonnegative because it is the dual variable vector of a set of inequality constraints.

Suppose now that the proposition is not true and let \(\bar{i}, \bar{k}\) be such that
\[
-P A_{\bar{i} \bar{k}}\left(A_{D} P_{\ell}\right)<0
\]

We let \(A_{D} P_{n}\) be the point of \(D^{P}\) obtained by replacing \(A_{T} \bar{K}_{K}\left(A_{D} P_{l}\right)\) by the zero vector in the expression of \(A_{D} P_{n}\). It is clear that \(A_{D} P_{n}\) belongs to \(D^{P}\). Moreover \(\operatorname{RC}\left(A_{D^{P}}{ }_{n}\right)\) is positive. A contradiction can then be obtained as in the preceding proposition.

Before stating the next proposition we recall that \(A_{i k \&(\rho)}\) desigrates the extreme point of \(S_{i k}\) that maximises - \(\rho \xi\) on \(S_{i k}(1)\).

Proposition 4 : If \(X_{D p_{\ell}}>0\) in the optinal solution, then one has
\[
-\rho A^{-, i} \delta\left(i, \ell, D^{p}\right)=\max \left(-\rho A^{\cdot, i} ; 0\right) \quad \text { for } i \in N E ;
\]
\[
A_{i k}\left(A_{D} P_{\ell}\right)=A_{i k \ell(\rho)} \text { for } k \in K_{i} \text { and } i \in E
\]

Proof : The first relation is obtained directly from the preceding lemma. In order to prove the second relation, we suppose that
\[
A_{i k}\left(A_{D} P_{k}\right) \notin A_{i k \ell(\rho)}
\]
and define \(A_{D_{p}}\) as the vactor obtained by replacing \(A_{i k}\left(A_{D} P_{\ell}\right)\) by \(A_{i k \ell(\rho)}\) in the expression \(A_{D^{P}} P_{\ell}\). Because of the definition of \(\ell(\rho)\) one has
\[
-\rho A_{i k \ell(\rho)}>-\rho A_{i k}\left(A_{D} p_{\ell}\right)
\]
and hence
\[
\left.\underset{D_{n}}{\operatorname{RC}(A} P_{n}\right)>0,
\]
which leads again to the same type of contradiction as precedingly..

As a corollary of these propositions it is possible to prove that if \(\lambda_{p}\) defined by relation (4.1) is positive, then one has
\[
(P-\Pi Q)_{p}-\sigma=0
\]
which is part of the property Cl mentioned at the end of section 3 .
This is show in the following proposition.

Proposition 5 : Let \(\lambda_{p}\) be auch that
\[
\lambda_{p}=\sum_{\ell \in L} X_{D} p_{\ell}>0
\]
and \(\Pi\) be the vector \({ }^{p}\) defined in relations (4.6) and (4.7). Then
\[
P_{P}-\pi Q^{P}-\sigma=0 .
\]

Proof : Consider the basic variable \(X_{D^{\prime} P_{\ell}}\). One has
\[
\operatorname{RC}\left(\mathrm{A}_{\mathrm{D}^{\prime} \mathrm{P}_{\ell}}\right)=0
\]
and hence
\[
P_{p}-(\bar{\Pi} \Lambda Q)_{p}-\rho A_{D} P_{\ell}-\sigma=0 .
\]

Because of the preceding proposition one has
\[
\rho \Delta_{D P_{l}}=\underset{i \in N E}{\sum} \max \left(-\rho A^{-, i} ; 0\right) Q_{i}^{p}+\sum_{\substack{i \in E \\ k \in \in_{i}}} \max \left(-\rho A_{i k \ell(\rho)} ; 0\right) Q_{i k}^{P}
\]
and hence \(\operatorname{RC}\left(A p_{2}\right)\) can be written as
\[
\begin{aligned}
& \left.P_{p}-\int_{i \operatorname{NE}}^{D^{2} \ell}\left((\bar{\Pi} \Lambda)_{i}+\max \left(-\rho A^{\prime, i} ; 0\right)\right)\right\} Q_{i}^{p} \\
& \underset{i \in E}{-\Sigma\left((\bar{\Pi} \Lambda)_{i k}+\max \left(-\rho A_{i k \ell(\rho)} ; 0\right)\right) Q_{i k}^{p}-\sigma=P_{p}-\Pi Q^{P}-\sigma=0 .}
\end{aligned}
\]

We now consider the optimality conditions for the \(\lambda_{p}\) that are equal to zero namely those for which \(\underset{\ell \in L_{D} p^{2}}{ } X_{D} p_{\ell}=0\).

One can write this following proposition
Proposition 6 : If \(\mathrm{X}_{\mathrm{D}_{\ell}}=0\) for all \(\ell \in \mathrm{L}_{\mathrm{D}_{\mathrm{P}}}\)
\[
(P-\bar{\Pi} \Lambda Q)_{P}-\sum_{i \in N E} \max \left(-\rho \cdot A^{\cdot, i} ; 0\right) Q_{i}^{P}
\]
\(-\sum_{i k} \max \left(-\rho A_{i k \ell(\rho)} ; 0\right) Q_{i k}^{P}-\sigma<0\)
Proof : Suppose not and let \({ }_{A_{D}} P_{n}\) be the point defined as in (5.2) where
\(\delta\left(i, n, D^{P}\right)=0\) if \(\max \left(-\rho A^{-i} ; 0\right)=0\);
\(\delta\left(i, n, D^{p}\right)=1\) if \(\max \left(-\rho A^{\cdot, i} ; 0\right)>0\);
\(\mathbf{A}_{i k}\left(A_{D^{P}} \mathbf{n}\right)=0\) if \(\max \left(-\rho A_{i k \ell(\rho)} ; 0\right)=0 ;\)
\(A_{i k}\left(A_{D} P_{n}\right)=A_{i k \ell(\rho)}\) if \(\max \left(-\rho A_{i k l(\rho)} ; 0\right)>0\).
One has, because we have assumed the proposition to be false that \(R C\left(A_{D} P_{D}\right)=R C\left(A_{D} P_{\ell}\right)>0\)
which leads to a contradiction as in proposition 2.

Conol2ary : If \(\lambda_{p}=0\), then \(P_{P}-\pi Q^{P}-\sigma<0\)
Proof : This follows directly from the preceding proposition.
We can now show the validity of the expressions (4.6) and (4.7) defined in the preceding section.

Proposition ? : (4.6) and (4.7) satisfy the condition \(C\) stated in section 4.

Proof : Because of the preceding proposition we have that \(\lambda_{p}>0\) implies \(P_{p}-\pi Q^{P}-\sigma=0\) and \(\lambda_{p}=0\) implies \(P^{P}-\Pi Q^{P}-\sigma<0\),
and heace
\[
P \lambda-\Pi Q \lambda-\sigma=0 .
\]

Since
\[
Z-Y+Q \lambda=0
\]
one can write
\[
P \lambda+\pi(2-Y)-\sigma=0
\]
which is property Cl.
In order to prove \(C 2\) note that one has at the optimum of \(S P_{t+1}\)
\[
P_{t+1}^{k}-\pi_{t+1}^{q} Q_{t+1}^{k}-\sigma_{t+1}^{q}<0 \text { for } q \geqslant k+1
\]

C2 follows then trivially from the fact that
\[
-q_{t+1}^{k}
\]

\section*{6. GENERATION OF EXTREME POINTS}

In this section we briefly discuss the modeling approach underlying program \(P^{c}\) and show how it naturally allows one to find the extreme points required by the algorithmic framework presented in this paper. The approach was introduced in the context of energy modeling but can easily be extended to other field.

In energy flow models ([3] [7]) the different energy production and consumer sectors are represented as a graph. Following this description, we shall assume each process of an \(E\) sector to be represented as in figure 2.


Fig. 2 : Energy flow representation of a process

In this representation, an arc is associated to each process. Various inputs are consumed by the process which also produces some outputs; bounds are imposed on the inputs and outputs indicating that they cannot be consumed or produced in any proportion.

Let \(\xi^{I}\) and \(\xi^{0}\) be respectively the vectors of goods consumad and produced by the process. Because of technological constraints the inputs and outputs must usually remain within certain maximal and minimal proportions. The set of constraints describing the process is then as follow:
- a first constraint expresses a conservation principle (material or energy)
\[
\begin{equation*}
a^{0} \xi^{0}-a^{I} \xi^{I}=0 \tag{6.1}
\end{equation*}
\]
- a second set of constraints expresses maximal and minimal proportions on the input and output of the syatem : they can be sated as
\[
\begin{align*}
& \underline{b}_{i}^{0} a^{0} \xi_{i}^{0}<\xi_{i}^{0}<\bar{b}_{i}^{0} a^{0} \xi^{0} \text { for all output } i  \tag{6.2}\\
& \underline{b}_{i}^{I} a^{I} \xi^{I}<\xi_{i}^{I}<b_{i}^{I} a^{I} \xi^{I} \text { for all input } i \tag{6.3}
\end{align*}
\]
- the last constraint expresses the capacity limitation of the equipment. If we assume a unit capacity we can write this constraint as
\[
\begin{equation*}
0<\varepsilon^{0} \xi^{0}<1 \tag{6,4}
\end{equation*}
\]

Let us assume first that the equipment operates at a constant level throughout a period of the planning horizon and let \(\rho_{g}\) be the subvector of \(\rho\) consisting of the components of \(\rho\) related to the goods appearing in the operation of the equipment. Clearly the problem of evaluating a maximal reduced cost for a column associated to an equipment of this type can be formulated as
\[
\begin{array}{ll} 
& \operatorname{Min} \rho_{\xi} \xi^{I}+\rho_{\xi} \xi^{0}, \\
\text { s.t. } \quad & a^{0} \xi^{0}-a^{I} \xi^{I}=0, \\
& b_{i}^{0} a^{0} \xi^{0}<\xi_{i}^{0}<\bar{b}_{i}^{0} a^{0} \xi^{0} \text { for all output } i, \\
& b_{i}^{I} a^{I} \xi^{I}<\xi_{i}^{I}<\bar{b}_{i}^{I} a^{I} \xi^{I} \text { for all input } i, \\
& 0<a^{0} \xi^{0}<1 \tag{6.9}
\end{array}
\]

We first note that an obvious extreme point of this production set is not to operate the plant at all; this corresponds to a zero objectif function value. If the plant is to be operated then it will be at full capacity, which implies
\[
\begin{equation*}
a^{0} \xi^{0}=a^{I} \xi^{I}=1 \tag{6.10}
\end{equation*}
\]
and hence the preceding problem is reduced to the following set of two problems
\[
\begin{align*}
& \operatorname{Min} \rho_{\xi^{I}}^{\xi}  \tag{6.11}\\
& A^{I} \xi^{I}=1  \tag{6.12}\\
& \underline{b}_{i}^{I}<\xi_{i}^{I}<\bar{b}_{i}^{I} \text { for all output } i, \tag{6.13}
\end{align*}
\]
and
\[
\begin{align*}
& \operatorname{Min} \rho \xi^{\xi^{\xi^{0}}}  \tag{6.14}\\
& \mathbf{a}^{0} \xi^{0}=1 \tag{6.15}
\end{align*}
\]
\(\stackrel{b}{i}_{0}^{0}<\xi_{i}^{0}<\bar{b}_{i}^{0}\) for all input \(i\),
for uhich an explicit solution can be found by some simple logic (knapsack problem in continuous variables).

Much more complex aituations can be considered which include phenomens auch as cime varying operations and storage, while still allowing one to generate extreme points explicitly. A syatematic discussion of the approach with examples taken from the energy sector is presented in [10].

As a final remark ve indicate how extreme points of \(D^{P}\) can be obtained easily from the extreme pointa of the \(S_{i k}\).

Lenma 3 : An extreme point of \(\mathrm{D}^{\mathrm{P}}\) is a aum of extreme points of the \(S_{i k}\left(-Q_{i k}^{p}\right)\) for \(k \in R_{i}\) and \(i \in E\) and of vectors 0 or \(-A^{\prime \prime}{ }^{i} 0_{i}^{N E}\) for \(i \in E\).

Proof : Since \(D^{P}\) is polyhedral, there exists for every extreme point \(\xi^{*}\) of \(D^{P}\) a vector \(\rho\) such that
\[
\rho \xi^{*}=\max \left\{\rho \xi \mid \xi \in \mathbb{D}^{\mathbb{P}}\right\} .
\]

The lemm follows directly from the definition of \(D^{P}\).

CONCLUSIONS

Because of their size dynamic input output models may be difficult to extend so as to include detailed representation of some of the sectors of the economy. In this paper, we propose a general formulation of those models that considers a detailed representation of some sectors. This representation is based on the assumption that the equipments of the sectors of interest are characterized by a single capacity variable and that their production set is simple enough so as to allow one to construct their extreme points easily. These assumptions are taken from the field of energy flow modeling where they are generally satisfied. A special purpose algorithm is proposed for the resulting model which takes advantages of the aformentioned representation of some of the equipments. The algorithm is a combination of nested decomposition and column generation. Nested decomposition is applied first on the dynamic model to transform it into a set of smaller subproblems. A further reduction of the number of constraints of each of the resulting subproblems is then obtained by eliminating the constraints describing the operation of the equipments satisfying the assumption.
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[^0]:    * Every linear program (1) may be stated in a totally degenerate form: maximize $t$ subject to $A x=b t, \quad A^{\top} w \leq c t, \quad c^{\top} x \leq b^{\top} w$, $\mathrm{x} \geq 0$ [2, p.290].

[^1]:    $\dagger$ For the moment we require only that T be nonsingular.

[^2]:    ${ }^{+}$Finding a row of $\overline{\mathrm{H}}$ requires the solution of a system with respect to L and the inner product of this solution and $\mathbf{B}^{2}$.

[^3]:    *Published in Mathematical Programming 19:239-254, 1980. Reproduced with permission. Copyright © 1980 The Mathematical Programming Society.
    t Currently at:

[^4]:    1 The extent to which this is true is worthy of investigation.

[^5]:    1 In this case a basic column is degenerate if its variable is at its upper or lower bound.

[^6]:    1 The incoming column was selected by partial pricing, i.e. cyclic scanning of partitions of the constraint matrix. 3 equal partitions were used for PILOT8 and 10 for SCSD8 and L84MAV.

[^7]:    - This is a revised version of the paper presented at the XXIV International Meeting of the Institute of Management Sciences, June 18-22, 1979, in Hawaii

[^8]:    * Research for this paper was partially supported by the Department of Energy Contract DE-AS03-76SF00326 PA\# DE-AT-03-76ER72018, the Office of Naval Research Contract N00014-75-C-0267, and the National Science Foundation Grants MCS76-20019 A01 and ENG77-06761. Reproduction in whole or in part is permitted for any purposes of the U.S. Government.
    ** Currently at:

[^9]:    *It is general practice to incorporate the linear objective function as a row of $A$. Then, when the basis is feasible, the pricing form $z$ is a unit vector; when the basis is infeasible, $z$ has one nonzero elementeither +1 or -1--corresponding to each infeasible basic variable. The exact choice of $z$ depends on details of the implementation, as explained in $[39,50]$.

[^10]:    *Another technique, proposed by McBride [36], promises an especially sparse update. Essentially, it uses as $B_{1}$ acarefully updated and permuted $B_{0}$, with the result that the product $\left(P_{0}^{T_{L}}\right)\left(P_{1}^{T_{L_{1}}}\right)$ may be collapsed to a single lower-triangular factor; in effect this technique updates the lower-triangular factor at each iteration, whereas the other techniques merely augment it. McBride avoids Gaussian elimination in his implementation, however, preferring to keep the inverse of one small matrix explicitly.

[^11]:    $(\dagger)$ In sections 5 and 6 , the type of the entering column will be goted $i-1$ and the type of the leaving one $q$.

[^12]:    *Reprinted with permission from J. Appl. Math. Phys. (ZAMP) 30(1979), 261-271. Copyright © 1979 Birkhäuser Veriag, Basel
    **The author wishes to express his professional appreciation of Herr Prof. Dr. Eduard Stiefel.

[^13]:    *The authors would iike to express their acknowledgment to George B. Dantzig for his long-standing interest in and support for this work. Many thanks also to Etienne Loute for his valuable comments and suggestions.

[^14]:    *See also references in [3].

[^15]:    Currently at:
    Department of Industrial Engineering and Operations Research
    University of Massachusetts

[^16]:    $p \cdot q$ is the size of each diagonal block
    $s$ is. the number of coupled variables
    $M$ is the total number of rows
    $N$ is the total number of columns.

[^17]:    *The authors wish to thenk Benoit Culot, who undertook a major part of the programming task described in this paper as a Master's thesis at UCL; M. Benichou, J.M. Gauthier and G. Ribière of IBM France; and Mr. Utens of IBM Belgium, for helpful information and discussion on MPSX/370. The Belgian Ministry of Scientific Policy and the EEC DGXII are gratefully acknowledged for their support, respectively through energy contracts E/I/3 and 339-78-1 EMB, to CORE under the supervision of Y. Smeers.

    * The submitted manuscript has been coauthored under contract DE-ACO2.76CH0016 with the U.S. Department of Energy. Accordingly, the U.S. Government retains a nonexclusive royalty-free license to publish or reproduce the published form of this contribution, or allow others to do so, for U.S. Government purposes.
    ** Research supported by the Belgian National Research Program in Energy, contract E/I/3.

[^18]:    When a subproblem is unbounded two companion proposals are generated : one from the extreme ray giving rise to unboundedness and the other from the extreme point corresponding to the current basic feasible solution. Experience indicates that unbounded solutions may occur after only a few iterations. Nonetheless, more proposals can be generated if the column giving rise to unboundedness is fixed at zero and the optimization of the restricted subproblem is pursued antil possibly another extreme ray is met, in which case the procedure is repeated.
    iii) Proposal purging

    As the sige of the master problem grows with the addition of new proposals, the inactive ones must be purged periodically to keep storage requirements within acceptable limits.

[^19]:    Table 4.4. Files used by DECOMPSX.

[^20]:    This research was supported by the U.S. Department of Energy Contract DE-AC03-76SF00326, PA No. DE-AT03-76ER72018; National Science Foundation Grants MCS-7926009 and ENG77-06761 the Office of Naval Research Contract N00014-75-C-0267; and the U.S. Army Research Office Contract DAAG29-79-C-0110. Reproduction in whole or in part is permitted for any purposes of the United States Government.

[^21]:    *This work has been done during my stay at the Department of Mathematics, Linköping, Sweden. I am most grateful to colleagues from the Department for their comments and suggestions on the subject of this paper.

[^22]:    -Published in Management Science 27:1, 1981. Reproduced with permission. Copyright © 1981 The Institute of Management Sciences.

    - This paper was supported in part by NSF Grant ENG 78-26500 to the University of Pennsylvania.

[^23]:    *This algorithm has been developed at CEMI by E.P. Borisova, N.A. Sokolov and N.V. Tretyakov in conjunction with the author.

[^24]:    -The authors wish to thank an anonymous reader for beneficial comments and many detailed suggestions which have significantly improved our paper.

    - "Currently at:

    Enargy Information Administration U.S. Department of Energy, Washington, D.C.

[^25]:    'Actually, standard pivot selection rules are used.

