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ABSTRACT 

The acceptance of the X.25 international standards 

requires a virtual call procedure, which imposes some re- 

striction on the usage of communication resources, namely 

a fixed route for the whole duration of the session. In 

an example of network simulation, datagram and virtual 

call methods are compared, producing the result that the 

datagram gives a better performance with regard to delivery 

time. The difference between these two methods is greater 

when the load, the number of packets per message, and the 

size of the network is increased. 
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THE IMPACT OF THE X.25 ON THE EFFICIENCY 
OF THE COMMUNICATIONS SUBNETWORK 

A. Butrimenko, U. Sichra 

INTRODUCTION 

It is a well-known fact that possibly one of the most 

significant breakthroughs in computer communication has been 

achieved as a result of applying the so-called store-and- 

forward technique. This technique relies explicitly upon 

the possibility of treating the pieces of a message as 

separate entities, which can be delivered in an arbitrary 

order and within different time intervals. This method 

allows a more effective usage of communication resources 

than, for example, the channel switching technique. The 

three most important features of the store-and-forward tech- 

nique, by which the efficiency in a communication network 

can be increased are: 

(a) by queueing the packets at every channel along 

the route, instead of having only one queue at 

the source, as is the case in a circuit 

connection ; 

(b) by using the capacity of a trunk as a single 

high-speed channel versus multiplexing it to 

a number of slow-speed channels; 



(c) by using various routes for different pieces 

of information, depending upon the actual 

loading of the system, and by assembling the 

whole message at the destination only. 

VIRTUAL CALL - DATAGRAM 

The recently accepted international standard X.25 [ I ] ,  

based on the store-and-forward technique, requires a specific 

procedure, the virtual call, which provides a logical channel 

between source and destination for the duration of the whole 

session. 

The accepted standard X.25 requires, strict'ly speaking, 

only a virtual call interface because the DCE (Data Communi- 

cation Equipment) provides a connection between a pair of DTE 

(Data Terminal Equipment) similar to an electrical connection. 

One of the features of this kind of connection is that all 

the packets sent by the DTE will arrive at the corresponding 

DTE in the same order in which they were sent.* 

The transport method in the data communication network 

itself can be organized in such a way that all the packets 

inside the data communication network are considered to be 

independent entities and routed separately. In this case it 

will be said that in the communication network (DGE) the data- 

gram method (DG) is used. Figure 1 shows a typical datagram 

format [ 2 ] .  The datagram packet, in addition to its data field, 

also contains addresses, and actually complete addresses, of 

both the communicating DTEs, as well as some additional con- 

trol information. In this case, however, relatively complex 

functions are needed at the nodes comnunicating to the DTE to 

provide all the necessary features required by the X.25. One 

of those features is, in particular, the reordering of the 

incoming packets belonging to the same call. 

*This is a basic feature of the X.25 Recommendation, as 
described in [2 ] . 



Another method which allows this function to be performed 

in a relatively easy way is to extend the virtual call philos- 

ophy to the communication network, i.e., to achieve the goal 

that all packets of the same session will be sent along the 

same route, which makes reordering unnecessary. As is done, 

for example, in the Transpac and Datapac networks [3], this 

can be achieved by switching the logical channels. The virtual 

call procedure implies that, before the virtual connection is 

established, a special packet called "CALL REQUEST" is sent 

from the source station to the destination station. Actually 

the physical route passed by this packet will be followed by 

all other packets of the same session. The format of the 

"CALL REQUEST" is shown in Figure 2. The switching of the 

logical channels is carried out in the communication nodes 

with the help of special matrices, which makes it further 

possible to route all subsequent packets of the same session 

over the same physical channel. 

It is clear that, as soon as the logical channel, i.e., 

the virtual call, is established between the stations, there 

is no need for the full address in the subsequent packets of 

the same session, and only the number of the corresponding 

channels should be carried by the packets (see Figure 3)[1]. 

This logical channel number is naturally significantly shorter 

than the complete address of DTEs. 

Later references in the text to virtual call (VC), will 

mean the above described procedure of setting up a virtual 

call. 

One should, however, stress that the switching of logical 

channels does not monopolize physical channels, and that the 

same physical channel can be used for a number of virtual 

calls simultaneously. 

Point (c) mentioned at the beginning of this paper is, 

however, no longer the source of increasing the efficiency, 

as soon as the route is fixed for the whole duration of the 



session. Namely the fixed route leads to some kind of "bursty" 

traffic on the same channels, and routes can no longer be opti- 

mized by the routing mechanism, as soon as a call has been 

established. 

Table 1 indicates the differences between datagram and 

virtual call techniques with regard to the use of communi- 

cation resources. There are obviously other significant 

differences that lead to the acceptance of the X.25 standard 

in general, but these problems are' not considered here. This 

paper will concentrate only on the usage of communication 

resources. The aim is to estimate the price to be paid for 

a permanent route in a virtual call mode in terms of a possible 

decline in the efficient usage of communication resources. 

THE SIMULATION MODEL 

The objective of this paper is to study the delivery times 

of packets and calls for different types of routing (i.e., 

adaptive routing for every packet - DG, and adaptive routing 

only for the call - VC). For this purpose a very simple com- 

munication network was modelled, leaving out many real-life 

factors which do not influence significantly the variables 

measured. Besides this, quite a few assumptions had to be 

made which might be found in an actually functioning comquni- 

cation network. 

The main assumptions underlying the simulation and the 

reasons for making them are: 

- All links between nodes have the same speed. 

Reason: to study only the effects of routing 

and queueing, under the most homogeneous 

conditions; 

- The time needed to handle a packet (choose a 

queue, accept the packet, finish a call) is 

equal to 4 ,  as well as the time required for 

reassembling of the message. This assumption 

is true for networks with high-speed hosts and 

switching nodes and low or medium speed trunks; 



- The links are error free. Reason.: errors would 

influence both methods in a similar way; simpli- 

fication and homogenization of the model; 

- Within one routing method (VC or DG) all packets 

have the same length. Reason: this situation 

can be found in some packet-switching networks; 

- All calls have the same number of packets. 

Reason: simplification of the simulation, and 

similar effects on both methods, if the number 

was different; 

- The creation and acceptance frequency is fixed 

for every node and does not change along the 

simulation. Reason: simplification; 

- Poisson arrivals of packet. Reason: any other 

distribution will increase "burstness" and there- 

fore the difference between methods; 

- The queuelength in each channel is not limited; 

the sum of all queuelengths is, however, finite, 

but large enough not to be of concern under the 

normal operation of the network. Reason: finite 

number of array elements in the simulation program 

that store the information. 

There are many more simplifications but they do not seem to be 

as restrictive as the above and have therefore not been mentioned. 

The flow chart in Figure 4 shows very roughly the sequence 

of events in the simulation program. A few events need some 

more exploration as they are rather important for the outcome 

of the comparison between virtual call and datagram. 



Choose t h e  Channel 

When a packe t  a r r i v e s  a t  a node it i s  checked t o  es tab -  

l i s h  i f  t h a t  node i s  a l r e a d y  t h e  d e s t i n a t i o n  node. I f  n o t ,  

t h e  program s e l e c t s  t h e  n e x t  channel  t h a t  packe t  has  t o  use 

i n  o r d e r  t o  a r r i v e  a t  i t s  d e s t i n a t i o n .  When s i m u l a t i n g  v i r -  

t u a l  c a l l s ,  on l y  t h e  f i r s t  packe t  o f  a c a l l  w i l l  g e t  a "new" 

channel ;  a l l  o t h e r  packe ts  o f  t h a t  c a l l  w i l l  t r a v e l  a long  t h e  

r o u t e  passed by t h e  f i r s t  packet .  I n  t h e  c a s e  o f  datagrams,  

a l l  packe ts  undergo t h e  channel  s e l e c t i o n  procedure.  Th i s  

procedure i s  c l o s e l y  r e l a t e d  t o  t h e  upda t ing  o f  t h e  r o u t i n g  

m a t r i c e s ,  where a " r e l i e f  method" h a s  been used [ 4 ] .  I t  works 

a s  fo l lows .  

The r o u t i n g  i n fo rma t i on  i s  s t o r e d  i n  each node i n  a m a t -  

r i x .  The columns o f  t h e  m a t r i c e s  cor respond t o  t h e  numbers 

of t h e  ou to ing  channe ls ;  t h e  rows cor respond t o  t h e  node 

numbers. Each e lement  ryj of t h e  m a t r i x  i n  node m is t h e  

es t ima ted  t i m e  a packe t  w i l l  t a k e  t o  reach  t h e  d e s t i n a t i o n  

node i th rough channel  j ,  The upda t ing  p rocedure  i s  c a r r i e d  

o u t  w i t h  t h e  h e l p  o f  a v e c t o r  which h a s  i n  each e lement  t h e  

minimum of  t h e  co r respond ing  row i n  t h e  matrix, t h u s  in forming 

of t h e  minimal d e l a y  from t h a t  node t o  each d e s t i n a t i o n  node. 

Each t i m e  t h e r e  i s  a change i n  t h e  queues o f  t h e  ou tgo ing  

channels  o f  a node,  it is  checked t o  e s t a b l i s h  i f  t h e  changes 

s i n c e  t h e  l a s t  update  procedure a r e  g r e a t e r  t han  a c e r t a i n  

t h r e s h o l d ,  and i f  s o ,  t h e  v e c t o r  is updated t o  m e e t  t h e  new 

s i t u a t i o n .  Th is  new v e c t o r  i s  t hen  s e n t  t o  a l l  a d j a c e n t  nodes 

where it i s  used t o  update  t h e  cor responding e lements  o f  t h e  

r o u t i n g  mat r i x .  The v e c t o r  i n  each a d j a c e n t  node w i l l  probably  

a l s o  be updated ( i f  t h e  minimal e lements  have changed) .  Th is  

upda t ing  even t  a lways t a k e s  p l a c e  i f  changes a r e  g r e a t  enough, 

and of cou rse  it can happen i n  every  node. There fo re  t h e  

whole n e t  i s  c o n s t a n t l y  be ing  updated t o  t h e  new queues,  and 

t h e  r o u t i n g  is a d a p t i v e  i n  t h a t  sense .  



Creation of a New Call 

V i r t u a l  C a l l  

To establish a virtual call connection, two different 

methods could be used: 

(a) The first packet of the message has a special 

calling function like a "call request". Until 

this packet has been delivered to its destin- 

ation, no packet of the message will be generated 

and put into the network. The procedure for 

establishing a logical connection is actually 

more complex and requires a few shakehands 

between communicating DTEs. If the first 

packet is dropped, the message will merely 

require another attempt to establish a vir- 

tual call connection; 

(b) The second possibility is that the generation 

process is not influenced by the establishing 

or non-establishing of a call. All subsequent 

packets just follow the first packet at speci- 

fied creation rate intervals and on the same 

route. If the first packet is dropped, the 

generation process will be stopped and the call is 

considered as being lost. The rest of the pack- 

ets will also be dropped - at the same point as 

the first one. 

This second method is used in the simulation program in order 

to minimize delays in message delivery by the VC method. 

Datagram 

A datagram starts when the "event table" requires it, and 

at the same moment a packet is created. All other packets are 

produced at the times set by the generator, irrespective of the 

chance that a packet may be dropped. It is clear that, if 

there is no dropping, VC and DG have the same generation pattern. 



A s  a l l  packets  of one datagram may t r a v e l  a long d i f f e r e n t  r o u t e s ,  

t h e  drop-event only i n f l uences  t h e  "packets  pe r  c a l l  counter"  

and does n o t  cause t h e  dropping of t h e  whole c a l l ,  a s . i n  t he  

VC connect ion.  

I t  i s  conceivable  t h a t  t h e  packets  of one c a l l  w i l l  a r r i v e  

i n  d i s o r d e r .  The assumption then i s  t h a t  t h e  reo rde r ing  is  

done o u t s i d e  t h e  communication network; t hus  t h e  s imu ia t ion  

does no t  account f o r  t h e  t i m e  taken by such a c t i o n s .  

Time of a  Next C a l l  o r  Packet 

There is  only - one random number genera to r  i n  t h e  n e t ,  which 

ou tpu ts  evenly d i s t r i b u t e d  random numbers between $4 and 1 .  This  

genera to r  i s  used on t h e  one hand t o  choose t h e  c r e a t i o n  and 

d e s t i n a t i o n  node f o r  every c a l l .  On t h e  o t h e r  hand, it pro- 

duces negat ive  exponent ia l l y  d i s t r i b u t e d  random numbers, i . e . :  

1 with  - = mean in te rn -ar r i va l  t i m e .  
h 

-Ax By genera t i ng  random numbers y :  0 < y  < 1 ,  and s e t t i n g  y  = e  , 
one g e t s :  

and x i s  t h e  t ime i n t e r v a l  which l ies  between two events .  In  

t h e  s imu la t ion  model, a  mean packet  i n t e r - a r r i v a l  t i m e ,  and a  

mean c a l l  i n t e r - a r r i v a l  t ime a r e  needed: 

- - s h i f t  
!-'P O1 

max 

u c  
=P 

O 1  



O 1 = parameter which con t ro ls  t h e  o v e r a l l  load 

of t h e  system 

max = number of packets per  c a l l  
P 

s h i f t  = parameter t o  con t ro l  t h e  t i m e  i n t e r v a l  

between new packets i n  t he  system 

The only random number generator  used i n  the  s imulat ion outputs 

a va r i ab le  r a t  request ,  and t h i s  is  used t o  set t he  t i m e  f o r  

one of t h e  fol lowing events:  

1 .  c r e a t e  next c a l l  t i m  = - ln r *  yc 

2 .  c r e a t e  new packet t i m  = - ln r *  y + zuber 
P 

where zuber = length of t he  packet. 

The c rea t ion  t i m e  f o r  a new packet i s  always increased by 

the  length  of t h e  packet t o  avoid t h e  p o s s i b i l i t y  t h a t  two pack- 

ets of t he  same c a l l  g e t  c reated a t  sho r te r  i n t e r v a l s  than t h e  

time-span they need t o  a r r i v e  a t  t h e  next node. In t h i s  way, 

it i s - n o t  poss ib le  f o r  congestion and delay t o  occur due t o  

overlapping. 

I f  sh i f . t  is  set equal t o  1 ,  t he re  w i l l  be on the  average 

only one c a l l  per  t i m e  u n i t  generat ing packets i n  t h e  system, 

as  the  packet generat ion process with t h e  -mean i n t e r v a l  t i m e  
- - - w i l l  s top  a f t e r  max packets have been generated, and " 0, P 

a f t e r  t h i s  time span a new c a l l  w i l l  be created:  

, max 

"c 
=P 

O1 

I f  s h i f t  i s  >1,  t h e  mean i n t e r - a r r i v a l  time of t he  packets i s  

increased,  whereas t h e  c a l l  generator  always produces 

a t  t he  same i n te rva l s :  

max 

"c 
=P. 

O 1  



The consequence of t h i s  procedure is t h a t  t h e r e  i s  on t he  

average more than one packet  genera tor  i n  t h e  n e t ,  and a t  t h e  

same time t h e  o v e r a l l  packet  c r e a t i o n  f o r . t h e  whole n e t  remains 

t h e  same. 

This  f e a t u r e  can be used t o  avoid "bu rs tness"  a t  t h e  

nodes (because of f requen t  c r e a t i o n  of packets  when a c a l l  

s t a r t e d ) ,  a s  t h i s  could be a source of de lay  i n  t h e  v i r t u a l  

c a l l  procedure. An i n c rease  of t h e  s h i f t  parameter w i l l  pro- 

duce a much smoother genera t ion  process.  

Confidence I n t e r v a l  

The s imu la t ion  i s  c a r r i e d  on u n t i l  t h e  mean de lay  of t h e  

packets  s a t i s f i e s  t h e  cond i t i on :  

i .e . ,  t h e  p r o b a b i l i t y  t h a t  t h e  measured and t h e  a c t u a l  mean 

de l i ve r y  d i f f e r  less t han  E i-s a ,  a being 9 5 %  i n  t h e  pro- 

gram, and E being = 0 . 2 .  I f  t h e  v a r i a b l e s  x i ,  where 
N - 
1 xi/N = x ,  a r e  normal ly d i s t r i b u t e d  wi th  mean p and 

i= 1 
var iance a 2 ,  and t h e  sample i s  b i g  enough ( N  > 3 0 ) ,  then from 

P ( / ;  - y l  < E )  = a ,  it fo l lows t h a t :  

and T = ( X  - ~ ) J N  
S 

i s  normally d i s t r i b u t e d  w i th  mean 0 and va r i -  

E JN ance 1 .  f  (T) is t he  1 - a f r a c t i l e  of  t h e  ( 0 , 1 )  d i s t r i b u t i o n  

and thus  one can check i f  t he  new mean l i e s  between t h e  boun- 

d a r i e s .  This  means: i f  N < - (  - ) s 2 ,  t h e  s imu la t ion  must 
E 

go on, o therw ise  t h e  accuracy i s  reached: 

= I -a  = 1 - a f r a c t i l e  of N ( 0 , l )  , 



Drop a Packet  

A s  t h e  rou t i ng  procedure does n o t  guarantee a loop- f ree 

r o u t e  between o r i g i n  and d e s t i n a t i o n  of a node, each packet  

Car r i es  a counter  which is inc reased  by one,  a f t e r  t h e  packet  

has passed one l i n k .  I f  t h i s  counter  reaches  a maximum number, 

t h e  packet  i s  dropped. I f  t h e  procedure s imu la ted  i s  a v i r t u a l  

c a l l ,  t h e  source node is  informed about t h e  dropping and does 

n o t  genera te  more packets  f o r  t h a t  c a l l .  I n  t h e  datagram mode, 

t h e  source  i s  informed t h a t  it should produce one more packet  

f o r  t h a t  datagram, a s  one packet  has been dropped. I n  a r e a l  

network, t ime o u t  parameters a r e  used t o  f i n d  o u t  t h a t  a packet  

has been l o s t .  The above-mentioned procedure is  used f o r  t h e  

sake of s i m p l i c i t y  of s imu la t ion .  

SIMULATION RUNS 

The main performance c h a r a c t e r i s t i c  of t h i s  system is  t h e  

d e l i v e r y  t i m e  of a message, i . e . ,  of a l l  packe ts  generated 

dur ing  one sess ion .  I t  should,  however, be noted t h a t  gener- 

a t i o n  t i m e  and c a l l  d u r a t i o n  t i m e  a r e  n o t  i d e n t i c a l ,  a s  t h e  

c a l l  can on ly  be c losed  when a l l  t h e  generated packe ts  have 

a r r i v e d  a t  t h e  d e s t i n a t i o n  node. I t  must be s t r e s s e d  t h a t  t h e  

moment of  genera t ion  of t h e  next  packet  is  counted a s  s t a r t i n g  

from t h e  moment of  c r e a t i o n  of  t h e  prev ious packet  (see F igure  5 ) .  

I f  t h e  i n t e r - a r r i v a l  i n t e r v a l s  a r e  al lowed a l s o  t o  be s h o r t e r  

than t h e  l eng th  of  t h e  packe t ,  t h e  packets  of  t h e  same message 

could ,  t h e r e f o r e ,  ove r lap  i n  t ime*. The d e l i v e r y  t ime of t h e  

message w i l l ,  t h e r e f o r e ,  cover  t h e  per iod  from t h e  genera t ion  

of  t h e  f i r s t  packet  of  t h e  message u n t i l  t h e  moment a t  which a l l  

packe ts  of  t h e  same message have been d e l i v e r e d  t o  t h e i r  d e s t i -  

na t ion .  

I n  o rde r  t o  a t t a i n  t h e  goa l  of t h i s  s tudy ,  namely t o  f i n d  

o u t  t h e  in f luence of t h e  v i r t u a l  c a l l  procedure on t h e  usage of 

t h e  communication resou rces ,  s e v e r a l  runs were made. The most 

*This p o s s i b l e  source of d e l a y , ' d u e  t o  congest ion a t  t h e  
o r i g i n ,  w a s  accounted f o r  l a t e r ,  a s  exp la ined e a r l i e r .  



important observed parzmeter was the delivery time of the 

message as a function of the overall network load, as well as 

the number of packets per call (message) and the generation 

time. Different lengths of packets were also considered. To 

analyze the observed differences for virtual call and datagram, 

some more detailed observations were required, i.e., to find out 

the influences of both the "burstness" of the traffic and the 

lack of routing adaptation in the virtual call handling. As a 

secondary goal, it was also intended to see the influence of 

both these methods on the amount of routing control information 

exchanged between communication nodes. 

Two networks (Figures 6 and 7) of different size were simu- 

lated. Actual measurements were made for the delivery of each 

packet and message. Depending on the minimum distance between 

source and destination, all messages (and packets) were divided 

into classes in accordance with the minimal distance between 

source and destination. For example, in Figure 7, a message to 

be delivered from 1  to 4 belongs to the first class, and a 

message to be delivered from 2  to 12  belongs to the second 

class, independent of the actual number of transits that it 

will pass in the network. For every class of message, the 

delivery time of the first to the nth packet of the message was 

measured separately. 

The first set of simulation runs was carried out in 

order to compare the delivery time of both methods with regard 

to the length of the messages and the number of packets per 

message. Table 2  shows that not only the delivery time for the 

virtual call is higher than the one for datagrams, but also that 

the delivery time for each packet of a virtual call is greater 

and increases with the length of the message. The load of the 

network was chosen in such a way that it remains constant, 

independent of the number of packets per call. Thus, Table 2  

represents the results achieved by constant load, equal in this 

case to 6.6 packets per time unit, and equal packet length for 

both methods (virtual call and datagram). 



Another group of runs  was made f o r  a  number of l oads ,  

vary ing between 4.3 and 10 packets  pe r  t i m e  u n i t .  

The most gene ra l  r e s u l t s  of t h e s e  s imu la t i ons  a r e  repre-  

sen ted  by two f i g u r e s .  F igure  8 shows t h e  dependence of t h e  

de l i ve r y  t i m e  on t h e  load f o r  both datagram and v i r t u a l  c a l l  

f o r  t h r e e  p a r t i c u l a r  l eng ths  of message, namely 3 ,  5 and 9 

packets  each. I t  i s  ev iden t  t h a t ,  n o t  on l y  is t h e  datagram fas -  

t e r ,  bu t  a l s o  t h e  d i f f e r e n c e  i n  t h e  de lay  between t h e  datagram 

and t h e  v i r t u a l  c a l l  i n c reases  w i th  t h e  load.  For a l l  s imu la ted  

load ings  and l eng ths  o f  messages, it i s  c l e a r  t h a t  t h e  d e l i v e r y  

t i m e  f o r  a  v i r t u a l  c a l l  i n c reases  w i th  i t s  l eng th ,  and t h e  

d i f f e r e n c e  i n  t h e  de lay  between t h e s e  two methods a l s o  

i nc reases  i n  accordance w i th  t h e  l eng th  of t h e  message. 

F igure  9 d e p i c t s  t h e  de l i ve r y  t i m e  measured i n  t i m e  u n i t s  

depending on t h e  message leng th ,  f o r  both v i r t u a l  c a l l  and 

datagram. The r e s u l t s  o f  s imu la t i ons  w i th  two d i f f e r e n t  

load ings  a r e  shown, and it can be seen t h a t  t h e  r e l a t i o n s h i p  is  

more o r  less l i n e a r ,  a l though t h e  r a t e  of i n c rease  changes 

w i th  t h e  l oad ing ,  a s  w e l l  a s  w i th  v i r t u a l  c a l l  hand l ing ,  a s  

compared t o  datagram handl ing.  

The two f i g u r e s ,  9 and 10, demonstrate c l e a r l y  t h a t  a  

datagram performs b e t t e r  i n  terms of one of  t h e  most impor- 

t a n t  c h a r a c t e r i s t i c s  - de l i ve r y  t i m e ,  and fu r thermore ,  t h i s  i s  

t r u e  f o r  a l l  l eng ths  and loadings.  

A more d e t a i l e d  a n a l y s i s  of t h e  s imu la t i on  r e s u l t s  shows 

some i n t e r e s t i n g  f a c t o r s .  The de l i ve r y  t i m e  of  every  message 

c o n s i s t s  o f  t h r e e  components: 

( a )  T i m e  l eng th  of t h e  message, i . e . ,  number of 

packets  and t i m e  i n t e r v a l s  between t h e i r  

c r e a t i o n  p o i n t s ;  

(b) Distance t o  be passed i n  t he  network; 



( c )  Delay caused by l i n i n g  up every packet ,  

r gu t i ng  i t, even tua l l y  dropping a packet  

and r e j e c t i n g  it, p lus  regenera t ion  of  some 

packets  when t he  network i s  loaded. 

I f  one s u b t r a c t s  from t h e  de l i ve r y  t ime o f  a  message, t h e  

t i m e  requ i red  t o  t r ansm i t  it t o  t h e  d e s t i n a t i o n  under i d e a l  - 
unloaded network - cond i t i ons ,  one w i l l  g e t  t h e  de lay  caused by 

ac t i ons  i n  po in t  ( c ) .  

The i d e a l  d e l i v e r y  t i m e  f o r  v i r t u a l  c a l l s  i s  cha rac te r i zed  

s o l e l y  by t h e  minimum d i s t a n c e  between source and d e s t i n a t i o n ,  

and i t s  length.  The es t ima t ion  o f  t h e  de l i ve r y  t i m e  is:  

because i n  t h e  chosen VC c r e a t i o n  process  t h e  packets  can over lap.  

packvc i s  t h e  number of packets  p e r  message, and c l  i s  t h e  

c l a s s  (minimal d i s t a n c e )  t o  which t h e  c a l l  belongs. 

The o v e r a l l  i d e a l  de l i ve r y  t i m e  i n  t h e  VC mode then depends 

on t h e  r a t i o  of p o s s i b l e  connect ions and on t h e  r a t i o  of  messages 

generated f o r  t h e  d i f f e r e n t  c l a s s e s .  

I n  t h e  datagram de l i ve r y  system, t h e  i d e a l  de lay  i s  depen- 

den t  upon t h e  topology. A "rough" c a l c u l a t i o n  of t h e  i d e a l  

de l i ve r y  t i m e ,  b iased towards t h e  l e a s t  number of outgoing 

channels  of  t h e  n e t  i n  F igure  6 ,  was made t o  draw t h e  

s imu la t ion  r e s u l t s  of F igure  1 0 .  The number of packets  pe r  

message is p l o t t e d  on t h e  x-axis;  t h e  d i f f e r e n c e  between a c t u a l  

and i d e a l  de l i ve r y  t i m e  i s  shown on t h e  y-axis.  Each p a i r  of 

curves i s  f o r  a  s p e c i f i c  c l a s s  ( 1  o r  2 )  and a f i xed  loading.  

I n  c l a s s  1 ,  v i r t u a l  c a l l s  s u f f e r  less de lay  caused by t h e  

a c t i o n s  of po i n t  (c)  , i. e .. , rout i i lg ,  queueing, etc. , than da ta-  

grams, bu t  t h e  de l i ve r y  t i m e  is s t i l l  b e t t e r  f o r  datagrams than 

f o r  v i r t u a l  c a l l s .  In  class 2 ,  t h e  d i f f e r e n c e  of r e a l  and i d e a l  

de lay  i s  g r e a t e r  i n  v i r t u a l  c a l l s  t h 3 n . i n  datagrams and inc reases  

when t h e  n e t  is  more loaded. 



AS pointed out previously, the routing of the first packet 

in a virtual call connection is performed in the same way as the 

routing of all packets in the datagram transmission. Each node 

exchanges information with its neighbouring nodes about the 

situation of its queues. All nodes in the net therefore have 

complete, although delayed, information about the overall situ- 

ation. When messages are transmitted through virtual calls, 

less information is exchanged between nodes than in the datagram 

treatment (see Table 3). This means that greater overload of 

control information is created in the datagram connections. 

In the simulation, this overload has no influence on the deliv- 

ery time as the "update packets" are assumed to be transmitted 

along very fast channels different from those for the normal 

messages. 

A short analysis of some simulation runs for the net in 

Figure 7 shows results similar to those for the small net (see 

Figure 6). In Figure 1 1  it can be seen that the delivery time 

of messages increases as the load increases and that it-is 

higher in virtual calls than in datagrams. As the number of 

links to be passed increases, the delivery time rises as well, 

and in class 4 (ninimal distance is 4 links) the difference 

becomes rather great. 

One could object to the results of these simulation runs 

by argueing that it is highly unrealistic that the packets in 

the virtual call transmission have the same length as the packets 

in the datagram handling. The datagram mode allows different 

routes for different packets and thus more information about the 

source and destination node must be carried in the datagram- 

packet. 

The case was thus looked into where packets in the data- 

gram mode are 10% longer than the packets in the virtual call 

mode (within one mode all packets still have the same length). 

The results of a few simulation runs are also plotted in 

Figure 1 1 .  As one would expect, the delivery times of the 

larger packets in the DG mode are higher than the delivery 



t imes of t h e  s h o r t e r  ones,  bu t  i n  t h e  moderate load  range,  

t hese  packets  a r e  s t i l l  d e l i v e r e d  e a r l i e r  than  t h e  packets  i n  

t h e  VC mode. Only i n  t h e  over loaded s i t u a t i o n  do t h e  packets  

i n  t h e  DG t ransmiss ion  take  longer  than  i n  t h e  VC t ransmiss ion.  

The mean d e l i v e r y  t ime of packets  and c a l l s  is t h e  main par- 

ameter used up t o  now t o  measure t h e  performance o f , t h e  two types 

of d a t a  handl ing i n  t h e  communication networks: v i r t u a l  c a l l  and 

datagram. But obv ious ly  t h e  o v e r a l l  mean d e l i v e r y  t ime of packets  

does no t  t e l l  very much about t h e  more d e t a i l e d  behaviour of t h e  

packets.  Therefore one should look a t  d i f f e r e n t  t ypes  of packets  

and a l s o  make s e p a r a t e  measurements f o r  them. 

A s  has a l ready  been mentioned e a r l i e r ,  packe ts  a r e  sub- 

d iv ided i n t o  c l a s s e s ,  depending on t h e  minimum number of l i n k s  

they have t o  pass  be fo re  a r r i v i n g  a t  t h e i r  d e s t i n a t i o n .  

One can a l s o  d i v i d e  t h e  packets  i n t o  groups,  depending on 

t h e i r  p o s i t i o n  w i t h i n  a  c a l l ,  i . e . ,  f i r s t  packe ts ,  second 

packets  .... l a s t  packe ts  ( i n  t h e s e  s imu la t ion  runs ,  f i f t h  pack- 

e t s ) .  I t  i s ,  of course ,  a l s o  poss ib le  t o  measure t h e  d e l i v e r y  

t i m e s  of t h e  n-th packe ts  i n  t h e  j - t h  c l a s s .  

I f  one looks then  a t  t h e  d e l i v e r y  t imes of t h e  f i r s t ,  

second .... n-th packe ts  i n  a  s p e c i f i c  t ransmiss ion  mode, one 

can s e e  t h a t  t h e  f i r s t  packe ts  a r e  d e l i v e r e d  f a s t e r  than  t h e  

l a s t  packe ts ,  i n  both VC and DG (Table 4 ,  f i r s t  column). One 

would expect  t h i s  r e s u l t  i n  VC t r ansmiss ions ,  a s  a l l  packe ts  

of one c a l l  t ake  t h e  same r o u t e  and might t hus  i n f l uence  t h e  

behaviour of t h e  subsequent ones. I n  t h e  DG t ransmiss ion ,  t h i s  

i s  not  obvious a s  packe ts  of  t h e  same s e s s i o n  might t a k e  d i f -  

f e r e n t  rou tes  and n o t  b lock each o t h e r  from being s e n t  i n  t h e  

s h o r t e s t  t i m e .  

The source of g r e a t e r  de lay f o r  t h e  l a s t  packe ts  a s  com- 

pared t o  t h e  f i r s t  packe ts  i s  thus  probably n o t  t h e  r o u t i n g  

mechanism a lone ,  bu t  a l s o  t h e  "burs tness"  of t h e  c r e a t i o n  pro- 

cess .  A s  mentioned i n  t h e  d e s c r i p t i o n  of t h e  s imu la t ion  pro- 

gram, t h e  v a r i a b l e  " s h i f t "  i n f l uences  t h e  i n t e r - a r r i v a l  t ime 



of p a c k e t s . o f  one s e s s i o n .  I f  t h e  " s h i f t "  is  i n c r e a s e d ,  

t h i s  i n t e r - a r r i v a l  time i s  i n c reased  a s  w e l l ,  a l though  t h e  

o v e r a l l  c r e a t i o n  r a t e  i n  t h e  n e t  - and t h u s  t h e  l oad ing  - 
remains t h e  same. 

I n  Table 4 ,  t h e  mean d e l i v e r y  t i m e s  f o r  4 d i f f e r e n t  mean 

packe t  c r e a t i o n  i n t e r v a l s ,  from 1  t o  9 a r e  l i s t e d ;  t h i s  co r res -  

ponds t o  4 v a l u e s  o f  t h e  s h i f t  ( f rom 1 t o  1 0 4 ) .  I t  can  c l e a r l y  

be observed t h a t  i n  t h e  DG mode t h e  d i f f e r e n c e s  i n  t h e  d e l a y s  

of t h e  f i r s t  and t h e  l a s t  packe ts  g e t  smaller a s  t h e  s h i f t  g e t s  

l a r g e r .  Th i s  c l e a r l y  shows t h a t  a  good p a r t  o f  t h e  d e l a y  o f  t h e  

packe ts  i s  due t o  t h e  " b u r s t n e s s "  c h a r a c t e r  of  t h e  c r e a t i o n  pro- 

cess and t h a t  by i n c r e a s i n g  " s h i f t " ,  t h i s  s o u r c e  o f  d e l a y  can  

more o r  less be e l i m i n a t e d .  I n  F igu re  1 2 ,  t h e  c u r v e s  o f  t h e s e  

d i f f e r e n c e s  a r e  d i sp layed .  Neve r the less ,  t h e r e  s t i l l  remains 

a c l e a r  d i f f e r e n c e  between t h e  d e l i v e r y  t i m e s  o f  t h e  f i r s t  and 

l a s t  packe ts  i n  t h e  d i f f e r e n t  c l a s s e s ,  when t h e  packe t  hand l ing  

is done i n  t h e  v i r t u a l  c a l l  mode. Th i s  i n c r e a s e d  de lay  t h u s  

s t e m s  from t h e  poor a d a p t a b i l i t y  of  t h e  r o u t e  i n  t h e  VC mode, 

a s  t h e  op t ima l  r o u t e  w i l l  on ly  be  taken  f o r  t h e  f i r s t  p a c k e t s ,  

and n o t  n e c e s s a r i l y  f o r  t h e  o t h e r s .  

The d e l i v e r y  t i m e  of  t h e  whole c a l l ,  a l s o  l i s t e d  i n  Table 4 ,  

i s  dependent ,  among o t h e r  t h i n g s ,  upon t h e  d e l i v e r y  t i m e  of t h e  

l a s t  packet .  The DG mode d e l i v e r s  t h e  c a l l s  i n  a  s l i g h t l y  shor-  

te r  t i m e  than  t h e  VC mode, i n  a l l  c a s e s ,  a l though  t h e  datagrams 

a r e  10% longer  t h a n  t h e  v i r t u a l  c a l l s ,  and t h e  network i s  t hus  

more h e a v i l y  loaded i n  t h e  DG case. 

Another i n t e r e s t i n g  f e a t u r e  o f  t h e  datagram mode, a s  com- 

pared w i t h  t h e  v i r t u a l  c a l l  mode i s  t h e  d i f f e r e n t  va r i ances  of  

t h e  d e l i v e r y  t imes .  I t  can  be s a i d  t h a t  t h e  f low o f  packe ts  i s  

much more homogeneous i n  t h e  DG mode t h a n  i n  t h e  VC mode. 

F igure  13 shows t h e  behav iour  of networks under d i f f e r e n t  l o a d s ,  

b u t  a l l  w i t h  s h i f t  set equa l  t o  1 .  A s i m i l a r  o b s e r v a t i o n  can 

be made when comparing t h e  v a r i a n c e s  of t h e  d e l a y s  f o r  d i f f e r e n t  



packet inter-arrival rates (changing shift). It is clear 

that less "bursty" traffic forces down the variance of the 

time delays and thus allows more homogeneous traffic. 

CONCLUSIONS 

The purpose of this paper was not to contribute to the 

discussion on the advantages or disadvantages of virtual 

call versus datagram services; neither is the analysis con- 

ducted complete enough to claim that virtual call is in any 

way in its interpretation used in this paper worse than 

datagram. It was the authors' intention merely to draw 

attention to the fact that, when introducing a standard, a 

most careful analysis should be conducted on how these stan- 

dards influence characteristics which seem not to be involved 

directly. In particular, it has been shown in this paper 

that the X.25 hop-by-hop implementation leads to decreasing 

efficiency of the communication subnetwork in terms of 

delivery time, and this decrease in effectiveness could 

become significant for large and heavily loaded networks. 



Table 1.  Comparison of the datagram and virtual call in 
respect of the usage of communications resources. 

DATAGRAM VIRTUAL CALL 

Setting up of none 
the session 

delayed until the session 
is established or risk of 
misused resources if the 
first packet is lost or 
looped 

Channel usage 
due to: 

routing for 
every packet 

routing only for setting 
of a call 

Address full address in full address in the first 
each packet - packet - shorter packets 
longer packets 
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Table 3. Update information. 

Packets/ Arrived update Created Rejected update Created 
message information packets 100 information packets 100 

VC DG VC DG V 1 DG 





Source D e s t i n a t i o n  F a c i l i t i e s  I d e n t i f i e r  Data 
Address Address 

- -  - 

F igu re  1 .  Datagram fo rma t .  

Bits 

8 7 6 5 - 4 

1 

P r k t  type identifier 
0 - 0 1 0 1 1 

2 

General format identifier , 

0 0 0 1 
- - - - -  - - 

. Logical chanriel number 

------------------------------p 

0 0 0 0 

0 0 I Facil i ty length 

Logical channcl group number 

Calling DTE address length 

I 
I Facilities 
I 

Called DTE address length 

I .  Cell user data 
I 

I I 

DTE rdd rea  

Nore. - The ITigurc assumes that a single address u present, consisting o f  an odd number o f  digits, and that the call user 
data ficld contains an integral number.oi  octets. 

F igu re  2 .  C a l l  r e q u e s t .  
Bits 

Gonerel forrnnt Identifier 
0 0 1 I . Logical channel Oroup n u r n b r  

Logicel channcl number 

pte~ M ptsi o 
4 

I 
I User data 
I 

1 

M = more data indication 
Q = data qualifier 

h'ofc. - Thc I.igurc auumcs t l iat  t l ic  uscr data field does no t  contain an integral number o f  octets. 

F igu re  3 .  DTE and DCE data packe t  fo rmat .  





creation intervals: 

packet size fixed: 

packets cannot overlap 

I creation intervals : 

fixed packet size: 

packets can overlap 

Figure 5. Two creation patterns of packets. 
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Figure 6. Small. network. 





NET OF FIGURE 6 

LOAD = PACKETS/T.U. 

Figure 8. Dependence of delivery on load for 3 lengths. 



NET OF FIGURE 6 

PACKETS/MESSAGE 

F igu re  9 .  Del i ve ry  depending on l e n g t h .  
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Figure . l o .  Difference between actual and ideal delivery time. 
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PACKETS/TU 

F i g u r e  11.  D e l i v e r y  t i m e  of ca l l s .  
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Figure 12. % Difference between first and last packet 
of a message in VC anG DG for different 
mean intervals between 2ackets of the same 
message. 

ti = delivery time of the i-th packets in the message 
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Figure 13. Variances of DG and VC 
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