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PREFACE 

The 'Task Force Meeting on Decision Support Systems (DSSj" held at ILASA in June 
1980 has stimulated some new thinking in this area of research in the MMT group 
(Management and Technology Research Area). The discussion pointed out the impor- 
tant role that DSS can play in assisting decision makers. DSS should be seen as a com- 
plicated socio<echnical system for solving relevant problems in the wider social context. 

This paper is oriented towards technical aspects of DSS, but human factors have 
been taken into account as well. It contains some points of view of implementation; it 
reviews some basic functions which are to be performed by DSS and techniques which 
can simplify DSS deslgn. A possible implementation structure based on computer net- 
work theory is presented, and in addition, some of the problems involved are discussed 

The author Jan Janecek participated in the ILASA Young Scientists Summer Program 
1980. He was attached to the MMT Research Area for  three months. This report is 
one of the results of his work during that period. 
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IMPLEMENTATICN ESSAYS ON 
DECISION SUPPORT SYSTEMS 

Jan Janetek 

Decision making forms an important part of human activity in the social context. 
Decision making is a goal oriented process; the subject, on the basis of his understand- 
ing of the laws and the structure of the objective world surrounding him and on the 
basis of his knowledge of the goal he wants to achieve, chooses methods and means of 
exerting his influence on this objective world 

The complexity of the process depends directly on the complexity of the objective 
world in which the subject makes a decision and on the subject's ability to see and to 
analyse mutual relations and limits in  the objective world. Defining effectiveness of de- 
cision making as a function that takes into account the level of goal approaching and 
the amount of activity exerted, we can see the inverse dependence between effective- 
ness and the complexity of the objective world (supposing there is some constant level 
of understanding and the analytic ability of the sub~ect). In order to improve the effec- 
tiveness of decision making (or, at ieast to keep it at the same level when. complexities 
of the objective world increase) we must improve the corresponding abilities of the sub- 
ject. 

Until now the only way to improve the quality of the subject's abilities has been 
to divide the decision making process into several parts (best achieved by using 
hierarchical structure). The hierarchical structure, with more than one level of decision 
making, has enabled organised groups to become the subjects of decisions. 

Present computer technology offers us new possibilities of quantitative improve- 
ment in that it widens human understanding and analytical ability, as well as further 
qualitative improvement by enabling automation of some decision making process lev- 
els. The purpose of this paper is, primarily, to point out the first impact mentioned 
above - the possibility of using a computer as a tool to widen hum an abilities. Such a 



usage is closely related to our notion of the Decision Support System (and there are 
no serious theoretical problems in implementing it). The use of computer technology 
for decision automation could be called a Decision Making System but requires many 
important results to be obtained in computer science as well as in social sciences - 
psychology, sociology, etc.. 

Management control is shown in this paper as a hierarchical process with a layered 
structure of control. The method of "onion skins" used separates particular layers of the 
system by precisely defined interfaces. The approach permits small parts of the whole 
system to be treated separately and thus more precisely. The method is useful for the 
implementation of already designed software as well; it permits the building up and 
testing of small parts of the system separately, which improves the reliability of the 
whole system. 

The method has been used in areas of operating systems, data bases and computer 
networks and has proved its advantages in many practical cases. 



2. CALL FOR A DECISION SUPPORT SYSTEM (DSS) 

?he dynamism of the economy increases. Traditional methods of management no 
longer match the environmental complexity and the speed of change. Methods that in- 
formation theory and management science offer exceed the capabilities of man. ?he 
only means which can help us to come to grips with the situation is the exploitation of 
computer capabilities. 

Computers have been used in economics from the beginning of their existence, 
but only in separate areas. They have supported information systems, they have been 
used as a tool for modelling, as a tool for solving optimisation problems. But we need 
morr nowadays. We want to give managers a consistent set of tools that involves infor- 
mation systems, data processing, simulation, optimisation, etc. ([Keen 791, [Wagner 
801). Such a system should also be used by them as a personal tool, always at their 
disposal and always ready to answer their questions in an interactive way. 

A decision support system must be understandable and its management has to be 
simple enough for nonspecialists in computers and for decision makers if it is to be 
useful. Four characteristics of DSS should be emphasized ( [Nanning 791): 

- A DSS must facilitate the interaction between computers and decision makers. It 
is necessary to bring a computer closer to a decision maker, to put its capacities at 
the personal disposal of a manager. 

- A DSS must assist managers in making unstructured or  partially structured deci- 
sions and give them the possibility of asking a wide variety of questions in some 
nonprocedural language. 

- A DSS must be comprrhensive In terms of the decision process supported o r  the 
function performed. 

- A DSS must be useful. It must help the decision makers, not burden them with 
other problems. 

To summarise: the aims of DSS should be to assist decision makers, support their 
judgements and thus improve the overall effectiveness of managers' control. 

2.1 Characteristics of management 

To show how technological means and methods can be used in DSS design is the 
target of our work Eht first, we must describe albeit briefly the subject we want to im- 
prove : decision malung. 



The task of a decision maker can be defined as the solution of nonstructured or 
semistructured problems, (by structure we understand here the ability to describe the 
solving process explicitly, for example by an algorithm.) Moreover, these problems 
must be solved in an environment that is noted for: 

- complexity. Economic systems consist of large numbers of components which are 
interconnected in a very complex structure. The impossibility of doing experi- 
ments makes analysis of component behaviour more difficult. 

- the dynamism of the structure. 

- indeterminism and uncertainty. Component behaviour is not deterministic in 
many cases. It can be described by stochastic processes and can be characterised 
by probability laws, but very often we are dealing with uncertainty; with the ina- 
bility to specify stochastic behaviour at all. 

Three principal types of activity can be distinguished in management -operational 
control, tactical planning and strategic planning. They differ in their properties and in 
their position in the managers' control hierarchy ([Keen 781, h d a m  621, [Ayal 781, 
[Gessford 801) 

Strategic planning (long term planning, management strategy) involves the estab- 
lishment of new goals and new priorities in organisation. It deals with a long time hor- 
izon. Methods of strategic planning must deal with a high degree of uncertainty, but the 
overall complexity should be reduced Dynamics need not be involved in strategic plan- 
ning, so we can see it as a static problem. 

Tactical planning (short term planning, management tactics) deals with the 
methods that can be used to achieve the goals previously established It must involve 
the state of reality, so its complexity is very large. Dealing with reality brings dynamics 
and indeterminism to the parameters and to the stlucture, which must be taken into ac- 
count. 

The operational control (management control) is oriented to those parts of a 
manager's activity which can be described precisely and automatised by computer pro- 
grammes. n e  complexity of reality is reduced by means of a quick answer in a dynam- 
ically changing environment. 

2.2 Structure of management conlrol 

goal in£ ormation derived 

regulator 
observation 

.dec is ion  

? il--- action 
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syscem controlled 

Figure 1.  



Looking at the management of an economic system from the control theory 
pointdf-view we can describe every level of activity by the information feedback loop 
(Fig.1) Behaviour ( o r  state only) of the system observed is compared with the 
behaviour (state) required 'Ihe decision is made on the basis of the difference between 
them and on the basis of behaviour observed as well, and the action is applied to the 
system itself. The goal of the "regulator" is to change the behaviour of the system to 
the one required Control function is the primary function of management on each lev- 
el, but is not the only one. 'The aggigafion of information about the system controlled 
and transformation into the form and language more convenient for man o r  higher lev- 
el control mechanisms are important functions too. 

Using this formulation we can see the management system as a hierarchical struc- 
ture like the one illustrated in Fig.2 (some problems being simplified). 

goal information derived 

strategic 
planning 

tactical 
planning 

operational 
control 

Figure ?. 

T i e  higher levels in this structure provide target adjustment for lower levels; the lower 
levels serve as a tool for implementing actions. Strategic planning, then, sets goals for 



tactical planning, tactical planning sets parameters for operational control. Converse- 
ly, operational control provides actions for tactical planning and at the same time the 
tactical planning is used to achieve goals set by strategic planning. The aim and the ad- 
vantages of making such a structurisation for computer network design has been dis- 
cussed widely in [IS0 791 or  [Piatkowski 801. 01ly the difference in observation stra- 
tegy is worth mentioning here. 

By structuring management in this way we can demonstrate some properties of 
management activities. The higher the level of control, the greater the part of the con- 
trolled system environment taken into account, so the problems of complexity, risk and 
uncertainty increase. System stability requirements imply response time requirements. 
The lower the level of control, the shorter the response time of the regulator must be. 

The structuring of management control used here is not the only possibility. A 
more complex architecture can be used with more levels or more parallel subsystems. 

The economic system can be shown as a feedback loop independently of the 
means used for control purposes. Man could be involved in the loop as well as machine 
at each level. The use of man as a regulator at an arbitrary level is possible because of 
his adaptability. a t ,  considering the increasing complexity and dynamics of the system 
controlled and its environment and the increasing requirements for precision and 
response time (besides human factors), we must substitute particular functions by tech- 
nique. This process can be described at separate levels of architecture as successive sub- 
stitution of manpower in the observation, action and fin ally also the regulation (or  deci- 
sion making) function. The possibility of such a substitution depends on our ability to 
structure a particular function and to describe it in terms of the technique used. Nowa- 
days, the boundary between technical means and manpower lies somewhere between 
tactical planning and operational control, but many functions (observation, action) in 
tactical planning and strategic planning can be provided by machine as well. 

We can submit a definition of DSS based on the facts shown above which will be 
used in the rest of the paper: 

Df: The DSS is a complex of technical means (hardware and software) which will im- 
prove effectiveness, precision and speed of all functions which must be provided 
by managers and supporting executives on the tactical and strategic planning level. 

The above definition leaves the decision itself to man, but permits the structuring 
of DSS into several relatively distinguishable functions which can be discussed separate- 
ly: 

- information function, 

- modelling, evaluating and optimising functions, and 

- communication function (which, without going into details here, serves to in- 
crease effectiveness of manman communication in manager~~ent. Manmachine 
communication is involved in relating part of this paper to cover general princi- 
ples, but we have to realise that in reality it is a patt of the information, model- 
ling, evaluating and optimising functions). 

The particular functions will be treated informally in the following three chapters. 
There are three reasons for this: to survey the r a n F  of DSS technical tools, to show 
that some techniques can improve the quality of DSS or  simplify DSS design and im- 
plementation, and to build up the criteria for describing the existing DSS systems (Ap- 
pendix A). 



Problems of the decision malung process itself are not presented or  solved here. 
The questions concerning 

- formulation of the decision problem (formulation of the problem in some unarn- 
biguous language), and 

- ~ n e r a l  problem solving (as defined in artificial intelligence) 

must be solved at the next, qualitatively higher level. 





3. INFORMATION M S E  CF DSS 

The similarities between the observation and the aggregation functions of DSS 
and the basic functions of the information system are evident and some methods of in- 
formation system design can be used in DSS design as well. Because the solution pro- 
posed is oriented towards exploiting existing data bases, the problem of accessing data 
bases using different data models will be emphasised 

3.1 Data base structures and access methods 

Present data base systems have different internal architectures (leaving aside the 
differences in hardware), data models and access languages. 

Let us suppose that the data base architecture corresponds to Fig.3 ([Manola 811). 
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userm u conceptual in ternal  phys ica l  
scheme scheme data 
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Figure 3 .  
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The data base user is separated fmm the physical data by several layers of the Data 
Base Management System (DBMS), by its data schemes and mapping mechanisms. 
The kernel of DBMS is a layer of architecture that describes the semantics of data 
stored - the conceptual scheme. The next, virtual scheme (or external scheme) lies 
between the conceptual scheme and the user. The virtual scheme represents the user's 
view of the data base, it serves as a window that permits the user to see simply his part 
of the conceptual scheme and conceals the overall complexity of the data base from 
him. The mapping mechanism of the virtual scheme permits the user to see his data in 

4 # 4 c 



the same way (defined by the virtual scheme) independently of conceptual scheme 
changes; it ensures the logical independence of data Mappings between the conceptual 
scheme and physical data transform structures of the conceptual scheme into structurrs 
of the internal scheme and structures of the internal scheme into physical data ?he 
twostep mechanism permits the changing of the conceptual scheme as we1 as ensuring 
the physical independence of DBMS from hardware used 

The existing DBMS's differ from the described archi tectu~ by their absence of a 
virtual scheme (external scheme, subscheme) and/or by their absence of a layer 
between the kernel scheme and physical data (in the case where the intemal scheme 
serves as the kernel [Manola 811). 

Several data models in DBMS architectures can be distinguished -the hierarchical, 
network and relational. The use of different data models on different levels of DBMS 
architecture is possible; the network model ([Senko 731, [SDD&T 791) can be used on 
the internal scheme level, while the conceptual scheme is based on the relational model 
( CCodd 701, CChen 761). 

Several classes of DBMS tools, data definition languages (DDL) and data manipu- 
lation languages (DML), relate to several models of data Thus the hierarchical, net- 
work and relational languages can be distinguished 

A wide range of languages exists for a wide range of users. Data descriptions simi- 
lar to the ones in programming languages, and simple directives, are used by application 
programmers in a programming language frame, for development and maintenance of 
DBMS. Regular users use parametric and query languages for ~ t r i eva l s  and the effec- 
tiveness of mechanisms involved is very important. Languages for the casual user have 
to be simple to use and master. 

3.2 Dirtributed &fa base architecture 

The nature of information and its use leads to the construction of distributed data 
base systems. The principal reasons for this are: 

- ?he more detailed the data, the more local (in space) is their applicability and the 
greater their volume. By keeping data in their places of origin and/or use, we 
shorten the access time and we lower the communication costs and/or memory 
demands. 

- A distributed data base (respecting the previous argument) is more reliable on the 
whole. Breakdown of one site of the distributed data base has largely local conse- 
quences. Important data can be stored in more sites in a parallel way (on account 
of a complicated synchronisation that ensures consistency [Gardarin 801). impor- 
tant sites can be doubled (which is cheaper than doubling the whole data base). 

- A distributed system can be extended gradually without large, expensive and 
t i rneansuming changes. The adaptability of a distributed data base for a different 
environment and organisation structure is also important. 

- The architecture of a distributed data base permits the involvement of existing 
data bases without changing them. 

Constructing a distributed data base involves technological pmbleins. The 
number of layers in DBMS architecture rises as a result of having to involve existing 
data bases. 'The architecture of a distributed data base management system (DDBMS) 
can be illustrated by Fig.4. 
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A global conceptual schema which contains a semantic model of a distributed data base 
is formed over the set of local conceptual schemes (or  local virtual schemes). A global 
virtual scheme can be added to ensure users' independent view of the global conceptual 
scheme. The global internal scheme describe the structure of DDBMS (data location, 
mapping mechanisms between global and local structures). The increase in the number 
of layers leads to a lowering of DDBMS efficiency as well as to an increasing of system 
complexity. 

global  , 
schemes 

Another problem of  DDBMS is synchronisation of updates. Local synchronising 
mechanisms are involved in each local DBMS but another global synchronising 
mechanism must be added which essentially lowers efficiency and increases the service 
information flow. In designing DDBMS architecture we aim to limit large and frequent 
updates to local data bases and to limit global updates to maintenance of  DDBMS global 
catalogues. This goal can be achieved if the structure of DDBMS matches the structure 
of the organisation which uses it. 

scheme 
scheme 

3.3 Data aggregahbn techniques 

The user of information systems demands more than mere access to separate data 
Frequently he requires a- 

- collection of data that fulfils complicated conditions, 

- statistical evaluations of large data files (starting from simple characteristics of 
data files through correlation methods to data filtering), 



- nonstandard userdefined data transformations, and 

- pattern recognition (the associative searching of data, the recognising of typical si- 
tuations encoded in data). 

These functions result in a smaller data flow from DBMS to user, the user obtains 
essential informations in the form that he requires. 

The functions described can be performed by programmes independently of 
DBMS or can be included in DBMS itself. 'The implementation of these functions on 
user site (on his personal computer, intelligent terminal) improves user independence 
of DBMS abilities but increases data flow between user and DBMS. The implementa- 
tion of aggregation functions in DBMS limits user abilities but decreases data flow. 

Many different languagts can be used to describe user demands for data aggrega- 
tion. 'These can be divided into several classes: 

- procedural programming languages (user writes the programme performing the 
function desired; languages such as COBOL, FORTRAN or APL can be used) 

- parameter languages (user sets parameters of programme which has been prepared 
by application programmer) 

- descriptive (nonprocedural) programming languages (user describes external 
behaviour of programme, for example as a set of conditions that must be fulfilled 
by the data). 

The aim is to widen the applicability of descriptive methods that are close to the u s e t s  
notion of information. Tko  directions are apparent in this area 'The first is to widen 
their application on nonstandard transformation, the second to bring the language used 
closer to the natural one and to take advantagt of computer graphics. 



4. MODELLJNG BASE OF DSS 

Modelling facilities form an essential part of DSS. Very often the DSS are c h m -  
terised as only the balanced and consistent system of the data base facilities and 
models. 

We will distinguish between two terms in the following text: between model and 
evaluation technique. The term "model" will be used for the formal description of real- 
ity; the mathematical structures such as graphs, labelled graphs, oriented graphs, rela- 
tional structures or  sets of equations are suitable. The model described by the set of 
equations will be discussed; every structural model is supposed to be transformable into 
some set of equations (for example, Conway's diagrams can be transformed to gram- 
mar of formal 1anguap.e theory). The models which form the basis for decision making 
procedures (the decision trees and networks) are discussed widely in the classical litera- 
ture ([Cornell 801, [Gessford 801. We will discuss largely the models of reality that are 
able to express dynamic behaviour (based on the concept of [Forrester 731, [Goodman 
741). 

The evaluation techniques serve for the evaluation of the model or  real world 
Such techniques as decision tree evaluation, linear programming, etc. will be treated 
separately from the models evaluated 

A management system has been described as a multi-level feedback system. The 
behaviour of its components is generally exponential (exponential, logistic o r  allometric 
growth or  decrease, periodic behaviour), so the whole system behaviour is of an ex- 
ponential type. Internal parameters determine whether the system is stable o r  unstable 
with respect to the control. It may be very difficult, from the decision makers' point of 
view, to estimate the response of a system to his decision (or action derived). The pos- 
sibility of testing the behaviour of a system controlled and consequences of the decision 
applied are very advantageous in many cases. The decision giving the best response in 
test conditions can be elected (or some optimisation method can be used instead of this 
"try and see" method - i f  it can be used at all) and applied to the real system. A good 
example of such a system is IFPS [Wagner 801. 

The application just described can be characterised as the principal function of the 
model in DSS. But the learning effect of the 'learning by doing" sort cannot be un- 
derestimated, neither can the fact that model construction widens our knowledge about 
reality. 

Now we will deal with model construction methods. The methods described are 
applicable if the structure of the system is understood Nevertheless they are also use- 
ful in the cases where only the external behaviour of the system is known and where 
relevant internal principles rest hidden to us. Even then, we can design a model that 
approximates real system external behaviour and we can use this model for reality ex- 



trapolation. (An example of this kind of model is the time delay model used in many 
simulation languages.) 

4.1 Dynamic simulation models 

Suppose we could describe the behaviour of the system controlled. Seeing the sys- 
tem as static in time, we could use a system of nondifferential algebraic equations to 
describe its equilibrium state. The system of nondifferential algebraic equations cannot 
express dynamic behaviour, so the system of differential o r  difference equations (DES) 
must be used. 

The complexity and non-linearity of DES means that, in many practical cases, it 
cannot be solved analytically. We have another way, the only other one we can use, 
which unfortunately lacks the expressiveness of analytical solution - to create a model 
of reality, another real system described by the same set of equations. Many methods 
can be used to build up dynamic models. The methods using computer technology are: 
- A structured model on analogue or hybrid computer or on differential digital ma- 

lyser (DDA). Its advantage is its high speed of simulation run due to parallelism. 
Its unavoidable dsadvantage is that we need special hardware structure for each 
model. 

- A programme for a universal numeric computer which integrates the equation 
system in a serial way. 

The second method is more useful for model construction in management control, 
where the speed is not as important and adaptability is preferred. But it is necessary to 
notice here that the difference between these two methods can be pointed out explicitly 
only because there is a gap in our software technology between DDA and multiproces- 
sor computers which would be filled in the future. 

Many languages can be used which range from application~riented 
(GPSS,Simscript, DYNAMO, IFPS) through languages or software packages for DES 
integration ((3SMP,GASP) to universal languages in which DES integration can be cod- 
e d  The universal languages themselves range from simple ones (Algol 60, Pascal) to 
more powerful ones in which the user~r ien ted  simulation language can be constructed 
(Simula 67, CLU, ADA). 

Attention should be paid to the adaptability and openness of the model, to the 
possibility of changing it easily and connecting it to the environment represented by the 
data base. 

4.2 Stochastic models 

The behaviour of the system controlled is not always deterministic. Some systems 
can be described as stochastic, such as systems with elements operated by probability 
laws. The control of stochastic systems 'is known as control (o r  decision making) under 
risk; the system response has a stochastic character. To find the optimal control we 
must analyse the response of the system. Analytical methods cannot be used in compli- 
cated cases; simulation, then,is the only method of solution. 

The stochastic variables are replaced by random number generators during the 
simulation run. The constants of the deterministic model are substituted by random 
numbers corresponding to the relevant probability law. Qe run of the model gives one 



result but we want to obtain the probability distribution of the result. The Monte 
Carlo method can be used to approximate the result, the large number of runs allows 
us to determine the character of the response. 

Random number gtnerators are elements contained in most simulation languages 
and some of them can be used for the Monte Carlo simulation. It is necessary to under- 
stand the limits of some languages. For example DYNAMO involves random number 
generators but cannot be used for the statistical evaluation of results. Most simulation 
languages implement not only random number generators but also the use of a time 
axis is possible, so the queueing systems can be modelled straightforwardly. 

The Monte Carlo modelling method and statistical analysis of results demands 
greater computer abilities, but their result gves us more detailed information about sto- 
chastic system behaviour than we could obtain by running a deterministic model on the 
median values. 

The construction methods of deterministic or stochastic models are based on the 
objctive evaluation of the system modelled, on the proposition that its structure and 
parameters can be set objectively. In many cases man's subjectivity is involved in the 
system ( a  classical example is the physician who constructs the model of his patient's 
state of health) and, at the least, parameters depend on human judgement, on man's 
"shady" strategy of perception. We have to deal with subjectivity of $judgemental data 
which cannot be transformed into statistical form. 

In these cases a mathematical apparatus can be used which operates directly with 
"fuzzy" data - fuzzy sets theory and fuzzy loplc ([Adamo 791, [Baldwin 791, [Dubois 
791, [Negoita 791, [Willaeys 791). The value of the variable v, the range of which is a 
set A, is substituted by the membership function p(v) defined over set A which 
describes the likelihood that the variable v has the value a for each element a e A. 

Application of fuzzy sets theory brings computing complexity to evaluation and 
simulation hut the mathematical tools used preserve the nature of human judgement 
and of uncertainty. 

4.4 The we of models in simulation Qames 

Application possibilities of simulation models in managerial control are broader 
than for those of the analysis of quantitative properties of reality. Including a simulation 
model in the interactive simulation (by designing interfaces between user(s) and 
model) and in the simulation game (designing game rules and the role(s) of playeds) 
in the game) we obtain a very powerful tool (Fig.5 [Klabbers 801). 

A simulation game can be used simply as a learning aid (to teach the student 
about the operation of a complex social system; to teach the manager about the control 
of his particular part of the organisation) and this is a very important function for DSS 
([Bell 751). 

Nevertheless, another aspect of simulation games must be pointed out. Simula- 
tion games based on dynamic models of reality are useful in studying individual human 
behaviour, learning processes and man's abilities to cope with complicated situations. 
The dynamics of models representing a dynamic environment give us the possibility to 
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observe the dynamic properties of these phenomena ([Schecher 711). 

simulation game 

interactive model 
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inter- 
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I 

Figure 5. 

Nowadays, classical methods of managerial control form a basis for decision mak- 
ing and must be taken into account in designing any general system for decision sup- 
port. Interactive programmes and programme packages exist for ([Camell 801, [Gess- 
ford 801): 

- statistical analysis (multivariate analysis, regression analysis, cluster analysis, ...), 

- decision tree evaluation, 

- payoff matrix evaluation, 

- network analysis (PERT, CPM), 

- linear programming ( the allocation problem, the transport problem), and 

- mathematical programming. 

n7e relevant programmes for particular techniques use different programming 
languages andlor interfaces and are hardly incorporated in to consistent systems. 



5. WMMUNICAnON BASE OF DSS 

The management system consists of human organisation as well as technical 
means. Information about the real world can be derived by objective measuring or is 
necessarily based on human observation and judgement. Information obtained is further 
used by technical means as well as by man in the decision process. The decision mak- 
ing itself, understood as the human activity, is supported by technical tools. The ac- 
cepted decision must be coded into the form acceptable for the lower level of control 
architecture. 

All these activities imply a need for interfaces between man and the technique 
used, as well as a need for using a technique to impmve interpersonal communication. 

5.1 Man-machine communication 

The man-machine communication problem arises fmm the difference between the 
human notion of information and the technical one. Qestions arising in this area are: 
- how to code unprecise, fuzzy human notions about the real world state into nu- 

merical data; how to translate human descriptions of the function desired into the 
computer programme, 

- how to interpret large data descriptions, the results of programmes, to be easily 
understood by the user; how to generalise the results of separate programme runs, 
and 

- how to design the dialogue between user and machine to be acceptable even for 
casual users. 

The issues form separate areas of research and were studied especially in the data base 
theory and are closely related to artificial intelligence issues. Some results were obtained 
that can be generalised and used here as well as in other areas of maniomputer in- 
teraction (operafing systems, programming languages, etc.). For a survey of methods 
and references see [Melichar 791, [Manna 771. 

l 3 i s  recent approach is based primarily on the exchange of text information, but 
some results have been obtained in computer graphics and speech. 



5.2 Comper ised interpersonal communication 

Research in this m a  is largely devoted to technical means which can improve the 
effectiveness of interpersonal communication. Services such as text processing, distri- 
bution, storage and retrieval, and text dispatching are being developed and they are 
combined with telecommunication facilities such as teletext and electronic mail ([Er- 
landsen 791). 

'The issues form part of an office automation concept which is very close to the 
concept of DSS e.g . the use of teleconferencing tools for the Delphi technique imple- 
mentation, the use of electronic mail in the playing group or organisation games, etc.. 



6. DSS AS A "MAN-KNOWLEDGE" INTERFACE 

After twenty years of existence, the information systems, in spite of their perfor- 
mance, have remained distant fmm their users in offices and they have changed the 
style of managers' work only slightly. Development in personal computing raised the 
notion that small computers could bring change to classical methods of managerial con- 
trol; that they could surmount the limits of human mental abilities, the limits of human 
memory, precision and speed of evaluation. Development in microcomputer technolo- 
gy allows us to place the business computer on the manager's desk as his personal tool. 
So, the general opinion is that it would be more convenient for the manager to use it 
and, as a result, would improve the effectiveness of his own work ([Keen 791). 

Unfortunately, the hardware possibilities themselves do not necessarily me an the 
manager will benefit, o r  that his work will improve. They only mean that the hardware 
technology will not limit the areas of application for some time to come. 

Is the situation the same in the software area? The answer is necessarily "no" for 
several years. The development of software tools which fonn the interface between 
man and machine is much slower. 

And do we know precisely, in every case, what we want to achieve, how we want 
to change decision making? Do we know enough about the principles of human obser- 
vation, decision and evaluation to say precisely how technology can help the manager in 
his task? To be objective we have to answer "no" and we have to add that the solving 
of these questions will need a lot of time and a lot of research work in the social sci- 
ences. 

A t  the same time we must see that every step of development in decision making 
theory is conditioned by the improvement of technology used in practice (hardware and 
software) and the developments in technology used must take into account the results 
of decision making theory. The only means of development is to go through this loop 
and to change the goals (from the point-of-view of technology) or  presumptions about 
the technical possibilities (from the point-ofuiew of management control theory). 

m r  next goal will be to start, in this loop, by finding out what can be done in the 
software area, respecting the present level of hadware and software technology and the 
subjective notion of managers' needs. CXlr goal will be to design the stmcture of DSS, 
making it flexible and open enough to changes in the future, a structure which will be 
able to include small management computers in managers' offtcee 



6.1 Data base mechanisms of DSS 

Flexible data access is the key problem of DSS. DSS implementation must take 
into account several types of data bases which can be connected to DSS during its 
period of evolution (e.g. during its life time [Keen 801). The transformation problem 
for data access languages can be solved by adding a new level of software which would 
translate the user's data scheme into the data schemes of particular data bases. The 
internal structure of this layer includes the picture of the topology and the picture of 
the semantics of the whole data base system as well as the user's data schemes. The 
translating mechanisms must translate the user's access language (nonprocedural, learn- 
ing features, graphical tools) into the internal languages of DSS and, further, into the 
languages of particular connected data bases ([Adiba 781, [Biller 791, [Bonczek 791, 
[Carden as 801, [Mylopoulos 761). 

d contro l  f l o v  

information f l o v  

DSS conceptual scheme + 
DSS internal acheme A 

par t icu lar  data bases 
(v i r tua l  scheme lenguages are used) 

Figure 6 .  

The DSS conceptual scheme describes the model of the world which is significant for 
decision making, and is transformed by the virtual scheme into the model of a particu- 
lar user -decision maker. The internal scheme contains information about DSS topolo- 
gy and semantics. 

The problem that must be solved is not the structure (although several simplifica- 
tions can be applied to lower the overhead of the layered architecture). The problems 
lie in the description and construction of interfaces in some nonprocedural way, and the 
methodology to be used to construct consistent access mechanisms and translating func- 
tions. 

6.2 Modeling abilities ofDSS 

As has been stated, the problem of the integration of data bases into DSS in- 
volves the problem of interfaces. Most contemporary systems for management control 
are based on the simple communication scheme which can be described by the follow- 
ing oriented graphs of control and data flow (Fig.7). 



data 

Figure 7 .  

The function of the user as an interface between data and model lowers the efficiency 
of the user's work and burdens him unnecessarily with details of the modet  The 
model's d rec t  access to the data is the way to improve the situation, but a modeldata 
interface must be designed for this purpose. 

The general scheme of communication which can be used was presented, for ex- 
ample, in [Bonczek 801 (besides the simple classification scheme of DSS languages). 

data 4 
model 

Figure 8 .  

The oriented graph of control respects the natural flow of control. It allows the user and 
running models to directly control data access. The oriented graph of data flow is some- 
what redundant and can be reduced. Several possibilities exist ( a  primitive one is 
presented in Fig.?) for reducing the communication scheme. CXle of them, respecting 
the uniform view of  the real and the model world is presented in Fig.9. 

data mode 1 - 
Figure 9.  



The results of model runs are obtainable in the data base; the user sees the model 
world in the same way as the real world (through the data base language). 

The other possibility based on the concept of an active data base [Manola 811 is to 
reduce the data flow graph and to change slightly the structure of the control graph 
( Fig. 10) 

----.. 
data b model - 

Figure 10. 

m e  advantages of the scheme can be simply derived from that of the active data base, 
the necessity of this communication scheme arises from intermodel integration. 

'The modeldata interface can use the language of the DSS conceptual scheme 
(Fig. 11) 

user 

I 
1 model 1 

DSS conceptual scheme 

+I- 
DSS internal scheme * 

Figure 11. 

The problem of integrating the model which uses another data access language, can be 
solved in the same way as the problem of the data bases integration. T I e  translating 
mechanism can be placed between the model and the conceptual scheme (the same, in 
effect, as the translating mechanism between the DSS conceptual scheme and data 
bases Fig.6)). Continuing with data bases and models integration, the translating 
mechanism can be involved in the in tern al scheme (especially noteworthy for remote 
models). 

The content of the DSS data base describes the real world situation. The models 
need some description of their world too, but that of the real world cannot be used 
The copy of a real world description wastes the data base space, so a mechanism must 



be included in the internal scheme to take care of model and real world data sharing 
(Fig. 12). Information contained in the personal part of DSS data base [Sagalowicz 801 
is different from information in the real world data base due to the running o f  models. 

DSS conceptual scheme 

( DSS internal scheme I 

personal 
database 

Figure 1 2 .  

A personal data base, containing different data, has wider use than that o f  simply 
describing the model world; it serves as a data base for  personal information, as a mail 
box o r  a teleconferencing medium. 

6.3 Logical s t r u t m e  of DSS 

Respecting the previous facts and the possibility of using a personal data base for  
manman communication, we can describe the overall structure of a flexible DSS by 
Fig. 13. 
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Figure 13. 



?he scheme represents a logical structure of the system. The physical implementation 
can use the wide range of means from a single shared processor with back end data 
storage and terminal network to the distributed system. The possible physical struc- 
tures that reduce the data flow are presented (Fig. 14). The first uses a single processor 
performing DSS functions, the second uses distributed architecture based on the central 
DSS function processor and star network of microcomputers performing virtual scheme 
access functions. 
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Figure lkb 



This paper has presented the technologcal point+f-view on DSS architecture, the 
functions to be performed and methods of implementation. 

Summarising the functions mentioned here, the DSS would: 

- Ensure access to a number of data bases. These data bases may differ in data 
schemes, in data access methods an4 of course, in the data description and data 
manipulation languages used ?he homogeneous structure (e.g the uniform 
schemes, access methods and languages) can hardly be taken into consideration 
for DSS applied to tactical and strategic decision making, where succesive 
development and openness are presumed The possible solution would be to in- 
clude in DSS tools that help the user in constructing translators between his own 
data scheme and the data scheme of the accessed data base and translators 
between the languages of these data bases. 

Data bases can also contain libraries of models or submodels of DSS besides the 
real world &scription. 

- Ensure ways of aggregating large data files into values that condense inform ation 
for mo&ls or for decision makers directly. The language of DSS has to assist the 
decision maker in constructing his own means of aggregation. 

- Be equipped with DSS language which allows user to develop his own models, to 
describe them in some nonprocedural form (for example as a set of equations, 
structural scheme, etc.) and to run these models in an interactive way. This ap- 
proach to modelling helps the decision maker to understand the behaviour of real 
systems and teaches him to control the real system properly, then to make op- 
timal decisions. Such usage is of great importance, especially for tactical planning 
purposes where the goal is "well known" and where some dynamic optimisation 
cannot be used (because of nonlinearity that cannot be removed, or stochastic 
behaviour, or uncertainty). 

- Be equipped with evaluation and optimisation means, and/or by DSS language 
that helps the user to create them (preferably in some nonprocedural manner). 
The use of evaluation tools is important for all types of decision making. Optimi- 
sation tools (mostly based on linear programming techniques) are necessary for 
strategic decision making where optimal goals are to be established 

- Inch& a local (personal) data base for the storage of personal data and containing 
a .state of the world" for models (supposing the decision maker's access to data 
possessed by the model will be close to the access to real world data). ?he data 
scheme of a local data base can be very similar to the data scheme the decision 
maker uses, so a relatively simple translation mechanism can be used. ?his data 



base can also be used as a private library of models or submodels of DSS. 

- Include special data base functions devoted to office work automation (text edit- 
ing and preparation, mailing and tele-conferencing services). 

The possible hierarchical architecture of DSS has been described as well as its 
physical implementation by a distributed computer system which includes small com - 
puter systems. 'The intention expressed in this paper can be aptly summed up in the 
words of [Earnest 811: 

The most important role of small system in DSS is to provide a communication 
link to vast information and computational resources - to act as a kind of 
"porthole on the (complicated) world". 

The goal of this paper has been to describe the structure of DSS implementation 
and its complexity. The hierarchy proposed shows the way to a flexible support system, 
opened to continual change, but a lot of work must be done in the future to transform 
this idea into reality. Several key areas of work should be mentioned: 

- The development of methods of knowledge representation and corresponding 
languages, and the design of a representation structure (in the form of a data 
model) for a specific area of m a n w m e n  t. 

- The development of dialogue languages and their implementation methods, the 
design of a dialogue language for the specific area of management respecting im- 
plementation possibilities. 

- The development of methods for a construction of the transformation tools of 
DSS, the design of corresponding languages which would be used by a facilitator 
during a specific DSS life time. 



APPENDIX A 

'Ihe concept of DSS presented in this paper is that of a computer-based, very flex- 
ible tool that can help managers (but not only them) in everyday work. Several ap- 
proaches have been used for dealing with DSS problem. Below are some examples: 

AIDS - An lnteractiue Decision System 

'Ihe system for rationalisation of the judgement process has been described in 
[Newsted 761. AIDS is very narrowly oriented. It is designed to be used in the con- 
struction and evaluation of decision networks in an interactive way. We have to make 
sure that the system is very simple in its internal structure. All information (facts, 
their dependencies and probabilities) must be included by the user who practically in- 
serts parameters of the underlying interactive programme. The very good dialogue 
designed on this basis is worth mentioning, as is the review of many practical applica- 
tions. 

OPM -On* Port'lio Management System 

'The system for portfolio managers' support is the typical example reported in the 
classical DSS literature ([Keen 781, [Alter 801); a system which proved its usefulness in 
practice. It performs data access and contains several functions for data aggregation (re- 
ports, tables, histograms, interdependencies) as well as a slight possibility to observe 
the results of the accepted decision (function CREATE). The system differs only slight- 
ly from information systems, its data access flexibility and modelling possibilities are 
somewhat limited. 

Bra- - Marketing Brand Management System 

Brandaid [Keen 781 helps in the development of an annual marketing plan. The 
system is modelqriented and uses historical data for extrapolation. The internal struc- 
ture of Brandaid reflects the structure o f  the market and the user can change parame- 
ters and submodels. Modelling features help the manager by showing him the results of 
his decision in the dynamic environment. The system has no direct access to real world 
data 



IFPS - Interact& Ena71ci.d Planning Sjstem 

This is the combination of an information system, modelling tools and evaluation 
methods [Wagner 801. Deterministic or simple stochastic models can be described in a 
nonprocedural language. The Monte Carlo method for evaluation of stochastic models 
and linear programming means are at the use is  disposal 

MYCIN 

MYCIN LWinston 771 is an example of classical problemsolving system from the 
artificial intelligence (Al) area MYCIN has been designed to advise physicians as to 
the best treatment for a specific bacterial blood infection. Natural language understand- 
ing forms part of the system as does the semantic network describing dialogue structure 
and containing information about treatment prescription rules. The A1 systems are to 
be seen as development tools for problemsolving itself, but their results can be widely 
used in DSS design. 
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