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PREFACE

It is a pleasure to introduce the first issue of II4SA
Reports. For those who are already familiar with the Inter-
national Institute for Applied Systems Analysis, this journal
will provide information at regular intervals about the scien-
tific progress of the Institute. For others, the journal will
offer the first opportunity to become acquainted with the
research activities of a unique international scientific institu-
tion. We hope that it will encourage many to follow and join
in the Institute’s efforts to foster international collaboration,
advance science and systems analysis, and improve under-
standing of problems of global and universal importance.

The title IIASA Reports was chosen with two meanings
in mind. First, the journal is a compilation of selected IIASA
Research Reports, which are also published by the Institute
in separately bound form. Second, it is a medium by which
the Institute reports on its work to the worldwide scientific
community, thereby fulfilling its responsibility to make its
findings widely known, and thus available for critical exam-
ination.

ITASA Reports reflects the wide interests of the Insti-
tute and its collaborating institutions. These include inter-
nationally important aspects of energy, food and agriculture,
resources, environment, population, human settlements,
technology, organization and management, industrial develop-
ment, and regional development, as well as the methodologies
useful for their analysis drawn from economics, mathematics,
statistics, and the engineering and management sciences. Its
fundamental concern is to bring the knowledge and methods
of science and technology to bear on important national and
international problems. And its commitment is to the devel-
opment and dissemination of the craft of systems analysis to
fulfill this goal.
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On occasion, IIASA Reports will publish special issues
in which the articles center on a single theme. For example,
this inaugural issue concentrates on energy, a fitting choice,
since this was the topic of the first project IIASA undertook
when it began its research in mid-1973. Future special issues
will center on such subjects as environment, population and
settlements, food and agriculture, and methodology. Most
issues will, however, be unified only by the common interest
of the Institute in the several topics reported. This diversity is
a characteristic feature and, we believe, a strength of IIASA,
whose multidisciplinary staff provides the range of knowl-
edge essential to the realistic analysis of practical problems.

ITASA Reports will also reflect the international spon-
sorship and staff of the Institute. The 17 National Member
Organizations (NMOs) whose contributions form the principal
support for IIASA are listed on the inside front cover, as are
the members of the Institute’s governing Council, which con-
sists of one member from each NMO. While the majority of
the Institute’s staff and collaborating institutions are drawn
from the NMO countries, there are also staff members from
other countries, so that as many as 25 nations may be repre-
sented on the staff at any time.

The authors of reports in this journal will generally be
current or former members of the IIASA staff; however,
some may also be consultants or persons from collaborating
institutions. The reports will always deal with work done at
the Institute or in support of its research program. The eight
authors of the five papers in this inaugural issue come from
seven nations, of which five participate in IIASA’s work
through NMOs. Two of the coauthor pairs are international,
and one is a husband-and-wife team. Half of these authors
are still on the IIASA staff; the other half are alumni. We
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expect that future issues will be the result of a similarly
diverse authorship.

The contents of each issue are the general responsibility
of an Editorial Board that comprises the principal research
leaders of the Institute with the Director as Editor-in-Chief.
Their responsibility goes deeper than that of most editorial
boards because the research reported in IIASA Reports is
carried out under their leadership. Furthermore, each report
is read by at least two independent referees in a review pro-
cess conducted by the Executive Editor.

Not all IIASA Research Reports will appear in this
journal; many will be published in other scientific journals
and a number will appear in book form. However, selected
abstracts of relevant IIASA work appearing in other publica-
tions will be included, as will brief reports on other IIASA
activities (meetings, important visitors, collaborative agree-
ments) and the activities of IIASA’s NMO organizations.

It is our hope that IIASA Reports will contribute to the
development of a common scientifically based understanding
of problems faced by many nations and thus will serve the
causes of peace and well-being for all mankind.

Jermen M. Gvishiani Roger E. Levien
Chairman of the Council Director







FOREWORD

While this inaugural issue of ITASA Reports was being
prepared, the Institute was completing a major report sum-
marizing the work of IIASA’s Energy Systems Program
(ENP) from its inception in 1973 to the end of 1979, Energy
in a Finite World: A Global Energy Systems Analysis.

ENP’s work is focused on understanding global energy
systems in the broadest sense; it stresses the need to synthe-
size the many facets of the energy question. In the course of
this work, it has become apparent that one can only come to
grips with the energy problem by approaching it on many
different levels simultaneously. Whereas these levels of ap-
proach typically differ widely from one another — notably in
the degree of detailedness and the support they receive from
traditional disciplines — their common ground is careful
documentation, a central aim of the forthcoming ENP report.

It is not surprising then that, reflecting this learning
experience, the energy papers in this inaugural issue of IJASA
Reports acknowledge both the complexity of the energy
problem itself and the variety in approach taken at the Insti-
tute. They are selected not only from the ENP work, but also
from that of the System and Decision Sciences, and Manage-
ment and Technology areas.

The spectrum ranges from a Swedish case study consid-
ering a no-energy growth policy in a small open economy
(Bergman), through input—output investigations of the impact
that energy investmernits may have on an economy (Kononov
and Por), a macroscopic description of the structural evolu-
tion of energy systems by way of an invariant logistic learn-
ing curve (Marchetti and Nakicenovic), and the specific
aspects of the energy demand in a developing country such as
India (Parikh and Parikh), to the problems of solar power in
Europe (Bell).




If one disregards the naturally stronger coherence
among the contributions by members within one group, such
as the Energy Systems Program, one discovers that the con-
trasts among the individual articles are indeed considerable.
Differences in time frame, methodology, emphasis on alter-
native energy options, the energy—economy relationship,
and scope of applicability are all apparent.

This spread is intended. The step to take from here is to
appreciate the fruitful discussion and interaction that the
plurality of scientific inputs may stimulate within IIASA and
outside the Institute. It is hoped that, in this way, the diver-
sity of political, social, and economic viewpoints held by
ITASA’s scientists from many nations will help to foster the
advancement of knowledge in the field of energy. To achieve
this will reiterate the importance of IIASA’s function of serv-
ing as an international platform for the exchange of scientific
thought.

Wolf Hifele, Deputy Director
Program Leader, Energy Systems Program

Foreword
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ENERGY POLICY IN A SMALL OPEN ECONOMY :
THE CASE OF SWEDEN

Lars Bergman

SUMMARY

In a small economy with a relatively large foreign trade sector, producers
to a large extent must take as given prices on the world markets for goods
and services. This means that the sectoral structure of production and
employment is relatively sensitive to measures affecting domestic prices.
For this reason some special problems are connected with economic
policy in a small, open economy.

If such an economy plans to carry out an independent energy policy,
aiming at a reduction in the growth of energy consumption, it faces at
least two kinds of vexing trade-off problems. First, this energy strategy
might have a negative impact on economic growth, that is, the energy
policy might have a nonnegligible cost in terms of GNP or aggregate
consumption growth. Second, a significant share of the reduction in energy
consumption might be due to changes in the commodity composition of
foreign trade, and thus in the sectoral structure of the production system.
Thus the energy strategy might lead to a marked sectoral reallocation of
the labor force, possibly combined with regional reallocation of the
population. Such an outcome may not only cause difficult readjustment
problems for industrial policy, but can also be in conflict with established
goals related to regional development.

In this paper a multisectoral model of economic growth is developed
and used for analysis of the economic impact of an energy strategy
proposed by the Swedish government. According to the proposal, Sweden
should aim at reducing energy consumption growth from a postwar
average of 5% per annum to 2% per annum between 1973 and 1985 and
to zero growth thereafter. The approach in this study is inspired by
Professor Leif Johanson’s so-called MSG-model of the Norwegian economy.
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Here the model has been adapted so as to be useful for analyzing the
problems on which this study is focused. Thus the model allows substi-
tution between energy and other factors of production, and it has explicit
export and import functions.

The model is based on input-output data for Sweden. As far as
possible the numerical values of various parameters in the model are based
on econometric evidence. In many cases, however, such evidence is not
available and the author had to rely on reasonable ‘“‘guesstimates”. The
projections presented in the report should thus be regarded as tentative
rather than precise forecasts. However, the sensitivity of the results with
respect to key assumptions has been investigated in detail, and therefore
rather firm conclusions can be reached about the main results. The analysis
was carried out for the period 1980 to 2000. The development of the
economy in two cases was compared. In the first case there was no con-
straint on energy consumption growth. In the second, in line with Swedish
policy, the growth of energy consumption was kept at 2% per annum
between 1980 and 1985 and at zero growth thereafter.

The results indicate that, for the 20-year period studied, the target
energy consumption growth rate can be attained without significant costs
in terms of GNP or aggregate household consumption losses. The loss in
GNP due to the energy policy was only about 1% at the year 2000. In
addition, the energy policy did not lead to significant changes in the
sectoral allocation of the labor force. This is because it was primarily
capital, available as a result of the reduced growth of the capital-intensive
energy sector, that was used as a substitute for energy in the production
sectors. However, the negative impact on economic growth increases over
time. If the energy consumption is kept at the 1985 level for 5 or 10 more
years, the reduction in the rate of economic growth tends to be substantial.

The model simulations were carried out under the assumption that
the net savings ratio in the economy remains constant over the period in
question. Since one effect of the simulated policy measures was that
profits tended to decrease, this assumption might seem dubious. The
tendency towards falling profits might lead to a reduction in the net
savings ratio. In that case the proposed energy policy has an additional
indirect impact on economic growth.

In the model economy the target energy consumption growth rate
was attained by means of a tax on energy consumption. At the year 2000
the tax rate, which kept energy consumption at the target level, varied
between 137% and 871%, depending on the assumption made about the
elasticity of substitution between energy and composite capital-labor.
Energy tax rates of this order of magnitude would obviously create
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economic incentives for the development of new energy sources and
energy conservation methods. It is quite possible that a number of R & D
investments in these fields would turn out to have a high rate of return.
That is, by means of R & D investments the shape of the production
functions would be changed so that the negative impact on economic
growth of the energy policy would be mitigated and the tendency towards
falling profits counteracted.

As expected, the proposed energy policy turned out to have a larger
impact on economic growth, the lower was the elasticity of substitution
between energy and composite capital-labor. This applied particularly on
the sectoral level.

When the elasticity of substitution was assumed to be 0.50 in all
sectors, neither the structure of the production system nor the commodity
composition of household consumption was significantly affected. How-
ever, when the elasticity of substitution was assumed to be 0.10, attainment
of the target energy consumption development was accompanied by
significant changes in the commodity composition of household con-
sumption. In addition the rate of reduction of industrial employment was
increased by the energy policy measures.

Although reservations can be made, it seems that energy consumption
in Sweden can be kept on the target development path proposed by the
government at least during a period of 10-15 years without significant
conflicts with other social and economic goals. Whether thisis an “optimal™,
or justifiable, energy policy is another question, and beyond the scope
of this study.



1 INTRODUCTION

In response to the oil crisis of 1973-1974 and increasing public concern
about various side effects of energy consumption, a reorientation of
Sweden’s energy policy was initiated. In 1975, the general principles of a
“new”’ energy policy were presented by the government and approved by
parliament. Before the end of spring 1980 there will be a referendum
about the goals and means of future energy supply in Sweden with a
special focus on the use of nuclear energy.

According to the 1975 government proposal, Sweden’s energy policy
should aim to reduce energy consumption growth from a post-war average
of 5% per annum to 2% per annum between 1973 and 1985, and to zero
growth from 1990. However, this is not a goal in itself. The basic idea is
that the energy system should be transformed so as to reduce its environ-
mental impacts as well as the country’s dependence upon imported fuels.
This transformation should, according to the government proposal,
neither conflict with important social and economic goals nor lead to
dramatic changes in the electricity supply conditions. The above mentioned
growth figures were regarded as a reasonable compromise between these
considerations.

This study is an attempt to quantify the impact of such an energy
strategy for Sweden on the rate and pattern of economic growth. The
study aims at identifying potential conflicts between energy policy goals
expressed as target energy consumption growth rates, and goals related
to aggregate economic growth as well as to the sectoral allocation of
production and employment.

During the last few years a number of analyses of the macroeconomic
impact of various national energy strategies have been carried out. See for



5

instance Hudson and Jorganson (1974, 1978), Manne (1977), Hogan and
Manne (1977) and Ridker et al. (1977). A common feature of these studies
is that they deal with the U.S.A., a large and relatively closed economy.

The Swedish economy, on the other hand, is small and has a rela-
tively large foreign trade sector. In such an economy the producers are
largely pricetakers on the world market for goods and services. Thus the
demand for exports is elastic with respect to deviations between world
market prices and domestic prices. The same applies to the demand for
competitive imports, that is, imported goods that are also produced
domestically. When net export demand is elastic and the foreign trade
sector relatively large, the sectoral structure of the economy is relatively
sensitive to measures affecting domestic prices. This means that domestic
energy taxation might bring about substantial changes in domestic energy
consumption by changing the commodity composition of foreign trade.
At given world market prices such structural changes in the economy do
not necessarily lead to reductions in gross national product (GNP) or
similar aggregate measures. Thus, at least for some time, there could be
a rather weak relationship between aggregate economic growth and energy
consumption growth. From this point of view a small, open economy
has, ceteris paribus, a wider range of energy policy options than a large,
relatively closed economy.

On the sectoral and regional level the trade-off problems connected
with domestic energy policy might be more difficult in a small, open
economy than in a large, relatively closed economy. When the sectoral
allocation of production is sensitive to domestic energy policy measures,
this might also apply to the sectoral allocation of the labor force and,
possibly, the regional allocation of the population. Such an outcome of
the energy policy may not only cause readjustment problems for industrial
policy, but can also be in conflict with established goals related to regional
development. Whether the above mentioned energy policy goals for Sweden
are compatible with other economic policy goals depends on the quanti-
tative importance of these effects together with the effects on aggregate
economic growth resulting from the implementation of the energy policy.

Due to inertia in the economic system, short- and long-run effects of
energy policy measures are likely to differ. This is especially true when a
change in energy policy is anticipated by only a fraction of those affected
by the measures. Short-run effects may include increased unemployment
and capital losses. In the long run, however, a wide range of energy
strategies are compatible with full utilization of the economy’s resources.
Instead the energy policy measures primarily affect the efficiency of
resource allocation in the economy.



In this study, only long-run effects of energy policy measurements
are dealt with. That is, the estimated impact of energy policy measures
refers to a situation where producers and consumers are completely
adjusted to prevailing market prices. Energy policy measures are assumed
to be gradually implemented and exogenous conditions are assumed to
change smoothly over time.

The study is carried out by means of a numerically formulated multi-
sectoral growth model of the Swedish economy. The model does not
indicate “optimal’’ growth paths, but simulates the economy’s develop-
ment under certain assumptions about exogenous conditions. A number
of “‘futures’’ of the Swedish economy are simulated. These ‘‘futures’ are
conditioned by two sets of assumptions. First, there are assumptions
about exogenous conditions, such as world market trade and prices,
domestic supply of capital and labor, as well as about the domestic energy
policy that is adopted. Second, assumptions are made about various
parameters in the model, such as the elasticity of substitution between
energy and other factors of production, for which econometric estimates
have not been available.

The report is organized in the following way: in Section 2 the
structural equations of the model are presented. Section 3 deals with some
aspects of the solution procedure and Section 4 with the empirical basis of
the study. The results of the study are presented in Section 5. Section 6
contains a summary of the main results as well as some conclusions.



2 THE MODEL

The model used in this study is a so-called MSG model (Multisectoral
Growth). This kind of model is sometimes referred to as the Leif Johansen
Model (see Blitzer ez al., 1975, p. 100), since Leit Johansen (1959) intro-
duced the special solution technique that makes numerically formulated
general equilibrium models easy to handle. A somewhat refined version of
Johansen’s original model is used by the Norwegian Ministry of Finance
for long-term forecasting purposes (Johansen 1974, 1977), and recently
Restad (1976) developed an MSG model to be used for similar purposes
by the Swedish Ministry of Economic Affairs. In addition, Fgrsund
(1977) has utilized a highly aggregated MSG model of the Norwegian
economy for analysis of energy policy issues.

Except for complementary imports, foreign trade was exogenously
determined in Johansen’s model. Moreover, the elasticity of substitution
between energy and primary factors of production (capital and labor) was
set equal to zero. Restad retained the latter assumption but made foreign
trade an endogenous part of the model. However, the composition of
aggregate exports was exogenously determined and so was the import
share in the domestic supply of goods and services. A common feature of
both models is that the change in the economy’s aggregate capital stock and
the labor force are exogenously determined, while the sectoral allocation
of capital and labor is determined within the model.

In Fdrsund’s model the elasticity of substitution between capital,
labor and energy was unity. Foreign trade and aggregate capital formation
were exogenously determined.

In the MSG model there is a nonzero elasticity of substitution
between energy and primary factors of production, and elasticity may
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differ between various sectors. There are also explicit import and export
functions for each one of the trading sectors. However, as in the above
mentioned models, both the total capital stock and the total labor force
are determined outside the model, while the sectoral allocation of these
factors of production are determined within the model.

2.1 SECTORS AND VARIABLES

There are nine sectors in the model economy (see Table 1 below). The
sector “‘basic processing industries” contains the mining industry, the
paper and pulp industry, and the chemical industry. Sector 8, ‘“‘capital
goods”, is a book-keeping sector where various produced goods are
combined in fixed proportions. Thus the input-output coefficients of
the capital goods sector define the composition of the economy’s stock
of real capital. There is only one kind of output from each sector, and
each commodity is only produced in one sector. Thus the index i
sometimes refers to “‘sector’” and sometimes to ‘“‘commeodity i”, the only
output from sector i.

TABLE | Sectors of the model economy.

Sector Code
Energy 0
Agriculture, forestry and fishing 1
Basic processing industries 2
Manufacturing industries 3
Transportation 4
Private services 5
Housing services 6
Public services 7
Capital goods 8
Households C

Table 2 defines the variables and parameters of the model.

TABLE 2 Variables and parameters of the model.

A. Exogenous varigbles

G public consumption
N total labor force

K total capital stock

I total net investment




TABLE 2 Continued.

D
174

target surplus (deficit) on the current account

world market price of commodity i=0,1,...,5, expressed in foreign
currency

world market price of complementary imports used in sector i =0, ex-
pressed in foreign currency

B. Endogenous variables

R PR

NOm=;

&

T

-

A~<ONRIX

gross output in sectori=0,1,...,8

a composite capital-labor input used in sector i =0,1,...,7
input of commodityj=0,1,...,5insectori=0,1,...,8
capital stock in sectori=0,1,...,7

employment in sectori =0,1,...,7

input of complementary import® in sectori =0

household consumption of commodity /=0,...,6

export of commodity i=1,2,...,5

import of commodity i =0,1,...,5

price of commodityi =0,1,...,8

index of the level of wages in the economy as a whole

wage rate in sectori=0,1,...,7

index of the net return on capital in the economy as a whole
net return on capital in sectori =0, ...,7

““user cost” of capital in sectori=0,...,7

exchange rate (units of domestic currency per unit of foreign currency)
household consumption expenditure

real gross national product

total real household consumption

C Parameters®

input of commodity j=0,1,...,5 per unit of output in sector i =0,
1,...,8

input of complementary imports per unit of output in sectori =0
substitution parameter. The elasticity of substitution between energy and
the composite capital-labor input in sector 7 =0,1,...,7 is equal to
(1—p)"

distribution parameters for sectori =0,1,...,7

rate of (neutral) technical change in sectori=0,1,...,7

rate of change of world market trade with commodity i =1,2,...,5

rate of depreciation of the capital stock in sectori =0,1,...,7

index of the relative wage rate in sectori =0,1,...,7

index of the relative rate on capital in sectori =0,1,...,7

elasticity of the household demand for commodity i with respect to total
household consumption expenditures

elasticity of the household demand for commodity / with respect to the
price of commodity j
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TABLE 2 Continued.

€; price elasticity of export demand
I price elasticity of import demand
A;, B; constants in the production and demand functions, respectively

D. Energy policy parameters

T general value tax (or subsidy) on energy
£ value tax (or subsidy) on energy consumed in sectori=1,2,...,7,C
T; 1+7+E;

E. Notation conventions

If H is a variable in the model, then il = H and i =h
dr Hdt

%Complementary imports is meant to imply the import of commodities that cannot (or at least
are not) produced within the country,

bBoth parameters and exogenous variables are determined outside the model, the parameters
being constants while the exogenous variables may change over time.

2.2 TECHNOLOGY

Gross output is a function of the input of a composite capital-labor
input, energy and various intermediate goods. The elasticity of substi-
tution between energy and the composite capital-labor input differ
between the sectors, while the elasticity of substitution between energy
and intermediate goods as well as between the composite input and
intermediate goods is zero in all sectors.® The elasticity of substitution
between capital and labor in the “production” of the composite input is
unity in all sectors. Complementary imports (mainly crude oil) used in the
energy sector cannot be substituted for other factors of production.
Finally, there are constant returns to scale in all sectors.

Using the symbols defined in Table 2 the technology can be described
in the following way:

X, = AFS+ A =X i=0,1,...,7 (D
The elasticity of substitution between energy and the composite input is
equal to (1 —p;)7!.
Equations (2)-(4) make the description of the technology complete:

F, = KIN}%N i=0,1,...,7 )
XiizajiXi j=1,2,...,5i=0,1,...,8 (3)
My = boX, 4)

* Of course, this relationship, as well as those presented in the following subsections, are “true” in
the model only. The applicability of the model is discussed in Sections 4 and 5.
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2.3 PRODUCER BEHAVIOR

The producers in the private sector of the economy are assumed to
maximize their profits, while the public sector minimizes its cost for a
given level of public consumption. The profit in sector i, I1;, is defined by

5
I; = BX,— TiPoXoi— 2. PXy— WiN,— Py8,K;
I=1

—RP,K,—VPhX, i=0,1,...,7 (5)

By using (3) we can define P*, the sum of value added and energy costs
in unit production costs, for commodity i as

P,.*=Pi—ip,-a,.,-—VE13,- i=0,1,...,7 (6)
i=1
where the last term on the right-hand side is different from zero only for

the energy sector. Moreover, for sector 8, the book-keeping sector P;*
must be zero, which means that

5
Py = X Bays (7
By defining “‘user cost of capital’ in sector i, Q;, by
Q; = P(§;+R) i=0,1,...,7 (8)
the expression for II; becomes
I; = P*X; — TPy Xo; —WN, —Q:K; i=0,1,...,7 (9)

Profit maximization implies that, in equilibrium, the value of the
marginal product of each factor of production must be equal to its price.
Moreover, when the level of output is fixed,* profit maximization is
equivalent to cost minimization. Using the production functions (1),
the composite input functions (2) and the definition of profit (9), the
profit maximization conditions become

AF\% WN,
(I—a)|l——| = 5= i=0,1,...,7 (10)
7i( 01)(Xi) X, i=0, ,
a(A‘F‘)pi—Q"K" =0, 1 7 11
Yi&%; X I)i*Xi =4, 1,..., ( )

* In the public sector, gross production is exogenously determined.
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AX\ TPy Xy
1 0!) - it 0 0 :0,1’...’7 (12)*

X; P X

The formulation of the model implies that there is only one type of
labor and that labor and capital can be moved between the sectors. This
means that in equilibrium no intersectoral profit and wage differentials can
exist. However, due to uncertainty, institutional factors, disequilibria, etc.,
such differentials are revealed by actual data. The sectoral profit and wage
rates can be defined as functions of sectoral factors, §; and w;, and the
profit and wage rates, respectively, for the economy as a whole, so that

Ri=B8R i=01,...,7 (13)
W= wW i=0,1,...,7 (14)

Both Johansen and Restad regarded §; and wj; as institutionally
determined constants. A better approach would perhaps be fo simulate
an adjustment process where intersectoral profit and wage differentials
are gradually reduced and then to take the final solution as a point of
departure for the analysis of the impact of energy policy measures. How-
ever, that has not been done in this study. Instead §; and w; are regarded
as constants, reflecting institutional factors which remain unchanged
during the simulation period.

(1 —’7.-)(

24 PRICES AND HOUSEHOLD EXPENDITURES

By an appropriate choice of unit of measurement, domestic prices in the
model economy become unity at the initial point of time.** The prices in
the model economy are normalized so that the general level of prices is
kept constant over time. Of course, relative prices may change. The normal-
ization of the price level is carried out by means of the following equation:

Mq

5 7 5
PX;+ Y VPP"M,+ VP,My, = Y X;+ Y M+ M, (15)
0 i=0 i=0

i=0

The total realt household consumption is defined by

[
C = i);o G (16)

* By definition T, = 1.

** All flows of commodities are expressed as values, using the prices prevailing at the initial point
in time.

¥ That is, the value of houschold expenditure measured by the prices prevailing at the initial point
in time.



13

When prices are normalized by (15), it follows that there might be
deviations between total real household consumption C and total house-
hold consumption expenditure O. The quotient O/C defines the “‘implicit
consumer price index” of the model economy. The demand for each kind
of consumer goods and services is determined by the market prices of all
goods and services and total household consumption expenditure,*

C; = BO (T P)™PM .. P i=0,1,...,6 (17)

2.5 FOREIGN TRADE

The demand for exports from sector i is basically determined by the
world market trade with commodity i. However, the share of world
market exports supplied by domestic producers is a function of the
relation between the domestic price, expressed in foreign currency, of the
commodity in question and the world market price of that commodity.
Thus, the export demand functions can be written as

P \s
Z;, = Z,-°(V1')w) e%it j=1,2,...,5 (18)

Since the model is fairly aggregated, the “commodities’ of the model
economy should not be regarded as individual products. Rather, they are
commodity groups consisting of several different products which are either
substitutes or complements to each other. This means that imported and
domestically produced units of a certain ‘“‘commodity’ may not be
perfect substitutes, and thus export and import ot a certain “commodity”
can take place simultaneously. Moreover, the share of imports in the
domestic supply of a certain “commodity’ is not completely elastic with
respect to price differentials. Thus, the import functions can be written as

MP ( i
Mi = -
/Yio VPzw

Hi
)X, i=0,1,...,5 (19)

2.6 CAPITAL FORMATION

In the model economy, the growth of the aggregate stock of real capital
is an exogenously determined variable. The net investments in the
economy as a whole are also determined exogenously. Obviously the
* 1t should be noted that demand functions of this type, i.e., with constant elasticities with respect

to expenditure and all prices, do not satisfy the budget constraint identically. However, the quanti-
tative effect of this discrepancy is not likely to be important.
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assumption about the change in the capital stock cannot be made inde-
pendent of the assumption about the level of net investments. The link

between these two assumptions is discussed in Section 3.

2.7 EQUILIBRIUM CONDITIONS FOR GOODS
AND FACTOR MARKETS

In equilibrium, there must be equality between demand and supply in
the markets for commodities, savings, labor and foreign currency. Thus,

the following conditions have to be satisfied:

7

Xy = Z Xoj+ Co — M,

j=0

8
X= Y aX;+C+Z;—M i=12,...,5
j=0

Xe = Cs
X7_G
4
Xy = I+ Y §K;
i=0
7
ZszK
=0
1
ZN;':N
i=0

2.8 DEFINITIONS
GNP is defined by

S 5
Y =C+Xg+G+ Y Z,— Y M, —H,
i=1 i=0

and e;, the energy input coefficients, by

e; = XoilX;

(20)

21

(22)
(23)

(24)

(25)

(26)

(27)

(28)

(29)
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2.9 ENERGY POLICY

In the model economy, energy policy is carried out by means of an energy
policy parameter 7; defined by

L =1l4+7+§ i=1,2,...,7,C (30)

where 7 is a general value tax (or subsidy) on energy and §; is a value tax
(or subsidy) on energy consumption in sector i. The total domestic
consumption of energy E is defined by

E = X, +M, 3D

In some applications £ is an endogenous variable; then 7 is exogenous. In
others F is exogenous, which means that 7 is endogenous.

Obviously there are a number of additional energy policy measures
available in the real world. For instance, the authorities can impose
restrictions on the use of certain energy production technologies, regulate
the emission of various pollutants, prescribe certain insulation standards
for new houses, etc. Energy policy measures of this kind either change
the shape of the production functions or make the range of feasible factor
combinations more narrow than the range of technically feasible factor
combinations.

As the model is formulated, it is easy to analyze the sensitivity of the
solutions with respect to changes of the production functions. However,
it is not very easy to know how a particular energy policy measure will
affect the production functions. For this reason, the analysis in this study
is confined to energy tax policy.
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3 THE SOLUTION OF THE MODEL

3.1 GENERAL REMARKS

All the variables of the model can be regarded as functions of time. By
solving equations (1)-(30) for a number of points in time, the evolution
of the model economy can be described. However, since many of the
equations (1)-(30) are non-linear, the solution of the model is not a trivial
problem.

What Johansen did was to differentiate all the relations with respect
to time, and express the model in terms of relative rates of growth at the
initial point in time. Due to the functional form of the model’s structural
equations, a linear equation system was then obtained. This linear equation

system can be written
Ay = Bo

where { is the vector of relative rates of change of the endogenous
variables and ¢ the vector of relative rates of change of the exogenous
variables. If the number of endogenous variables is » and the number of
exogenous variables m, A is an n x n-matrix and B an » x m-matrix. Thus
the equation system has a unique solution.

In the solution matrix 4~ !B the element on the ith row and the jth
column shows the impact of a given rate of change of the jth exogenous
variable on the rate of change of the ith endogenous variable. Thus for a
given set of assumptions about the exogenous variables, expressed as a
vector ¢*, the rates of change of the endogenous variables, the vector y*,
are determined.

However, in order to get the model in such a simple form, it is
necessary to treat the values of the model’s variables at the initial point
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in time as constants, while their relative rates of change are treated as
variables. This is obviously valid only at that particular point in time.

Accordingly, Johansen confined his analysis to the ‘‘growth
tendencies” of the Norwegian economy at the initial point in time. Restad
(1976, pp. 103-108) used the same method to approximate the model
economy’s development over a number of years. Since Restad’s approach
was adopted in this study as well, it should be described in some detail.

Given a data base for the point in time #, compatible with all the
equations in the nonlinear version of the model, the matrices 4, and B,
can be calculated. Using the solution matrix 4;! B, and a set of assumptions
about the exogenous variables, the development of the model economy
between ¢ and ¢ + A is determined. If H, denotes the numerical value of
the (exogenous or endogenous) variable H at ¢ and 4 is the relative rate of
change of H at ¢, the value of H at t + A is then calculated by means of
the formula

Hi.a = (1 + AR)H,

Using the resulting values of the model’s variables at ¢ + A, the
matrices A;,» and B;,a can be calculated. Then the solution matrix
Afla Bi.a together with assumptions about the exogenous variables
determine the development between ¢t + A and ¢ + 2A. In this way it is
possible to trace the whole development process over an arbitrary number
of periods with the length A.

The problem is, of course, that the values obtained in this way for
t + A may not be compatible with the nonlinear version of the model.
Moreover, the bias can be expected to increase for each step in the solution
procedure. However, the bias appearing in each step can be expected to
be smaller when A is smaller. Intuitively it seems reasonable to expect
the bias emerging in a projection over a time period of given length to
be smaller when A is smaller. However, no systematic analysis of this
problem has been carried out within the frame of this study.

Within the Norwegian Ministry of Finance a method for computation
of exact solutions to the MSG-model has been developed.* It is based on
the approach described above, but, by means of an iterative procedure,
the solution obtained after each step is made compatible with the non-
linear version of the model. For A =3 years, the value used by the
Norwegian Ministry of Finance, the bias turned out to be relatively
unimportant, and the iterative procedure converged after a small number
of iterations.

* See Johansen (1974, chapter 10) and Spurkland (1970).
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However, this study has been carried out without access to a program
for exact solution of the model. Instead Restad’s approach was adopted. The
length of the sub-period was set equal to five years, that is, A = 5. After
the first step, there was a difference between output, as determined by
the production functions, and demand in the size order 1-1.5% in each of
the production sectors. Although disturbing, this bias was regarded as
acceptable.

Another point is that both the aggregate stock of capital and aggre-
gate net investments are exogenous variables in the model. Obviously
there is a relation between changes in the stock of capital and net invest-
ments; the numerical values of the exogenous variables k and i cannot be
chosen independently. In order to make the values of k and i consistent
with each other the following approximate but computationally simple
procedure is adopted. Thus it is noted that

K(t+ A)—K(1)
A

i
~ )|l +—-A
() ( 2 )
Division by K(¢) yields

Kt + A)— K@) - 1(t) (1 +LA-)
K(n)A 140)) 2

1 i

k~—11+—

K 2
In the matrix A7'8 mentioned above, two elements represent the
sensitivity of the growth of GNP (the variable y) with respect to the
growth of net aggregate capital formation (the variables k and i). Using

the information contained in these multipliers, k¥ and i can be chosen so
that the net savings ratio, /Y, remains constant over time.

or

3.2 THE LINEARIZED VERSION OF THE MODEL

Table 3 contains all the equations of the linearized version of the model,
and in the Appendix the derivation of each individual equation is briefly
described. Throughout Table 3, endogenous variables are written on the
left-hand side and exogenous variables on the right-hand side. Capital
letters denote the value of the variable in question at the initial point in
time. The coefficients 4;; in equations M4 and M7 are defined by

Aij = e ay;

where e;; is 1 wheni =jand 0 when i #j.
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It should be noted that the formulation of the model can be changed
by means of the parameter §.* When 8 = 0, the total energy consumption
is endogenously determined while the general energy tax rate 7 is an
exogenous variable. When 6 = 1, however, the total energy consumption is
exogenously determined, while the tax rate 7 which is sufficient to induce
that level of total energy consumption is determined within the model.

* See equations M7 :i, M10:7 and M18.
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4 THE EMPIRICAL BASIS OF THE STUDY

Two kinds of data are needed in this study. The first is a complete
description of the state of the economy in terms of intersectoral and final
deliveries of goods and services, capital stocks, prices, etc. at a particular
point in time. The second is estimates of the parameters of the production,
household demand, export and import functions.

The data used in this study are primarily those prepared by the
Ministry of Economic Affairs for the above mentioned study by Restad.
The estimates of the intersectoral flows and other variables describing the
state of the economy were obtained by means of an econometric model,
used for forecasting the development of the Swedish economy between
1975 and 1980. Thus, the “initial year” in this study is 1980. In Table 4,
some key figures from the data base are presented; the complete data base
can be obtained from the author upon request.

In Table 5, the parameters of the household demand functions used
in this study can be seen. With one exception, housing services, the
figures are obtained from Restad (1976, p. 110) where the demand for
housing services was treated as an exogenously determined variable.
However, the price of energy is a relatively important determinant of the
price of housing services (see Table 4), and changes in the consumption of
housing services have a relatively large impact on the total consumption
of energy. Thus, given the purpose of this study, it is not satisfactory to
treat housing expenditures as an exogenously determined datum. Instead,
it is, somewhat arbitrarily, assumed that the demand for housing services
is unitary price and expenditure elastic.

In Restad’s model there are no explicit export and import functions.
Consequently the numerical values of the parameters in the trade



TABLE 4 Selected data about the Swedish economy, estimates for 1980.

$T

Input of energy  Share of total ~ Share of GNP

per unit of energy originating in Share of Share of Share of
Sector output® consumption the sector exports employment  capital stock
Energy 0.0418 0.0373 0.043 - 0.008 0.064
Agriculture, forestry 0.0418 0.0396 0.039 0.009 0.052 0.042
and fishing

Basic processing industries 0.0509 0.1579 0.088 0.257 0.062 0.064
Manufacturing industries 0.0151 0.1678 0.353 0.630 0.289 0.135
Transportation 0.0348 0.0426 0.057 0.054 0.069 0.078
Private services 0.0254 0.0959 0.182 0.050 0.255 0.108
Housing services 0.1461 0.1902 0.067 — 0.006 0.359
Public services 0.0272 0.0829 0.172 — 0.260 0.150
Household consumption 0.0285° 0.1859 — — — —

%Both energy and output are measured in terms of SKr at 1968 prices.
bShare of expenditures on energy in total consumption expenditures.

SOURCE: Restad (1976, pp. 132-133).



TABLE 5 Estimated price and expenditure elasticities of the household for consumer goods and services.

Elasticity with respect to . ..

Demand for goods

from sector P, P, P, P, P, Py Py C
0 Energy —03373 —0.0671 —0.0768 —0.7444 —0.0613 —0.2050 0 1.4919
I Agriculture, forestry —00120 —0.1193 —00247 —0.1300 —00193 —00658 0 03711
and fishing
2 Basic processing industries —0.0310 —0.0557 —0.3125 —04919 —0.0280 —0.0648 0 0.9269
3 Manufacturing industries —0.0228 —0.0541 —0.0469 —0.6778 —0.0375 —0.1253 0 09244
4 Transportation —0.0299 —0.0537 —0.0614 —0.5955 —0.2291 —0.1640 0 1.1936
5 Private services —0.0349 —0.0627 —0.0716 —0.6947 —0.0573 —04714 0 1.3926
6 Housing services 0 0 0 0 0 0 —1.0000 1.0000

SOURCE: Restad (1976, p. 110).

ST
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functions of the model used in this study could not be obtained in the
same easy way as the parameters of the household expenditure functions.
Unfortunately there was no other suitable study available. The *‘solution™
to this problem was simply to assume a set of, seemingly, reasonable
parameters and investigate to what extent the results were sensitive to the
assumptions on this particular point. The adopted numerical values of
the price elasticity parameters in the export and import functions are
discussed in Section 5 in connection with the description of the so-called
“base” case.

Except for the substitution parameters, p; in eq. (1), the parameters
of the production functions are obtained by using egs. (10)-(12) and
income distribution data. The determination of the numerical values of
the substitution parameters is, however, a little bit more complicated.

During the last few years a number of studies of the substitutability
of energy and other factors of production or between various kinds of
energy have been carried out. Although these studies differ from the
present one in terms of the specification of the production functions as
well as the level of aggregation, some results can be used as a basis for
assumptions about the substitution parameters in the model used in this
study.

In a study by Berndt and Wood (1975),* based on aggregated time-
series data for the American industry, capital and labor were found to
be complements (that is, the estimated elasticity of substitution had a
negative value), while energy and labor turned out to be substitutes.
Similar results, but quite different values, were obtained in a study by
Denny and Pinto (1975),"* based on aggregated time-series data for the
Canadian industry. To the extent that these results are valid, the specifi-
cation of the production functions in the model used in this study is
rather dubious.

However, in a study by Gregory and Griffin (1976),F based on a
cross-section of data from nine different countries, both capital and
energy as well as labor and energy were found to be substitutes. The
estimated elasticity of substitution between capital and energy was close

* A homothetic translog production function, where output was a function of the input of capital,
labor, energy and material, was used. The elasticity of substitution between each pair of inputs
was estimated.

*A generalized nonhomothetic Leontief production function with capital, labor, energy and
materials as inputs was used, and the elasticity of substitution between each pair of inputs was
estimated.

T The same approach as in Berndt and Wood’s study was used, but only three inputs, capital, labor
and energy, were distinguished.
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to 1.0 for all countries, while the corresponding figure for labor/energy
was 0.8. Thus, to the extent that these findings are valid, production
functions of the type used in this study can be justified. Moreover, the
elasticity of substitution between energy and composite capital-labor
input can be assumed to be positive and not much less than unity.

This is not a place for a detailed discussion of the merits and draw-
backs of various studies in this field of econometrics. However, it seems
more appropriate to base a long-run study like the present one on results
obtained on the basis of cross-sectional rather than time series data.

Yet it is not reasonable to assume that the elasticity of substitution
between energy and capital-labor is close to unity. This is because
Gregory and Griffin’s results apply to the industry as a whole rather
than to individual sectors. Thus, part of the estimated substitutability is
the result of structural change within the industry.” If these results are
directly applied to individual sectors in a multisectoral model, the effect
of structural change on energy consumption will be counted twice. Thus,
even if Gregory and Griffin’s results are accepted, the elasticity of
substitution should be a bit less than unity on the sectoral level.

Apart from these considerations, the results obtained in Gregory and
Griffin’s study seem, intuitively, a little bit too “‘optimistic” in terms of
the substitutability of energy and other factors of production. This
statement is, of course, difficult to defend, but reference to Manne
(1977, p. 10), who considers an elasticity of substitution between energy
and capital-labor equal to 0.25 for the economy as a whole to be the
“best” estimate, could perhaps be made.

Obviously there is not very solid ground for assumptions about
the substitutability of energy and other factors of production. In this
study the elasticity of substitution between energy and capital-labor is
assumed to be 0.25 in the ‘‘base” case. In the so-called “rigid” case, the
corresponding figure is 0.1, while it is 0.5 in the so-called ‘‘flexible’’ case.

* An attempt to estimate the impact of structural change on the change in energy consumption
during a 10-year period is made in Bergman (1977).
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S RESULTS

In the first step of the analysis, a “‘base” case is calculated. To a large
extent this case is based on assumptions made in a recent long-term
economic forecast published by the Ministry of Economic Affairs (1975).
However, since neither the functional form of the structural equations
nor the numerical values of various parameters in the model presented
above are tested against actual data, the base case should not be regarded
as a forecast. Instead it can be said to represent a plausible, but not
necessarily the most probable, development of the Swedish economy.*
The basic issue in this step of the analysis is whether or not the growth of
energy consumption is likely to be higher than the target growth rate put
forward in the 1975 government proposal.

In the next step it is assumed that domestic energy policy is directed
towards reducing the growth of energy consumption to 2% per annum
between 1980 and 1985 and to zero growth thereafter. The impact of
this strategy on GNP and other economic variables is calculated not
only for the *“base’ case, but also for two polar cases: one where the
technology is “rigid” in terms of energy input coefficients and one where
it is “flexible”.

5.1 THE BASE CASE

In the base case it is assumed that the net savings ratio remains approxi-
mately constant between 1980 and 2000. This means that the economy’s

* In the terminology of Johansen (1977), the base case can be regarded as a “‘projection”.
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aggregate capital stock grows by approximately 2.0% per annum.* In
accordance with the projections made by the Ministry of Economic
Affairs, the labor force, measured in man-hours, decreases by 0.2% per
annum between 1980 and 1990 and by 0.6% per annum between 1990
and 2000. On the same basis the growth of public consumption is assumed
to be 2.5% per annum between 1980 and 2000.

The trade on international markets where Swedish producers
compete is assumed to grow by 4% per annum during the entire period.
Except for oil prices, world market prices, expressed in foreign currency,
are assumed to remain constant in real terms. World market prices of
crude oil as well as refined petroleum products are assumed to increase
by 2% per annum in real terms between 1980 and 1990. For the period
of 1990-2000 the corresponding figure is 5%.

No model of international trade flows has been available. Thus it
has not been possible to test whether or not the assumptions made about
world market conditions are consistent with each other.

As was mentioned in the preceding section, no estimates of the price-
elasticity parameters in the trade functions have been available. It seems
reasonable, however, to assume that the demand for imports is less price
elastic than the demand for Sweden’s exports. This is because a substan-
tial part of Sweden’s imports are complementary rather than substitutes
to domestically produced goods and services. In accordance with the
discussion in the introductory section, the demand for Sweden’s exports
should be quite price elastic. In particular this holds for standardized
products like the output from ““basic processing industries”.

The specific assumptions made are the following: the absolute value
of the price elasticity of the export demand for output from ‘“basic
processing industries” is assumed to be 3.0. The corresponding figure
for “manufacturing industries” is 1.5, and 1.0 for the other exporting
sectors.”” In all import functions the absolute value of the price elasticity
parameter is set equal to 0.5.

The last set of assumptions concerns the productivity of the com-
bined capital-labor input.f Here the assumptions are based on the above
mentioned forecast by the Ministry of Economic Affairs. Thus, in “basic
processing industries” the productivity of composite capital-labor is
assumed to grow by 3% per annum. For “‘agriculture, forestry and fishing”
* In the forecasts made by the Ministry of Economic Affairs, this figure was assumed to be 3%.
Thus a gradual increase in the net savings ratio was assumed.

LTI

** That is, “agriculture, forestry and fishing”, “‘transportation’ and “private services”.

T That is, the parameter A; in eq. (2).
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and “manufacturing industries” the corresponding figure is 2.5%, while it
is 2% in transportation and 1% in the remaining sectors.

The main results obtained in the base case are presented in Table 6,
together with results from a projection denoted ““rapid growth”. This case
differs from the base case with regard to the assumptions made about the
productivity of the combined capital-labor input and capital formation.
Thus, annual rates of change are one percentage point higher in the “rapid
growth” case than in the base case. This means that the productivity
assumptions in the ‘“‘rapid growth’ case are close to the actual productivity
growth experienced in Sweden during the 1950s and the 1960s.

TABLE 6 Calculated annual change of selected macroeconomic variables,
1980-2000, percentage points.

Base case Rapid growth case
GNP 2.0 36
Real household consumption 2.8 4.4
Energy consumption 23 42
Industrial employment® —2.6 —1.3

“That is, employment in “basic processing” and “manufacturing” industries.

In comparison with the experience during the period 1950-1972, the
base case represents a reduction of the growth of GNP and, in particular,
energy consumption.* Yet the level of energy consumption in the year
2000 is 43% higher than the level compatible with the target growth rate
for energy consumption mentioned in the introductory section.

The growth of real private consumption is only slightly below the
“normal” postwar figure. The declining industrial employment is a con-
tinuation of a postwar trend; labor productivity increases faster than
production in industry and consequently the demand for labor decreases
in that sector.

The increasing share of consumption in GNP is the result of a gradual
improvement of Sweden’s terms of trade in the base case. This outcome to
a large extent depends on the assumptions made about the world market
prices of industrial goods as well as the assumptions about the price
elasticity parameters in the foreign trade functions. If, for instance, the
world market price of the output from ‘‘basic processing industries” is
assumed to decrease by 1% per annum in real terms rather than remain
* During this period the average annual growth rates for GNP and energy consumption were

3.6% and 5%, respectively. Thus the “energy intensity” of GNP grew by approximately 1.4%
per annum.



31

constant, the growth of real private consumption is reduced by 0.6
percentage points per annum.

In the “rapid growth’’ case the growth of GNP is ““normal” according
to postwar standards. However, as in the base case the increase in the
“energy intensity” of GNP is considerably slower than during the period
1950-1972. In order to discuss this result, it is appropriate to decompose
the total base case change in energy consumption between 1980 (+ = 0)
and 2000 (r — 7)) into a number of components. The following identity
is then utilized:

B(T) = EO) = ¥ eOLF = X(0)] + ¥ e, @)X~ K]

i=0

TOT VOL COMP
+ igo [e:(T) — e, (O] X (T) + [Co(T) — G (0)] (32)
INP DIR

where the variable X; represents the hypothetical production in sector i if
aggregate production is equal to aggregate production at ¢+ + T and the
composition of aggregate production is equal to the composition of
aggregate production at ¢t = 0," and TOT is the total change in energy
consumption; VOL is the change in energy consumption due to change in
aggregate production, provided aggregate production is composed in the
same way as at the initial point in time; COMP is the change in energy
consumption due to change in the composition of aggregate production;
INP is the change in energy consumption due to changed energy input
coefficients; DIR is the change in energy consumption due to changed
direct consumption of energy in the household sector.

This formula was used in conjunction with the results obtained in
the base case simulation. The results are presented in Table 7.

TABLE 7 Decomposition of the total change in energy
consumption, 1980-2000, in the base case?

TOT = VOL + coMmp + INP + DIR
92 5.1 14 —0.5 3.2

SExpressed in 10° SKr at 1968 prices.

Behind the positive figure denoted COMP in Table 7 are primarily
two counteracting trends. One is that the production in “*basic processing

7
* Thus X; = [X;(0)/X(0)) X(T) where X(T) =Y. X;(1).
i=o0
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industries” grows more slowly than aggregate production, which tends to
reduce the energy intensity of GNP (see Table 4). This development is due
to an absolute decline by 1.2% per annum of exports from this sector. In
turn, this depends on an unfavorable development of domestic production
costs in this sector in relation to world market prices. The other trend is
the relatively rapid growth of the production of ‘“‘housing services”, which
tends to increase the energy intensity of GNP.

Both these trends seem reasonable; but still there is reason to believe
that the COMP figure in Table 7 is somewhat too low. This is because the
structure of intersectoral deliveries, except for deliveries from the energy
sector, is kept constant during the period 1980-2000. During the first
postwar decades there was a trend towards more input of industrial goods
per unit of output in the service sectors. A continuation of such a trend
would increase the growth of production in “manufacturing industries”
and as a result “basic processing industries”’, thus increasing the energy
intensity of GNP. However, a ceteris paribus 10% increase of production
in the latter sector in the year 2000 would only increase the COMP figure
in Table 7 from 1.4 to 1.7.

The negative figure denoted INP in Table 7 reflects a reduction in
energy input coefficients by less than 0.5 percentage points per annum.
In comparison to the postwar experiences these figures seem fairly low.
During the period 1950-1972 the industry’s average energy input coef-
ficient declined by 2.1% per annum in spite of an annual decrease of
energy prices by 2.9% in real terms." The figure denoted DIR reflects an
annual growth at 3.6% of direct consumption in the household sector.
Behind this figure are the relatively rapid growth of real private con-
sumption and a comparatively high income elasticity for energy.

On balance, the base case consumption of energy per unit of GNP
might represent an underestimation, but the opposite is also possible. If
the base case figures are accepted, energy consumption in Sweden can
be expected to grow more slowly for the rest of this century than during
the first three postwar decades. That also holds in the case with “rapid
growth” assumptions.

However, the “optimistic’” GNP growth assumption in conjunction
with such assumptions about technical change in the energy sector that
the price of energy continues to decrease by 2.9% per annum leads to an
annual GNP growth rate of 3.7% and an annual energy consumption
growth rate of 4.7% in the model simulation. These figures are quite close
to postwar averages. On the basis of these results it seems that the relatively

* In the base case simulation there was a slight increase in the price of energy.
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small difference between the target energy consumption growth rate
proposed by the government and the expected growth rate at ‘‘unchanged
energy policy” and base case assumption primarily depends on the
reduction in the growth of GNP together with slightly increasing energy
prices. In any case, the difference between the target energy consumption
growth rate proposed by the government and the growth rate obtained in
the base case model simulation is only 1.8 percentage points per annum
between 1980 and 2000, which is considerably less than expected when
the 1975 government proposal was presented.

5.2 THE IMPACT OF A CONSTRAINT ON ENERGY CONSUMPTION

In this section it is assumed that a constraint is imposed on energy con-
sumption. Thus, energy consumption is allowed to grow by 2% per
annum between 1980 and 1985 and then remain constant. This policy
is implemented by a value tax on all energy purchases. The tax revenues
are assumed to be immediately distributed to the private sector. Thus,
the energy tax only affects the relative market price of energy, while the
size of the public sector is unaffected by the energy policy measures.”

TABLE 8 Calculated values of selected macroeconomic variables in the
year 2000 under various assumptions about productivity growth and
energy policy, 1980 = 100.

Base case Rapid growth case
No constraint Constraint No constraint Constraint
on energy on energy on energy on energy
consumption consumption consumption consumption
GNP 148 147 202 196
Real household 174 243 238
consumption
Energy 163 110 231 110
consumption
Industrial 60 58 77 58
employment

In Table 8 the main results, obtained in the “base” and the “rapid
growth™ cases with a constraint on energy consumption, are summarized.

* This implies that there are no direct costs for the implementation of the energy policy measures.
In the real world a number of additional civil servants would probably have to be employed.
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On the basis of the results presented in Table 8, energy policy of the
kind discussed here seems to have a minor impact on the rate of economic
growth. In the ‘““base” case the effect corresponds to less than 1% of GNP
in the year 2000, while the corresponding figure is 3% in the “‘rapid
growth” case.

The impact of the energy policy can also be expressed in terms of the
additions to the average working week which are necessary in order to
fully compensate for the impact of the energy policy measures on GNP,
In the ‘“base” case, this figure is 3/4 hour per week and in the “rapid
growth’ case, 1 hour per week in the year 2000.

Obviously the economic impact of the energy policy measures
depends to a large extent on the substitutability of energy and other
factors of production. For this reason, the analysis of the base case is
carried out for two additional sets of assumptions about the substitutability
of energy and composite capital-labor. In one case the technology is said
to be ““rigid” in terms of energy input coefficients. Thus, the elasticity of
substitution between energy and the composite capital-labor input is
assumed to be 0.1 in all sectors. In the other case, where the technology is
said to be “flexible”, the corresponding figure is 0.5.

Given the other base case assumptions, including the assumption
about no constraint on energy consumption, the rate and pattern of
economic growth are practically the same in the “rigid” and the *“flexible”
cases as in the base case. This also applies to energy consumption.* Thus,
the impact of the energy policy measured in the two cases can easily
be compared.

In the “rigid” case the constraint on energy consumption reduces the
rate of GNP growth by 0.1 percentage point per annum. This means that
by the year 2000 the level of GNP is about 2% lower in comparison with
a case without a constraint on energy consumption. In the “flexible” case
the corresponding figure is lower than that of the “base” case.

These results are somewhat surprising. Even more surprising is
perhaps that the energy consumption constraint has practically no impact
on aggregate real consumption, either in the “rigid” or in the “flexible”
case. This is because the slower growth of oil imports, resulting from the
slower growth of energy consumption, leads to an improvement in the
terms of trade.** Thus, the impact on the level of consumption by the

* The rate of economic growth is slightly more rapid in the “flexible” case than in the ‘‘rigid” case.

** World market oil prices are assumed to increase by 2% per annum between 1980 and 1990 and
by 5% per annum between 1990 and 2000. The world market prices of other traded commodities
are assumed to remain constant in real terms.
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reduction in GNP is almost entirely offset by an increase of the share of
consumption in GNP.*

Although the energy policy tends to reduce employment in industry,
and in particular “‘basic processing industries”, the results indicate that a
constraint on energy consumption has a very small macroeconomic impact
over a period of 20 years. However, the energy strategy has an impact on
the economy, and the impact differs considerably between the “rigid” and
the “flexible’ cases. In Table 9 the difference in energy consumption is
decomposed using formula (32). The results indicate that the nature of
the adjustment mechanism depends to a large extent on the substitutability
of energy and the composite capital-labor input.

TABLE 9 Percentage shares of the reduction in energy con-
sumption by the year 2000, resulting from a constraint on
energy consumption that can be assigned to various components
under various assumptions about the substitutability of energy
and composite capital-labor.

Flasticity of

substitution VOL COMP INP DIR
0.10 24 6 32 39
0.25 13 6 57 23
0.50 2 5 79 13

In the “rigid” case the reduction of direct energy consumption in the
household sector is the quantitatively most important part of the total
change in energy consumption. Due to gradually increasing energy taxation
the market price of energy grows by 10% per annum in this case. As a
result, direct consumption of energy in the household sector grows by
only 0.6% per annum as compared to 3.9% in the case without a constraint
on total energy consumption. The energy input coefficients in the pro-
duction sectors are not very much affected by the increasing market price
of energy. They decline by less than 1% perannum in all sectors. As a result,
reductions in energy input coefficients represent a fairly limited share of
the total adjustment. Changes in the structure of the production system

* The same mechanism is at work in the ““rapid growth” case. This can be shown in the following
way. Real private consumption is about 50% of GNP. The development of aggregate net investment
and public consumption are exogenously determined in the model. Thus, provided that the share
of net exports in GNP is constant, the impact of the energy policy on private consumption should
be about twice as big as the impact on GNP. As can be seen in Table 8, this is not the case. Con-
sequently the energy policy tends to improve the terms of trade and thus increase the share of
private consumption in GNP.
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represent an even smaller share of the change in energy consumption.
Nevertheless the energy policy leads to a more rapid reduction of industrial
employment: — 3.0% per annum as compared to — 2.6% per annum in the
case without constraint on total energy consumption.

In the “flexible’ case energy input coefficients decline by 2.2-3.2%
per annum. As a result, almost 80% of the change in energy consumption
can be assigned to substitutions of the composite capital-labor input for
energy in the production sectors. However, the decrease in energy input
coefficients is accomplished primarily by means of input of more capital.
This capital is available as a result of the reduced growth of the energy
sector. One can say that capital is used for ‘“‘energy conservation” rather
than for energy production purposes.

In this case the growth of direct consumption of energy in the house-
hold sector is not affected by the energy policy to the same extent as in
the “rigid™ case. The annual growth rate is 2.8%, that is, the reduction due
to the energy policy is slightly more than one percentage point per annum.
Consequently only 13% of the total change in energy consumption can be
assigned to changes in direct consumption of energy in the household
sector.

In both the “‘rigid”’ and the “‘flexible’’ cases, higher energy taxes tend
to reduce exports from ‘““basic processing industries” and increase exports
from “manufacturing industries’’. However, the resulting impact on the
sectoral allocation of employment is not significant. The reason for this
is that the reduced growth of the capital intensive energy sector leaves a
larger share of net capital formation to be used as a substitute for energy
in the production sectors. If the price elasticity of export demand is
higher than assumed in the base case, domestic energy taxation tends to
have a significant impact both on the structure of the production system
and the sectoral allocation of the labor force. The results from a few
experiments can be mentioned.

If the price elasticity of the demand for exports from the industrial
sectors is assumed to be — 5 rather than — 3 and — 1.5, respectively, an
annual increase of the energy tax rate with 10 percentage points would
reduce the growth of production in ‘‘basic processing industries” by 0.4
percentage points. The corresponding figures for employment and exports
would be 0.3 and 0.9, respectively. If the price elasticity figures are
assumed to be — 10, the corresponding values become 1.9, 1.8 and 3.2.

According to the 1975 government proposal, the reason for imposing
a constraint on energy consumption growth is the side effects associated
with conventional fuels and electricity generation technologies. In the
model simulations the target energy consumption growth rate was attained
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by means of a general value tax on energy purchases. The tax rate, which
is endogenously determined in the model, indicates the marginal value in
excess of production costs of one unit of energy. Thus the tax rate can be
interpreted as a shadow price of ‘‘clean and safe energy’’, that is, the
marginal willingness to pay for one unit of energy from a source without
the side effects associated with conventional energy sources.

By the year 2000 the endogenously determined energy tax rate was
137% in the ““flexible” case, 398% in the “base” case, and 871% in the
“rigid”’ case. These results indicate the importance of the substitutability
of energy and other factors of production. They also show that over a
period of 20 years a constraint on energy consumption growth is likely
to create substantial economic incentives for the development of energy
sources without negative environmental and safety side effects.

So far the model results seem to indicate that attainment of the
target growth rate for energy consumption proposed by the Swedish
government would not have significant negative effects on conventionally
measured economic growth. However, the picture becomes a little bit
different if the impact is studied year by year rather than for the entire
period 1980-2000. It then turns out that under the “base’ case assumption
the energy policy measures have practically no impact on GNP until the
last five-year period. A similar pattern can be seen in the development of
factor prices (Table 10).

TABLE 10 Reduction in the annual rates of change of
wages and profits in the “base” case due to the constraint
on total energy consumption percentage points.

1980 1990 2000
Wage index® —0.1 —0.4 —0.5
Profit index® —-03 —0.8 —1.2

%The variable W in the model.
bThe variable R in the model.

Thus, for some time, energy consumption can be kept constant
without significant reductions in the rate of economic growth. As time
goes by, however, such a policy leads to a change in the economy’s
aggregate factor proportions; more capital is accumulated but it has to be
combined with a constant amount of energy and, under the base case
conditions, a slowly decreasing labor force. Accordingly, the “law of
diminishing returns’” comes into operation. Wages and, in particular,
profits are negatively affected and the rate of economic growth is reduced.
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In time, these effects become increasingly important, and more so the less
flexible the technology is. However, over a 20-year period, the constraint
on energy consumption does not seem to have significant effects on
economic growth.

This conclusion is, however, subject to at least one important qualifi-
cation. The reduction in the rate of profit due to the energy policy
measures may not be compatible with the assumption about a constant
net savings ratio. At least some additional policy measures may be needed
in order to prevent a drop in total net investments. If it is assumed that
such measures are not implemented and that the tendency towards
reduced profits is offset by a drop in net investments, then the constraint
on energy consumption leads to an additional reduction in economic
growth. Under base case conditions such investment behavior leads to an
additional reduction in GNP growth by, on the average, 0.3 percentage
points per annum for 1980-2000. This means that the level of GNP in the
year 2000 should be reduced by another 6 percentage points.
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6 CONCLUSIONS

The purpose of this study has been to investigate to what extent there is
a conflict in a small open economy between economic policy goals related
to the growth of GNP or similar measures, and an energy policy aimed
at zero growth in energy consumption. The analysis has focused on
Sweden, a small economy with a relatively large foreign trade sector.
In Sweden, energy policy presently aims at reducing the growth of energy
consumption to 2% per annum up to 1985 and to zero growth thereafter
provided such an energy policy is not in conflict with other social and
economic goals. The analysis has been carried out by means of a numeri-
cally formulated model of the Swedish economy, and it has been focused
on the period 1980-2000.

The results indicate that, for the 20-year period studied, the target
energy consumption growth rate can be attained without significant costs
in terms of GNP or aggregate household consumption losses. In addition,
the energy policy did not lead to significant changes in the sectoral allo-
cation of the labor force. This is because it was primarily capital available
as a result of the reduced growth of the capital intensive energy sector
that was used as a substitute for energy in the production sectors. However,
the negative impact on economic growth increases with time. If the energy
consumption is kept at the 1985 level during 5 or 10 additional years, the
reduction in the rate of economic growth tends to be substantial.

The model simulations were carried out under the assumption that
the net savings ratio in the economy remains constant over the period in
question. Since one effect of the simulated policy measures was that profits
tended to decrease, this assumption might seem dubious. The tendency
towards falling profits might lead to a reduction in the net savings ratio,



40

so that the proposed energy policy has an additional, indirect impact on
economic growth. If, as an extreme example, the tendency of falling
profits is completely balanced by reductions in total net investments, the
previous conclusions have to be somewhat modified. Under base case
assumptions, by the year 2000 the level of GNP is 7% lower in the case
with a constraint on energy consumption. When capital formation was
treated as an exogenous variable, the corresponding figure was 1%.

This case is extreme for two reasons. First, the energy policy measures
can be combined with other measures for preventing the fall in profits.
The existing tax system has a number of parameters which could be used
for such purposes. Second, an important class of investment opportunities
does not exist in the model economy: investments in R & D activities.
This point, perhaps, needs some clarification.

In the model economy the target energy consumption growth rate
was attained by means of a tax on energy consumption. By the year 2000
the tax rate, which kept energy consumption at the target level, varied
between 137 and 871%, depending on the assumption made about the
elasticity of substitution between energy and composite capital-labor.
Energy tax rates of this order of magnitude obviously would create
economic incentives for the development of new energy sources and
energy conservation methods. It is quite possible that a number of R & D
investments in these fields would turn out to have a high rate of return.
Thus, by means of R & D investments the shape of the production func-
tions would be changed so that the negative impact on economic growth
of the energy policy would be mitigated and the tendency towards falling
profits counteracted.

As expected, the proposed energy policy turned out to have a larger
impact on economic growth where the elasticity of substitution between
energy and composite capital-labor was low. In particular this applied on
the sectoral level.

When the elasticity of substitution was assumed to be 0.50 in all
sectors, neither the structure of the production system nor the commodity
composition of household consumption was significantly affected. Thus,
from a welfare point of view, GNP and aggregate household consumption
have roughly the same meaning in the case with the energy policy measures
as in the case without such measures.

However, when the elasticity of substitution was assumed to be
0.1, attainment of the target energy consumption development was
accompanied by significant changes in the commodity composition of
household consumption. In addition the rate of reduction of industrial
employment was increased by the energy policy measures. This means
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that changes in aggregate measures such as GNP or aggregate household
consumption become more difficult than usual to evaluate from a welfare
point of view,

Obviously, the assumption about the substitutability of energy and
other factors of production is an important one. On the basis of the
econometric literature in this field it is difficult to say what would be the
most realistic assumption in a study like this. However, the econometric
results indicate that 0.10 is a rather ‘“‘pessimistic” assumption, while 0.50
does not seem to be overly ““optimistic”.

Although reservations can be made, it seems that energy consumption
in Sweden can be kept at the target development path proposed by
the government at least during a period of 10-15 years without signifi-
cant conflicts with other social and economic goals. Whether this is an
“optimal”, or justifiable, energy policy is another question, beyond the
scope of this study.

It does not seem worthwhile to extend the analysis to the period
after the year 2000. If the development of the model economy is simulated
over a number of additional decades, with given technology and with the
level of energy consumption kept at the 1985 level, it eventually collapses.
But the technology cannot be regarded as given and constant over time.
This is especially the case in a period where relative prices change sub-
stantially. R & D activities are likely to contribute to the development of
new energy sources, new energy conservation methods and more flexible
production techniques. In addition, they might lead to better methods of
handling the side effects of existing energy sources, thereby removing the
motive for an energy policy of the kind discussed in this study. This does
not, of course, mean that everything will be fine a few decades into the
next century. It only means that no conclusions about that period can be
made on the basis of this study.
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APPENDIX

THE DERIVATION OF THE EQUATIONS OF THE LINEARIZED
VERSION OF THE MODEL

Equations M1:0-M1:7
The relative rate of change of production can be written
0X; F; 0Xi Xo;
X = L+
oF; X; 0Xo; X;
Differentiation of eq. (1) with respect to F; and Xy;, respectively, yields
WL (HE)
oF X, '\ X

Xoi i=0,1,...,7 (D1)

i=0,1,...,7 (D2)

N AiXOi P
e el
0Xo;i X X
Taking logs of €q. (2) and differentiating with respect to time yields
fi=oaki+ (1 —a)n; +N; i=0,1,...,7 (D3)
Using eqs. (10)-(12) and substituting (D2) and (D3) in (D1) yields
K. N, N. + O0.K. i .
_ Ql i + WlNl + WzNz QlKl s + TlPOXOI

X;i = i n; i in i:O,l,..,7
* X. AD'e * Y. AD '@
RX TP, PeX PrX, (o)
(D4) can then be written
¢ ¥ (;.),-WNi OJ,'W}VI- 71,'P0X0i
Xy ki — n; — i
1 —o; P*X P X P X
1 wl'WNi .
= T i=0,1,...,7 (M1:1)

Il —a X
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Equation M2

This equation is obtained directly from eq. (28) by differentiation with

respect to time.

Equations M3 and M4:i
Taking logs and differentiating eq. (10) with respect to time yields

pi +(I—pdx;+tpifi = wi+tn, i=0,1,...,7 (D5)
Differentiation of eq. (6) with respect to time yields
1 S o
Po = pr [Popo - Zl Biajop; — VPybo(v + Do)
0 =
L ) (D6)
= Flpipi_ = Fia;p;
i j=
Next we define A;; = e;; —a;; where ej;is 1 wheni=jforj=1,2,...,7,
orOwheni#jfori=0,1,...,7.
Equation (D6) can then be written
P Pa; VP,b VP,b
Py = tpo—‘l—!ajo i 0*0 - 0*0170
PO I=1 PO PO P
' pa (D7)
. _ i
pi = e
J'=Zl P.'* !
Equation (14) yields
w; =w i=0,1,...,7 (D8)
Substitution of (D3), (D7) and (D8) in (DS) then yields
Py L Fajo VPyby
——Po— P — v+ (1 —pg)xe+ pook
P Po jgl P Pj P ( Po)Xo t potoko
VPyby _
+(po —po— Dng—w = —peho + pr Do (M3)
0
2 Py
Z —PTPJ' + (1 —pdx; + pioik; + (o —op; — Dy —w = —pi )
i=1 i
i=1,2,...,7 (M4:i)
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Equation M5:i
Taking logs of eq. (11) and differentiating with respect to time yields
pr+(—pdx;+pifi =qi+ki i=0,1,...,7 (D9)

Substitution of eq. (13) in eq. (8) and differentiating with respect to time
yields

Pg(8; + BiR) PsBiR
= ——p +—r
Qi Qi
Substitution of (D5), (D8) and (D10) in (D9) yields
P8(6i +B1R) PSBiR
ps +

i . i=0,1,...,7 (D10)

8 r+k,-—w—n,-=0 i:0,1,...,7

Qi Qx

Equations M6 and M7:i
Taking logs of eq. (12) and differentiating with respect to time yields

po T (po — Dxoo —(po— Dxo = Po

(D11
pt+(pi— Dxoi—(oi —Dx; = po+t; i=1,2,...,7
Differentiation of eq. (30) with respect to time gives
1 .
t,-=F(%+E,~) i=1,2,...,7 (D12)

Substitution of (D7) and (D12) in (D11) and rearrangement of terms
yields

Py — P L Pa; VP,b
_OP*OPO_.Z J:O ;- O*Ov
0 ji=1 PO PO
VP,b
+ (0o = Dxgo — (0o — Dxo = T(l—opo (M6)
0
- B4 T
j=Zl JPi*J pi+(pi_1)x0i_(,0i—1)x,-—p0—0Fi
AT TP M7:i
T, T, (M7:1)

where 0 is either 1 or O.
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Equations M§-M17

These equations are obtained directly from eqs. (7), (15), (17), (18), (19),
@), (29), (25), (16) and (20), respectively, by differentiation with respect
to time.

Equation M18
Differentiation of eq. (31) with respect to time yields eq. (18)

(1 —0)Ee — Xoxo —Momo = — 0Fe (M18)

where 6 is either 1 or O.

FEquation M19
Differentiation of eq. (21) and using the definition of A4;; yields

Mq

AyX;x; —Ciey—Zizg+Mim; = 0 i=1,2,...,5 (MI9)

J

0

Equations M20-M24

These equations are obtained from eqgs. (22), (23), (24), (27) and (26),
respectively, by differentiation with respect to time.
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THE ECONOMIC IMPACT MODEL

Yu. Kononov and A. Por

SUMMARY

The Energy Systems Program (ENP) of the International Institute for
Applied Systems Analysis (IIASA) complements the efforts of other
groups concerned with the question of how the world might move from
an energy system based on oil and gas to one relying on essentially infinite,
but highly capital intensive, energy resources. The ENP has been concerned
with the identification and comparative evolution of strategies for this en-
ergy transition. The relevant modeling activity has been carried out under
the project “Comparison of Energy Options, a Methodological Study,”
sponsored jointly by the United Nations Environment Programme (UNEP)
and I1ASA.

In this context, an initial version of the economic impact model
(IMPACT) was developed at the Siberian Power Institute of the Siberian
Branch of the USSR Academy of Sciences in Irkutsk. The model was orig-
inally designed to study the influence of the development of the energy
sector on energy-related sectors of the national economy. Subsequently,
the model was brought to IIASA where it was revised to focus on the iden-
tification,and comparison of long-term regional and global energy strategies
in the transition period of 15 to 50 years from now. The possible influence
of any given energy strategy on the economy is evaluated in terms of cap-
ital investment, manpower, materials, and natural resources that are needed
to develop not only the energy supply system (ESS) but also the energy-
related sectors of the economy.

This report describes IMPACT asit exists at IIASA, explains the com-
puter program, and includes a user guide for implementing this methodol-
ogy. It was stimulated by the interest in the model shown by a number of
groups, among them the Bechtel Corporation in the U.S.; the Program
Group for Systems Research and Technological Development at the Nuclear
Research Installation in Juelich, Federal Republic of Germany; and the
Bulgarian Ministry of Energy in Sofia.
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1 INTRODUCTION

The energy supply system (ESS) is an essential component of an economy,
although not a relatively large one. Attention has therefore been given re-
cently to the study of the energy/economy interaction. The Energy Sys-
tems Program (ENP) at IIASA seeks, in its modeling work, to focus on this
issue. The economic impact model (IMPACT) described in this report as-
sesses the direct and the indirect requirements of alternative energy supply
scenarios for capital investment, manpower, equipment, materials, and cer-
tain scarce resources. These data are used to evaluate the effects of the
energy scenarios on the economy.

1.1 THE ITASA ENERGY SYSTEMS PROGRAM

A few words about the Energy Systems Program are in order. ENP focuses
on the so-called energy transition: the slow, but major shift from the pre-
sent energy system to a future sustainable one. The Program’s considera-
tions are primarily long term, spanning a horizon of 15 to 50 years from
now — the period that IIASA believes encompasses the energy transition.
The considerations are necessarily global: the present, large-scale supply
and use of energy mandates an unprecedented degree of global interdepen-
dence. Global questions must be considered pivotal to all future energy
studies.

A number of preliminary views and assumptions have helped to define
ITASA’s approach to the study of the energy problem.

— Energy systems are currently based on cheap oil and gas sup-
plies; a gap between the world’s expectations of such fuels and
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producers’ ability or willingness to supply these amounts is ex-
pected in the late 1980s.

As a result, there will almost certainly be continued increases in
world energy prices; this new environment contrasts with that of
the past energy scene during which energy prices were either con-
stant or, in some cases, decreasing.

Scientific and technological progress will contribute to a new cap-
ital intensiveness in energy systems that could have large feedback
on economies. Large-scale energy investments are essential in the
near and the long-term future.

Concern for the environment will continue to influence global
decisions in the energy arena.

The focus of the Energy Systems Program is the transition period — in

particular the period of strategic investments beyond the year 2000. We
hope to study that period by, in part, looking beyond it to the year 2030
or 50, and then evaluating alternative paths through the transition. The com-
puter modeling effort of the ENP is designed to implement, with some de-
gree of comprehensiveness, this approach.

1.2

The goals of the IIASA energy modeling activity are fourfold:

To study the long-term, dynamic (transitional), and strategic di-
mensions of regional and global energy systems

To explore the embedding of such future energy systems and
strategies into the economy, the environment, and society

To develop a framework for assessing the global implications of
long-term regional or national energy policies and, within this
context, to evaluate methods for phasing the ‘‘best” energy strat-
egies into various world regions

To evaluate alternative strategies — to compare options — of
a physical and technological kind, including their economic
impacts

DIRECT AND INDIRECT REQUIREMENTS OF AN ENERGY
SUPPLY STRATEGY

In the event of a rapid transition to the use of new, capital intensive energy
resources, the total requirements — direct and the indirect — of a given ener-
gy supply strategy must be evaluated. The direct requirements are evaluated
in terms of capital investment, manpower, materials, and equipment needed
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to construct and operate the energy facilities for implementing a national
or a regional energy program. The indirect requirements refer to the re-
source and investment requirements of the energy-related sectors whose
development is induced by the development of the ESS. In the event of
such an energy transition, the additional investment in the machinery, met-
allurgy, construction, and other energy-related sectors could amount to 30
percent or more of the direct investment in the ESS. In this case, the in-
direct requirements for manpower and specific materials could exceed the
direct input (Kononov and Makarov, 1975). Thus focusing only on the
direct requirements can lead to serious underestimation and incomplete
identification of possible constraints.

The simplest way of estimating the indirect influence of a given energy
strategy on energy-related sectors is to apply a modified static input/out-
put model: the direct material expenditures for constructing and operating
the ESS could be represented as fixed final consumption. This approach
was used by Bullard and Pilati (1975) of the University of lllinois for eval-
uating the construction requirements of the Project Independence scenario.
However, this approach does not allow the estimation of the effect of the
development of the ESS on the dynamics of capacities in energy-related
sectors and on indirect capital investment. Accordingly, it does not take
into account the relations and expenditures induced by capital investments
in energy-related sectors.

Therefore, the above approach cannot give satisfactory results under
conditions of rapid development of capital intensive energy resources and
technologies. In this case a special model is needed.

1.3 DEVELOPMENT OF IMPACT

A dynamic, multisectoral model was constructed in 1972 at the Siberian
Power Institute in Irkutsk, USSR; the model takes into account: (a) the
construction lags — the gap in time between the start of investment and
putting into operation of production capacities, and (b) the equipment and
material consumption for each year of the construction period; it describes
the intersectoral relations in both cost and physical terms. The model is
convenient for computing and serves to investigate the influence of size-
able long-term changes in the technology, structure, and rates of energy
development upon other, related branches of the national economy. Some
characteristics of the Irkutsk model are given in Table | in the standard
format of IIASA model surveys. A more detailed description can be found
in Kononov (1976, 1972).
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TABLE 1 Model of the external production relations of the energy supply
system in the Soviet Union.

The model

Yu.D. Kononov, V.Z. Tkachenko, 1972 (Kononov, 1972; 1976).
Siberian Power Institute, Irkutsk.

Model of the external production relations of the energy supply sys-
tem.

Subject
and
goal

® Relations of the energy system with metallurgy, engineering, con-
struction industry, transport,and other sectors directly or indirectly
contributing to its development by their products.

® Approximate estimation of the influence of a changed pattern and
development rate of energy production, and of changes in the tech-
nology of production or transportation of particular energy re-
sources, on the development of related branches and on the nation-
al economy’s total expenses (in terms of investment, labor and ma-
terials).

System
described

The model covers all the main fuel deposits, groups of electric power
stations and energy-production methods, and those industrial, trans-
portation and construction sectors which largely depend for their pro-
gress on the development alternatives of energy production. The mod-
el takes into account that this dependence is complex and nonlinear
and that some related branches have to be developed in advance of
energy production. Extra demand for particular industrial products
is assumed to be met either from expanded production capacities or
from increased imports.

Time
Area

Space

15 to 20 years ahead, described dynamically (in separate periods over
the years considered).

The country as a whole.

Modeling
techniques

The model belongs to the dynamic input—output models, explicitly
accounting for lags between the start of investment and putting into
operation of production capacities. It consists of linear and non-
linear equations, describing for each year of the period concerned:
balances of the production of individual products and services and
their consumption in operating and building the energy systems and
related branches; and the conditions for introducing extra capacities
in related branches. An iterative algorithm is used to resolve the
model.

Input data

® QOutputs of particular energy resources and commissioning of ca-
pacities in the energy system, specified by year; methods and ranges
of energy transportation.
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TABLE 1 Continued.

® Import of individual industrial products for power production de-
velopment

e Export of individual industrial products compensating for hard-
currency outlays for imported power resources.

® Coefficients (rates) of material expenses for operation and construc-
tion in the energy system and related branches.

o Standard time rates for building and putting into operation of indi-
vidual production units.

o Capital investment per unit of capacity increment in all the indus-
tries covered by the model.

® Allocation of investment by year of building.

® Labor-intensiveness of particular products and building projects.

Output
data

Requisites for implementing the given development alternative of the

energy system:

® QOutputs (direct and indirect expenses) of various industrial pro-
ducts, construction and transportation services.

® Commissioning of capacities in related branches.

® Priority of development of individual branches.

® Direct and indirect (related) investment and manpower.

Observations

The model serves as a tool to study the effects produced by major and
prolonged changes in ESS development on other economic branches
(it consists of some 50 sectors and industries). It is also of help in
long-range planning and forecasting for estimating the constraints
imposed on ESS development by related branches; investigating the
uncertainty zone of this development; and tentatively assessing the
set of measures and the dates for implementing particular energy al-
ternatives.

SOURCE: Beaujean and Charpentier (1976, p.2).

At TIASA, the Irkutsk model was developed further and adjusted to
purposes of identification and comparison of long-range regional energy
strategies in the transition period. This modified version of the model,
called the economic impact model (IMPACT), differs from the analogue
Irkutsk model in the following ways:

— The time horizon has been extended in IMPACT to include the
period 15 to 50 years from now.

— IMPACT has been generalized to include new energy technologies
(e.g., fast breeder reactors, coal gasification and liquefaction, solar
and geothermal energy, hydrogen production).



55

— The composition and the number of energy-related sectors have
been revised in IMPACT.

— The additional production of export goods, compensating for hard
currency outlays for imported fuel, has been taken into account
in IMPACT.

— IMPACT evaluates the direct and the indirect WELMM (Water,
Energy, Land, Materials, and Manpower) expenditures and po-
tential environmental impacts.

— The computer program of IMPACT has been improved.

1.4 MODEL ASSUMPTIONS

IMPACT gives the range of total (direct and indirect) expenditures. For
the minimum range, it has been assumed that the ESS can be developed
without putting into operation the production capacities of the energy-
related sectors; enterprises producing equipment related to energy supply
and use — such as turbogenerators, reactors, and mining equipment — are the
exception. For the maximum values of total expenditures, there are no
limitations on putting into operation the capacities of the energy-related
sectors, and the requirements for the additional development of the ma-
chinery, metallurgy, and chemical industries as well as for other related
branches of the national economy have been considered.

IMPACT assumes that capacity in the first year of each scenario is
adequate for the level of energy output. (For the long-run scenarios used
at IIASA, capacity for the first 5 years or so is nearly the same for all sce-
narios.)

IMPACT also assumes that imports of capital equipment are given ex-
ogenously. Thus in a region where most of the capital equipment is locally
produced, the scenario should calculate a minimum amount of imports.
However, in a region where there is large-scale im porting of technically ad-
vanced energy equipment, the scenario should specify the equipment as
imports so that investment in domestic industries to produce such equip-
ment will not be generated by the model.

1.5 MODEL SCOPE
Explicitly, IMPACT can answer the following questions:

— What direct capital investment would be needed to implement a
given energy strategy? When?



56

— What direct expenses of materials, equipment, manpower, and
scarce natural resources would be required to construct and op-
erate new energy facilities? When?

Roughly, IMPACT can address the following questions:

— What production capacities in energy-related sectors would be
required to implement a given energy strategy? When?

— What indirect capital, manpower, materials, and scarce natural
resources would be needed to implement a given energy strategy?
When?

— How different are the total (direct and indirect) requirements of
different energy strategies for limited national and natural re-
sources?

— What are the potential direct and indirect environmental impacts
of a given energy strategy?

IMPACT can be helpful in answering the following questions:

— How will the transition to essentially infinite, but highly capital
intensive, energy resources affect macroeconomic indices?

— What capital, manpower, and material resource categories are po-
tential bottlenecks to implementing a given energy strategy?

— Is a given energy strategy feasible? If not, what can be done to
make it feasible?

At this point we should state what IMPACT can not do. IMPACT
does not calculate price changes resulting from various scenarios, and does
not assess the effects of such changes on final demand or on intermediate
demand. Moreover, IMPACT does not check the capacity requirements
of energy-related sectors in the first year against existing stocks. Such
checking is not possible since IMPACT is not a model of the whole econ-
omy. For example, it would be meaningless to compare cement produc-
tion generated by IMPACT with cement capacity, because the production
estimates by IMPACT do not include the use for residential or highway
construction.

1.6 LINKAGE OF IMPACT WITH OTHER ENERGY MODELS

IMPACT is an integral part of the IIASA set of energy models which has
been designed for studying the long-term, dynamic, and regional and global
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aspects of large-scale energy systems (Figure 1). The critical question con-
cerned in the modeling is whether economies can afford the requisite ex-
penditures of time and capital to achieve alternative energy strategies during
the long-term transition to sustainable energy systems. The several indi-
vidual models and their interrelationships were developed with these con-
siderations in mind. The design and application of the IIASA set of energy
models is discussed by Paul Basile, Assistant Leader of the ENP, in a report
that is in preparation.

IMPACT provides the evaluation of the requirements of a given energy
strategy in terms of capital investment, manpower, and other scarce re-
sources. Thisoutputis then used to assess the possible impact of the strat-
€gy on some macroeconomic indices.

At IIASA, for example, a one-sector macroeconomic model
(MACRO) has been developed in order to evaluate the possible dynamics

Direct and indirect investment in energy supply system

> Macroeconomic
N model (MACRO)
Total manpower requirements
: . .
fn energy supply system GNP | (Gross National Product)
[ {Private consumption)
| (Gross private domestic investment)
G {Government expenditures)
Energy demand Energy demand
Correction model (MEDEE 2}
Final
energy
demand
14

Energy praoduction

Energy production and conversion

[y

IMPACT

Energy capacities (MESSAGE)
Energy mix
WELMM Shadow prices
analysis Total cost

AN /
Y4

Comparison of strategies

FIGURE 1 Linkage of IMPACT with other IIASA energy models.
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of gross national product (GNP), private consumption, gross private do-
mestic investment, and government expenditure (Rogner, 1977). By link-
ing IMPACT with MACRO (Figure 1), it is possible to:

— Compare the designed share of energy in gross private domestic
investment and employment with historical data, and thereby
assess the possible difficulties of providing a given energy strat-
egy with capital investment and manpower

— Correct corresponding variables of MACRO and evaluate roughly
the possible impact of a given energy strategy on GNP and pri-
vate consumption growth rates

Theoretically, by using a multisectoral macroeconomic model, the accu-
racy and completeness of the economic impact evaluation would be in-
creased.

IMPACT is unique as a model for evaluating the energy/economy
linkage in this manner. One of the few exceptions is the Energy Supply
Planning Model (Carasco et al., 1975), developed by the Bechtel Corpora-
tion in the U.S. Bechtel’s model determines the direct requirements for
capital, manpower, materials, and equipment associated with the construc-
tion and operation of energy facilities required to implement a given nation-
al or regional energy program, but it does not take into account the indi-
rect requirements. IMPACT can be used in conjunction with the Bechtel
Energy Supply Planning Model: the input data for IMPACT are the direct
requirements of the ESS for materials and equipment, which represent out-
put from the Bechtel model.
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2 GENERAL DESCRIPTION OF IMPACT

The inputs to IMPACT are the time paths of energy production by type of
energy and by method of production. This input can be provided by an
energy supply model — for instance, the IIASA MESSAGE model. If
needed, IMPACT, employing the user’s specification, can disaggregate a
given strategy and evaluate requirements for new capacities for transporta-
tion and conversion of energy resources.

2.1 MODULES

The model is divided into five modules (Figure 2).

The first module calculates the direct material and equipment require-
ments (Y(,(t)) for the construction and operation of energy facilities for
implementing a given energy supply strategy. The ESS is represented in
the prototype model by 58 energy activities; Table 2 groups these activities
according to the energy source. A list of the energy activities included in
IMPACT is given in Appendix A.

The first module may be omitted if IMPACT works in conjunction
with the Bechtel Energy Supply Planning Model. In this case, the input
data for IMPACT are the direct material and equipment requirements of
the ESS, which represent output from the Bechtel model.

The second module, using an 1/O technique, describes the relationship
between the ESS and the energy-related sectors. The module calculates
the required production output in the energy-related sectors needed to
support energy development (X, (¢)). The prototype model includes 36
sectors and types of industrial products (see Appendix A). For these sec-
tors the following assumptions were made:
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Direct investments {(manpower, mate-
rials, equipment) used within
the energy supply system (ESS)

Indirect investments (manpower, materials,
equipment} used outside the ESS
for additional energy-related devel-

opment of nonenergy sectors

Indirect investment

Direct investment

Energy-
related
sectors

direct goods

and services—|

expenses
indirect goods
and services—
expenses

FIGURE 2 Definition of terms for IMPACT.

Products are manufactured by a single method — that is, there is
no choice of technology or distribution. Where known, the most
progressive production methods are assumed.

The coefficients of material, capital, and manpower inputs per
unit of production or capacity expansion do not depend on the
scale of production.

TABLE 2 Energy activities in- IMPACT.

Number of
Energy source activities
0Oil and oil shale extraction and refining 7
Gas extraction 4
Coal mining 3
Synthetic fuels from coal 4
Hydrogen production 3
Fuels, transportation, storage, and distribution 12
Conventional power plants 4
Nuclear power plants 3
Nuclear fuel cycle 9
Geothermal power complex 1
Solar power plants 1
Electricity transmission and distribution 1
Miscellaneous 6
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The third module determines capacity expansion requirements of
energy-related sectors (Z, (#)). Theadditional capacity required by the end
of year ¢ is the difference between estimated output in year# + 1 and ac-
tual production in the previous peak year.

The fourth module estimates the capital investment required for the
capacity expansion determined in module 3. Capital investment in any
year depends upon capacity expansion in the current and future years and
on replacement requirements. The feedback between modules 4 and 2 is
achieved in IMPACT by means of an iterative procedure, which is described
later in this report. In a mathematical sense, modules 2, 3, and 4 represent
an indivisible system of equations.

The fifth module estimates the WELMM requirements of the ESS and
evaluates the effects of water and air pollution on the system.



62

3 MATHEMATICAL DESCRIPTION OF IMPACT

Matrix notation is used throughout the section. The letters ¢ or 7 in paren-
thesis denote vector-valued time functions. A bar denotes an exogenously

given input.

3.1 THE EQUATION SYSTEM OF IMPACT

The direct requirements of the ESS for products of energy-related sectors
are expressed as

where

~
T

- t+7 —_
Y. ) =A,T.(0)+ T F,0-DZ,(1) )
r=t

is the vector of direct investment and operational require-
ments of the ESS for products of energy-related sectors in
the year ¢

is the vector of annual energy production in the year 7°

is the vector of required additional capacities of the ESS in
the year ¢

is the matrix of contribution coefficients of energy-related
sectors to the construction and operation of energy produc-
tion per unit of activity

is the matrix of contribution coefficients of energy-related
sectors in the year ¢ to putting into operation the addition-
al capacities of the ESSin the yearr ¢ <7<t 4+ %)

is the lead time (construction lag)
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Total (direct and indirect) material and equipment requirements of
the ESS are expressed as

X, () = A, X, (1) + A X, (1) + Y, (1) )
where

A, isthe matrix of input/output coefficients
A, is the matrix of materials and equipment requirements co-
efficients per unit of investment in energy-related sectors
X, (t) isthe vector of output in energy-related sectors
X, (¢) is the vector of indirect capital investmentsin energy-related
sectors

Direct capital investment in the ESS is expressed as
t+7

X,%() = 2; F,"DZ.(r)

T=

Indirect capital investment in the ESS is expressed as

. t+7
X" =2 FU92Z,()
=1
Total (direct and indirect) capital investment in the ESS is expressed
as
X0 =Xx90) + X, (1) (3)
where

F, =1 F,0—1 gare, respectively, the matrices of capital investment
coefficients in the year r to put into operation the
additional capacities of the ESS and energy-related
sectors in the year 7

Z,(t) is the vector of new additional capacities in the
energy-related sectors in the year ¢
X,9(r) isthevectorof direct capital investment in the ESS

Vector Z, (1), with vector components Z; ‘1), ..., Z,¥) must satisfy the
following conditions:*

*In order to take into account installed capacity requirements this expression can be replaced by

G WG] _
N min | X, (')(t +1)— if this value is positive;
Z, (’)(t) =<r<t (1 -,,)t—-r+l
0 otherwise

for every i € {l, 2.,k } wherc p is the rate of replacement.
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Tm<int [Xn Ot + 1)-—X,(i)(r)] if this value is positive;
Z, @Oy = h

0 otherwise

foreveryiefl,z, - k}.

Vector notation is used in the model for simplicity reasons. This equation
is therefore written as

min (X, (¢t + 1)~X1(r));o] @)

Z,{t) = max |:1'< '

The structure of IMPACT is shown in Figure 3.

3.2 AUXILIARY EQUATIONS OF IMPACT

The model also includes an equation for calculating the direct and the in-
direct expenses of the WELMM resources. This equation is written as

— ) t+7 _
X3(1) = A X () + A X (1) + A X, () + = F,0=9Z, (1) (5)
T=1
where

X5(t) are the WELMM expenditures in the year ¢

A, is the matrix of direct operational WELMM coefficients

Ag is the matrix of indirect operational WELMM coefficients
of energy-related sectors

Ag is the matrix of indirect constructional WELMM coefficients
of energy-related sectors

F,—9 js the matrix of direct constructional WELMM coefficients

in the year ¢ to put into operation new energy capacities in
the year 7

Equations for evaluating air and water pollutant emissions of the ESS and
the energy-related sectors can be written analogically.

The drivers for IMPACT’s relations are )78 (t) and Z (t); these exog-
enous variables can be obtained from an energy supply model (e.g., the
ITASA MESSAGE modetl).
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Investmant and
resource
requirements

-

Future energy mix
{from MESSAGE)
X,t) Energy production WELMM WELMM
_ B evalustion [*™ dets base
Z,(t} New capacities
T
Direct material Required production Additional capeci- Capitsl investment
and squipment output in energy- ties in energy- d
requirements -  related sactors s  related sectors | —o] - direct X5 (1)
Y, (0 ‘“x“‘fl‘,“"' zZ,i - indirect X9(2)
Y it 2,(t)=
A
AW+ T FUZ ) i
1Xq z 1 R max rné': Xqt+1) = Xqir) ;0]
Xyt « xd - tf F,\T-1i3
1 ' 2 RS Z,ir)
ApX, (1) + AgXT (1) + Y (1) "
xiB="T Fylr-t
2t 2 3 Z,y(n)
FIGURE 3 Structure of IMPACT.
3.3 THE ALGORITHM
SymbolA is used to denote the matrix composed of matrices4,, A4,, ..., 4,
as follows:
A={0 0 0
A4 AS A6

The zero matrices contain as many rows as the number of columns in ma-

trix As.
Similarly, symbol F{"~) is used to denote the matrix composed of

matrices F, 7=, .., F,"1 as follows:

F,e=0 0 0

Ftr—1t) = Fz(‘r—t) Fa(‘l'-f) 0

F,t=9 0 0

The zero matrices in the third column contain as many columns as the

number of columns in matrix 4;.
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The detailed structures of matrices 4 and FU'~ D (¢ <r<t+7%)
are given in Figures 4 and 5. By means of these new matrix symbols the
model can be written in the following reduced form:

t+7
X*1) = AX(D) + = FO=DZ(r)
T=1

min (X, (¢ + 1) — X, (1)); 0] ©

Z, (= max[‘rgt

where
X*(1) = (X, (1), X2(1), X5(t))
X(t) = X (1), X, (1), X, (1))
Z(t) = (Z(1), Z,(1), 0)

This form of the model is important because the data for the computer
program must be prepared as A and F, ..., F) matrices.

Since X,.(t) and Z,(t) are exogenous variables, and vector X;(¢) de-
pends on vectors X, (¢) and X, (#) (but does not influence them), the mod-
el may be written in the following reduced form:

X =AX(D + £ FO-02a) + Y() -
7=t

Am=muF2T”“+”_L“mﬂ

where
X(1) = (X, (1), X,"" (1))
Z(t) = (Z,(0), 0)
Y(#) = (Y (1), 0)

"A, A,
4=1o0 o

[0 0
FO—1t) =
F3(‘r—t) 0

forevery rsuchthat t <7<t +#%.

In order to solve this dynamic equation system (with lag 7), a set of

initial conditions has been defined which specify 7 consecutive values of
X(r) and Z(1).
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FIGURE 4 Structure of matrix 4 and of vectors X*(¢) and X(¢).
Energy Energy-
pised fectors invesiment
S \\\\\\\\\\\
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FIGURE 5 Structure of matrices F(°), ... ,F( " and of vector Z(¢).
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The model calculates the economic impact of a given energy strategy
for a given time interval (from ¢, to T);it does not take into account invest-
ment requirements for putting into operation new additional energy capac-
ities after the year T. That is,

Z(t)y=0 ift=>T
Xt)=0 ift=T+1

Thus, the model seeks to find all values of X(¢) for ¢ less than 7 + 1 and
for ¢ greater than to — 1. With these conditions, the model has the follow-
ing format:

X(T)=AX(T)+ ¥Y(I)
X(T—1D)=AX(T— 1)+ FOZT—-1)+Y(T—1)
X(T—2)=AX(T—2)+ FOZT -2+ FDZ(T—-1)+Y(T—2) (8)

X@) = AX(:) FFOZO+FWOZe+ D+ ..+ FTZg +) + Y(t,)

X(tg) = AX(te) + FOZ(ty) + FVZ(tg + 1) + ...+ FPZ(ty + 7)

+ Y(t)

1= min  (X(T)—X(7));0
Z(T — 1) = max [t0<‘r<T ]

Ay min XT—1D—X(1);0
LT —2) = max [ro<r<T—1 }

Z(to.) = max [(X(t0 + 1)—X(t0);0]

An iterative method — a modification of the Gauss—Seidel proce-
dures — hasbeen used to solve the equation system. The program proceeds
from aninitial “‘guess”, the elements of which are set to zero. The program
then defines a sequence of approximations which, in principle, converge
to the solution.

Briefly, the algorithm is as follows: the Gauss—Seidel iteration proce-
dure is used to solve the first subsystem

X(T)=AX(T) + Y(T)

Clearly the solution X(T) to this subsystem does not depend on the other
variables of system (8). The kth cycle of the iterative algorithm for solving
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the remaining part of equation system (8) constitutes one execution of the
following two-step procedure.

Step 1. The Gauss—Seidel procedure is used to solve the equation
system

X(T—1D)=AX(T—- D+ FOZT—- 1)+ Y(T—1)

X(ty) = AX(ty) + FOZ(t) + FDZ(15 + 1)
4o+ FOZe + 3) + Y(1)

Vectors Z(t), (t =ty,..., T— 1) are considered given from the k — 1
cycle.

Step 2. Compute the values of vectors Z(t) (t =tg, ..., T— 1) by
using the components of vectors X(¢) (r = 1, 2, ..., T), obtained from step
1, and return to step 1.

A necessary condition for the convergence of this procedure is that
matrix A be a so-called convergent matrix, i.e. that lim,,. A™ =0.
Matrix A is convergent if all eigenvalues of A are less than 1 in absolute
value; in that case, matrix /—A is nonsingular, where matrix / denotes the
identity matrix. Step 2 of the iterative algorithm is concerned primarily
with solving linear-equation systems of the type X = AX + b where matrix
A is the same for every time period (¢t =1, ..., T— 1) and only vector b
differs.

Although from the computational point of view it would seem more
efficient to determine in advance the inverse of matrix /—A4 and to use this
for solving the equation system, the authors have not done so because the
inversion procedure would increase the core requirements of the program
by a factor of 2.

From the economica} point of view, it is convenient to provide data
for matrices F(®), ..., F{7) in the form of matrices C, Sy, ..., S+, where
C is the matrix of expenditures coefficients for energy equipment per unit
of capacity, and matrices S,, ..., S¢ are the coefficients of capital invest-
ment, material, and equipment distribution for each year of the construc-
tion period. The elements of matrices F(°), ..., F(7) are computed by
multiplying the corresponding elements ot matrices C, Sy, ..., S$.
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4 DESCRIPTION OF THE COMPUTER PROGRAM

4.1 GENERAL CHARACTERISTICS

IMPACT was programmed in Fortran. Two versions of the model are avail-
able: the first version for use on the IBM 370; and the second one for use
on the PDP 11/70 computer, which is operating at IIASA. For each of the
versions there are three executable programs:

—~ IMDATA (input conversion and data modification)
~ IMSETUP (model setup)
— IMSOLVE (solution algorithm)

The components of the IMPACT model system are shown in Figure 6.

All three programs run standalone under UNIX within the 56K word
limit of the PDP 11/70. There are almost no limits on the model size of
the PDP 11/70 because the core used for data storage depends only linearly
on the size of the coefficient matrices.

IMPACT runs cn the IBM 370 for the YM/370-CMS environment.
Since the model operates almost entirely in-core, model size had to be lim-
ited to a maximum of 156 rows and 156 columns for matrices 4, F°, ...,
F(7)_ Although the IBM 370 is less convenient than the PDP 11/70, the
speed of execution of the IBM 370 is greater: a factor of some 30 exists
between the time required tosolvea problem on the IBM 370 as compared
with the PDP 11/70, with a running time of 3 to 7 minutes on the IBM 370.
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4.2 THE IMPACT PROGRAM SYSTEM
4.2.1 Program IMDATA

Program IMDATA, which is the first component of the interactive IMPACT
system for the VM/370-CMS environment, is designed to create and main-
tain data file IMOLD containing the coefficients of matrices 4, C, S,, ...,
S7, where

A is the matrix composed of matrices A, , A,, ..., 4¢

C is the matrix of expenditure coefficients for energy equipment
per unit of capacity

S, is the matrix of capital investment, material, and equipment dis-
tribution coefficients for each year 7 of the construction period
0<7r<7?

The sequence of operations executed in a program run is controlled by
the user through interactive control commands and control variables. The
procedures that can be initiated by the control commands are:

— INPUT (reads matrix data cards)

— MODIFY (reads correction data for modifying the matrices)

— LIST (displays the model matrices 4, C, Sy, ..., S7 in various
formats)

INPUT specifies matrix A and matrices C, S,, ..., S3. INPUT reads
the input data from file IMPCOEF, converts them into compact internal
representation, and stores the converted data in file IMOLD. Only one
IMOLD file can exist at a time; previously created IMOLD files must be
renamed for future use before the current invocation of IMDATA. (For
the organization of the file IMPCOEF and for the setup of the data deck
for the INPUT procedure, see Section 5.1.2.)

The MODIFY procedure updates elements of matrices 4, C, Sy, ...,
S according to the input data given in file IMPCOEF. Corrections to ele-
ments of matrices A, C, S,, ..., S3 are contained in file IMPCOEF. The
setup of the data deck for the MODIFY procedure is given in Section 5.1.2.
The MODIFY procedure uses data file IMOLD as the input file, and the
updated file is written either back to the file IMOLD or to a new file
IMNEW.

The LIST procedure displays on the standard printing device the en-
tire matrices or selected parts thereof,
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The control commands and the control variables for program IMDATA
are discussed in Section 5.1.1.

Program IMDATA consists of one main program with seven sub-
routines; the subroutines are as follows:

Model input and modify level

INPUT (controls input and modifying level)

CUTA (inputs or modifies matrix A)

CUTF (inputs or modifies matrices C, S, ..., S%)

SUB (updates or creates model coefficients of file IMOLD)

Model output level

PRINT (controls printing matrices)
BER (prepares submatrices for printing)
LIST (displays submatrices in tabular form)

Figure 7 is a flow chart of the major subroutines and data files of program
IMDATA.

4.2.1.1 MAIN PROGRAM

The main program opens input file IMPCOEF and data file IMOLD and
calls subroutines INPUT and PRINT. Both the input and the output levels
are controlled interactively. Program IMDATA has its own simple com-
mand language, consisting of seven control commands and eight control
variables. A description of the control commands and control variables is
given in Section 5.1.1,

4.2.1.2 SUBROUTINE INPUT

Subroutine INPUT manages the input and modify level. After all necessary
parameter variables have been entered (see Section 5.1.1), the program
reads file IMPCOEF. Subroutine PRODN reads product names; subrou-
tines CUTA and CUTF read, respectively, A-MATRIX and F-MATRIX data
cards. After the EOJ (end of data deck) card has been encountered, the
program calls subroutine SUB to either update file IMOLD, if it exists, or
create a new file, IMNEW.
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4.2.1.3 SUBROUTINE PRINT

Subroutine PRINT manages the output level. After values of the control
variables giving the name of the matrix and the index of the submatrix to
be printed have been prompted, subroutine BER is called to prepare the
submatrix for printing. The chosen submatrix is then displayed by subrou-
tine LIST.

4.2.2 Program IMSETUP

Program IMSETUP, which is the second component of the interactive
IMPACT system for the VM/370-CMS environment, is used to set up
IMPACT for solution. Program IMSETUP creates the output file IMP-
MTRX from matrices 4, F(®) ..., F(7) from the exogenous values for
annual energy production (X,) and for additional capacities in the ESS
(Z.), and from the model parameters, starting year (¢,), finishing year
(T), and number of F (*) matrices, i.e., lag value 7 plus 1. The elements
of matrix F{(7) are computed by multiplying the corresponding elements
of matrices C and S7.

Program IMSETUP uses as input the data file IMOLD (maintained by
program IMDATA) and data file IMPVER which contains the exogenous
variables X, and Z,. Annual energy production (X, ) is given for every nth
year; program IMSETUP interpolates linearly the value for the other years.
Additional capacities in the ESS (Z,) are given as the sum of capacity val-
ues for n consecutive years. A prescribed distribution function distributes
these values over the other years. The format of file IMPVER, which
should be prepared by the user, is given in Section 5.2.2.

The output of program IMSETUP is file IMPMTRX. Only one
IMPMTRX file can exist at a time; previously created IMPMTRX files
should be renamed. Execution time for IMSETUP is short.

Program IMSETUP consists of one main program with five subrou-
tines; the subroutines are as follows:

Model coefficient setup level

SUB (controls setup level)

ACONYV (sets up coefficients of matrix A) .
FCONV (sets up coefficients of matrices F(°?, ..., F(7))
SZET (auxiliary subroutine for subroutine FCONV)
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Exogenous vector setup level

INTERP (interpolates annual values for vectors X, (r) and Z.(1))

Figure 8 is a flow chart of the major subroutines and files of program
IMSETUP.

4.2.2.1 MAIN PROGRAM

The main program opens data files IMOLD and IMPVER, initializes the
parameters, and calls subroutines ACONV, FCONV, and INTERP in order
to set up file IMPMTRX. The setup is controlled interactively. Program
IMSETUP has its own simple command language, consisting of about three
control commands and six control variables. A description of the control
commands and control variables is given in Section 5.2.1.

4.2.2.2 SUBROUTINE ACONV

Program IMSOLVE uses matrix 4 in the same format as it is stored in data
file IMOLD; thus, the program’s setup requires only slight modification to
the storage format and its copying from the data base to file IMPMTRX.
Changes in the coefficients of matrix A can be made by using the inter-
active command CHANGE. These modifications can be made only in file
IMPMTRX.

4.2.2.3 SUBROUTINE FCONV

Subroutine FCONV computes the elements of matrices F(°) .. F,
The user submits the data for matrices F(®) in the form of matrices C, So,
..., 89, where C represents the matrix of expenditures for energy equip-
ment per unit of capacity, and matrices Sy, ..., S5 represent the coeffi-
cients of capital investment, material, and equipment distribution for each
year of the construction period. The elements of matrices F(°) are com-
puted by multiplying the corresponding elements of matrices C, S, ...,
S7. Temporary changes in the elements of matrices C, Sy, ..., S¢ can be
made interactively by using the control command CHANGE. These mod-
ifications can be made only in file IMPMTRX.
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4.2.24 SUBROUTINE INTERP

Subroutine INTERP opens and reads file IMPVER which contains exog-
enous values for X, and Z,. For thesetup of the data deck of file IMPVER
see Section 5.2.2. The values for X, are given for every nth year; if the
step size n is greater than 1, subroutine INTERP interpolates linearly the
values for the other years. The values for Z, are given as the sum of addi-
tional capacity values of n consecutive years. If step size n is greater than
1, subroutine INTERP distributes these values over the other years by a
prescribed distribution function, which can be changed temporarily by the
control command DISTR.

4.2.3 Program IMSOLVE

Program IMSOLVE, which is the third component of the interactive
IMPACT system for the VM/370-CMS environment, is designed to solve
IMPACT. Program IMSOLVE uses data file IMPMTRX produced by pro-
gram IMSETUP.

The equations of the model are normalized for each of the endog-
enous variables. The two groups of endogenous variables are

X (¢), the vector of output of energy-related sectors in the year ¢
Z(1), the vector of new additional capacities of energy-related sectors
in the year ¢

The equation system consists of linear equations, which are normal-
ized for vector X(¢), and of nonlinear equations, which are normalized for
vector Z(¢). The linear equations are divided into a constant part and a
function part. The constant part contains predetermined variables and pa-
rameters; the function part contains current endogenous variables and their
coefficients.

The equation for time period ¢ can be expressed as

X =AX()+ f(0)

where

AX(t) is the function part of the equation
fy(¢)) is the constant part of the equation
X(¢#) is the vector of an endogenous variable
y(¢) is the vector of predetermined variables consisting of exog-
enous vectors X, (t) (annual energy production in the year ¢)
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and Z,(¢t) (required additional capacities in the ESS in the
year t), and of endogenous vector Z(¢) whose values are com-
puted by the nonlinear equations

The nonlinear equations normalized for vector Z(¢) have the following
format at time period ¢:

min (Xt + 1) — X(1)); 0]

Z(¢) = max [to<r<t

wherei t, denotes the starting time period.

From the point of view of the algorithm, these nonlinear equations
are not real equations requiring solution, since the values of vector Z(¢) are
determined from the values of vector X(¢) which are computed by the lin-
ear equations.

The major iteration of the algorithm is composed of two phases:

Phase 1: Solving the linear equation system for every time period with
predetermined values of vector Z(t) (The Gauss—Seidel procedure,
which solves the subsystem for a given time period ¢, is called a minor
iteration.)

Phase 2: Computing the values of vector Z(¢) from the values of vec-
tor X(¢) obtained by phase ]

The major iteration process should be repeated until values of both
vectors-X(¢) and Z(¢t) are found to a given accuracy.

Program IMSOLVE consists of a main program with 16 subroutines.
The subroutines are as follows:

Model input level

OLV (inputs matrices 4, F(®), ..., F(T))
ZNAMI (inputs product names)
DEFX (inputs vectors X (¢) and Z.(#))

Algorithm

DINSOL (controls the major iteration)

Z3B (sets up the right-hand side of the linear equation system at a given
time period ¢)

SOLS (solves the linear subsystem)

ZN (computes new additional capacities for all sectors)

DEC (auxiliary procedure)
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Model output level

PRISOL (generates the solution from files recorded by algorithm pro-
cedures)

FILW (auxiliary subroutine for subroutine PRISOL)

TABL (displays matrices in tabular form)

LISTX (auxiliary subroutine for subroutine TABL)

LISTAZ (auxiliary subroutine for subroutine TABL)

CUT (auxiliary subroutine for subroutine TABL)

BILD (plots the solution)

SOS (displays error messages)

Figure 9 is a flow chart of the major subroutines and files of program
IMSOLVE; Figure 10 is a flow chart of the algorithm.

4.2.3.1 MAIN PROGRAM

The main program opens data file IMPMTRX and initializes the parameters
required for the solution. Subroutines OLV, ZNAMI1, and DEFX read, re-
spectively, the coefficients of matrices 4, F 0y . FU7) the product
names, and the exogenous vectors X.(¢) and Ze(t). The initial values of
output X(¢) and of capacity Z(¢) are either read from file IMBASIS by sub-
routine DEFX (which could have been created by the previous run of pro-
gram IMSOLVE containing the model solution) or they are set to zero.
After all necessary parameters have been entered, the program calls sub-
routine DINSOL. Control is returned to the main program after a solution
has been found to the specified accuracy or the limit on the number of
major or minor iterations has beenreached. At this time the user can make
changes to the parameters and continue, or he can print the results and
quit.

4232 SUBROUTINE DINSOL

Subroutine DINSOL manages the major and minor iterations of the
algorithm. A major iteration consists of solving a linear equation system
for every time period and then computing new additional capacities for
all sectors. During a minor iteration step, subroutine ZB is called to cal-
culate the right-hand side of the linear equation system at a given time pe-
riod. Thereafter program IMSOLVE calls subroutine SOLS. Control is
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returned to subroutine DINSOL after a solution has been found to the
linear equation system.

After the minor iteration step has been carried out for every time pe-
riod, the program calls subroutine ZN to compute the values of new addi-
tional capacities for all sectors. After the solution to the model is found,
the solution vectors are recorded and the direct expenses are calculated for
every time period by calling subroutines ZB and SOLS.

4.2.3.3 SUBROUTINE ZB

Subroutine ZB is used to set up the right-hand side of the linear equation
system at a given time period. This is computed from the following:

)—(e (1), the vector of annual energy production in the year ¢
Z.(1), the vector of required additional capacities in the
ESS in the year ¢
Z(t), the vector of new additional capacities in energy-
related sectors in the year ¢
matrix F3"—9 whose coefficients are the capital investments in the
year t to put into operation the capacities of the ESS
and the energy-related sectors in the year 7

4.2.34 SUBROUTINE SOLS

Subroutine SOLS manages the solution to the linear equation system at a
given time period ¢ by means of the Gauss—Seidel procedure. If the model
is solved for 75 periods, then subroutine SOLS is called 75 times during
one major iteration step.

4.2.3.5 SUBROUTINE ZN

Subroutine ZN is called from subroutine DINSOL at the end of a major
iteration step in order to compute new additional capacities for all sectors.

4.2.3.6 SUBROUTINE PRISOL

After a solution to the model system has been obtained, subroutine
PRISOL is called upon to prepare it for direct printing; thereafter subrou-
tine LISTAZ and/or subroutine BILD is called upon to display the solution
in tabular form and/or in the form of plotted time functions.
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5 USER GUIDE

5.1 RUNNING PROGRAM IMDATA
5.1.1 Prompting Sequence

At the beginning of each run, IMDATA prompts the user for the control
commands and for the values of the control variables which hold the infor-
mation needed to run the problem.

There are three types of control:

— Control commands, which regulate the execution of the tasks

~ General information control variables, which contain the user’s
choice of model parameters — e.g., size of the matrices, lag value

— Parameter control variables, which are the parameters for the pro-
gram

Each control variable has a default setting. The default setting, along
with the description of its prompt, is given below. In order to specify the
default value, the user hits the return key in response to the prompt. All
prompts requiring a YES or a NO response have a default YES. The initial
prompts appear at the user terminal in the order given below, and should
be responded to as indicated.

5§.1.1.1 CONTROL COMMANDS

ENTER THE LEVEL DESIRED. The level of input indicates whether to
input new matrices or to update existing ones. The different levels and the
corresponding control commands are given below.
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Input Level. New coefficient matrices are read from file IMPCOEF and
a new data file IMOLD is created. The control command for INPUT has
the form INPUT [one or more options], where any one of the following
options is possible:

OLD: converted data are written to the file IMOLD rather than
to file IMNEW.

NEW: the updated matrices are directed to file IMNEW; but
this option is default.

ERR: in the presence of an input error during the input level,
the data file IMOLD is not created. Default: the data
file IMOLD is created if there are no fatal errors.

NOPROM: default values are set for all parameter variables rather
than prompt for their values. Prompting for general in-
formation control variables is not suppressed.

Modify Level. Existing data file IMOLD is revised. The control com-
mand for MODIFY has the form MODIFY [one or more options] where
any one of the following options is possible:

OLD: updated matrices are copied back to file IMOLD rather
than copied to file 'MNEW.

NEW: the updated matrices are directed to file IMNEW; but
this option is default.

ERR: in the presence of an error during the modify level, the
matrix updating is not carried out; the entire revise deck
is processed in order to catch as many errors as possible.
Default: the updated file IMOLD is produced if there are
no fatal errors.

NOPROM: default values are set for all parameter variables rather
than prompt for their values. Prompting for general in-
formation control variables is not suppressed.

Output Level. The program displays on the standard printing device
the entire matrices or selected parts thereof. The control command for
OUTPUT has the form LIST [one or more options] where any one of the
following options is possible:

OLD: matrix coefficients are retrieved from file IMOLD rather
than from file IMNEW.
NEW: default.



86

NOPROM: default values are set for all parameter variables rather
than prompt for their values.

5.1.1.2 GENERAL INFORMATION CONTROL VALUES

ENTER THE NAME OF THE INPUT DECK. The first card of the data
deck contained in file IMPCOEF is always a NAME card, which gives a
user-specified name to the data deck so that the data may be identified.
After the user enters a name, the program compares it with the name given
on the NAME card. An incorrect name results in a ‘““failure to open file”
error, and the prompt asking for the name of the data deck reappears. This
prompt appears only at the input and modify levels.

DO YOU WISH TO USE INDEX INSTEAD OF NAME. This prompt
appears only at the input and modify levels. The elements of the matrices
in file IMPCOEF are identified either by name or by index. If names are
used to identify matrix elements, then either file IMPCOEF has a PRO-
DUCTS section defining the sequence of the product names, or file IMOLD
contains a set of product names defined in a previous run. YES is typed
if indices have been used in file IMPCOEF. NO is typed if names have been
used. Defaulr: YES.

ENTER THE ORDER OF MATRICES. This prompt specifies the
order of matrices 4, C, Sy, ...,S%. Default: use either the value of the
order stored in file IMOLD, if it exists, or 156.

ENTER THE LAG VALUE. This defines the maximum number of
S; matrices stored in file IMOLD. Default: use either the lag value stored
in file IMOLD, if it exists, or 6.

5.1.1.3 PARAMETER CONTROL VARIABLES

ENTER THE ZERO TOLERANCE. This specifies the tolerance below
which a matrix element is set to zero. The tolerance value is 10~ 5, where
S is the number specified by the user. Default: 8.

ENTER THE NAME OF THE MATRIX TO BE PRINTED. This
prompt, which appears only at the output level, specifies the name of the
matrix to be printed. The possible choices are:

A for A matrix
C for C matrix
S0 for Sy matrix
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S1 for.S, matrix

S6 for S, matrix
Default: A

ENTER THE INDEX OF THE SUBMATRIXTO BE PRINTED. This
prompt, which appears only at the output level, determines the submatrices
of the above specified matrix which should be printed. The indexing of
the submatrices is shown in Figures 4 and 5. Default: all. (All submatrices
of the above defined matrix will be printed.) After the level has been cho-
sen by means of a control command and the control variables have been
entered, the system prompts one of the following messages according to
the chosen level:

AT LEVEL INPUT. NEXT?
AT LEVEL MODIFY. NEXT?
AT LEVEL LIST. NEXT?

The answer can be any one of the following options: EXEC, CONTINUE,
RESTART, or STOP. By entering command EXEC, the system completes
its work at the defined level and returns with one of the three prompts de-
fined above. By entering command CONTINUE, the system remains at the
same level, but restarts prompting for the parameter variables. By entering
command RESTART, the system restarts with the prompt ENTER THE
LEVEL DESIRED. By entering command STOP, the program closes all
the files and finishes off.

5.1.2 Format of Data Cards and Organization of Data Deck
for File IMPCOEF

The data file IMPCOEF for the INPUT and the MODIFY procedures con-
tains four types of cards in all cases:

— A NAME card, which is always the first in a data deck

— Section-header cards, which specify the type of data that follows
— Data cards, which contain the actual data values

— An EOJ card, which is always the last card in a data deck

Comment cards, identified by a character C in column 1, may be inserted
anywhere in a data deck.
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5.1.2.1 NAME CARDS

The NAME card gives a user-specified name to the data decks so that the
data may be identified. A NAME card has the following format:

Columns 1 -4: NAME
Columns 9—16: name assigned by user

The name may contain from one to eight characters.

5.1.2.2 SECTION-HEADER CARDS

The data deck consists of data cards grouped according to the type of data
they contain; a group of cards containing similar type of data is called a
section. The first card of a section is always a section-header card identify-
ing the type of data in that section. The types of data in a data deck are:
PRODUCTS, A-MATRIX, and F-MATRIX. Section-header cards contain
only one word specifying the type of data cards that follows. The first
character must be in column 1.

5.1.23 DATA CARDS

Data cards are divided into ““fields” — that is, consecutive card columns.
The section-header card determines the field structure of the data cards.
The three types of data cards are discussed below.

Product-Name Data Cards. PRODUCTS data cards specify the pro-
duct names to be assigned to the rows and columns of the matrix. Because
the ith row refers to the same product as that in the ith column, the pro-
duct names should be defined only for the rows.

The format of a PRODUCTS data card is:

Columns 1—4: blanks
Columns 5—10: product names

In columns 5 to 10, blanks are considered characters and are not suppressed.

A-MATRIX Data Cards. A-MATRIX data cards define the actual val-
ue of the matrix elements in terms of row vectors. It is not necessary to
specify the value if the coefficient is zero. The format of the A-MATRIX
data card is shown in Table 3.

Field 1 gives the name or the index of the row that contains the
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elements specified in the fields that follow. Field 2 contains the name or
the index of a column in which an element is to be entered. Field 3 con-
tains the value of the element to be entered in the column and in the row
of fields 1 and 2. Field 4 is optional and is used like field 2. Field 5 is op-
tional and is used like field 3. Fields 6 to 9 are optional and are used like
fields 2 and 3. All names in fields 1, 2, 4, 6, and 8 of the data card must
consist of from one to six alphanumeric characters. If the fields give indices,
then these should be numeric values. The matrix elements must be spec-
ified by rows — that is, all coefficients referring to the same row name
(field 1) must be contiguous.

F-MATRIX Data Cards. F-MATRIX data cards specify the actual val-
ues of matrices C, Sy, ..., S7. The format of the F-MATRIX data card
is shown in Table 4.

Field 2 identifies the name or the index of the row. Field 3 identifies
the name or the index of the column of the matrices C, Sy, ..., So,, and
S+ in which the elements specified in fields 4 to 7 are to be entered.

If the time lag 7 is greater than S, then the values of matrices C, S,
..., 87 should be defined by more than one card. The first card, which
contains a blank field 1, defines the values of matrices C, S,, S, S, ...,
S5 ; the continuous cards, which contain the character * in field 1, define
the values of matrices S, ..., Sp.

All matrix elements must be specified by rows - that is, when one ele-
ment is given, all other elements in that row where the element of matrix
C is other than zero must also be entered before another row can be men-
tioned. Zero entries should not be specified because they will be filled in
automatically by the system.

5.1.24 EOJ CARDS

The EOJ card, which indicates the end of the data deck, has the following
format:

Columns 1-3: EOJ

5.2 RUNNING PROGRAM IMSETUP
5.2.1 Prompting Sequence

At the beginning of each run, IMSETUP prompts the user for the control
commands and for the values of the control variables which hold the
information needed to run the problem.
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TABLE 3 Format of A-MATRIX data cards for file IMPCOEF.

Field Column Content

1 5-10 Name or index
2 12-17 Name or index
3 18-25 Value

4 26-31 Name or index
5 32-39 Value

6 4045 Name or index
7 46-53 Value

8 54-59 Name or index
9 60—67 Value

TABLE 4 Format of F-MATRIX data cards for file IMPCOEF.

Field Column Content
1 1 Blank or *
2 5-10 Name or index
3 12-17 Name or index
4 18-25 Value
5 26-33 Value
6 34-41 Value
7 42-49 Value
8 50-57 Value
9 58-65 Value
10 66-73 Value

There are three types of control:

— Control commands, which regulate the execution of the tasks

— General information control variables, which contain the user’s
choice of model parameters — e.g., size of matrices, lag value

— Parameter variables, which are the parameters for the program

Each control variable has a default setting. The default setting, along
with the description of its prompt, is given below. In order to specify the
default values, the user hits the return key in response to the prompt. All
prompts requiring a YES or a NO response have a default YES. The initial
prompts appear at the user terminal in the order shown below, and should

be responded to as indicated.
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5.2.1.1 CONTROL COMMANDS

Three commands are recognized by program IMSETUP. These can be en-
tered only after the system has prompted the message ENTER CONTROL
COMMANDS and the character * has appeared on the line following the
above message. After a command has been issued from the terminal, the
response is always the character *. If no additional control commands are
to be entered, then the user hits the return key on a blank line, i.e., nothing
is typed after the last carriage return.

The following control commands are accepted: CHANGE, DISTR,
STOP.

The control command CHANGE is used if the user wishes to change
the coefficient of the matrices 4, C, S, ..., S% for only one model run
without changing the datain file IMOLD. The control command CHANGE
has the form CHANGE [one or more options] where any one of the fol-
lowing options is possible:

A: temporary changes are made in matrix A; default: no changes

C: temporary changes are made in matrix C; default: no changes

SO: temporary changes are made in matrix S, ; default: no changes

SN: temporary changes are made in matrix Sy ; symbol N represents
any integer value in the range [1,7 |; default: no changes

If control command CHANGE was issued from the terminal, the program
will ask to enter the modifications by prompting the message ENTER
MODIFICATIONS FOR MATRIX ‘“name’’, where name represents one
of the matrix names used as one of the arguments of the control command
CHANGE. These messages appear only after all prompts for values of the
control variables have been answered. The modifications for matrices
should be entered in the format of an A-MATRIX data card. In order to
return to the program, the user hits the return key on a blank line, i.e.,
nothing is typed after the last carriage return. Then the program prompts
for confirmation of the modification MODIFICATIONS CONFIRMED?
YES/NO. NO is typed if the user wishes to repeat the modification phase.

The control command DISTR is used if the user wants to change the
distribution function by which the sum of additional capacities is distrib-
uted over a given time interval. The command DISTR has the form DISTR
[n] where the integer value n represents the value of the step size, i.e., the
length of the distribution vector. Default: 5. The distribution vector is
entered in response to the prompt ENTER DISTRIBUTION VECTOR.
The actual values of the distribution are typed in as many lines as the
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dimension of the distribution vector. The values are entered in the first
12 positions of the line. After receiving the last value, the program prompts
VALUES CONFIRMED? YES/NO. In the presence of any error in typing,
the answer is NO, in which case the user can retype the whole distribution
vector. In order to stop the execution of the program, the user commands
STOP.

5.2.1.2 GENERAL INFORMATION CONTROL VARIABLES

ENTER THE NAME OF THE INPUT DECK. The first card of the data
deck contained by file IMPVER is always a NAME card. The NAME card
gives a user-specified name to the data deck so that the data may be iden-
tified. After entering a name chosen by the user, the program compares
it with the name given on the NAME card. An incorrect name results in
a ‘““failure to open file” error, and the prompt asking for the name of the
data deck reappears: DO YOU WISH TO USE INDEX INSTEAD OF
NAME. The exogenous energy productions in file IMPVER are identified
either by name or by index. YES is typed if the user has used indices in
file IMPVER; NO is typed if the user has used names. Default: YES.

ENTER THE LAG VALUE. This defines the number of F(*) ma-
trices for setting up the solution to the model.

ENTER THE STARTING YEAR. This defines the starting year of
the time interval during which the model is solved. Default: 1975.

ENTER THE FINISHING YEAR. This defines the upper limit of the
time interval during which the model is solved. Default: 2028.

5.2.1.3 PARAMETER CONTROL VARIABLES

ENTER THE ZERO TOLERANCE. This specifies the tolerance below
which an element is set to zero. The tolerance value is 10~ 5, where S is the
number specified by the user. Default: 8.

5.2.2 Format of Data Cards and Organization of Data Deck
for File IMPVER

The data file IMPVER for the SETUP procedure contains four types of
cards:

— A NAME card, which is always the first in a data deck
— Section-header cards, which specify the type of data that follows
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— Data cards, which contain the actual data values
— An EOJ card, which is always the last card in a data deck

Comment cards, identified by a character C in column I, may be inserted
anywhere in a data deck .

5.2.2.1 NAME CARDS

The NAME card gives a user-specified name to the data decks so that the
data may be identified. It has the following format:

Columns 1—-4: NAME
Columns 9—16: name assigned by user

The name may contain from one to eight characters.

5§.2.2.2 SECTION-HEADER CARDS

The data deck consists of data cards grouped according to the type of data
they contain; a group of cards containing similar type of data is called a
section. The first card of a section is always a section-header card identify-
ing the type of data in that section. The types of data in a data deck are:
OUTPUT and CAPACITY. Section-header cards contain only one word
specifying the type of data cards that follows. The first character must be
in column 1.

5.2.2.3 DATA CARDS

Data cards are divided into ten fields. The type of data cards as defined
by the section cards determines the content of each field, but all data cards
follow the same general format. In this section, field 1 always refers to
card columns 3 to §; field 2 to card columns 10 to 13; and so on. The for-
mat of the data cards is shown in Table 5.

All the names contained in field 1 of the data cards must consist of
from one to five alphanumeric and special characters. Eleven characters,
which include a decimal point, define all numeric values appearing in fields
2 to 8. Specification of a sign is optional. If a sign is not specified, the plus
sign (+) is implied. Values presented without a decimal point are inter-
preted as integers. Floating point format is also acceptable—that is, the
Fortran “E” type format.



94

OUTPUT Data Cards. OUTPUT data cards specify the product name
or the index of the energy production variables (X, (#)). Further, they de-
fine the actual value of the elements of these variables over the time inter-
val [T, T,]. Both years T, and T, are specified by control variables.

The actual values of elements of the variables are defined in terms of
vectors; the length of these vectors is equal to the length of the time inter-
val [T,, T, ].

The format of the OUTPUT data card is shown in Table 6.

Fields 5 to 8 are optional and are used only if the values defined by
them are not zeros. All OUTPUT data cards referring to the same energy
production must be contiguous, and the year on these cards should be
increasing with respect to the order of the data cards. Energy production
vectors with zero elements for every time period should not be specified,
because they will be filled in automatically by the system. If the step size
(field 3) is greater than 1, then the values for the other years are interpo-
lated linearly.

CAPACITY Data Cards. CAPACITY data cards specify the values of
the exogenous vector Z,(¢). The values of Z,(¢) are defined over the time
interval [T, T,]. Both years, T} and T,, are defined by control variables.

The format of the CAPACITY data card is shown in Table 7.

Fields 5 to 8 are optional and are used only if the values defined by
them are not zeros. All CAPACITY data cards referring to the same energy
production must be contiguous and the year on these cards should be
increasing with respect to the order of the data cards. Energy produc-
tion with zero additional capacities for every year should not be specified,
because they will be automatically filled in by the system. If the step

TABLE 5 Format of data cards for file IMPVER.

Field Column Content

1 3-8 Name or index
2 10-13 Integer value

3 15—-16 Integer value

4 17-24 Value

S 25-32 Value

6 33-40 Value

7 41-48 Value

8 49-56 Value
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TABLE 6 Format of OUTPUT data cards for file IMPVER.

3}
Dty
®

=
o

Content

Product name or index

Year

Step size

Energy production in year “field 2”

Energy production in year “field 2 plus the step size”

Energy production in year “field 2 plus two times the step size”
Energy production in year “field 2 plus three times the step size”
Energy production in year “field 2 plus four times the step size”

0 ~JO0N N B W -

TABLE 7 Format of CAPACITY data cards for file IMPVER.

Field Content

1 Product name or index

2 Year (1)

3 Step size (n)

4 Sum of additional capacities over time interval [t — n, t — 1]

5 Sum of additional capacities over time interval [¢,f + n — 1]

6 Sum of additional capacities over time interval [t + n, t + 2n — 1}

7 Sum of additional capacities over time interval [t + 2n, ¢ + 2n,¢ + 3n — 1]
8 Sum of additional capacities over time interval [+ + 3n, ¢+ 4n — 1]

size (field 3) is greater than 1, then the capacity sums will be distributed
by a prescribed distribution function over the time interval.

5.2.2.4 EOJ CARD

The EQJ card, which indicates the end of the data deck, has the follow-
ing format:

Columns 1-3: EQOJ

5.3 RUNNING PROGRAM IMSOLVE
5.3.1 Prompting Sequence

At the beginning of each run, IMSOLVE prompts the user for the con-
trol commands and for the values of the control variables which hold the
information needed to run the problem.
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There are three types of control:

— Control commands, which regulate the execution of the tasks

— General information control variables, which contain the user’s
choice of model parameters — e.g., the name of the model

— Parameter control variables, which are the parameters for the
program

Each control variable has a default setting. The default setting,
along with the description of its prompt, is given below. In order to spec-
ify the default value, the user hits the return key in response to the
prompt. All prompts requiring a YES or a NO response have a default
YES. The initial prompts appear at the user terminal in the order
below, and should be responded to as indicated.

5.3.1.1 CONTROL COMMANDS

Five commands are recognized by program IMSOLVE. The commands
can be entered only after the system has prompted the message ENTER
CONTROL COMMANDS and the character * has appeared on the line fol-
lowing the above message. After a command has been issued from the ter-
minal, the response is always the character *. If no additional control com-
mands are to be entered, then the user hits the return key on a blank line,
i.e., nothing is typed after the last carriage return.

The following control commands are accepted: INPUT, SOLUTION,
RESULTS, PRINT, STOP.

For the INPUT command, coefficient matrices and exogenous values
will be read from file IMPMTRX. The control command for INPUT has
the form INPUT [options] where any one of the following options is pos-
sible:

RESTORE: starting values for the output sector (X) and for the ca-
pacity vector (Z) will be initialized by the values read
from file IMBASIS rather than by initializing them to
Zero.

NOPROM: default values are set for all parameter variables rather
than prompt for their values. Prompting for general in-
formation control variables is not suppressed.

For the SOLUTION command, the major algorithm begins by
computing the values of the output and the capacity vectors. The control
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command for SOLUTION has the form SOLUTION [NOPROM]. If option
NOPROM is specified, default values are set for all parameter variables
rather than prompt for their values.

For the RESULTS command, direct expenses are computed using the
the current values of the output and the capacity vectors. The control
command for RESULTS has the form RESULTS [NOPROM]. If option
NOPROM is specified, default values are set for all parameter variables
rather than prompt for their values.

Forthe PRINT command, the solution is displayed in tabular form and
in the form of plotted time functions. The control command for PRINT
has the form PRINT [options] where any one of the following options is
possible:

PLOT: plotting is required.
NOPROM: default values are set for all parameter variables rather
than prompt for their values.

The control command STOP brings the execution of the program to
a close. The control command for STOP has the form STOP [SAVE]. If
option SAVE is specified, the current values of output (X) and capacity
(Z) vectors are stored in file IMBASIS.

5.3.1.2 GENERAL INFORMATION CONTROL VARIABLES

Prompts for general information control variables appear only after an
INPUT control command has been issued.

ENTER THE NAME OF THE PROBLEM. In the setup level the
name given on the NAME card of file IMPVER is stored in file IMPMTRX
so that the model file may be identified. After the user has entered a name,
the program compares this name with that stored in file IMPMTRX. An
incorrect name results in a “‘failure to open file’” error, and the prompt ask-
ing for the name of the model file reappears: DO YOU WISH A SHORT
STATISTIC. If YES is typed, then a short statistic of the model param-
eter is displayed on the terminal.

5.3.1.3 PARAMETER CONTROL VARIABLES

ENTER THE NUMBER OF SIGNIFICANT DIGITS DESIRED AT THE
FINAL SOLUTION. This determines the accuracy desired of the major
algorithm. The algorithm terminates when the relative difference between
two successive approximations is less than 1075 for each element of
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output vector X, where S is the number of digits specified by the user.
Default: 3.

ENTER THE MAXIMUM NUMBER OF MAJOR ITERATIONS. This
sets an upper limit on the number of major iterations in the algorithm.
Should the limit be exceeded before the specified accuracy has been
reached, the user will be given the option to either terminate (STOP com-
mand) or specify a new maximum and continue. Default: 20.

ENTER THE NUMBER OF SIGNIFICANT DIGITS DESIRED AT
THE SOLUTION OF THE SUBSYSTEM. This determines the accuracy
desired for the Gauss—Seidel procedure. The Gauss—Seidel algorithm
terminates when the difference between two successive approximations is
less than 10~ for each coordinate, where S is the number of digits speci-
fied by the user. Default: 5.

ENTER THE MAXIMUM NUMBER OF MINOR ITERATIONS. This
sets an upper limit on the number of Gauss—Seidel iterations. Should the
limit be exceeded before the specified accuracy has been reached, the user
will be given the option to either terminate or specify a new maximum and
continue.

ENTER THE ZERO TOLERANCE. This specifies the tolerance be-
low which an element is set to zero; the tolerance is 10~ 5, where S is the
number specified by the user.
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Appendix A

DATA BASE OF IMPACT

The selection of the energy sectors and of the energy-related sectors included in the
model, as well as the completeness and the quality of the data, depend on the purposes
of the model and the time horizon being considered. For example, the version of
IMPACT that was used at the Siberian Power Institute for 15-year planning purposes
consisted of about 50 energy activities and 60 energy-related activities. The IIASA
version of the model, which is used to evaluate and compare long-range energy strate-
gies for up to 50 years for 7 world regions, includes about 60 energy activities and
about 30 activities for the energy sectors. The sectoral composition of IMPACT as it
exists at IIASA is shown in Table A.1.
Each of the sectoral activities is characterized by the following indices:

— Input coefficient per unit of output (operation and maintenance require-
ments for some materials, equipment, and services)

— Capital coefficient (some material and equipment requirements per unit of
new capacity or per dollar of capital investment)

— Incremental capital/output ratios (specific investment per unit of new capac-
ity)

— WELMM coefficients (specific expenditures of water, energy, land, man-
power, and some limited materials for operation and construction)

—  Typical construction time

— Pattern of lags between construction expenditures and completion of the
plant

In IMPACT, as in any energy-oriented model, the accuracy required of the data
for energy activities must be higher than that required for the energy-related sectors.
Therefore in the construction of the data base of IMPACT particular attention was
paid to the energy part of the data base. Many different sources were analyzed and
used, among them data received from the Bechtel Corporation in the U.S. and from
the IIASA WELMM group.



100

TABLE A.1 Sectoral composition of IMPACT.

Number  Name Abbreviation Unit
Energy sectors

1 Nonconventional oil OIL 3 106 t

2 Nonexpensive oil OIL 1 108 ¢t

3 Intermediate oil OIL 1A 106 t

4 Oil import OILIMP 108 t

5 27217°

6 Gas import GASIMP 10° m3

7 0il pipelines OILPIP 108 t

8 Oil shale mine OILSHL 108 t

9 Oil shale retorting and upgrading SHLOIL 106 t
10 Expensive oil OIL 2 108 t
11 High-gasoline refinery OILREF 106 t
12 Biogas BIOGAS GW(th)
13 Petroleum products: pipelines and

marketing PRPIP 106 t
14 Intermediate gas GAS 1A 10° m3
15 Expensive gas GAS 2 10° m?
16 Nonconventional gas GAS 10° m?
17 Gas pipelines GASP 10° km
18 Cheap gas GAS 1 10° m?
19 Methanol from natural gas MTHGAS 106 t(oe)
20 Natural gas stockpiles STCKPL 10° m3
21 Cheap coal COAL 1 108 t(ce)
22 Intermediate coal COAL 1A 10° t(ce)
23 Expensive coal COAL 2 106 t(ce)
24 2217°
25 Coal gasification (high Btu) CLGAS 10° m?
26 Methanol from coal MTHCL 10 t(oe)
27 Coal liquefaction and refinery CLLIQU 106 t
28 Coal transportation 1 (train)
(coal unit train 10500 t) CLTPNS train

29 Coal import CLIMP 106 t
30 Coal slurry pipeline SLPYPE 103 km
31 Conventional power plants CLPWPL GW(e)
32 Nonexpensive uranjum U203-1 108 t ore
33 Expensive uranium U203-2 108 t ore
34 Uranium mill UMILL 103 t U,04
35 Uranium conversion UCONV 103 t UF4
36 Uranium enrichment UENRCH 103 t SWU
37 LWR fuel fabrication LWRFL 103
38 Light water reactor LWR GW(e)
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TABLE A.1 Continued.

Number  Name Abbreviation Unit
39 727127°
40 LWR fuel reprocessing LWRRPR 103 ¢
41 FBR fuel fabrication FBRFL 103 t
42 Fast breeder reactor FBR GW(e)
43 FBR fuel reprocessing FBRRPR 103 ¢
44 HTGR fuel fabrication and

reprocessing HTGRFL 103 ¢
45 High temperature reactor HTGR GW(e)
46 Hydrogen, thermochemical H2THRM 10° m3
47 Hydrogen pipeline H2PYPE 103 km
48 Solar power plant (tower) SOLARE GW(e)
49 Pump storage PUMPST GW(e)
50 Geothermal power complex GEOTH GW(e)
51 Solar heating SOLARH GW/yr
52 Nuclear coal gasification NCLGAS 10° m3
53 Hydrogen, electrolytic H2ELEC 10° m3
54 Hydropower plants (expensive) HYDRO?2 GW(e)
55 Hydrogen liquefaction and storage H2LIQU 108 t
56 Electricity transmission and

distribution ELTRNS GW(e)
57 Hydropower plants (nonexpensive) HYDROI GW(e)
58 Gas distribution GASDST 10° m3
59 Plants with sulphur dioxide removal SO2REM GW(e)
60 District heat DISHT GW(th)
Energy-related sectors
61 Iron ores mining IRNORE 10® US$
62 Primary iron and steel manufacturing IR+STL 10% US$
63 Fabricated metal products MTLPRD 10® US$
64 Nonferrous metal ore mining NFEROR 108 US$
65 Nonferrous metals manufacturing NFERMT 10° US$
66 Chemical products CHEMPR 108 US$
67 Plastic and synthetic materials PLSTIC 10% US$
68 Petroleum products PTRLPR 10® US$
69 Stone, clay and glass products BLDMTR 10® US$
70 Lumber and wood products LMBWOD 10 US$
71 Miscellaneous materials MSCLMT 10% US$
72 Total materials TOTMT 10° US$
73 Engines and turbincs ENGIN 108 US$
74 Electrical equipment ELEQP 105 US$

75 Mining equipment MINEQP 108 US$
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TABLE A.1 Continued.

Number  Name Abbreviation Unit
76 0il field equipment OILEQP 10° US$
77 Construction equipment and CNSEQP 10 US$
machineries
78 Material handling equipment MHNDL 10° US$
79 Metalworking machineries MWDRK 10¢ US$
80 Instrumental and control INSTR 10° US$
81 Transportation equipment TRNEQP 10® USS
82 Special industry equipment SPCEQP 10° US$
83 General industry equipment GENEQP 10° US$
84 Fabricated plate products PLTPRD 108 US$
85 Miscellaneous equipment MISEQP 10° US$
86 Total equipment TOTEQP 10® US$
87 72217°
88 72727°
89 Export goods I EXPRTI 10° US$
90 Export goods II EXPRT2 10° US$
91 Construction in energy sectors ENCNST 10° US$
92 Construction (energy-related) CNSTRC 108 US$
93 Transport (energy-related) TRNSP 10° US$
94 Maintenance and repair construction M+REPR 10° US$
95 Trade TRADE 108 USS$
96 Communication CMUNIC 10% US$
CAPITAL INVESTMENT
Energy supply system (direct investment)
97 0Oil industry OILINV 10® USS
98 Natural gas industry GASINV 108 US$
99 Coal industry CLINV 10® US$
100 Synthetic fuel industry SYNTET 10% US$
101 Fuel transportation FLTRNS 10° US$
102 Fossil fuel fired power plants PWRPL 10° US$
103 LWR LWRIN 10% US$
104 FBR FBRIN 10° US$
105 Fuel cycle FLCICL 10% US$
106 Solar, geothermal, and hydropower
plants SOLGEO 10¢ US$
107 Electricity transmission and
distribution ELTRNS 10° US$
108 Hydrogen H2 10° US$
109 Other direct investments OTHER 10° US$
110 Total direct investment {construction
and owner cost) TOTDIR 10 US$
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Number Name Abbreviation Unit
111 Total construction cost CONSTC 108 US$
Energy-related sectors (indirect investment)
112 Ferrous metallurgy and mining

industry FERMET 10% US$
113 Nonferrous metallurgy NFRMET 108 US$
114 Building materials industry BLDMTR 10® US$
115 Chemical industry CHEMIN 10® US$
116 Machinery MACH 10® US$
117 Other industries OTHIND 10° US$
118 Nonenergy transport TRNSP 108 US$
119 Building industry BLDIND 10® US$
120 Export (to compensate fuel import)  EXPORT 10® US$
121 Total indirect investment TOTIND 106 US$
WELMM
Manpower
122 Oil and gas extraction MOILGS 10® person yr/yr
123 Coal mining MCOAL 10 person yr/yr
124 Synthetic fuel production MSYNT 10 person yr/yr
125 Fuel transportation and distribution =~ MFLTRN 10 person yr/yr
126 Electricity transmission and

distribution MELTRN 103 person yr/yr
129 Power generating PWRGNP 10 person yr/yr
130 Total direct operating manpower TOTDOP 103 person yr/yr
131 Indirect operation manpower INDOP 10® person yr/yr
132 Direct construction manpower DIRCNS 10® person yr/yr
133 Indirect construction manpower INDCNS 10 person yr/yr
140 Unskilled labor (direct operating

requirements UNSILL 103 person yr/yr
Land
127 Right-of-way LNDTEM km?
128 Fixed LNDPRM  km?
Materials
134 Steel FERMET 106 t
135 Cement CEMENT 106 ¢
136 Lead LEAD 103 t
137 Copper COPPER 103 t
138 Aluminum ALUMIN 103 t
139 Water WATER 10 m3
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TABLE A.1 Continued.

Number  Name Abbreviation Unit
Energy (indirect)

141 Electric power ELPWR 10° kWh
142 Motive power MTVPWR 10'2 Btu
143 Process heat PRCHT 10'2 Btu
144 Water and space heat W+SHT 10!2 Btu
145 Coal COAL 10'? Btu
146 Gaseous fuels GASFL 10'2 Btu
147 Liquid fuels LIQUFL 10!2 Btu
Air pollution emission factors

148 Particulates PRTCL t

149 NO, NOX t

150 SO, SOX t

151 co Co t

152 2217°

153 72212°

154 72217°

155 Hydrocarbons HYDROC t

9Sectors reserved for future use.

For the IIASA model, capital costs of extracting oil, natural gas, and coal in
different world regions were evaluated, taking into account current marginal capital
costs, known resources and their distribution by price categories, anticipated time of
exhaustion of these resources, and other factors. Some of the results of this evaluation
are given in Table A.2. The generalized material structure of the capital investment in
fuels extraction is shown in Table A.3. These data, received from the analyses of dif-
ferent sources, were used for estimating corresponding capital coefficients.

Capital costs and other economic indices for power plants and energy conversion
technologies do not depend greatly on local conditions as do the indices for primary
energy resources. Therefore they were considered identical for all world regions, and
were based on perspective data for the U.S.

As to input/output and capital coefficients for energy-related sectors, the evalu-
ations for the various world regions and for the perspective of 30 to 50 years are very
rough and aggregated. It is impossible to obtain average regional indices by means of
conventional procedures of aggregation, because of the lack of corresponding data for
all countries of the region. Therefore for each region we selected one representative
country, aggregated its coefficients, and then generalized them for all regions. Thus,
for example, the U.S. was considered the representative country for North America,
the Federal Republic of Germany for Western Europe, and India for Southeast Asia.
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Appendix B

TEST CASE

The purposes of this appendix are to show the format of the IMPACT model printout,
and to assist the potential user of the computer program.

One of the scenarios that was analyzed at IIASA for studying problems of the
transition to new energy sources in different world regions is the so-called coal scenario
for the North American region. The scenario is characterized by a nuclear mora-
torium — that is, the stopping of the construction of new nuclear power plants after
the year 1985 — and the absence of constraints on coal production.

The following printout of IMPACT (Tables B.1—-B.9) includes input and output
data. Capital coefficients and specific material and equipment expenditures to build
and operate energy facilities were taken for North America mainly from the Bechtel
Corporation data base (Carasco et al., 1975; Hogle et al., 1976). Data for the energy-
related sectors were compiled and aggregated from input/output tables for the U.S.,
prepared for the years 1967, 1970, 1985, and 2000 by the Bureau of Economic Anal-
ysis (1975), by the Center for Advanced Computation of the University of Illinois
(Bullard and Pilati, 1975), and by the Brookhaven National Laboratory (Hogle et al.,
1976). The capital coefficients were obtained from the Bureau of Economic Analysis
(1975b), and from the Battelle Memorial Institute (1971).
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THE DYNAMICS OF ENERGY SYSTEMS
AND THE LOGISTIC SUBSTITUTION MODEL

C. Marchetti and N. Nakicenovic

PREFACE

One of the objectives of IIASA’s Energy Systems Program is to improve
the methodology of medium- and long-range forecasting in the areas of
the energy market and energy use, demands, supply opportunities and
constraints. This is commonly accomplished with models that capture and
put into equations the numerous relationships and feedbacks characterizing
the operation of an economic system or parts of it. Such an approach
encounters many difficulties, which are linked to the extreme complexity
of the system and the fairly short-term variation of the parameters and
even of the equations used. Consequently, these models lend themselves
to short- and perhaps medium-range predictions, but normally fail to be
useful for predictions over a period of about 50 years, the time horizon
that the Energy Systems Program has chosen for study.

Following the current scheme of attacking similar problems in the
physical sciences, we have left aside all details and interactions, and have
attempted a macroscopic description of the system via the discovery of
long-term invariants. Heuristically, this approach is certainly not new. In a
broad sense, the sciences can be seen as a systematic search for invariants.

This work is dedicated to the empirical testing and theoretical for-
mulation of an invariant, the logistic learning curve, as it applies to the
structural evolution of energy systems and systems related to energy, such
as coal mining. The great success of the model in organizing past data, and
the insensitivity to major political and economic perturbations of the
structures obtained seem to lend great predictive power to this invariant.

This Research Report represents only part of the work done at
the International Institute for Applied Systems Analysis, under a grant
from the Volkswagenwerk Foundation, FRG, on the potential of logistic
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analysis in describing energy systems. It is completely documented in the
Administrative Report to the foundation entitled “The Dynamics of Energy
Systems and the Logistic Substitution Model” (Marchetti et al. 1978).

The present paper reproduces the descriptive part in Section B of the
Administrative Report. The software is described by Nakicenovic (1979).
As for the theoretical treatment in Section C by Peterka, a new issue of
“Macrodynamics of Technological Change: Market Penetration by New
Technologies is available (Peterka 1977). Fleck’s contribution to Section C
on the regularity of market penetration is part of his forthcoming doctoral
dissertation at the University of Karlsruhe. Section A of the Administrative
Report is the executive summary.

SUMMARY

Information, material, and energy are the basic constituents of civilization,
and it is most natural that we should try to assess their respective roles
and internal mechanisms. The question of energy has been enjoying much
attention lately, partly because of the very successful move by the oil cartel
in 1973. The political consequences and the promotional infrastructure of
that move have generated a highly emotional atmosphere, inimical to an
objective appreciation of the facts. In thisstudy in [IIASA’s Energy Systems
Program, we have attempted to leave aside emotions and ad hoc interpre-
tations. Sticking only to the facts, we have tried to find out if they have
an internal order of their own, or, in the terminology of physics, if they
can be described phenomenologically. We find that this is possible.

Our initial working hypothesis was that primary energies, such as
wood, coal, oil, gas, and nuclear energy, are just technologies competing
for a market. Consequently, market penetration analysis, as it has been
developed by Mansfield (1961) and many others, should be applicable. In
order to test the power and the limits of this analysis, we worked on as
many examples as could be used, on three different levels of aggregation:

Primary energy inputs for the world as a whole
Primary energy inputs for individual nations or clusters of nations
Energy subsystems, such as electric utilities

A total of about 300 cases were examined. Since the goodness of
fit was consistently high, the examples in this report have been chosen for
mainly didactic reasons. The United States is particularly well represented,
largely because of the quality and detail of U.S. statistics. A good repre-
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sentation of FRG data was also attempted. Since supertankers have made
the energy system a world system, the case of the world as a whole was
given special attention for its political and resource implications. Although
the main thrust of our analysis has been to provide a simple, objective,
and internally consistent description of the past, we made a projection of
the future, as it is described by the equations, and commented on it. But
given that our projections are often different from what one has come to
expect according to current wisdom, our attempt has to be considered
exploratory. After all, it is perfectly legitimate in scientific research to test
the limits of a newly discovered tool by extending its range of application
beyond its “natural” bounds.

There is another important point to be mentioned, regarding possible
control of the process of substitution of one technology for another. No
technology can start from zero without external financial help. The mag-
nitude of the initial external investment determines the initial conditions
for the substitution, and may considerably accelerate the substitution
process (or delay it, if the investment is too small), especially if the new
technology is profitable but requires high investments. The example of
nuclear energy is treated in some detail.

On the whole, we believe that the basic objective of this work has
been fulfilled: we explored the field experimentally, showing the great
efficiency of our model in organizing data. In doing so, we have presumably
generated more problems than we have solved, which is a good indication
that we have been plowing a fertile field.
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1 INTRODUCTION

Four years ago, the International Institute for Applied Systems Analysis
began a study of energy systems using the techniques of market penetra-
tion analysis. The basic hypothesis — which has proved very fruitful and
powerful — is that primary energies, secondary energies, and energy distri-
bution systems are just different technologies competing for a market and
should behave accordingly.

Previous analysis of market competition had always been performed
for only two competitors. But it is a peculiarity of energy systems over
the last hundred years that most of the time more than two competitors
took important shares of the market. Thus, we had to modify the original
rules by introducing new constraints that permitted us to deal with more
complicated cases. These constraints were defined empirically from a
few cases, but proved very successful in dealing with virtually all the
cases that we analyzed. A mathematical formulation of the substitution
process is given below and the manual for the software package is given in
Nakicenovic (1979).

2 THE LOGISTIC FUNCTION AND SUBSTITUTION DYNAMICS

Substitution of a new way for the old way of satisfying a given need has
been the subject of a large number of studies. One general finding is that
almost all binary substitution processes, expressed in fractional terms,
follow characteristic S-shaped curves, which have been used for forecasting
further competition between the two alternative technologies or products,
and also the final takeover by the new competitor.

Most of the studies of technological substitution are based on the use
of the logistic function. The logistic function, however, is not the only
S-shaped function, but it is perhaps the most suitable one for empirical
analysis of growth and substitution processes because of both the ease in
interpreting the meaning of its parameters and the simplicity in estimating
the parameters from the observed phenomena. Another S-shaped function,
the Compertz curve, has also been frequently used, especially to describe
population, plant, and animal growth (see, e.g., Richards 1959).

The widespread empirical applications of the logistic function as a
means of describing growth phenomena also originated in the studies of
human population, biology, and chemistry. The first reference to the
logistic function can be found in Verhulst (1838, 1845, 1847). Pearl
(1924, 1925) rediscovered the function and used it extensively to describe
the growth of populations, including human population. From then on,
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numerous studies have been conducted only to confirm the logistic
property of most growth processes. Robertson (1923) was the first to use
the function to describe the growth process in a single organism or indi-
vidual. Later, the function found application in work concerning bioassays
(see e.g., Emmens 1941, Wilson and Worcester 1942, and Bergson 1944),
and in work on the growth of bacterial cultures in a feeding solution, auto-
catalyzed chemical reactions, and so on.

One of the first studies that showed that technological substitution
can be described by an S-shaped curve was the pioneering work of Griliches
(1957) on the diffusion of the hybrid corn seed in the United States. He
showed that hybrid corn replaced traditional corn seed in different states
in a very similar way; the S-shaped substitution was only displaced in time
by a few years and lasted differing lengths of time from one state to another.

Following the work of Griliches, Mansfield (1961) developed a model
to explain the rate at which firms follow an innovator. He hypothesized
that the adoption of an innovation is positively related to the profitability
of employing the innovation and negatively related to the expected invest-
ments associated with this introduction. Mansfield substantiated the theo-
retical implications of his model by the empirical analysis of the diffusion
of 12 industrial innovations in four major industries.

One of the most notable models of binary technological substitution,
which extended Mansfield’s findings, was formulated by Fisher and Pry
(1970). This model uses the two-parameter logistic function to describe
the substitution process. The basic assumption postulated by Fisher and
Pry is that once a substitution of the new for the old has progressed as far
as a few percent, it will proceed to completion along a logistic substitution
curve:

f
I—/ exp(at + f)
where ¢ is the independent variable usually representing some unit of time,
a and f are constants, f is the fractional market share of the new competi-
tor, and 1 — f that of the old one. The coefficients ocand B are sufficient
to describe the whole substitution process. They cannot be directly ob-
served; they can, however, be estimated from the historical data.

Two sets of examples are shown here (Figures 1 and 2) from the
original papers of Fisher and Pry (Fisher and Pry 1970, Pry 1973). The
logistic functions appear to give an excellent description of substitution,
not only for very different products and technologies, but also for different
types of economies.

In dealing with more than two competing technologies, we have had
to generalize the Fisher—Pry model since in such cases logistic substitution
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cannot be preserved in all phases of the substitution process. Every given
technology undergoes three distinct substitution phases: growth, saturation,
and decline. The growth phase is similar to the Fisher—Pry binary logistic
substitution, but it usually terminates before full substitution is reached.
It is followed by the saturation phase which is not logistic, but which en-
compasses the slowing of growth and the beginning of decline. After the
saturation phase of a technology, its market share proceeds to decline
logistically.

We assume that only one technology is in the saturation phase at any
given time, that declining technologies fade away steadily at logistic rates
uninfluenced by competition from new technologies, and that new tech-
nologies enter the market and grow at logistic rates. The current saturating
technology is then left with the residual market share and is forced to
follow a nonlogistic path that joins its period of growth to its subsequent
period of decline. After the current saturating technology has reached a
logistic rate of decline, the next oldest technology enters its saturation

100

0.01 4 { ¢ ! — +
1860 1880 1900 1920 1940 1960 1980 2000

Year

FIGURE1 Technological substitution in the production of steel, turpentine, and
paints. Source: Fisher and Pry (1970).
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FIGURE 2 Substitution of the basic oxygen furnace for open-hearth and Bessemer
steel production. On the line in the middle, the triangles represent the FRG and the
circles represent the USA. Source: Pry (1973).

phase and the process is repeated until all but the most recent technology
are in decline. In effect, our model assumes that technologies that have
already entered their period of market phaseout are not influenced by the
introduction of new ones. Deadly competition exists between the saturating
technology and all other technologies.

3 A SIMPLIFIED ANALYTICAL TREATMENT

Let us assume that there are n competing technologies ordered chrono-
logically in the sequence of their appearance in the market, technology 1
being the oldest and technology n the youngest. Over a certain historical
interval we estimate the coefficients of the logistic functions for the
technologies in the logistic substitution phases. Typical historical periods
we have investigated range from 130 to 20 years. The substitution process
can be simulated, however, over any desired time interval which need not
overlap with the historical period. Let us call the beginning of this interval
tg and the end (.
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After the coefficients have been estimated, either by ordinary least
squares or by some other method, we have n equations:

fi(t) = 1/[1 + exp(—a;t — B;)]

where i = 1, ..., n and where «; and §; are the estimated coefficients.
Now we identify the saturating technology, j, as the oldest technology still
increasing its market share. The market shares are then defined by:

fi(t) = 1/[1 + exp(—a;t — ;)] fori#j

For j they are defined by
[ =1- Ejfi(t)
1

At this time, technology j is in its saturation phase and all other technolo-
gies are either growing or declining logistically.

Now we need a criterion to identify the end of the saturation phase
and the beginning of the decline of technology j, at which time the func-
tion f(#) will become logistic again on its way down and the burdens of
saturation will fall on technology j + 1. To establish this criterion, we use
the properties of the function

5
(1) = L/ A
yi(t) = log [— ()

If fi(t) were logistic, y;(r) would be linear in t. However, for fi(¢) in its
saturation stage, the function y;(¢) has negative curvature, passes through
a maximum where technology j has its greatest market penetration, and
then decreases. The curvature diminishes for a time, indicating that
fi(t) is approaching the logistic form, but then, unless technology ;j is
shifted into its period of decline, the curvature can begin to increase as
newer technologies enter the market place. Phenomenological evidence
from a number of substitutions suggests that the end of the saturation
phase should be identified with the time when the ratio of the curvature
of y;(¢) to its slope reaches its minimum value. We take this criterion
as the final constraint in our generalization of the substitution model,
and from it we determine the parameters for technology j in its logistic
decline.

In mathematical form, the criterion for termination of the saturation
phase for technology j is

yi ()/y;(+) = minimum

(note that »" and y' are both negative in the region of the minimum). When
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the minimum condition is satisfied, we call this time point #;,,, the time
of the beginning of saturation for technology j + 1, and determine coeffi-
cients « and B for the declining phase of technology j from the relationships

o = yi(tisy)
B =yj(tj+1) = &ty

Then the next-oldest technology j + 1 enters its saturation phase, and the
process is repeated until the last technology n enters its saturation phase,
or the end of the time period g is encountered.

These expressions determine the temporal relationships between the
competing technologies. Only time 7 and the estimated coefficients a; and
B; extracted from historical data have been treated asindependent variables.

4 COMMENTS AND WARNINGS ON USING THE
CHARTS FOR PREDICTION

Logistic analysis has shown an unexpected capacity to organize historical
data, in that the informatjon relevant to the evolutionary behavior of energy
systems is contained in very restricted time series. This provides a very
sound basis for using it for prediction. However, a certain number of pre-
cautions should be taken, or at least kept in mind when using the results.

First of all, a new primary energy, like any new technology, is intro-
duced first by drawing capital and resources from the industrial and
economic environment. This “investment in faith” usually shows up with
very fast rates of market penetration right at the beginning followed by a
reflection period, after which speed is resumed in compliance with the
market. As a new technology, now a new industry, has to walk on its own
legs, its speed of penetration is always lower. This transition point, or kink
in the curve, usually occurs by the time penetration has reached 2 or 3
percent of the market. If this kink does not show up, one is left with the
suspicion that it will occur later, so that the final rate of penetration has
to be guessed from other indicators. The most useful indicator is the time
constant prevalent for other substitutions in the same system, and this is
what we often use for our scenarios.

In the energy field, natural gas has the tendency to keep the boosted
track up to even 10 percent of market penetration. This behavior merits
further study as it may permit a better insight into the introduction
period of a new technology. One of the possible explanations is that at
the beginning, natural gas can fill an existing distribution infrastructure
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so that only trunk transportation has to be provided during the initial
phase.

Secondly, the model does not predict the introduction of a new tech-
nology. This limits the time horizon of forecasting. Analysis of numerous
cases has shown that each system has a fairly stable time constant. For
example, the time constant (time to go from 1 to 50 percent of the market
share) for the introduction of a new energy source in the world is about
100 years. Consequently, from the point of view of the competitors, not
very much is going to happen during the first SO years of the introduction
of a new technology. This offers much breathing space when we discuss
the world. But prudence is advisable when we deal with a time constant
of only 20 or 30 years, as we find for the FRG.

The weakest point for the predictions over the next 50 years is the
role of nuclear energy; we have a starting point for the curve, but we still
cannot determine the slope. For that reason, we intentionally took prudent
values, e.g., a penetration of only 6 percent for the world in the year 2000,
backed by a slightly more optimistic value of 10 percent. At these levels
of nuclear energy penetration, it is clear that the predictions of the future
roles of the various sources of energy based on this model contradict
most of the predictions in the current literature, which are mainly con-
trolled by the much looser constraints of resource availability and political
opportunity.

The causal importance of resource availability is weakened by the
fact that oil successfully penetrated the energy market when coal still had
an enormous potential, just as coal had previously penetrated the market
when wood still had an enormous potential. The causal importance of the
political argument is weakened by the smooth substitution observed over
a period of more than a century, when political moods changed quite fre-
quently and drastically. Furthermore, the drastic changes in energy prices
after 1973, even if of monopolistic origin, do not appear a sufficient cause
to change the rates of substitution; similar price changes in the past did
not affect them either. This has been so at least for the medium- and long-
run, presumably because of rapid relative price re-adjustments between
various energy sources. While this is only a hypothesis, which merits a
deeper study, the very rapid price adjustments after recent oil price in-
creases are well in tune with it.

The most important predictions of our model that differ from those
in the current literature are that there will be

A relatively rapid phaseout of coal as a primary energy source
A quite important role for natural gas in the next 50 years
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A negligible role in the next 50 years for new sources such as geo-
thermal energy, solar energy, and fusion because of the very long
lead times intrinsic to the system

The curious fact about the last point is that the flourish of very expensive re-
search on these sources implies a fairly low discounting factor in decisions on
the allocation of funds for energy R&D. This appears to be very wise, if not
internally consistent, because the lead times of the systems are so long that
nothing could be started rationally if higher discounting rates were used.

These and many other predictions (like the compatibility of resources
with demand), although extremely interesting, are not really part of our
research task; our work is centered in the past, where we try to find order
and which we try to understand rationally.

S THE EXAMPLES

The aim of the experimental part is to show the scope and power of the
method by taking as many examples as possible from three different
levels of aggregation:

Primary energy inputs for the world as a whole
Primary energy inputs for single nations or a cluster of nations
Energy subsystems, such as electric utilities

In total, we used 60 data bases to generate 300 examples for 30 different
spatial and structural subsets of the world energy system. The goodness of
fit was consistently high in all examples, so the cases reported here have
been chosen mainly for didactic reasons.

The United States is particularly well represented, largely because of
the quality and detail of its statistics. We also made an effort to have a
good representation for the Federal Republic of Germany. If this research
should be continued, collaboration with an institute for statistics would
have a multiplicative effect on the results.

To make the curves easy to interpret, the substitution graphs are
drawn using the transformation log[ f/(I — f)] versus time (f being the
market share). This makes the top and bottom part of the graph very
sensitive and this fact should be kept in mind when drawing conclusions
only from an examination of the graphs. The graphs showing total energy
consumption are drawn on either logarithmic or linear axes, or on both,
depending on the dispersion of the data.
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World energy consumption is reported first in various forms to illus-
trate and clarify our methods of logistic analysis. Our world statistical
data base includes wood, coal, oil, natural gas, and nuclear energy as the
major energy sources of history.

Historical data on the consumption of coal, oil, natural gas, and nuclear
energy from 1860 to 1974 were taken from Schilling and Hildebrandt
(1977), and data on fuel wood consumption were taken from Putnam
(1953). Although fuel wood consumption levels for the years 1950 to
1974 were not available, during this period the use of fuel wood was not
very large so that any error thus introduced is not significant. All energy
sources have been expressed in terms of their energy content in tons of
coal equivalent (tce); | tce equals 7 million kcal.

Nuclear energy was not available directly as primary equivalent but in
gigawatt hours of electricity (GWh(e)). We have converted nuclear electric
energy into tce of nuclear energy on the basis of an overall thermal-to-
electric conversion rate of 33 percent.

The energy inputs for the world are plotted here in billions of tce
according to primary energy form. Many features related to economic or
political events appear in the figure, but no consistent patterns are visible.
Initial growth of new sources appears to be exponential. The smoothness
of the line for wood raises suspicion and points to artificial estimation
methods used to generate the original wood consumption time series.
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When wood is included with the commercial energy sources, the
development of world energy consumption appears fairly regular until
World War II, with a growth of 2.2 percent per year. After 1950, not only
were the losses reabsorbed that occurred as a consequence of the great
recession, but some overshooting occurred with respect to the trend line.
This may have been caused by an increase in the rate of population growth
after the war. The increase in energy costs may well temper this rate again.
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New sources appear to grow with exponential trends. Therefore, we
plotted them in semilogarithmic form. The presence of some straight lines
indicates that we are moving in the right direction, but we still do not find
consistent general trends allowing a precise mathematical description of

the evolution of the use of the various primary energy sources.
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Here the contributions of the various primary sources are shown
as fractions of the total market. The smooth curves are two-parameter
logistics assembled in a system of equations as described in the text.
The fitting appears perfect for historical data.

When we look to the future, the figure contains two primary energy
sources for which a complete fitting of the parameters was not possible.
For nuclear energy the present penetration is still too low to determine
the slope of the penetration. We have estimated the rate from progress to
date and from official plans. For SOLar or FUSion, the scenario is com-
pletely hypothetical. Because rates of penetration were almost the same
for coal, oil, and gas, we assumed an equal rate for nuclear and SOLFUS,
in the spirit of “business as usual.” The unexpected dominance of natural
gas over the next 50 years will be discussed later in the report.
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The curves of the preceding figure are now plotted as log[ f/(1 — f)];
the logistic curves appear as straight lines, greatly helping visual inspection
and formal considerations. The first fact to be observed is the extreme
regularity and slowness of the substitution. It takes about 100 years to go
from 1 percent to 50 percent of the market. We call this length of time
the time constant of the system.

The regularity refers not only to the fact that the rate of penetration
(defined as constant « in the equation and corresponding to the slope of
the curves) remains constant over such very long periods when so many
perturbing processes seem to take place, but also to the fact that all per-
turbations are reabsorbed elastically without influencing the trend. It is as
though the system had a schedule, a will, and a clock.

It is also interesting to note that no source finally saturates the mar-
ket, although nuclear may do so if it is not followed by something else.
The dynamics of the introduction of new sources and the high time constant
lead to maximum penetrations of 60 to 70 percent. This is also true for
most smaller systems, as will be shown later.

Nuclear achieved only a I-percent share of primary energy in the
early 1970s; thus its future penetration rate cannot be distilled from the
historical data. In 1977, installed nuclear capacity reached 88 GW(e)
(IAEA 1977). Taking an overall utilization factor of 75 percent, the
nuclear share in primary energy consumption is about 2 percent.

By 1990, according to the IAEA (1977), power plants currently
under construction and planned should be in service; thus, the total in-
stalled capacity should be at least 430 GW(e). With a rough utilization
factor of 75 percent, this corresponds to a 5- to 10-percent share in 1990,
depending on whether we use a 2-percent or a 3-percent growth rate of
primary energy during the next 12 years. We have chosen a more modest
nuclear share to account for possible delays in the construction of the
planned power plants: our nuclear scenario prescribes a 6-percent nuclear
share in the year 2000. Note that the introduction of SOLFUS in the year
2000 would not influence nuclear until around 2050.
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As available statistics are sometimes unreliable, have gaps lasting for
long periods of time, or refer to certain energy sources and not to others,
we have tried to check the stability of the fitted functions and of the
forecasts with respect to restrictions in the information base. The results
are very encouraging, showing that the relevant information can be
extracted from relatively short data swaths.

Each curve in our system can be fitted with only two points, since
only two points are needed to define a straight line. Consequently, the
large number of statistical data serve only to reduce noise. However, 20
years of data already constitute an excellent base. We have tried, then, to
reconstruct all the periods under examination, using only a time series of
20 years, between 1900 and 1920. This base has the disadvantage that gas
has reached only a 2-percent share and consequently its long-term substi-
tution rate may not yet be established.

The smooth curves fitted to the 1900—1920 data still show an extra-
ordinary agreement with the data outside the historical period. Natural gas
deviates somewhat and there is an error in the “‘prediction” of about 7
percentage points at the end of the period. This may seem relatively large,
but it is a prediction made 50 years ahead from a small market share, and
with a depression and a war in between!

Because the model does not predict the introduction of new primary
energy sources, nuclear does not appear at all in these projections. Yet the
absence of nuclear was of no consequence for the 50 years from 1920 to
1970, and, as shown in the previous figure, nuclear will be of little conse-
quence for the other energy sources until it penetrates 5—10 percent of
the market in about 2000.

These observations are of the greatest importance since they give
logical support to the use of our system of equations for projections into
the future. In the lower figure, superposing the curves fitted on a short
data base with those fitted on the complete data base shows the relatively
small differences. Additionally, whenever the timing and penetration rates
of future technologies must be estimated, as for nuclear and SOLFUS, the
system of equations serves to establish internal consistency for each
scenario.

Superposition of the curves calculated with the short data base (solid
lines) and the extended data base (dashed lines) shows the remarkable
predictive ability of the short data base over a period of half a century,
and illustrates the gradual accumulation of errors.
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This experiment shows that much information about the total system
can be extracted from a structural subset. From the complete data base,
we had the impression that wood statistics were too smooth to be accurate,
and in a certain measure represent educated guesses of the statistical
offices. Consequently, we omitted wood and analyzed the competitive
behavior of the other primary sources left in the market. As the figure
shows, the logistic description fits the subset perfectly. In the following
figure, the curves with and without wood are superposed, to show that
little information is lost when wood statistics are eliminated.
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To better appreciate the level of the errors made by eliminating fuel
wood data, we superposed the two sets of curves. The differences never
went beyond a few percent of the market, showing that key information
about the dynamics of the market is contained in and can be extracted
from restricted subsets of the original data base.
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The history of nuclear energy is too short and the market penetration
of nuclear energy is too small to provide a reliable indication of the long-
term market penetration rate. We made a sensitivity analysis to explore
the consequences of this uncertainty. A plot with a nuclear energy share
of 6 percent in the year 2000 and one with a 10-percent share in the year
2000, almost doubling the rate, are superposed.

This figure reveals very interesting properties of the logistic competi-
tion. Primary fuels on their way down are insensitive to a change in the
rate of newcomers. After the great fuss about nuclear energy tramping into
the garden of coal, and coal being reshaped as a tool to stamp out nuclear,
this appears very refreshing, if unexpected.

Nuclear appears to interact strongly only with natural gas, presumably
preempting the markets into which it could have expanded, and interacts
only marginally with oil, which may disappoint those who install nuclear
power stations to reduce their need for oil imports. The problem of resource
availability that automatically comes to mind is not dealt with here. It
appears, however, that the substitution mechanism itself takes care of it.
Actually, leftovers seem a stable characteristic of the operation.
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This figure shows the total energy consumption for Germany from
1870 until 1949 and for the FRG from 1950 until 1970. The fluctuations
between the two world wars cover a perfect stagnation. It is interesting, if
perhaps accidental, that the curve after 1950 matches exactly that before
1910 with the same values and the same growth rate of 4.3 percent. The
data after 1950, however, refer to the FRG only.

The original data for the period 1870—1974 are taken from Schilling
and Hildebrandt (1977), and the data for 1975 and 1976 were calculated
on the basis of energy flow diagrams for the FRG given in Kernforschungs-
anlage Julich (1977) for 1975 and by Rheinisch-Westfélisches Elektrizi-
titswerke (1978).

Data on fuel wood consumption from 1870 to 1950 were taken from
Putnam (1953) and were converted from British thermal units (Btu) to
tons of coal equivalent (tce). No data on wood were available for the last
three decades, but during this time wood has had only a marginal share of
the market. Nuclear energy inputs, given in gigawatts of electricity (GW(e))
in TAEA (1977), were converted into tce, with a thermal-to-electric con-
version efficiency of 33 percent and a utilization factor of 75 percent.
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The evolution of energy consumption for Germany and the FRG is
shown here for the various primary energy sources, in linear form (top)
and in semilogarithmic form (bottom), to emphasize the startup periods.
Although a war, a depression, another war, and a partition have had major
impacts on total energy consumption, they have had relatively little effect
on market shares of the various energy sources, as shown in the following
figures.
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The logistic analysis is reported here first with wood and then without
wood. Since wood statistics tend to be unreliable, they are eliminated to
avoid a possible source of perturbation. In both cases, the scene appears
fully dominated by coal before World War II. The sudden jump of oil to 3
percent in the thirties from a stationary 1 percent is unexplained and could
merit further analysis. It may have something to do with preparation for
the war. Between 1945 and 1972, substitution proceeded very smoothly
and logistically, with oil becoming dominant with a fairly short time con-
stant of about 25 years, and gas promising the same performance in a sus-
piciously short period of 15 years. The peaking of oil consumption around
1973 in relative and absolute terms could have been precisely predicted
with data up to 1965. Thus, it cannot be attributed to the oil crisis but
must result from forces internal to the economy of the FRG. There are,
however, two uncertainties hidden in this straightforward projection. First,
by analogy with the UK, Belgium, and, up to a point, France, natural gas
can continue the fast initial trend beyond the usual 2 or 3 percent before
it slows down to its steady penetration rate. No such kink for gas appears
in the curve for the FRG. It is possible that the kink may appear later, in
which case we will have overestimated its long-term penetration rate.

Second, the nuclear penetration rate was estimated on the basis of
historical data. However, due to its relatively low share of primary energy
(2.2 percent in 1976) we have checked this penetration rate to see that it
corresponds to the number of power plants currently under construction
and those planned for the future. The IAEA (1977) gives a total installed
capacity of 21 GW(th) in 1977 for the FRG; an additional 34.3 GW(th)
are now under construction and will be in commercial operation by 1982;
and another 65.9 GW(th) are planned by 1985. Taking a rough utilization
factor of 75 percent over this period, these plans would indicate approxi-
mately 40 million tce nuclear primary energy equivalent in 1982 and 90
million tce in 1985. Our nuclear penetration rate with a total primary
energy consumption growth rate of 4.3 percent per year gives a nuclear
primary share of 30 million tce in 1982 and 50 million tce in 1985. Thus,
our nuclear penetration rate can be characterized as being somewhat pes-
simistic on the basis of current plans, and presumably realistic as a lower
limit on the future role of nuclear energy in the FRG. The true fate of
nuclear should be revealed in the next 10 years.

A SOLar or FUSion (SOLFUS) scenario has been introduced for the
year 2000, with a penetration rate equal to that of nuclear energy. This
keeps the system evolutionary and gives an idea about the ultimate effect
of the next source on nuclear. Altogether, the FRG appears to behave
normally but more dynamically than systems of similar size and structure,
such as France or the UK.
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As the statistics on fuel wood are often unreliable, we have eliminated
wood and analyzed how the other fuels share the market for commercial
energy sources. Qil remains at a level of 1 percent for half a century and
shows again that actual logistic market penetration does not start until
the market has been penetrated by a few percent. An extraordinary feature

of the predictive side of the graph is that oil as a primary source o
will virtually disappear in the year 2000, a feature common to

f energy

the UK,

the Netherlands, and Belgium. If this happens to be true, what will auto-

mobiles run on? Perhaps on LNG, H,, or methanol.



147

FRG - PRIMARY ENERGY SUBSTITUTION

FRACTION (F)

vl o \f
N

RN AWAWA

| - m\_mﬁnf
n W]
vl AVAWA

00 W‘JJ-M

1850 1300 1950 2000 2050

The overwhelming predominance of coal in the German economy prior
to 1950 isillustrated again in these linear—logistic plots of the same substitu-
tion processes shown in the previous two figures. The upper plot includes
wood and the lower plot does not.
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Coal and lignite are usually lumped together in statistics, although,
like oil and gas, they are technologically, logistically, and structurally
different enough to be considered separately. For the FRG, data are
available to treat them independently, which we do in these figures. We
also include hydropower, converted to its fuel equivalent by assuming the
appropriate thermal power plant efficiency. This separation of the data
appears fruitful. Hydropower shrinks in importance, while lignite has its
own precise trend and appears to overtake coal in the late eighties. Can it
be a source of fuel for cars, perhaps via methanol?
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In the same way as we supposed that primary energies are technolo-
gies competing for a market, we also assumed that secondary energies
behave in the same fashion. The analysis is based on historical data from
Sassin (1977).

The left-hand figure shows the market shares of solids (coke, coal,
and lignite), liquids (mostly heating oils), and distribution grids (electricity,
gas, and hot water) to ultimate consumers in homes, offices, and factories
(i.e., excluding the transportation segment of the economy). The right-hand
figure shows how the three grid technologies compete among themselves
for the overall grid market, revealing a great future for district heating,
unless a new system is available in the next 20 years.
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The relatively short data base permits reasonable curves to be fitted.
A longer time series would not really help since before 1950 electricity
came almost exclusively from coal. The visual impression from the garble
of curves is that the FRG electricity industry is undergoing a very fast
transformation, with nuclear finally replacing coal in its dominant role
with a time constant of about 20 years. If we try to make predictions, oil
and gas appear to fill a transitory gap. Hydropower is phased out of the
market simply as a result of market expansion.

As nuclear is most suited to baseload generation, having very low
marginal costs, a question arises about the utilization of part-time capacity
available when this baseload is saturated, which seems to occur in the mid-
eighties. It is not improbable that this may spur the production of synthetic
fuels from nuclear energy, and make the disappearance of oil a little more
plausible.

In order to cross-check the consistency of the relatively fast phaseout
of coal and lignite in the primary inputs, and the relatively more sluggish
disappearance in the electricity industry, we made a check with the assump-
tion that the share of primary energy going into electricity production in
the year 2000 will be less than 50 percent. This is not illustrated here, but
the projections are consistent.

Data for electricity generation by primary energy source from 1950
to 1974 were taken from Atomwirtschaft-Atomtechnik (1976). Data
from 1950 to 1958 were only estimates; thus, we did not use them. The
original data are given in gigawatt hours of electricity output. For the pur-
pose of comparison with primary energy consumption, we have converted
the data into millions of tons of coal equivalent. However, this conversion
is not very exact since we did not account for the different efficiencies of
various fuels. Instead, we have taken an overall average efficiency for all
inputs. The errors resulting from the approximate conversion to million
tce are small. Data for 1975 and 1976 were taken directly from Rheinisch-
Westfilisches Elektrizititswerke (1978) and Kernforschungsanlage Jilich
(1977) in millions of tons of coal equivalent.
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Two sets of data were used for analysis of the substitution dynamics
of primary energy for France. The first set is from Weitsch (1976) and was
available for the period 1900 to 1974. The second set comes from the
OECD (1976). Time series for coal, oil, natural gas, and nuclear are reported
in millions of tons of coal equivalent for the period of 1960 to 1974. Oil
data contain crude oil and petrochemical products. The agreement of the
data sets for the overlapping period of 1960 to 1974 is very good. The
first data set is illustrated here in linear and semilog form to amplify the
starting period. The second data set is considered later in the report.
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This example of primary energy substitution indicates that France
will manage a relatively smooth transition without the very problematic
issues seen in the examples for the FRG. Oil was introduced much earlier
and will be phased out later, leaving more breathing space for a decision
on automobile fuels. The dependence on oil has reached a maximum level
of about two-thirds of the total energy consumption. This presumably has
greatly stimulated the decisions in favor of the nuclear option; nuclear
penetration, however, seems to be slightly slower than in the FRG. Natural
gas, which started its career at approximately the same time as in the FRG,
may then last a little longer and play the same important role around the
year 1990. The very fast growth of natural gas up to about 7 percent of
the market might be interpreted as the manifestation of an intensive
external support (by the state?), a hypothesis that is yet to be verified.

A peculiarity of the curves is the twist corresponding to World War I1.
Everything would fit again if we assume that the French system hibernated
during the military occupation, and if we ‘“‘cancel” the 5 years that it
lasted. From the linear—logistic plot, France seems to be a much less dy-
namic system than the FRG. Time constants are in fact about 50 years.
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As there are so many uncertainties facing the deployment of nuclear
energy in the next decade, which is so critical for defining the pace for the
rest of its penetration, we made a sensitivity study adopting two other
plausible hypotheses. As expected, the penetration of gas is strongly related
to that of nuclear, but even oil is strongly influenced. It can be deduced
that nuclear is really a hot point in the energy policies of France.

Nuclear energy controlled more than a 2-percent share of primary
energy in 1972 after 2 years of very steep growth from a 1-percent share
in 1970. This corresponded to 9.7 GW(th) installed capacity reported by
the IAEA (1977) for 1972. According to the same source, additional plants
with a total of 58.2 GW(th) installed capacity are under construction,
with commercial operation expected by 1981. Together, this makes a total
of 68 GW(th) installed capacity by 1981. Assuming a very high historical
growth rate of energy consumption of 5.6 percent per year (1960to 1974)
and a power plant utilization factor of 75 percent, the nuclear share will
be about 14 percent of primary energy in 1981. This calculation shows
extremely rapid nuclear construction rates, and if we assume a lower
energy demand during the next decade, the nuclear share would be even
higher. If historical rates for other substitutions also apply for nuclear, its
penetration would be much slower: 8 percent in 1980. We used that rate
in our scenario, which therefore should be considered a very prudent one.
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Historical data on consumption levels of coal, oil, natural gas, and
nuclear energy for the United Kingdom come from three sources. The period
of 1860 to 1950 has been taken from Putnam (1953), from 1950 to 1974
from Ormerod (1976), and 1975 and 1976 from the UK Department of
Energy (1976, 1977). Data from Ormerod, however, are reported as frac-
tional shares and therefore absolute levels are not plotted here. According
to Putnam, fuel wood has never been an important energy source in the
UK except for some use of charcoal. It is not considered in our analysis.

The primary energy substitution is marked by the dominance of coal
in the energy market during the last century. Even in 1950, it still con-
tributed 90 percent of primary energy consumption. From 1950 on, the
substitution proceeded at high rates. By 1970, oil already controlled a
50-percent share, and natural gas had 10 percent, starting at 1 percent in
1968. However, the natural gas penetration curve has a kink in 1970,
which we assume to be indicative of smaller substitution rates to be ob-
served in the future. The very high pre-1970 trend could be explained by
the already-existing gas distribution network being fed by city gas, i.e.,
mainly from coal, which natural gas simply took over and saturated by
1970, so it did not face the usual growth limitations of a new technology.
Therefore, we use only points after 1969 to estimate the natural gas
penetration trend.
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This plot shows that although nuclear energy in the UK had a very
fast start in 1964, later it slowed down considerably. Today there are
24 GW(th) of installed nuclear capacity, which at the current utilization
rate is about 4 percent of primary energy consumption. Additional plants
with a combined capacity of 9 GW(th) are under construction and expected
to be in commercial operation by 1979. Another 3.23 GW(th) from nuclear
plants are planned by 1986. This makes a total of 36.3 GW(th) installed
capacity to be available by 1986. With a utilization factor of 75 percent
and the current growth rate in energy consumption of 3 percent per year,
this would give a 7-percent market share by 1986; we assumed 6 percent.
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The historical data on primary energy consumption in the United
States since 1860 were taken from Schilling and Hildebrandt (1977) for
coal, oil, natural gas, and nuclear energy. All data were reported in millions
of tons of coal equivalent except nuclear energy. Nuclear consumption
rates were reported in millions of kilowatt hours, and we converted them
to million tce.

The fuel wood time series come from the U.S. Bureau of the Census
(1975a) for the period from 1860 to 1970. The wood consumption after
1970 was neglibible; thus, it was not necessary to add the last few years.
The source we used for the data on wood from 1860 to 1945 was Schurr
et al. (1960), who in turn used two different sources: from 1850 to 1930,
Reynolds and Pierson (1942), and from 1935to 1955, the U.S. Department
of Agriculture (1958). Thus, the discontinuity in the penetration rate of
fuel wood in the 1930s could be attributed to discrepancies between the
two sources.
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The logistic analysis again makes order out of the mess of statistical
data. Substitution appears to move extremely smoothly until 1920 (facing
page, top), in agreement with other economic indicators. Coal peaks around
that date and oil at the beginning of the 1960s, 40 years later. As early as
1900, both peaks could have been predicted with good precision; conse-
quently, they are not linked to forthcoming events like wars or embargos.
Here, as in all the other cases examined, embargos and large price increases
actually produced disproportionately small dents in the curves. The devia-
tion in the lowest part of the wood curve is connected to a change in the
statistical source, and most probably due to a change in the accounting
and estimating method.

At the bottom of the facing page is a log—logistic plot of primary
energy substitution in the United States. One thing left to be explained is
the sudden rise in oil production, much above the trend line, essentially
during the depression years. This rise induced a corresponding low share
of coal, but it did not affect gas. The analysis should perhaps look deeper
into the possibility that rapid introduction of automobiles may have caused
the perturbation. The striking fact in the process, however, is that after a
while, the perturbation was reabsorbed and the secular trend resumed in
1940, 20 years later! This again points to a system memory and clocks!

Contrary to all other predictions, natural gas appears to be the domi-
nating energy source for the next 50 years, which leads to the question
whether the United States will import more natural gas in the form of
LNG, increase imports from Canada and Mexico, or whether the numerous
less accessible sources, like geopressurized zones, will be exploited.

The nuclear market share in the United States was about 3 percent of
the primary energy in 1974 and about 5 percent in 1977. This, however,
may still not be enough to determine the long-term trend of nuclear pene-
tration rates. By 1990, there should be about 610 GW(th) installed capacity.
This estimate is based on the power plants currently under construction
and those planned to be in service by 1990 (IAEA 1977). With the long-
term energy consumption growth of 3 percent per year, this would imply
a 15-percent share in 1990, assuming an overall utilization factor of 75
percent. To account for all possible delays, we assumed a 10-percent share
by the year 2000 in our nuclear scenario.

We have also included an alternative future energy source (SOLar-
FUSion) that enters the market in 1990 with the same penetration rate as
nuclear. There is no basis whatsoever for this assumption, except that a
new source could not reach a l-percent market share before then. As in
the world case, a change in the rate of penetration of nuclear will not
change the situation of oil, and only after the year 2000 will it change
that of natural gas.
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The evolution of mining techniques in the United States is examined
here. It is a very appropriate field for logistic substitution analysis. In these
two figures, the amount of coal extracted according to the various tech-
niques is reported on linear and semilog coordinates. As usual, no simple
patterns appear.
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Due to the increasing dominance of strip mining, the competition
between strip mining and underground mining is dealt with explicitly (see
facing page). A check of the total amount extracted shows that the sharp
kink in the logistic plot is due to a sudden drop in deep mining production.
These sudden drops are not new in a socially turbulent structure like the
U.S. mining industry, but this time it may be due to the introduction of
stringent safety rules in the mines. Most probably, the perturbation will
be reabsorbed in a few years. If not, deep mining would disappear in the
United States in 1980, a very unlikely if not impossible occurrence. Strip
mining legislation seems to bring in the corrective reaction.

As deep mining presents such an array of competing technologies, it
is interesting to analyze their struggle, leaving out all surface mining tech-
niques except Auger, which could be considered as both underground and
surface technology. The longwall technology becomes dominant in the
next 20 years, winning the last battle of a lost war, as underground mining
seems bound to disappear in about 50 years.

With ups and downs, coal production in the United States stayed
constant over the last 50 years at a level of about 0.5 + 10° tons/year.
Since the phaseout of coal in the United States is a slow process, during
the next 20 years, the U.S. mining industry should equip longwall mines
for production that is slightly larger than the total production of FRG
coal mines now. The abbreviations are defined on page 42.
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When we view the system through dynamically competing subsystems,
we may think that different branches of the economy compete for the
same resource, a statement much in line with the Weltanschauung of
economists and laymen. In this spirit, we made a logistic analysis of the
shares of natural gas consumption of three large parts of the U.S. economy:
the industrial, the residential, and the commercial.

It appears that the small consumers are gradually winning a larger
share of natural gas, which is quite reasonable in view of how simple it is
to use and how little it pollutes. The process of competition, however,
appears to have long time constants, and only in the year 2050 will the
natural gas input be equally distributed among the three competitors.
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Reversing the previous reasoning, one can think that the various forms
of energy compete for a certain sector. In this case, it is the household—
commercial sector.
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USA - ELECTRICITY BY PRIMARY INPUTS
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The electrical utility market is very important for primary energy
producers. It is large, fairly homogeneous, highly technological, and rather
profitable. Therefore, it is a good test-bed for observing the progress of
new technologies. In these two figures, we plotted the evolution during
the last 25 years of the production of electricity according to the various
primary fuels, both in linear and semilog form.

The historical data on electricity generation according to primary
energy fuels in millions of kilowatt hours (kWh), as well as the data on
primary energy consumption for electricity production in billions of
British thermal units used later in this report, have been taken from the
U.S. Bureau of the Census (1975, 1976, 1977). The two data sets show
implicitly the relative conversion efficiencies for electricity generation
according to the various energy inputs used.
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Electricity generated using coal, oil, or gas is shown here in a logistic
representation. This is an indirect way of showing the competition of the
various primary energies.
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Here the competition is expressed more explicitly in terms of millions
of tons of coal equivalent (tce) of different fuels entering the electricity
market. It is clear that coal has been under constant attack by oil and gas,
which have progressively eroded its position. A perturbation appears in
the period from 1955 to 1970, showing an excessive consumption of gas
with respect to oil. This may appear strange since during this period oil
was ‘“cheap and abundant.” But in the United States, gas was still cheaper
because of stringent price regulation. Oil recovers, however, and regains its
position from 1973 to 1974!
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The substitution of different primary inputs in electricity generation
is discontinuous when nuclear enters the market with a powerful drive and
phases out oil and gas before the end of the century (facing page, top). Coal
appears perfectly unperturbed and finally dictates the pace of introduction
of nuclear from 1980 on. It is interesting, even if a little shocking, that
this pace had been finally determined by the penetration rates of oil and
gas in the twenties. Many problems surface from the expected structure of
the system in the next 20 years. For example: What kind of peaking system
will be provided? Will it be through medium-Btu gas from coal and gas
turbines or through storage?

The lower figure on the facing page reports the same results but in
linear terms in order to make it easy to interpret. Connected with the fast
substitution of nuclear energy in the electricity market is the possibility of
a kink in the nuclear penetration curve during the coming years, leading to
lower market substitution and a smooth transition.
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When the nuclear energy penetration of the market is plotted starting
with a market share lower than the l-percent share reached in 1967, no
change of the substitution rates can be observed; in most other examples,
nuclear energy and natural gas stabilize to a slower penetration rate once
they take a few percent of the market (e.g., for nuclear energy see pages
31, 33, and 36, and for natural gas see pages 33, 36, 63, and 66). Assuming
that this kink will occur before the end of this decade, we observe higher
natural gas and oil shares, and coal remains unaffected. The nuclear share
in the year 2000 is more than halved to about 30 percent. This slower
penetration of nuclear energy has been determined by a scenario based on
the nuclear share in 1976 and the expected share in 1990 calculated from
the nuclear installed capacity under construction and the planned power
plants (610 GW(th): see page 41), and the historical growth of the elec-
tricity market at 6.2 percent per year. The result is sensitive to the value
for that historical growth.
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The data come from the OECD (1976). We made a logistic analysis
for the European OECD states lumped together and for some of the states
separately. The data base is relatively short, 15 years, but the curves appear
very stable. The overall OECD case is presented here.

*Austria, Belgium, Luxemburg, Denmark, Finland, France, FRG, Greece, Iceland, Ireland, Italy,
the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland.
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OECD EUROPE - PRIMARY ENERGY SUBSTITUTION
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The logistic analysis for OECD is presented here in the log and linear
form. Coal and oil behave very regularly. Natural gas has prolonged the
start-up vagaries up to 10 percent of the market. The fact that it shows a
penetration rate virtually identical to that of oil is a sign that tends to
confirm the good quality of the projections. Nuclear has penetrated only
to 2 percent; consequently, the projection is still somewhat uncertain. Any
change in rate, however, would not change the projection that gas will
become the next dominant primary energy source.

Two facts emerge; one is that natural gas, with a penetration rate
much similar to that of oil, appears to be the primary source in the year
2000. It appears to drive oil to an impressively low level of 10 percent in
that year. Second, the curve for nuclear seems quite regular, although the
definition of the final substitution rate is still open owing to the current
low level of penetration. With the present rate, nuclear would reach a
somewhat unimpressive share of 10 percent of the market in the year 2000,
leaving Europe completely dependent on hydrocarbons. SOLFUS has not
been included as a scenario. It would possibly make nuclear saturate the
market during the first half of the next century.
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The primary energy consumption for Austria displays minimal dis-
persion except for rapid growth in oil consumption. Hydropower has been
included in the set of primary energies because it is quite an important
energy source for Austria. The market appears dominated by oil, with
natural gas still low but increasing fast.

On the facing page, the data are presented in the log and linear
logistic format. In the first row, no new sources are introduced. This may
not have many consequences before the year 2000 because the time con-
stant of the country appears to be so large (about 100 years). The situation
with respect to nuclear is extremely confused. One power station was built
but is not in operation owing to a referendum. No second power station
is in sight, but nuclear electricity is being imported from neighboring
countries.

The figures in the second row should then be considered as a sensitivity
analysis indicating the potential influence of nuclear energy on the other
primary sources. If we hypothesize a 4-percent penetration in the year
2000, the medium-term effect would be a slight reduction of oil imports.
Gas consumption would be affected only after 2020. Only an improbable,
very fast nuclear penetration could make Austria reasonably independent
of oil in the next 30 years.
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BELGIUM - PRIMARY ENERGY CONSUMPTION
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Without logistic analysis, the data on primary energy consumption in
Belgium suggest that oil is the dominant primary energy, with no limits to
its future (upper figure on the facing page). Coal is rapidly phasing out
and gas is phasing in. Nuclear is barely perceptible (in 1974).

In the lower figure, logistic analysis reveals the hidden order. Although
the data cover a short period of time, the good quality of the fit gives
weight to the following considerations.

Coal seems to disappear around the year 2000, which is more or less
in line with the ideas in the country. Oil, including the trade balance in oil
products, peaks around 1973 and seems to phase out in 1990. This predic-
tion, which, by the way, repeats itself in a similar form for the Netherlands,
the FRG, and the UK, is a bit hard to swallow on technical grounds. How
will cars run in 1995? Will they use increasing amounts of methanol pro-
duced from coal and natural gas? This would in fact preserve their com-
patibility with gasoline, necessary at least for long-distance traveling. If
coal is the primary source, a new curve may be required for underground
coal gasification, i.e., for new coal. Electric, hydrogen- or methanol-electric,
and pure hydrogen cars are in principle possible, but do not seem very
probable in this time period.

We could also have overestimated the rate of penetration for gas.
External interests prop up the penetration of a new technology at very
high rates, usually until it has penetrated a few percent of the market. One
could make the hypothesis that a particularly favorable environment, in
this case the prior existence of an efficient distribution net for gas, and
the spacial concentration of population, has prolonged this initial stage up
to 10 percent. Yet, a change in the penetration rate from that point would
only delay the disappearance of oil by a few years. A similar tampering
with the rate of penetration of nuclear, which is still fairly hypothetical
because of many lingering doubts, shows other possible small gains, but is
not really decisive. So the problem is substantially left open. If we believe
in the predictive capacity of our methodology, something fairly drastic
will occur in the automotive field during the next 20 years, and the focal
area will be in Belgium, the Netherlands, or the FRG.
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NETHERLANOS - PRIMARY ENERGY SUBSTITUTION
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The logistic analysis shows here a quite precise structure. Coal is
bound to disappear in 1980 and oil in 1990, opening the question about
cars discussed already in the case of Belgium. The problem of nuclear is
perfectly open and our scenario is pure guessing. It must be clear that if
nuclear electricity is imported in spite of antinuclear opposition, nuclear
should still be included in the energy budget. However, since natural gas
has such a dominating role, the rate of introduction of nuclear energy will
have little influence on the fate of oil. Thus, the car question is left open.

Seen in the light of our analysis, the Netherlands’ alternatives appear
to be natural gas or nuclear, and, thus, one understands better the impor-
tance of the debate about nuclear energy.
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FRANCE - PRIMARY ENERGY CONSUMPTION
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The primary energy substitution for France is repeated here using
OECD data sources. The result is substantially the same as on page 33,
although different data and a shorter data base are used, which leads to
minor discrepancies in the long run. For the nuclear scenario we estimated
an 8-percent penetration in 1980, which comes from the fitting of the
data, although the current market share is still below 2 percent. However,
nuclear energy is growing fast in France and the situation should become
clear in a few years.
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UK - PRIMARY ENERGY CONSUMPTION
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The primary energy substitution for the UK is repeated here using
OECD data. In spite of some discrepancies with other data sources, the
predictions differ only in relatively small details from those on page 36.
Even if nuclear should penetrate the market more rapidly, it would pro-
duce only a small dent in the dominance of gas during the next several
decades.
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ITALY - PRIMARY ENERGY CONSUMPTION
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The primary energy consumption (left) and substitution (right) for
Italy are shown here with a 15-year OECD data base. The penetration of
nuclear energy (10 percent by the year 2000) is hypothetical and based
on the assumption that Italy will not be very different in that respect
from other European OECD countries.

The future appears very bright for gas to reach dominance in the
next decade. Although this is supported by the efforts to link Italy with
the Netherlands, the Soviet Union, and North Africa, via a pipeline under
the Mediterranean, it is certainly beyond the rosiest plans of the gas in-
dustry. If we assume that gas growth was “forced” up to 10 percent and
consequently fit the logistic with later data, and set nuclear penetration
(improbably) as fast as gas, we reach a more acceptable but not very dif-
ferent conclusion.



187

CANADA - PRIMARY ENERGY CDNSUMPTION
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The primary energy consumption data for Canada do not show any
particular pattern, except a very fast inroad of nuclear energy, although
at a relatively low level. The logistic analysis reveals extremely smooth
transitions, much similar to those of Austria, with time constants on the
order of 70 to 80 years. In spite of Canadian devotion to nuclear energy,
we drew a prudent scenario, assuming about 16-percent nuclear in the
year 2000. As in most of the world, gas appears to peak and become
dominant in the year 2000.
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The primary energy consumption data for Japan are taken from the
OECD and cover the period 1960 to 1974 for coal, oil, natural gas, and
nuclear; they are all expressed in millions of tons of coal equivalent (tce).
The oil data include consumption of crude oil and petrochemical products.
Nuclear is just beginning. Today there are 20 GW(th) of installed capacity
(IAEA 1977), amounting to about 2 percent of primary equivalent.

In spite of Japan’s unique situation as a country with very large,
recently developed industry linked to an almost complete dependence
on imports, the primary energy substitution shows nothing very unusual.
Coal is being replaced by oil, a trend begun after World War I1 that appears
to end in the nineties. The dependence on oil is fundamental, but only a
little higher than that of France and similar to that of Italy. Oil starts to
saturate now, as the equations could have predicted (using data before the
oil crisis!). According to the equations, oil should be phased out around
2030, much later than for France or Italy.

Gas enters the scene somewhat late, at the end of the sixties, perhaps
because it has to be imported using the complex technology of LNG. Per-
haps for the same reason it does not seem to play the same central role as
in Europe or the United States. According to the equations, it should peak
around the year 2010, in consonance with the world peak.

Nuclear is fairly hypothetical, although we have tried to use the
various forecasts prudently. The isolated point near gas (see arrow) indi-
cates the actual situation. With nuclear penetration reaching 10 percent in
the nineties, the rate coincides with that of other fuels. Nuclear would
then become dominant during the first half of the next century, even if a
new source is introduced around the year 2000.

Today there are 20 GW(th) of installed capacity (IAEA 1977),
amounting in terms of primary equivalent to more than a 2-percent share.
Additional plants with a total installed capacity of 27.6 GW(th) are under
construction and should be in commercial operation by 1982. Another
14.7 GW(th) are planned to be available by 1984 (IAEA 1977). Assuming
that the long-term energy consumption growth prevails during the next
decade and that the utilization factor is 75 percent, we project a nuclear
share of about 7 percent by 1984. Our scenario of the long-term nuclear
penetration rate assumes that licensing and political and construction
problems will lead to delays. Thus, we predict a 7-percent share 4 years
later in 1988.

At the turn of the century, oil, gas, and nuclear appear to share the
market equally, which implies an extraordinary advance in the technologies
of transporting natural gas (or some derived products?) overseas and a
virtual saturation of the electricity market by nuclear power stations.
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SOLAR OPTIONS IN CENTRAL EUROPE
A Synthesis of Solar Technology Assessment
and Contemporary Criteria in 1978—1979

Charles R. Bell

PREFACE

Evaluation of solar energy as a potential substitute for fossil fuels and
identification of the time phase in which solar technology may become a
significant part of the energy supply mix are constrained by the charac-
teristic uncertainties of solar energy inputs, the developmental status of
solar technology, and the evolution of other energy supply alternatives.
The numerous variables within the spectrum of attainable solar energy
conversion performance allow a variety of approaches to the assessment of
its utility. This interim effort identified the options that are now (1978—
1979) most viable for solar energy exploitation in Central Europe, and the
economic, as well as technical parameters of these options. In spite of the
large number of contemporary concepts for the use of solar energy, a
correlation with prototype data was made wherever possible to maximize
the usefulness of the results. Nevertheless, the rapidiy advancing research
and development in solar technology, and the possibilities of significant
breakthroughs in energy conversion and storage, necessitate the qualifica-
tion “interim study” as an overall descriptor for this work.

The known history of engineering and industrial progress manifests
the real potential of mass production, where there is objective and compe-
tent management, as well as favorable markets. The diffusion of solar
technology will require a much more careful, well-coordinated effort from
research, development, industrial, and governmental institutions, because
it is unlikely to win a strong marketshare on its own. If left to the ““forces
of the free market,” it may not attain the timely level of diffusion envi-
sioned as a prerequisite for its becoming a significant element of the future
energy supply mix. The fact is that the attainable performance of solar
energy may be marginal in some geographic areas and locations, unless the

*A version of this paper also appeared as an invited article in Revue de I'’Energie, Vol.
313, 1979, pp. 284—292 (in French).



194

collection, conversion, and storage are optimized in terms of durable effi-
ciency, performance, and economic effectiveness. Even a superficial review
of the collector area requirements for providing a modest solar energy
diffusion shows the need for a well-coordinated, continuing overall opti-
mization effort.

Regrettably, alarge volume of research work in the energy field lacks
critical review in terms of technical or economic feasibility in the given time
phases and with regard to the regional characteristics. The limited resources
for the effort reported here did not permit a systematic validation of the
data — their selection is based on availability, years of engineering expe-
rience, and the judgment of the author.

SUMMARY

The contemporary (1978—1979) state of the art of solar energy conversion
technology offers merely a limited view of the long-term potential of solar
options in Central Europe. Nevertheless, the principal criteria are well
enough understood to allow identification of the prerequisites for an ac-
celerated use of solar systems for supplying thermal energy, as well as for
electric power generation.

The global insolation (direct and diffuse solar radiation) for Central
Europe ranges from about 1,000 kWh(t)/m?/yr near latitude 50° N, to
nearly 1,300 kWh(t)/m?/yr near latitude 45° N. Considerable climatic
fluctuations, pollution caused by urban and industrial concentration, and
topographic influences contribute to the wide variety of uncertainties
about solar energy inputs. Typical values are identified for comparative
analyses. The potentially viable solar options have been analyzed in four
categories:

1. Residential space and water heating systems (low-temperature
options, <100 °C), using a variety of nonconcentrating, fixed flat
plate collectors with heating oil substitution capacity of about
30 to 50 liters/m?/yr (depending upon the economically justifiable
working fluid storage capacity). The average (1978--1979) cost
of such retrofits ranges from $200/m? to 600/m? of installed
systems (depending upon performance, quality, and installation
difficulties of the hardware). Well-coordinated programs, leading
to the integration of solar systems with other energy-saving mea-
sures, can significantly reduce their cost, while improving their
performance.
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2. Agricultural and moderate-temperature industrial process-heat-
generating systems could use a variety of collectors ranging from
nonconcentrating (fixed) to concentrating sun-tracking collectors.
This choice of equipment depends upon the temperature require-
ments (>100 to 300 °C). Such area of application has a large
potential but requires a systematic survey of many industries,
which was beyond the scope of the work reported here.

3. Solar—thermal—electric concepts (STEC) (high-temperature op-
tions, >400 °C) for generating electric power, and possibly. hydro-
gen, in regions with favorable insolation, using high concentration
by sun-tracking collectors (heliostats). System cost estimates for
the 1990s for mass-produced hardware range between $1,700
and $2,200/kW(e) (1978 US$), without energy storage. This high-
technology category is especially suitable for developing export
and compensation trading.

4. Photovoltaic systems (fixed-angle arrays) for generating electric
power, capable of converting direct and diffuse solar radiation,
may become competitive with thermal systems after 1990, if the
technology progresses at the same pace as in 1978—1979. System
cost estimates for the 1990s (in favorable insolation regions) are
between $1,500 and $2,400/kW(e) (1978 US$), excluding energy
storage. For example, hydrogen could become the needed storage
medium.

Parametric data and trade-off possibilities are offered to provide
foundations for preliminary estimates of quantitative criteria, leading to
the future contribution potential of solar options, both in the European
region and in areas of higher solar insolation, where the proposed compen-
sation trading concept (import/export) could be instituted.

The future, integrated versions of solar options could support the
delineation of long-term energy policies, ultimately leading to the dis-
engagement- of energy demand from economic growth. This would be
attainable by the next generation of industrial equipment and residential
buildings, which will maximize the use of regenerative energy sources,
subsequently decreasing the consumption of conventional energy carriers.
It would include the intensified recycling of most materials, and, in par-
ticular, of those used to construct solar systems, thus drastically reducing
the energy investment in the materials of intensive solar hardware. A va-
riety of interrelated standardization and energy management measures for
improving the overall cost effectiveness of solar options is considered as a
prerequisite for solar options in Central Europe.
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A conceptual evolution of a single-family house is shown in this
report as a reference case for integrated solar energy systems, both active
and passive, together with the use of heat-pumps and heat recovery from
waste water, as well as from ventilated air.

A series of recommendations include the need for hardware standard-
ization; the use of mass production methods; the need for development of
more competitive energy storage; the structuring of national familiarization
programs, and a formulation of a broad variety of incentives.

The synthesis of all these measures ought to serve as a stimulus to
further systematic development of solar options.
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INTRODUCTION

The critical aspects of solar technology are still in the developmental
process, the outcome of which is uncertain because of the large number
of technical and economic variables affecting the application of solar
options. Nevertheless, it is useful to evaluate what the justifiable rate of
application of solar policy options is, which causes solar to be a growing
contribution to the future energy supply mix. This is especially true when
there is concern with an orderly long-term transition from nonrenewable,
and often polluting, energy sources to a renewable, and cleaner, energy era.

The intermittent nature and the relatively low density of solar energy
requires the use of large collector areas, which necessitates capital- and
material-intensive collection, conversion, and storage systems. Unless a
careful optimization of the design, orientation, and selection of a suitable
solar system for a given requirement and location is made, its performance
will be, at best, disappointing. A premature large-scale application of solar
technology can be just as undesirable as a late implementation. For a highly
industrialized region, such as Central Europe, a premature large-scale ap-
plication of solar technology means using retrofit solar installations which
are not likely to attain the performance and cost effectiveness of well-
integrated solar installations in the next generation of buildings and indus-
trial facilities.

A successful timing for an intensified use of solar options depends on
further progress in the applicable research and development areas, and on
the attainability of a competitive status with other energy supply alterna-
tives in the future. While the desired technology assessment is currently
constrained by the developmental status of solar technology, as well as
by the uncertainty of the availability of petroleum and its future price,
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the contemporary criteria have been evaluated to provide a view of the
potential of solar options in Central Europe.

SOLAR ENERGY AS A RESOURCE IN CENTRAL EUROPE

Existing meteorological data in Central Europe are merely a broad indica-
tion of solar energy as an applicable resource. Only a few meteorological
stations have made measurements that can be directly applied for identifi-
cation of the actual usable components of solar insolation.* The available
global insolation data, direct and diffuse, must be adjusted to the local
weather patterns, altitude, proximity to mountains or large bodies of water,
air quality, shadowing effects (losses of illumination during early and late
hours), as well as wind and humidity effects. The values vary by day and
by location. In specific assessments for a given site, a stipulation of 20
degrees minimum elevation of the sun, to reduce shadowing effects, may
significantly decrease the annual number of useful sunshine hours (i.e., to
less than 1,100 h/yr near the Alpine regions, or to below 900 h/yr in the
northern regions). This means that the annual capacity factor of a solar
energy conversion system using (sunshine) concentrating collectors (to
obtain higher temperatures) is less than 0.12 near the Alpine regions and
0.10 in the north, compared to fossil fuel systems, which can attain 0.70
or more.

To illustrate some typical insolation values for the Central European
area, Table | offers averages of global insolation for latitudes 40° N and
50° N, both inland locations, arranged by seasons. It is rather obvious that
most of the available solar energy is in the summer months, when less is
needed except for industry and agriculture.

A review of insolation averages for the Federal Republic of Germany
(FRG) revealed an average of 1,000 kWh(t)/m?/yr and 1,650 hours of
sunshine per year of which only 1,000 h/yr may be useful for conversion
to a higher-temperature process heat (i.e., 150—300 °C). Furthermore, the
typical specific heat demand for existing single-family houses ranges from
about 150 kWh(t)/m?/yr for a terraced house (about 100 m?), to nearly
400 kWh(t)/m?/yr for a separate standing house (about 120 m?) exposed
to the elements of the weather. Most of the heating is required for the
winter months, and some is required during the transitional months, calling
altogether for about 1,700 h/yr. Comparison of these values with insolation
data for the winter and transitional months (Table 1) points to the impor-
tance of energy storage (hot water storage); the energy demand is highest
when the solar energy inputs are the lowest.

*Since 1976, an effort has been in progress to improve this situation.
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TABLE | Sample values of insolation on horizontal surface in European
areas.

Time of year

Four winter Four transitional Four summer

months: months: months:
Nov., Dec., Mar., Apr., May, June, Annual
Jan., Feb. Sept., Oct. July, Aug. totals
Latitudes (=120 days) (= 122 days) (= 123 days) (= 365 days)
SO°N
kWh(t)/m? 130 360 600 1,090
%-year 12 33 55 100
Sunshine h/yr 230 580 780 1,590
%-year 14 36 50 100
40°N
kWh(t)/m? 280 520 880 1,680
%-year 17 31 52 100
Sunshine h/yr 490 770 1,000 2,260
%o-year 22 34 44 100

It is characteristic in Central Europe that about a half of the insolation
is diffuse. Evaluation of solar energy as a resource must therefore include a
representative range of solar insolation for the various cloud covers. Table 2
provides an overview of such estimates.

Low-temperature solar systems and photovoltaic systems use both
direct and diffuse radiation which make them potentially suitable for ap-
plication in Central Europe. Solar energy conversion systems for moderate
and high temperatures require concentrating collectors that function only
during direct sunshine.

A correlation of Tables 1 and 2 together with realistic conversion
efficiencies (see Table 3) provides a foundation for estimating the attain-
able performance of solar energy as a resource in Central Europe.

OVERVIEW OF THE SELECTED SOLAR ENERGY
CONVERSION OPTIONS

An analysis of the 1978 —-1979 state of the art of solar technology yielded
numerous concepts, representative samples of which were used as theo-
retical reference systems for the evaluation of the potentially suitable solar
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TABLE 2 Range of typical solar insolation densities for various cloud
covers.

Daylight insolation densities
Weather conditions (~kW(t)/m? on horizontal surface)

Heavy clouds, no sunshine,

all radiation diffuse 0.10-0.25
Light clouds, no sunshine,

most radiation diffuse 0.25-045
Hazy sunshine, most

radiation direct 0.45-0.75
Clear sunshine, all

radiation direct 0.75-0.90

options in Central Europe. Four categories of solar options were selected
for interim technology assessment:

1. Low-temperature options for water and space heating (operating
temperatures below 100 °C) in residential, commercial, and public
buildings.

2. Moderate-temperature options for production of industrial or
agricultural process heat (operating temperatures between 100
and 300 °C), or for the absorption type of air conditioning.

3. High-temperature options (operating temperatures in excess of
400 °C) as solar-thermal-electric-concepts (STEC); and possibly
for hydrogen production.

4. Photovoltaic options for direct production of electricity and pos-
sibly for hydrogen or synthetic fuel production.

Categories 1, 2, and 4 were evaluated for application in Central Europe;
and categories 2, 3, and 4 for development as potential export items and
instruments for future compensation trade.

Solar technology is in various stages of development and with the
exception of category 1, the existing hardware is essentially experimental,
or in some cases first generation prototypes at best. This means that most
performance and cost information is subject to further improvements. A
composite of projected performance and cost estimates was used, selecting
concepts of promising characteristics supported by theoretical and empiri-
cal information, to produce an overview of the reference systems. Table 3
features a comparative assessment of the selected options for the insolation
regions of Central Europe, and for favorable insolation regions that are
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representative in some of the developing countries. The range of estimates
illustrates uncertainties in design features, selection of materials, and other
variables. Neither large scale energy storage nor hardware and labor trans-
portation were included because of the associated complexities and un-
certainties (particularly for remote sites in desert and mountain regions). .

In order to project a reasonably realistic capital cost structure, mass-
production methods used in the automotive industry were considered
representative of the lower limit of learning curves. Approximations with
automotive products (European economy-class automobiles) showed a
production cost average of $3.50/kg hardware, or in terms of retail cost
about $6/kg hardware. These relate to the production of about 1.4 million
complete automobiles per year (Volkswagen production is about 9,000
units per day, or 2.5 million complete units per year). It is estimated that
nearly 20 years would be required to attain the desired target cost, without
causing major capital and materials availability diversions, if ~85 percent
learning curves are assumed.

Examining Table 3, with due consideration of the uncertainties, the
overview indicates that the energy payback time favors mainly the low-
temperature options and, to a lesser degree, the photovoltaic options for the
insolation levels of Central Europe. If the recycling of materials is properly
organized, the energy payback time can be drastically reduced. The photo-
voltaic options are still speculative when considering cost reduction feasi-
bility. The capital payback time could become relatively favorable in most
cases, except for STEC, in the low-insolation regions. This is primarily due
to the limited amount of useful sunshine hours in Central Europe.

The low-temperature options can be installed as retrofits in existing
buildings, or as integrated systems with heat-pumps and heat recovery
equipment in the low-energy-demand houses of the future, the latter being
decisively a superior alternative.

A future design of a low-energy demand, single-family house may in-
corporate a number of features separate from solar systems in contrast to
conventional building practices, as summarized in Table 4. Although the at-
tainable energy savings must be evaluated separately for each case and loca-
tion, an integrated design of a low-energy-demand house may reduce the
energy demand to less than 25 percent of that for a conventional building,
i.e., one constructed prior to 1978. In favorable locations, this may elimi-
nate conventional backup heating systems and allow the use of simple
electric heaters in hot water storage tanks. This would facilitate optimized
energy management in urban areas and reduce the sources of air pollution.

Further delineation of the criteria is contained in the description of
each option.
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TABLE 4 Attainable energy savings for single family houses of modified
design, as compared to conventional houses.

Examples of

attainable Typical enerng
energy savings® payback time
Energy-saving features (percent) (years)
Optimized house insulation 35-45 0.3-0.5
Passive solar system 25-35 undetermined®
Solar water heating
(including storage) 8§-12 2.0-50
Solar space heating
(including storage) 40-60 4.0-8.0
Heat-pump application 25-30 0.6—1.5
Heat recovery from exhaust
air and waste water 15-30 undetermined®

Not cumulative.
Subject to choice of materials.
cSubject to building design and use.

LOW-TEMPERATURE SOLAR OPTIONS

Low-temperature solar-thermal systems are the closest to accelerated,
large-scale commercialization. To aid the diffusion process in Central
Europe, unified standardization and quality control regulations are needed
to secure the availability of fitting spare components, such as collectors
and hot water storage tanks.

Two reference systems were formulated for the interim assessment of
the rate of possible application of such options:

1. A solar water heating system (retrofit), with 8-m? collector surface,
for a single-family house. Such a system can substitute for oil
heating of the water in the order of about 1,000 liters oil/yr,
because of the otherwise marginal efficiencies of oil heating sys-
tems during the summer and transitional months.

2. A solar space and water heating system (retrofit), with 35-m?
collector surface, for a single-family house. Such a system can
substitute for oil heating in the order of about 1,540 liters oil/yr.

Using statistical information from the FRG, a representative assessment of
both single- and two-family houses was made to estimate the number of
solar systems that could be installed. About 3.2 million of such buildings
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in the FRG could be adapted for a solar system by the year 2010. The
primary energy savings attained annually by such a measure would be
about 11 million tce*, or about 1.5 percent of the estimated primary
energy at that time period. A substantial amount of the installed solar
systems would have to be retrofits, because the projected growth rates of
suitable new buildings are not high enough to concentrate only on the
advanced, integrated low-energy-demand buildings. However, such new
building designs would eventually foster optimum savings of fossil fuels,
and optimum benefits from environmental considerations.

Figure 1 conceptualizes a version of the transition from fossil fuels to
the maximum use of solar energy and electric power in the FRG. Nearly
four million residential units would be involved during an estimated 75-
year period. This would contribute to the reduction of pollution, while
facilitating the use of synthetic fuels in central power plants. It ought to be
realized that between 25 and 40 million m? of collector surface are required
in Central Europe to substitute (collectors) for 1 million tce of primary
energy, depending upon the selected design features and economic trade-
offs. The direct (solar systems) cost for 1 million tce is estimated to be
between $5 and 24 X 10° (imaximum rate $2 to 6 X 10° per year) depend-
ing upon the chosen trade-offs. The indirect cost for the integrated systems
may be absorbed in the building cost. A program of such magnitude be-
comes interesting as petroleum prices increase and as economic losses, due
to pollution, are fully recognized and quantified.

An assessment of the contemporary technical and economic criteria
is necessary to identify the evolution potential of solar options from retro-
fit installations to the fully-integrated versions. Table 5 shows examples
of prices of solar-specific hardware, such as would be used in the selected
reference systems, as offered on the FRG market in the 1978—1979 time
period.

An installed retrofit representative reference system for solar water
heating (8-m? collectors) was priced in 1978 at $3,800; with the long-term
cost reduction projected to be $2,400, when large-scale mass production
prevails. A lower cost will be realizable for fully integrated systems included
in the design of new buildings.

An installed retrofit representative reference system for solar space
and water heating (35-m? collectors), was priced in 1978 at $21,000, but
some integrated versions of the same system were offered in 1979 for
$12,000; the long-term cost reduction was projected to be $7,000, when
large-scale mass production and full design integration prevail.

The long-term cost reduction projections correlate reasonably well

*tce = tons of coal equivalent (1 tce = 8140 kWh(t)) =~ 4.8 bbl (crude oil).
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FIGURE 1 Possible evolution of low-temperature solar applications for residential
buildings.

with the cost of automotive hardware. The prices of solar specific compo-
nents represent nearly 50 percent of a typical retrofit space and water heat-
ing system installation; about 25 percent is for “off-the-shelf” hardware,
and the remaining 25 percent for transportation, assembly, installation, and
retrofit design. In the integrated systems of the future, the collectors will
be a part of the roof, forming a part of the insulation, and many of their
features will be standardized, proving to be more cost effective as indirect
costs will be absorbed in the building costs. Furthermore, material recy-
cling will also contribute to the reduction of energy investment and possibly
to cost reduction.

Figure 2 illustrates the performance of various solar energy collector
designs when traded off against costs of the reference systems for space and
water heating. The designs without a selective absorber surface do not gen-
erally give a satisfactory performance when ditfuse solar energy prevails.
The principal constraining factors are the conversion of diffuse solar energy
and the cost/performance capacity of hot water storage; they do not per-
mit cost-effective seasonal storage. Thus a high percentage of solar energy
collected during the summer and, to a lesser degree, during the transitional
months is lost (see Table 1). This is limiting the heating-oil substitution
performance of such systems in Central Europe. The graph also implies
that cost/performance trade-offs are necessary for each application
and location to optimize a system. For an average system, at a cost of
$350/m?, the corresponding annual substitution, or savings, of heating oil
is about 45 liters; in August 1979, this was about $12/m?/yr, without con-
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TABLE 5 Price ranges of quality solar energy hardware in the FRG
(1978 USS$).

Components’

Hardware (not installed) price range (3$) Average price ()
Single-glazed collectors without

selective absorber surface 120--240/m? 144/m?
Double-glazed collectors with

selective absorber surface 134—-288/m? 168/m?
Hot water storage tanks

3-6m? 720—1,440/m? 960/m?

7-30m? 384—624/m? 480/m?
Control units 336—960/unit 576/unit

sideration of maintenance costs. The amortization time would obviously
be extensive even if the life of a well-constructed system could exceed 30
years. However, large-scale mass production of the systems should reduce
the cost to about $180/m? and the increase of heating-oil prices will even-
tually facilitate a more favorable cost effectiveness. The cost of long-term
financing is not included in these estimates. More important, however, is
that the decision process must be based on a life-cycle cost, yielding the
benefits of fuel savings, rather than on an acquisition cost.

The conceptual evolution of a single-family solar house is shown in
Figure 3, integrating the energy-saving features, identified in Table 4, with
a large-scale energy management potential, illustrated in Figure 1. Optimum
insulation is taken as a prerequisite, as is floor or wall heating that can
function with working-fluid temperatures below 30 °C. Heat recovery from
waste water and exhaust air, and heat-pump integration with the solar
system, are viewed as the optimum long-term alternative.

The application of passive solar systems is in an early developmental
stage, but their performance in prototype houses is indicative of their
long-term potential.

MODERATE-TEMPERATURE SOLAR OPTIONS

The production of process heat for industry and agriculture is in the early
developmental phase. Nearly 25 percent of primary energy for industry is
used for process heat below 300 °C, indicating a potential utilization of
solar energy for either preheating, to save fuel, or for direct conversion to
process heat. The process-heat demand has two major categories:
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1. Hot water for:

Chemical industry

Textile industry

Cleaning and washing facilities, and many others
2. Hot air for:

Drying (agricultural products, lumber, food, etc.)

Dehydrating

Industrial processing, and many others

The direct use of collected solar energy, without storage, may prove
attractive enough, in some applications, for integration in the next genera-
tion of industrial equipment. The cost would be near the collector cost
shown in Table 5.

Moderate-temperature solar options can provide air conditioning,
small-scale electric power generation, and other related functions. The
rationale offered for the low-temperature options is applicable here. Mass-
production of collectors and storage systems, approaching the methods of
the automotive industry, will ultimately open new opportunities for the
use of moderate-temperature solar options.

HIGH-TEMPERATURE SOLAR OPTIONS

The interest in high-temperature solar technology in Central Europe is
motivated by export possibilities. A range of medium- to high-temperature
concepts, from a high-performance flat plate collector system to heliostat
fields and a central tower receiver, were evaluated for generating electricity
and manufacturing synthetic fuels in arid areas (insolation about 2,300
kWh(t)/m?/yr and 2,500 hours of usable sunshine per year). The principal
criteria for the most promising STEC concept (heliostats and a tower) are
shown in Table 3. Estimates indicate that the electric power generating
cost for commercial versions of 100-MW(e) daytime power generating
plants may be about US$0.12 to 0.16/kWh(e), with operating and mainte-
nance costs aceounting for nearly 10 percent, because of the large mirror
surfaces and the numerous tracking subsystems.

Paraboloidal dish systems may prove suitable for hydrogen production
via a thermochemical cycle, which could attain an overall systems efficiency
of ~25 percent, if current projections are realizable. The capital cost for a
commercial version of this concept is estimated at $1,400/kW for hydrogen
gas production, or about $1,750/kW for the production of liquefied hy-
drogen (LH,), storage not included.

Two-dimensional troughs could prove useful in areas with favorable
insolation, to deliver higher-grade process heat, electricity, air conditioning,
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or even hydrogen. With a capital cost estimate at $2,000/kW (rated, without
energy storage), the cost of electricity would probably be $0.16/kWh(e),
including operation and maintenance costs.

Conceptual and prototype efforts are sponsored in the USA, aiming
at 100 MW(e) STEC (heliostats and a tower) with 420 MWh(e) storage ca-
pacity. The prototype’s direct cost ranges from $13,000 to $15,000/kW(e)
for current (1978—-1979) constructions.

Baseload configurations of such plants would require large-scale
energy storage, either of a pumped hydro category for about $320/kW
(rated), or thermal storage for about $430/kW (rated).

Most of the information on STEC concepts is still too speculative for
the long-term projection of their large-scale use. Furthermore, it ought to
be realized that the indirect cost must be added to the direct cost, which
may increase the capital requirements for STEC systems by 70 percent or
more, depending upon the remoteness of the site, the access to it, and the
overall logistics. In the case of conventional electric power plants, the in-
direct cost has been up to 50 percent of the direct cost — a trend that is
increasing with demands for better environmental protection.

PHOTOVOLTAIC OPTIONS

The versatility and the promise of development trends of photovoltaic
systems indicate that if the cost-reduction objectives are met, photovoltaic
arrays may become competitive with solar-thermal systems before 1995.

The long-term objective of the US Department of Energy calls for
the reduction of the direct cost to $500/kW(e) peak for photovoltaic
arrays. This could yield systems cost in high insolation regions ranging
from $1,600/kW(e) peak for residential sizes (~10 kW), to $1,800/kW(e)
peak for small-size electric power generators (~500 kW), and perhaps as
low as $1,500/kW(e) peak for large, central stations (~100 MW). The added
indirect cost depends upon the location, access, preparation, and logistics.
In the case of residential buildings, it could be absorbed in the building
costs. But even $2,000/kW(e) would become reasonably competitive, if
the relatively high system efficiencies are obtained. For example, the com-
bination of gallium arsenide (GaAs) and silicon (Si) or cadium sulfide (Cds)
cells to capture a broader range of radiation spectrum, and the use of con-
centrators, may produce system efficiencies of nearly 30 percent.

Because the photovoltaic systems utilize both direct and diffuse solar
radiation, and because they do not have to attain thermal equilibrium for ef-
fective operation, their application in Central Europe would be very useful.

The multitude of photovoltaic arrays in research and development
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phase include:

Fixed flat plate arrays

Periodically adjustable arrays

Concentrating arrays (with or without cooling)
Hybrid arrays (with two or more cell materials)

All of these can be used for the production of electricity and hydrogen,
and it is the latter which would enhance the feasibility of load leveling and
baseload configurations. It will be about 5 to 8 years before the research
and development and prototype system phase is completed and the choices
among these options are clarified. The desired systems cost reductions may
require an additional 20 years of commercial operation when the 85 percent
learning curve is assumed. The time it takes will depend upon a rapid in-
crease of market potential for such systems.

INSTITUTIONAL ISSUES

There are numerous legal, administrative, and tax issues that are interfering
with the implementation of solar options in Central Europe. These include
constraining building codes, tax regulations, absence of quality assurances
and the availability of guarantees, and financing problems, all of which vary
according to the country and region. National and regional governments
must correct such asituation and develop incentives for effective and timely
applications of solar options.

EXPORT POTENTIAL

Table 3 shows the representative performance estimates of solar systems
in regions with favorable insolation. In large-scale diffusion considerations,
the indirect cost associated with the on-site installation of solar technology
must be identified with each given region and added to the direct system
cost projections, and evaluated in terms of a corresponding life-cycle cost,
showing the benefits of eliminating the need for fuel logistics. However,
large-scale exports of solar hardware that is capital- and materials-intensive,
and thus energy-intensive, should be channeled into the compensation
trade (i.e., trading hardware for commodities) mode of operation.

The cost for meeting a basic energy demand that would provide a
composite of energy requirements per capita in developing countries,
where improvement over the bare subsistence level is needed, is optimisti-
cally estimated at $1,500/kW (later this century), with an energy content of
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about 12 MWh(t)/kW. This composite includes irrigation, water purifica-
tion, crop drying, initial electrification, and other necessary functions.
The risk of exporting hardware with such large capital and energy content
would be significantly reduced by the development of an effective com-
pensation trade.

CONCLUSIONS AND RECOMMENDATIONS

When macroeconomics is considered, solar energy conversion technology
cannot make a significant contribution to either near-term or mid-term
energy supplies; its key potential is in the long-term perspective, charac-
terized by fully integrated solar options and their contribution to environ-
mental progress.

Large-scale implementation of renewable energy systems, e.g., solar
energy conversion systems, may require 50 to 80 years for effective large-
scale diffusion, depending upon the trends in petroleum pricing, the evolu-
tion of other alternate-energy systems and overall energy management.
Continuing research and development is expected to produce new tech-
niques for the conversion, transportation, and storage of energy, while
increasing and improving the recycling of materials will reduce energy in-
vestment in the next generations of both industrial and private equipment.
It is too early to formulate a realistic future contribution of solar options
for the energy mix of Central Europe. Once current research and develop-
ment reach a tangible maturity, a more specific technological assessment
of solar options will have to be undertaken. Until then care must be exer-
cised to prevent premature commitments in speculative areas. The time
for solar options will undoubtedly arrive — the difficulty is to recognize
the concept that has the best long-term potential.

In the more immediate future, however, the following measures ought
to be given priority:

1. Reduction of solar hardware cost by adapting to mass production
processing, together with the standardization of the external di-
mensions of collectors, and other major components, to facilitate
interchangeability and replacements by fitting spares.

2. Formulation and implementation of quality control regulations
and facilities to assure the integrity of solar hardware, reduce its
maintenance requirements and extend its operational life well
beyond the amortization period.

3. Development of efficient and cost effective thermal energy storage
systems to maximize the use of solar energy collected during the
favorable sunny periods of the year.
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4. Development of passive solar energy building techniques, and
near-optimum insulation, to facilitate the application of active
solar systems, and the integration of heat-pumps.

5. Formulation and implementation of well-coordinated courses
and seminars in technical universities and trade schools, to train
architects, engineers, and all future builders in the key aspects
of the application of solar technology and in the development
of building designs which reflect the need to drastically reduce
energy consumption.

6. Structuring of national and regional programs, stipulating that all
future public buildings and any others financed by public funds
(i.e., schools, hospitals, recreational facilities, airports, adminis-
trative buildings, railway stations, etc.), should receive priority
consideration for the use of applicable solar options. This will
increase the knowledge of the emerging technology and its energy
saving potential, while stimulating the development of innovative
architecture for low energy consumption buildings.

7. Formulation and implementation of administrative and economic
incentives for the use of solar options by :

— Creating tax incentives for the installation of retrofit and inte-
grated solar systems in residential and commercial buildings

— Passing “solar rights” laws to prevent the future shadowing
of solar collectors, both active and passive

— Reassessing constraining regulations and building codes that
are jeopardizing the accelerated use of solar options

— Creating a comprehensive insurance program to protect house
owners, and institutions willing to provide financing, against pre-
mature failure or damage to solar hardware (perhaps with the
manufacturers’ participation and national support).

These measures would accelerate the acceptance of solar options and aid
the development of a mature market for solar hardware, while gradually
motivating a sensible transition to an independence from nonrenewable
energy sources. It would be advantageous if such measures could be imple-
mented uniformly throughout Europe, or by subgroupings such as the
European Economic Community.

It seems appropriate to conclude this summary on the potential of
solar options with a quote from the book The Bankers by M. Mayer: ““The
quality of life becomes a function of the energy resources at the disposal
of the individual and the capital investment that multiplies his benefits
from his efforts. . . .”
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SIMULATION OF MACROECONOMIC SCENARIOS
TO ASSESS THE ENERGY DEMAND FOR INDIA
(SIMA)

Jyoti K. Parikh and Kirit S. Parikh

SUMMARY

The Energy Systems Program (ENP) at the International Institute for
Applied Systems Analysis (ITASA) has developed a set of models giving
coverage of energy and energy-related issues for macroregions of the world
over the long term (50 to 60 years). The SIMA model, a macroeconomic
simulation model to assess energy demand for India, is included in this
larger effort, which has been partially supported by a grant from the United
Nations Environment Programme (UNEP).

The use of the SIMA model within the energy modeling effort at
ITASA reflects the desire to treat the special considerations of developing
regions with as much care as possible. In particular, the treatment of the
economic profile and prospects of one developing country with this econo-
metric model can lead towards a greater understanding of energy require-
ments in the face of alternative economic scenarios. The alternative paths
selected for use with the SIMA model included a greater intensification of
agriculture, increasingaid, and stepped-up investments and exports (to gen-
erate high economic growth). The SIMA model focuses on the central
issues of capital availability and sources of export earnings for building up
the domestic energy sector. Also considered explicitly are the uses of
noncommercial energy and the extent and pace of rural electrification
characteristic of developing economies.

Further studies that deal with energy problems in developing countries
have been and are being carried out at IIASA, in no small part initiated by
the SIMA work.




216

1 INTRODUCTION

This study forms a part of the global modeling exercise of IIASA’s Energy
Systems Program (ENP). The aim of the ENP effort, in which the world is
considered to consist of seven ‘“‘regions’” (Hifele and Basile, 1978), is to
evaluate for each region the alternative energy supply strategies consistent
with economic scenarios. The ENP defines a world region as a group of
countries sharing similar economic features. For this purpose a set of
models has been developed, and the models are to be run for each region
in the following stages

— Generation of a macroeconomic growth scenario

— Generation of energy demand scenarios consistent with this
macroeconomic framework

— Determination of the optimal energy supply mix to meet the
energy demand, and consideration of choices of fuel substitution

— Analysis of the impacts on the economy of the selected energy
supply mix

— Revision of the macroeconomic framework, if necessary, and
iteration of the results of each world region

— Analysis of the global issues concerning energy use and supply

Of the seven regions, four are developing regions, one of which comprises
Africa and South and Southeast Asia (excluding Northern Africa, South
Africa, Japan, and Asian countries with centrally planned economies).
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GENERAL CHARACTERISTICS OF THE AFRICA
AND SOUTH AND SOUTHEAST ASIA REGION

Of the main characteristics of the Africa and South and Southeast Asia
region, perhaps the most obvious are those of high population growth and
limited energy resources. The other characteristics are

— The economy is supply constrained rather than demand driven.

— Agriculture plays an important part in the economy and has
increasing capital requirements.

— Imports and foreign aid are of strategic importance in the econ-
omy.

— There is substantial use of noncommercial energy (firewood,
agricultural waste, charcoal, and animal dung).

— The price elasticity of energy is low, because the present “‘sub-
sistence’” use is at a base level, offering little scope for reducing
energy consumption.

— The extent of electrification in rural areas is low; hence demand
is suppressed.

— There is competition among the agricultural and nonagricultural
(transport, commerce, industry, and services) sectors of the econ-
omy for investment and imports.

India constitutes almost 40 percent of the population and 35 percent
of the energy consumption of this region, and can be taken as a country
typifying the above regional characteristics. For example, in India

— Agriculture forms 45 percent of the gross national product
(GNP).

— Noncommercial energy consumption formed approximately 70
percent of the total (noncommercial plus commercial) energy
consumption in 1971.

— Only 25 percent of the villages were supplied with electricity in
1971.

— In 1974, 30 percent of export earnings went towards the purchase
of oil; at present the figure has risen to 33 percent.

— In the 5-year plan of 19781983, 30 percent of government
planned investment has been allocated to the energy sector.

Therefore, to understand the behavior of the energy system of the region
and its interdependence on the macroeconomic variables, the case study
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of India is presented as a first step. For this study we have developed a
macroeconomic simulation model to assess the energy demand for India —
the SIMA model. This model recognizes and attempts to simulate the main
features of developing regions that are described above.

Although detailed models are available for each of the stages described
in the introductory paragraph, the SIMA model for developing economies
goes through the first two (the generation of a macroeconomic growth sce-
nario and energy demand scenarios) simultaneously, so that the feedback
from the energy sector to the economy is accounted for as an approximate
measure. This may help in reducing the number of iterations required, by
providing a more appropriate macroeconomic basis for the ENP set of
models.

The SIMA model is used for a long-term period; the projections ex-
tend to the year 2030. However, it should be recognized that, even to plan
for the energy sector up to 2000, the model should extend much longer,
if only to identify approximate trends beyond the planning horizon. The
available fossil fuel reserves may easily last until 2000 and beyond, but it
is apparent that a shift in energy policy is desirable over the long term.
Therefore, a long-term model of this nature is especially relevant for the
developing regions whose energy consumption at present is barely above
subsistence level. A stabilization of the energy consumption in these regions
cannot be foreseen in the next 50 years, if the regions are expected to
develop. Projecting the future for the next 50 years calls for a combination
of analysis of the past and assessment of the future course of events; the
latter will undoubtedly be affected by the economic policies pursued. To
explore the policy choices for the future, one needs a mechanism to deter-
mine the implications of a given set of policies, and we have therefore con-
structed a simulation model, the SIMA model.

A BRIEF SUMMARY OF THE WORK ON ENERGY
DEMAND FOR INDIA

Projections of energy demand play a crucial role in energy studies. The
strategy of supply and the policies pursued to realize the strategy depend
on the level of demand. Prior to running the optimization models investi-
gating energy supply options, which are highly refined, the sophistication
of these models has to be matched by the projections of demand that drive
them. Some of the conclusions of such models can be sensitive to the level
of energy demand in an economy. Thus, in the global modeling exercise
of the ENP, considerable emphasis is placed on improving the methodology
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for projecting energy demand. The macroeconomic simulation model of
India presented in this report forms a part of this effort. India is taken as
a case study of a developing country and it is hoped that the experience
gained from using this model will be useful for building appropriate models
for other developing regions.

One of the first exercises of energy demand projection for India
was carried out by the Energy Survey Committee of India in 1964. This
was based on separate trend projections up to 1980 for the household,
agricultural, transport, and industrial sectors; these projections were then
combined to obtain the total national energy demand. The fuel mix
required for the economy was also identified. This exercise, by estab-
lishing a data base and a framework for carrying out studies in energy,
made an important contribution to the projection of energy demand. It
systematically assessed the use of noncommercial fuels, estimated the
efficiency of different fuels for various uses, and initiated the use of coal
replacement units based on the efficiency of use as well as on calorific
content. The use of such coal replacement units rather than coal equiva-
lent units was considered more appropriate in planning for substitution of
fuels, particularly of noncommercial fuels by commercial fuels (electricity,
coal, oil, and gas). The values of coal equivalent and replacement units are
given in Appendix A.

The Fuel Policy Committee of India extended this approach by car-
rying out projections up to 1990; they also streamlined the data base up
to 1971. The Fuel Policy Committee’s demand projections were based on
more detailed sectoral energy input coefficients, on material balances, and
on an evaluation of fuel substitution possibilities.

Parikh (1976), using a similar approach, extended the demand pro-
jections up to 2000. Alternative scenarios and strategies are given and
the resource requirements for meeting energy needs are also estimated.
However, the implications of these cost projections on the development of
the economy and on the demand for energy itself have not been investi-
gated.

Parikh and Shrinivasan (1977) have used a linear programming model,
within which parts of the energy demand are endogenized, in order to
determine India’s food and energy options. Demand in the agricultural
and transport sectors is prescribed in terms of the desired output of these
sectors, such as tons of food grains, passenger-kilometers, ton-kilometers.
The energy demand required to meet these needs depends on the tech-
nologies selected and is determined within the model, which covers the
period up to 2000. However, the authors do not iterate to see whether the
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final demand projections need to be modified in the light of the techniques
and resource requirements indicated by the model solution.

THE OBJECTIVES

The purpose of this report is to project alternative future energy demand
scenarios consistent with economic developments and possible energy sup-
ply scenarios. It is also to examine the interaction between the increased
costs of energy and economic development, which may be important for
developing countries where capital accumulation and imports generally
constitute the major constraints on development. (The word “demand”
is not used throughout this paper in the conventional economic sense of
a quantity price schedule. Instead, it refers to the point of intersection
of demand and supply, a sense that has been widely adopted by energy
analysts.)

When energy is expensive and requires large resources to develop
supplies, fewer resources are available for developing other sectors of the
economy. Thus, the demand for energy is affected by and in turn affects
the development of the economy. The projection of energy demand should
be consistent with the projection of economic growth.

Conventional econometric models (for models of India see the
references) are usually built for short-term projections. This makes it
possible to use linear approximations for nonlinear relationships, which
may be locally adequate. A simulation model for long-term projections
requires specifications of relationships that are not necessarily linear.
With the rather short time series available for India, itis difficult to explore
complex hypotheses, and the model had to be kept simple. Relationships
that are usually estimated from short-time-series data need to be examined
for their appropriateness for long-term projections. In many cases, one
may have to replace such estimated relationships by hypotheses that are
theoretically more acceptable and that appeal to common sense. At a
couple of places we have done so in our model.

In contrast to models of developed economies, in which growth is
demand driven and restricted by the limited labor force and by techno-
logical rrogress, models of developing economies have to concentrate on
dealing with the difficulties of expanding energy supply, of accumulating
capital, and of having a limited availability of imports. The SIMA model
requires relatively few exogenous specifications, and we believe it is suit-
able for coping with the difficulties mentioned above.

Thus, the purpose of this model-building exercise was to construct a
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model for India that would account for structural changes in the economy;
thus, it is built so as to permit an exploration of the effects of alternative
scenarios on economic development and energy demand. The scenarios
include

— Different levels of government effort to promote investment
— Different rates of development in the agricultural sector

- Different levels of foreign aid

— Different levels of domestic energy availability

Population growth, the level of urbanization, oil price rises, and the capital
costs of energy are specified exogenously in these scenarios.
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2 THE MODEL

In the SIMA model, the Indian economy is considered as being mainly
composed of two sectors. The three essential features of the model can
be summarized as follows:

— The two main sectors are agriculture and nonagriculture; the
energy sector forms part of the nonagricultural sector but is driven
by both of the main sectors.

— The main sectors are in competition with each other for capital
stock.

— Some structural relationships are estimated from time-series
(1950—1973) data, and others are estimated from scenario speci-
fications.

In the SIMA model the gross domestic product (GDP) is used in
private and public (government) consumption and in investment. Private
investment is stimulated by government investment and restricted by
savings in the economy. Trade is balanced, but foreign aid increases im-
ports and also promotes public investment.

The implications for energy demand and for capital required in the
energy sector are derived from the structure of the GNP that emerges.
The capital and import requirements for the energy sector compete with
the capital and import requirements for the rest of the economy.

In developing a model for long-term projections, the appropriate level
of sectoral detail should be used. Although a model with many sectors
may permit incorporation of structural changes in some detail, it increases
the problems of uncertainties in technological description, and the final
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projections may be no more reliable than a model with fewer sectors. Al-
though the SIMA model has only two main sectors, it is able to account for
structural changes in the Indian economy; some aspects of these structural
changes are characterized by the level of urbanization, whose specification
in the model is exogenous.

Since one of the features of the model is that it is a useful means
of studying the problems of energy policy, the energy sector has to be
described in some detail, and the detailed treatment of the energy sector
has to match the detail with which the rest of the economy is described.
We have tried to resolve this problem by treating the details of the energy
sector as consequences of the growth of the economy. The feedback from
the energy sector to the economy, however, is based on more aggregated
attributes of the energy sector, i.e., the foreign exchange required to
import oil and the total investment required for the growth of the energy
sector.

A BROAD OUTLINE OF THE MODEL

The details of the interactions of the two-sector macroeconomic model
can be seen in Figure 1.

The Macroeconomic Module

The GDP is a function of the output of the agricultural and nonagricultural
sectors. An exogenously specified growth rate determines the output
of the agricultural sector. The output of the nonagricultural sector is
determined by the productive capacity created through capital stock
accumulation and by the extent to which this capacity can be utilized.
Capacity utilization depends on the availability of imports of raw materials,
components, and spare parts. The requirements of imports for full capacity
utilization depend on the total capital stock and decrease relative to the
increase in capital stock, because of the diversification of the economy
and import substitution.

Imports are determined by the availability of foreign exchange from
net export earnings, by private transfers (from Indians residing abroad),
and by foreign aid. The foreign exchange required for importing oil, the
price of which is exogenously specified, is first set aside from the total
foreign exchange. The remaining exchange is available only for imports of
raw materials, spare parts, equipment, and the like.

The GDP generated in the model is utilized for private and govern-
ment (public) consumption and for investment. Government consumption
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is a function of the taxes collected, which depend on the output of the
agricultural and nonagricultural sectors (the income from each of these
two sectors is taxed differently in India). Private consumption, on the
other hand, is determined by the per capita GDP after tax, as well as by
the composition of the GDP. If agricultural output increases at the same
level of GDP, private consumption will increase.

The level of investment in the economy is determined by the demand
for and the availability of investment. Government investment, which
is determined by the amount of taxes collected and the amount of aid
received, stimulates private demand for fixed investment. The level of the
previous year’s GDP also affects present private demand for fixed invest-
ment. Investment availability is determined by the GDP identity. The
actual, or realized, investment comprises inventory formation, replacement
requirement, net fixed investment in the agricultural sector, and net fixed
investment in the nonagricultural sector. Net fixed investment in the non-
agricultural sector, obtained as a residual, is added to the existing capital
stock of the nonagricultural sector. Since there is a limited availability of
arable land, an increased yield per hectare is necessary for agricultural out-
put to be increased. To increase the per hectare yield requires an increase
in the capital input to agriculture. Thus, the incremental capital/output
ratio in the agricultural sector is taken to increase asymptotically with the
level of agricultural output. Conversely, the incremental capital/output
ratio in the nonagricultural sector, which is high at present, is expected to
decline with the diversification of capital stock and the increased efficiency
of capital use. The asymptotic limits of the incremental capital/output
ratios are exogenously specified; their behavior is indicated schematically
in Figure 2.

The Energy Sector

The structure of the encrgy sector is illustrated in Figure 3. The total
(commercial and noncommercial) encrgy consumption is related to the
level, structure, and characteristics of the GDP and to population. The
demand for noncommercial energy is affected by per capita private con-
sumption and by the extent of urbanization. The demand for commercial
cnergy, obtained by subtracting noncommercial energy demand from total
energy demand, is divided into electrical and nonelectrical energy. The
demand for clectrical energy is related to the number of villages that arc
supplied with electricity. Since the gas reserves of India are insignificant,
nonelectrical commercial energy demand is divided into coal and oil, and
oil is divided into domestic oil and imported oil. The price of imported
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oil is specified to increase annually and to stabilize at a given level. Since
the foreign exchange requirement for imported oil is subtracted from the
total import availability in order to obtain imports of other raw materials,
machinery, and thelike, this requirement provides a feedback to the macro-
economic model, which permits investigation of the effects of oil prices
on the development of the economy.

The capital required for the energy sector is then calculated using
capital coefficients for the various forms of energy. Nonelectrical energy
is assumed to come from coal and oil. We emphasize that this is done
only to arrive at crude figures of investment requirements, ensuring the
compatibility of the energy demand scenarios with the macroeconomic
scenarios. The more detailed work on this aspect is being carried out
within a linear programming framework using the MESSAGE model devel-
oped in the ENP at ITASA (Agnew, Schrattenholzer, Voss, 1978). In this
work, a wide variety of energy conversion technologies and renewable
resources are considered under various assumptions about the availability
of fossil fuels. The demand results obtained from the SIMA model would
be used as inputs into the MESSAGE model. If the energy supply strategy
identified by the MESSAGE model is not consistent with the assumption
of the particular run of the SIMA model, a new run of the SIMA model
would be made with modified parameters, followed by another run of the
MESSAGE model. If, in the total investment in the economy, the share
of investment in the energy sector constitutes a much larger fraction of the
GDP than it does at present, then it is necessary to introduce a feedback
in the investment availability for the nonagricultural sector. Investment in
energy above today’s level can be subtracted from the investment available
for nonagriculture; this will slow down the development of the economy
and, in turn, the demand for energy. In the initial runs of the SIMA model,
the capital stock (X) for energy is considered to be

Kelectricity = Kcapacity generation + Ktransmission
+ Kruralelectricity

Kcoal = Kexploration + Kmines + Kruilways

Koil = Kexploratim + Kwells + Kreﬁning

Prices in the Model

The model is estimated from data at constant prices of 1970. There is no
monetary sector in the model; therefore all the prices implicitly remain
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constant at their 1970 values. However, it is possible to change the prices
of imports and exports and, in particular, the price of imported oil. All
these changes are exogenously specified.

The Exogenous Variables

The important exogenous variables for the SIMA model are the growth
rates of agriculture and exports, the projections of total and urban popula-
tion, and the level of foreign aid. In the energy sector, the growth rate of
the extension of the electricity network to rural areas, the shares of coal
in electrical energy and in nonelectrical commercial energy, and the extent
of selfsufficiency in oil are all specified as exogenous variables.

Readers not interested in the details of the model may skip the fol-
lowing section, which deals with the equations in the model.

THE EQUATIONS IN THE MODEL

The estimation of relationships is generally based on multiple regression
analysis of the time series from 1950to 1973, with some exceptions where
the time series were shorter. In most cases, the data are from publications
of the Government of India. The regressions were carried out by using
the convenient program package developed by Norman (1978). To take
account of autocorrelation, whenever it was indicated by the Durbin—
Watson statistic, a first-order scheme was used, and the autocorrelation
parameter space was scanned to obtain the maximume-likelihood estimate.
An explanation of the symbols and units used can be found in Appendix B.
In presenting the equations of the model in the text we have dropped the
subscript for the current period from all variables. A subscript of —1 refers
to the period preceding the current period.

The Agricultural Sector

The importance of the agricultural sector, from which, at present, almost
45 percent of the GDP originates, cannot be underestimated. Up until the
mid-1960s the value added in the agricultural sector increased largely
with the increase in the area under cultivation and in the irrigated area.
However, over the past decade, growth in agricultural output has been
principally due to the increased yields of the high-yielding crop varieties,
which have ushered in the ‘‘green revolution” in agriculture in many
underdeveloped countries. Growth in agricultural output in the future is
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much more likely to occur as a result of such technological progress and
input intensification, rather than because of an extension of the area under
cultivation, for which there is limited scope in India. The growth rate of
the value added in the agricultural sector is prescribed exogenously:

YA=(1+g)YA_,, (1)

where YA is the value added in the agricultural sector and g is the exog-
enously prescribed growth rate of agriculture.

However, to increase yields it is also necessary to increase investment
in agriculture. The incremental capital/output ratioin agriculture increases
with an increase in agricultural output, and an asymptotic function is

prescribed as
YA,

YA '’

KORA = KOA —(KOA — KIA) (2)
where KORA is the incremental capital/output ratio in agriculture, KOA is
the eventual asymptotic incremental capital/output ratio in agriculture,
and KA is the initial incremental capital/output ratio in agriculture.

The Nonagricultural Sector

With increasing industrialization, the nonagricultural sector, including
the energy sector, is likely to dominate the economy in the future. The
value added in the nonagricultural sector depends on the productive ca-
pacity created through investment.

PRODUCTIVE CAPACITY

The incremental capital/output ratio in the nonagricultural sector in India
has been high and seems to have been increasing over the last few years.
This is conceivable in the preliminary stages of a developing economy in
which large resources are used for buildingup the infrastructure, the heavy
engineering capability, and the social services. The incremental capital/
output ratio could be expected to decline in the future. An asymptotic
function is specified to reflect this for the capacity output of the nonagri-
cultural sector.
KINA,,

KOR = KO + (KI — KO) ———— ,
( )KINA_,

(3)
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KINA_, — KINA,,

YNAC = YNAC,4 + XOR , 4)
where KOR is the incremental capital/output ratio; KO and K[ are the
eventual (2030) and initial (1973) incremental capital/output ratios for
the nonagricultural sector, respectively; KINA is the capital stock in the
nonagricultural sector; and YNAC is the capacity output of the nonagri-
cultural sector.

The incremental capital/output ratio decreases asymptotically from
its initial value K7 (4.5 in 1973—1974) to KO as the capital stock in non-
agriculture, reflecting the diversification of the industrial base, increases
(see Figure 2). In some simulation runs, KO is set to be the same as KT,
therefore, the incremental capital/output ratio remains constant at the
1973 level.

Output in the nonagricultural sector will depend on the availability
of imported raw materials and imported spare parts for maintenance.
Thus, the capacity utilization may be written as

M245-9
M2459D )’

where UC is the capacity utilization fraction, M245-9 is nonfuel imports
of goods, and M2459D is the imports required for full-capacity operations.
Thus, the value added in the nonagricultural sector YNA will be

YNA = UC - YNAC . (6)

uc = min(l 0, ()

TOTAL GDP
The GDP at market prices YD is given as

YD =1.0952(YA + YNA) —4077.2 , (7)
(103.7) (1.41)

R? =0.999, DW =1.73, 1950—1973.

YD is not just the sum of YA and YNA because YA and YNA are in
producers’ prices. In this and the subsequent equations the numbers in
parentheses below the coefficients are the ¢ values, R is the correlation
coefficient, DW is the Durbin—Watson statistic, and the period, e.g., 1950—
1973, refers to the period covered by the time series on which the regres-
sion is based.
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CONSUMPTION

Per capita private consumption CP is dependent on per capita income
after tax and it increases when the share of agriculture increases:

P YD — TX YA
P o617 2N 4 4874 [ + 1359 , (8)
N (34.2) N @1H\IN ] (1.14)

R? =0.94, DW = 1.57, 1950—1973,

where N is population, and TX is taxes collected.
Public consumption is a function of the taxes collected by the gov-
ernment CG:

CG =0.8022TXx_, +1355.2, &)
(30.8) (1.51)

R? =098, DW =1.53, 1951--1973.
These taxes depend on the composition of the GDP:

TX =0.1345YA_, + 0.1918YNA_, +0.03 , (10)
(3.41) (5.08) (1.26)

R* =0.99, DW =1.75, 1951-1973.

INVESTMENT

Public sector investment IG depends on foreign aid and government income
from taxation.

IG =0.4086TX + 0.7886F + 2641.1, (1
(5.97) (1.99) (0.85)

R?* =0.78, DW = 1.85, 19571972,

where F is foreign aid in constant rupees of 1970.
The desired gross fixed investment IFD in the economy increases rel-
ative to the increase in the GDP and in government investment:

log IFD = 0.7199 log IG + 0.5792 log(YD_,) — 3.7965 , (12)
(10.5) (3.33) (—2.31)

R?* =097, DW =1.30, 1951-1972.

However, the actual gross fixed investment IF in the economy is con-
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strained by available savings, obtained from the GDP identity
IF = min{IFD, 0.95[YD — (CP + CG + X — M)}}, (13)

where X is exports of goods and services in constant rupees of 1970, and
M is imports of goods and services in constant rupees of 1970, excluding
net factor income payments abroad. Minimum inventory formation is
assumed to form 5 percent of the actual gross fixed investment. Actual
inventory formation INV is obtained by

INV=YD—(CP+CG+X—M)—IF. (14)

The replacement requirement for depreciated capital stock /R should
depend on the gross fixed investment made in the past. Although, in
principle, the replacement requirements should be made endogenous with
a 20-year to 30-year lag, for computational convenience, this is not done,
and the replacement requirement is taken to be 10 percent of gross fixed
investment. Net fixed investment in the nonagricultural sector INA is ob-
tained by subtracting the net fixed investment required for agriculture and
the replacement requirement from gross fixed investment:

IR =0.1IF , (15)
INA =IF — IR — KORA(YA —YA_)), (l6)
-1
KINA(t)= Z INA(7) + INA(Y) . (17
7=1950

EXPORTS

Exports of goods depend on the volume cf world trade, relative prices,
and domestic production of manufactured goods. Since such a function
would require an exogenous specification of the volume of world trade,
we prescribe that total (goods and services) exports grow at an exogenously
prescribed growth rate e:

X=(1+eX_,. (18)

IMPORTS

Imports of raw materials and spare parts depend on nonagricultural output,
and imports of machinery depend on the level of investment. However,
as the economy develops, this dependence on imports diminishes. Thus, de-
mand for such imports, required for full-capacity operations, is obtained by
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0.0397 0.0472

M2459D _ 4 0306 + — — : (19)
YNA l6g(KINA_ /100)  logIF
(0.34)  (3.35) (~1.95)

R? =0.70, DW = 1.59.

This makes M2459D/YNA asymptotic to 0.0306 over the long term.
The demand for imports can be met only if foreign exchange is available.
Imports are restricted by the availability of foreign exchange as deter-
mined by exports, private transfers, and foreign aid.

M=®PX - -X+F+TFP—YF)/PMT (20)
MO0-9 =0.80M , 201

where TFP is private transfers from abroad in constant rupees, YF is net
factor income payments abroad in constant rupees, PX is the index of
export prices, with base 1970 = 1, PMT is the index of import prices, with
base 1970=1, and M0—9 is imports of goods of Standard International
Trade Classification (SITC) sectors O to 9. Net factor income payments
abroad are a function of the foreign aid loans or private capital inflows
received up to the present:

YF=0.021 -CTG_, , (22)

where CTG_; is the cumulative trade gap for the period preceding the
current period.

Assuming no imports of food (SITC sectors 0 and 1) and normal
weather, more resources are available for imports of fuel (which, for India,
is oil), raw materials, and manufactured goods corresponding to SITC sec-
tors 2, 4, and 5 to 9. Imports of fuel are made first, and the remaining
exchange is used to import raw materials and manufactured goods.

M3 =PMy - OILM | (23)
M245-9 = MO-9 — M3 , (24)

where M3 is oil imports in 1970 rupees, OILM is oil imports in millions of
tons, and PM ; is the import price of oil in constant rupees per ton.

As the price of imported oil is varied in different scenarios relative to
the price of other imports, the index of import prices PMT has to be
adjusted. It is obtained as the weighted price of imports of oil and nonoil.

pur = oy (MY | Hor 3
- M PMy M’

(25)
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where PM is the index of import prices of nonoil, with base 1970 = 1, and
PMO,-I0 is the base import price of oil in rupeesof 1970, taken to be Rs 560
per ton.

Since the SIMA model is a long-term model, trade has to be balanced,
although, in reality, fluctuations may continue. Thus the trade gap occurs
only because of foreign aid. The cumulative trade gap CTG depends on
the fraction of aid that is assumed to be from foreign loans FL:

CTG=CTG_, + FL - F. (26)
Gross available products Y may be written as
Y=YD+M—X. 27)

The Energy Sector

Having created a macroeconomic framework, the next step is to obtain
reasonably reliable figures for the likely energy demand by relating energy
consumption to the structure of the GDP. Some clarifications of the
energy consumption data used in India are set out in Appendix C.

ENERGY DEMAND

The per capita energy demand ET increases with an increase in the share
YNA/YD of the nonagricultural sector in the GDP and with an increase in
per capita consumption C/N:

log(ET/N) = 0.344 log(YNA/YD) + 0.338 log(C/N) — 2.623 ,
(6.1) (4.6) (-5.3)

R%* =093, DW =0.94, 1953-1971.

The share of noncommercial energy demand ENC in total energy
declines with increasing urbanization, as measured by the fraction of the
population that is urban NU/N, and with private per capita consumption
CP/N:

log(ENC/ET) = 2.6529 — 0.5239 1log(NU/N)—0.6212 log(CP/N},
(—4.0) (—4.78) (29)

R? =097, DW =1.68, 1953—-1971.

The share of commercial energy demand EC can then be obtained as a
residual:

(28)
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EC=ET—ENC. (30)

The growth rate of electrical energy supply in the developing countries
is usually higher than in the developed world because there is usually a large
backlog of demand for electricity in rural areas. In 1972, one-quarter of
all villages in India were receiving electricity. The pace at which full elec-
trification will be reached is represented in the SIMA model as a scenario
variable. The share of electrical energy in the commercial energy sector
rises with the number of villages supplied with electricity as a percentage
of the total number of villages FREL and with the activities in the non-
agricultural sector. Electrical energy demand EEL may be written as

log(EEL/EC) = —3.78 + 0.2985 log(FREL) + 0.2378 log(YNA/YD) ,
(=12.2) (10.4) (1.91)

3D
R?* =0.98, DW =1.81, 1953-1971.
Nonelectrical energy demand NEL , therefore, is
NEL = EC—EEL . (32)

CAPITAL REQUIRED FOR THE ENERGY SECTOR

India has abundant coal, small gas reserves, and moderate oil resources. For
the present, we do not include the recurring maintenance and operating
cost requirements for the energy sector, but consider only the capital
requirements for additional facilities.

Taking the different load factors into consideration, we assume that,
in the long run, the capital costs per kilowatt (kW) of capacity will be
approximately Rs 3,000 for coal, hydroelectric power (which, in the future,
would have a very low load factor), or nuclear power (with a higher load
factor than coal), even though hydroelectric power and coal are cheaper
at present. These costs include transmission and distribution costs. How-
ever, for supplying rural areas with electricity, special efforts to set up
subtransmission lines have to be made; they require additional investment.
Thus total capital for electricity production is obtained as

DFREL = FREL — FREL _, , (33)
DEKW = (FEL —EEL_ |)1.42, 34)
KEL = 3,000DEKW + 82,500DFREL , 3%

where DFREL is the additional number of villages supplied with electricity
as a percentage of the total number of villages; DEKW is the additional
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electrical capacity required, in millions of kilowatts, assuming a utilization
factor of 4,000 kWh/kW; and KEL is the capital investment required for
electricity, in millions of constant rupees.

The amount of coal required, in millions of tons, is

COAL =NEL + F,, , (36)

where F,,, is the fraction of nonelectrical energy coming from coal. Thus
the additional annual coal requirement, that is, coal used for more than
nonelectrical energy production, would be
DCOAL = COAL —COAL_ | + I—LEDEKW Fd, 37
where DCOAL is the additional annual coal requirement, in millions of
tons, and F g} is the fraction of electricity generated from coal-based plants.
At present the capital requirement for mining and transporting one
ton of additional coal is Rs 210. However, as mines become deeper and
railroads get congested, the capital requirements will continue to increase.
The annual capital needed to increase coal capacity by the additional an-
nual coal requirement is

KCOAL = K™ine 4 [ 1ansp. (38)
KCOAL = 210(1 + p,, ) DCOAL , (39)

where g, is the exogenously specified growth rate of the capital cost of
mining and transporting coal.

Since the amount of electricity generated by oil-based plants is neg-
ligible at present, oil requirements are assumed to be for nonelectrical uses
only. The amount of oil required OIL, in millions of tons, is

OIL = 2(NEL — COAL) . (40)

Of this, OILP will be domestic oil. The availability of domestic oil is
exogenously assumed to stabilize at various levels for different scenarios.
The capital required KoDi, for exploration and drilling to increase domestic
oil production, is

KD = 3,00000/LP —OILP ). A1

This could also be obtained through coal liquefaction, in which case the
capital requirements per ton of production capacity are assumed to be
the same — Rs 3,000 per ton. The additional annual oil requirement DOIL,
in millions of tons, is
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DOIL = (OIL—O0IL_,). 42)

Even though some crude oil is imported, it is assumed that all oil will
continue to be refined in India. The capital required to increase the
refinery capacity K&, is

K}}ﬂ =120 - DOIL . 43)

Thus, total capital required for oil production KOIL is
KOIL = KD, + K&, . (44)

Thus one may add up the various capital requirements to obtain the
total annual capital for the energy sector KEN, in millions of rupees:

KEN = KEL + KCOAL + KOIL . (45)

This capital requirement is only for net investment. Investment for the
replacement of depreciated capital stock in the energy sector is included
in the aggregate replacement requirements. With the exception of coal,
for which a 1.5 percent increase in capital cost per year is assumed, the
capital costs of other energy supplies are kept constant. The oil industry
has been developed relatively recently in India, and future increases in
costs because of resource depletion should be compensated for by the
benefits of experience. The electrical power plant industry is well estab-
lished, and one may not expect any change in costs. If the future energy
supply is to be based on a much more expensive energy source, the demand
projection would need to be revised.

In addition to the capital costs in the energy sector, one should also
consider operating and import costs in order to account for the total cost
of energy. Costs of oil imports can be determined from the import price
of oil, which is exogenously given. A gradual increase in the price of im-
ported oil is assumed. If oil prices were to rise suddenly, then the energy
demand estimated might need to be revised. The nonfuel operating costs
of coal mines, power plants, oil refineries, and transport and transmission
networks have to be added to operating and import costs.
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3 GENERATION OF SCENARIOS
AND NUMERICAL RESULTS

THE SCENARIO SPECIFICATION

Different scenarios can be generated by specifying alternative sets of
values for the exogenous variables and by altering some of the relationships
involving certain endogenous variables. For example, the tax equation
can be modified to reflect increased government effort at development.
Similarly, the incremental capital/output ratio can be changed to reflect
increased capital costs of energy, if such a supply scenario is envisaged.

Although a large number of scenarios could be generated with the
model, we restrict ourselves to a few that are of policy interest, evaluating
these against a ‘‘base case.” The simulation carried out covers the period
from 1974 to 2030, and the results of these runs are presented in this
section. The base case will be described in detail, whereas only the impor-
tant results of the other scenarios are given. The scenarios are constructed
so that each one represents an additional policy measure, and, therefore,
the growth of the economy improves with each additional step, the base
case being the lowest of all.

THE BASE CASE
The Scenario Specification of the Base Case

The base case is considered to be a “‘business as usual’’ scenario in which no
drastic policy changes or shifts in the availability of resources take place.
The exogenous parameters and their specifications for the base case, and for
the other scenarios, together with some initial conditions, are given in
Tables 1 and 2. Some observations on these specifications follow.



240

To specify total population as well as its urban/rural makeup, the
medium variant projections of the United Nations (1975) for population
and urbanization are taken as reference points for the year 2000. An
asymptotic equation is obtained by assuming that eventually the popula-
tion stabilizes at 1,500 x 10°.

N =1,500/(1 + 1.5e= 9375ty = t=11in1974. (46)

This gives a population estimate for the years 2000 and 2030 of 958 x 10°
and 1,267 x 10%, respectively. The growth rate of urbanization estimated
from the medium variant figure given by the United Nations (1975) for
2000 is 1.627 percent. This gives an estimate of urban population as 32 per-

TABLE 1 Exogenous parameters and variables and their specifications.

Symbol Exogenous parameters and variables Value
N Population (x 105)?
NU Urban population (x 10°)?
IR Investment for replacement of depreciated capital
stock (Rs x 108)?
KI Initial incremental capital/output ratio for the 45
nonagricultural sector
KO Long-term incremental capital/output ratio for the
nonagricultural sector
KoA Long-term incremental capital/output ratio for the
agricultural sector?
KiA Initial incremental capital/output ratio in agriculture 2.5
Peoal Growth rate of capital costs of coal (%) 1.5
Poil Growth rate of import price of oil (%) 20
ER Exchange rate (Rs/$ of 1970) 7.5
PX Index of exports prices (base 1970 = 1) 14
PM Index of nonoil imports prices (base 1970 = 1) 1.5
F Foreign aid (constant Rs x 10° of 1970)?
FL Fraction of foreign aid given as loans 0.5
TFP Private transfers from abroad (constant Rs x 10°)?
FREL Number of villages supplied with electricity as a

percentage of total number of villages?

Foal Fraction of nonelectrical energy from coal®
oILP Domestic oil production (108 tons)?
Fg} Fraction of electricity generated from coal-based plants 0.5

2y alues depend on time but do not change with scenarios and are given in Table 4.
Exogenous variables that change for cach scenario; values given in Table 3.
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TABLE 2 Exogenous variables for different scenarios.

Percentage annual growth rate

Lower Increasing High growth
Base case KOR? aid due to high tax?

Scenarios 1 2 3 4
Export 5.0 5.0 50 7.0
Agr. output 3.0 30 40 40
Foreign aid 0 0 3.0 30
Asymptotic KOR? 45 2.5 2.5 2.5

for nonagr.
Stabilization level 45.0 450 65.0 90.0

of domestic oil

production

(10° tons)

2K OR is incremental capital/output ratio.
The tax rate (Tx) is increased by 50 percent without affecting public government consumption
(CG) by tax and public consumption equations

Tx =1.5(0.2117YA_, + 0.2395YNA_, —277.4)
CG = 0.8033(0.667)Tx_, + 1308 .

“The actual growth over time is given for each scenario in summary tables.

cent and 52 percent of total population by 2000 and 2030, respectively,
assuming the same growth rate after 2000.

An asymptotic equation for the supply of electrification to rural
areas is obtained by assuming that, starting from a base level of 25 percent
in 1972, by 2000 90 percent of rural areas receive electricity, and by 2025
all rural areas have electricity.

FREL = 100/(1 + 2.81e= %1241y ¢t =1in 1974 . 47)

It was assumed in all scenarios that two-thirds of nonelectrical energy is
obtained from coal by 1980 and that the capital cost for coal increases by
[.5 percent annually.

The import price of oil also increases by 2.0 percent annually. This
means that the price of oil in rupees of 1970 is Rs 560 per ton in 1974,
increasing to Rs 1,200 by 2016, and stabilizing thereafter. The definition
of the base case and variations over the base case are illustrated in Figure 4.

The Numerical Results of the Base Case

Numerical results for every 5 years are given in Table 3, and several impor-
tant variables are plotted in Figures 5 and 6. The per capita GDP increases
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from Rs 687 in 1970, to Rs 1,478 in 2000, and to Rs 3,628 in 2030. The
GDP growth rate of 2.5 percent is modest but is an improvement on the
growth rate of less than 1.5 percent over the past three decades. The over-
all GDP growth rate is 4.3 percent. This is slightly better than the econ-
omy’s past performance in the base case, which has been described above
as business as usual, without major policy changes, and is not unreasonable.
Until recently, the population growth rate had been decelerating at a faster
rate than expected. Moreover, the performance of the export sector has
also improved significantly in the recent past. Per capita annual consump-
tion of total (commercial and noncommercial) energy increases from 0.49
tons of coal equivalent (tce) in 1970, to 0.68 tce in 2000, and to 0.94 tce
in 2030. The per capita consumption of commercial energy, however,
increases at a faster rate than the per capita consumption of total energy,
increasing from 0.165 tce per capita in 1970, to 0.43 tce in 2000, and
0.79 tce in 2030. Since commercial energy is usually used more efficiently
than noncommercial energy, the total usefully consumed energy increases
at a fasterrate than that shown by the primary energy consumption in coal
equivalent units. Moreover, the commercial energy consumption considered
here excludes conversion losses and therefore appears smaller than the
actual energy production required, as can be seen by adding together the
net primary energy of coal, oil, and electrical energy produced from coal.

Electrical energy demand grows from 67 x 10° kilowatt hours in
1975 to 376 x 10° kWh in 2000 (including distribution losses), that is, an
annual growth rate of 7 percent. However, its long-term growth rate is
small (4.9 percent), because of the low growth rate of the GDP. The capac-
ity requirements are 92 gigawatts (GWe) in 2000 and 230 GWe in 2030.

The capital requirements in the energy sector are especially high in
the initial years because of oil exploration activities and the extension of
the electricity supply to rural areas, requiring 10—18 percent of govern-
ment investment; in later years, import requirements rise. During the
period 1980—1990, the imported oil requirements decline because of in-
creases in domestic oil production, and only 8—11 percent of export
earnings is required for importing oil. Domestic oil production stabilizes
at 45 x 10° tons per year in 2005. In 2030, 42 percent of total export
earnings is required to import almost 100 x 10° tons.

The coal requirements, including the requirements for power genera-
tion, are 345 x 10° tons in 2000, increasing to 845 x 10° tons in 2030.

ALTERNATIVE SCENARIOS

In addition to the base case, three alternative scenarios were run. The
parameters, which were varied in these scenarios, are summarized in Table 2,
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FIGURE 5 The GDP and sectoral outputs for the base case in rupees x 10'? of 1970.

and the important details of the results for these scenarios for selected
years are given in Appendix D. To emphasize the effects of the changes in
assumptions, the important results are summarized for the years 2000 and
2030 in Table 4.

In discussing the results, we refer mostly to the values for 2000,
because in 2030 the same phenomena are only extended further in time;
this can be seen in the comparative table provided in Appendix D.

The “Lower Incremental Capital/Qutput Ratio’’ Scenario

The incremental capital/output ratio in nonagriculture, which has been
increasing over the past two decades and has been assumed to remain at a
value of 4.5 (its recent value) in the base case, is assumed to decrease
asymptotically to 2.5 (see Figure 2). Thus, this scenario will indicate the
effects of a more efficient use of capital, which can be expected through
diversification of capital stock, through the formation of a skilled labor
force, or through the introduction of appropriate policies. The annual
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FIGURE 6 Consumption of energy for the base case in millions of tons of coal
equivalent.

growth rate of the GDP is 5.46 percent between 1975 and 2000 and 4.55
percent between 1975 and 2030. The output of the nonagricultural sec-
tor grows at 6.74 percent and 5.25 percent for the same periods, respec-
tively.

In this lower incremental capital/output scenario, energy requirements
increase from 89 x 10¢ tce in 1970 to 482 x 108 tce in 2000 for commer-
cial energy, from 174 x 10% tce to 224 x 10¢ tce for noncommercial en-
ergy, and from 263 x 10¢ tce to 706 x 108 tce for total energy. In 2030,
the requirements are 1,075 x 10% tce for commercial, 187 x 10% tce for
noncommercial, and 1,262 x 108 tce for total energy. Electrical energy
generation increases from 55 x 10° kWh in 1970, to 446 x 10° kWh in
2000, and to 1,040 x 10° kWh in 2030. Electrical energy as a percentage
of commercial energy is 8.99 percent for 1970, 15.89 percent for 2000, and
16.64 percent for 2030.

The net fixed investment requirements for producing, transforming,
transporting, and transmitting fuels and energy account for 9.4 percent
of the total net fixed investment in the economy in 2000 and 4.1 percent
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in 2030. However, these requirements account for approximately 30 per-
cent of net government investment in 2000 and 12 percent in 2030. The
three reasons for this decline are as follows: in 2030, investment in rural
electrification is no longer required; oil imports increase (to generate ex-
port earnings for the purchase of oil, investment in other sectors, not con-
sidered here, would be required); and exports also increase.

The per capita GDP in 2000 rises from Rs 680 in 1970 to Rs 1,615,
compared with Rs 1,339 in the base case. Total per capita energy consump-
tion increases to 0.755 tce in 2000, compared with the base-case consump-
tion of 0.08 tce.

The “Low Incremental Capital/Output Ratio, High
Agricultural Growth, Increasing Foreign Aid’’ Scenario

Foreign aid increases at 3 percent annually in this case as compared to
other cases, where it is kept constant at the level of Rs 5.5 billion a year,
reaching a level of Rs 28 billion in 2030. From 1975 to 2030, the GDP
and energy consumption grow at 5 percent and 4.36 percent, respectively.

The per capita GDP and per capita energy consumption rise to
Rs 1,887 and to 0.50 tce, respectively, in 2000. Although this means that
the capital requirements for energy increase, the economy is able to pro-
vide for these with the same percentage of fixed investment, since the
level of fixed investment is also higher than in the base case. It should
be noted that the high economic growth achieved through more rapid
agricultural development and increasing foreign aid does not require a
similar rise in the growth rate of energy consumption.

The “High Economic Growth’’ Scenario

The tax rate is increased by 50 percent, but the level of government
consumption is not allowed to increase as a result of this, so the additional
tax is available for public investment. The growth rate of exports is also
increased to 7 percent, compared with 5 percent in the other scenarios.
These changes are in addition to high agricultural growth, a low incre-
mental capital/output ratio, and increasing foreign aid. This scenario
projects a high economic growth rate and shows its effect on energy
consumption. Although all the optimistic assumptions of this scenario
may be considered unlikely to come about, the scenario is useful for
defining some extreme values.

The high economic growth rate leads to 5.90 percent growth in the
per capita GDP (Rs 2,732 by 2000, and Rs 17,712 by 2030) and 2.22
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percent growth in the total per capita energy consumption reaching a
level in 2030 of 1.65 tce per capita, of which commercial energy accounts
for 1.55 tce. Although in the initial stage the increased tax rate restricts
private consumption, the economy develops rapidly as these taxes are
diverted to fixed investment; in less than 5 years this increases private
consumption, as compared with private consumption in the base case.



250

4 CONCLUSIONS

During the period 1953—1971, when the price of energy was not high
and India was at a preliminary stage of industrial development, the growth
rate of commercial energy consumption was 5.3 percent, compared with the
economic growth rate of 3.8 percent. In the base case, over the period
1975-2000, in which the commercial energy consumption growth rate is
5.4 percent, the economic growth rate is 4.6 percent. In the base case, for
the period 1975—-2030, the growth rate of commercial energy consumption
is 4.0 percent, and the growth rate of the economy is 4.3 percent. How-
ever, over the short term, for example, 19751985, the growth rate of
commercial energy consumption is higher at 6.3 percent, whereas the
economic growth rate is 4.7 percent. In the high growth scenario, in which
the economic growth rate is 7 percent, the growth rate of commercial
energy consumption is relatively low (5.6 percent). Thus, the growth rate
of commercial energy consumption increases with the growth rate of the
economy, but at a slower rate. Moreover, the growth rate of commercial
energy consumption falls with time, since the substitution of commercial
energy for noncommercial energy is higher in the early years.

The energy demand generated from the scenarios with modest eco-
nomic growth does not appear to pose any special problems of capital
requirements for the energy sector. However, our estimates of the net
capital requirement for the energy sector are fairly crude. A detailed
supply analysis that uses these demand projections is under way. By
optimizing the net capital investment for energy, the capital for replace-
ment, and operating and maintenance costs, the analysis arrives at an
optimal energy supply mix. It considers a wide variety of new energy
conversion technologies, in order to obtain further insight into the capital
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requirements of the energy sector (J. Parikh and M. Agnew, Energy
Supply Choices for India, in preparation).

From the numerical results of the four scenarios examined we can
draw some conclusions:

(a) In 2000 (2030) the total energy consumption in India ranges
from 645 x 10® tce (1,190 x 108 tce) to 801 x 10° tce (2,097 x 10° tce).
Consumption of commercial energy, however, ranges from 415 x 108 tce
(999 x 10 tce) to 592 x 10% tce (1,962 x 10° tce), growing at 5.4 per-
cent and 7.3 percent until 2000 for the base case and high growth scenarios,
respectively. Noncommercial energy consumption grows at 0.8 percent
and 0.5 percent for the base case and high growth scenario, respectively,
and has a zero or negative growth rate during the period 2000—2030 for
all cases with the exception of the base case. As mentioned before, the
high growth scenario is developed only to obtain upper limits and seems at
present to be highly optimistic, even though it is feasible.

(b) The consumption of electrical energy in 2000 (2030) is projected
to be between 378 x 10° kWh (960 x 10° kWh) and 553 x 10° kWh
(1,960 x 10° kWh). Electrical energy is 15—17 percent of commercial
energy consumption in 2030.

(c) The demand for noncommercial energy ranges between 135 x 10°
tce and 191 x 10% tce, but as a percentage of total energy consumption,
it declines to 15 percent or less in 2030. Such a level of noncommercial
energy consumption for a period as long as 50 years may be considered
ecologically undesirable. However, whatever substitutes are provided for
noncommercial fuels, they must be institutionally acceptable and econom-
ically feasible.

(d) Comparisons between scenarios (b) and (c) show that macro-
economic growth, if achieved by an intensification of the nonagricultural
sector, implies a substantial growth in the energy requirements. Economic
growth achieved by an intensification of the agricultural sector does not
have such a high energy requirement. However, this alone cannot be taken
as a decisive factor in the consideration of alternative policies for macro-
economic growth. Foreign aid, at the level we have assumed (3 percent
growth), has little impact on energy demand and the whole economy.

In addition to providing energy demand estimates up to the year
2030, the SIMA model provides insights into the growth rate of energy
demand and its relation to macroeconomic variables.
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Appendix A
COAL REPLACEMENT AND EQUIVALENT
UNITS OF DIFFERENT FUELS
Coal Coal
equivalent replacement
in tons in tons
Fuel Unit (tce) (tcr)
Coal (coking 6,640 kcal/kg; noncoking 1 ton 1.0 1.0
coal used in steam generation
5,000 kcal/kg)
Hard coke 1 ton 13 1.3
Soft coke 1 ton 1.5 15
Firewood and agricultural waste 1 ton 095 095
(4,750 kcal/kg)
Charcoal (6,900 kcal/kg) 1 ton 1.0 1.0
Animal dung (3,300 kcal/kg dry) 1 ton 0.66 04
Oil products (10,000 kcal/kg)
Kerosene and liquefied petroleum gas 1 ton 20 8.3
Diesel oil 1 ton 20 9.0
Motor spirit and jet fuel I ton 20 7.5
Natural gas (9,000 kcal/kg) 103m? 1.8 36
Electricity 10°kWh  0.172electric 1.0

or 0.6 thermal




Appendix B

THE SYMBOLS AND UNITS OF MEASUREMENT
USED IN TABLE 3 AND TABLES D.1 TO D.3°
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Symbol Variable Unit

YD Gross domestic product (GDP) Rs x 10° of 1970
YA GDP from agricultural sector Rs x 10° of 1970
YNA GDP from nonagricultural sector Rs x 10° of 1970
YNAC Capacity output Rs x 10° of 1970
(o Consumption Rs x 10° of 1970
cpP Private consumption Rs x 10° of 1970
CcG Government consumption Rs x 10° of 1970
TX Tax Rs x 10° of 1970
1G Government investment Rs x 10° of 1970
1 Total investment Rs x 10° of 1970
IF Gross fixed investment Rs x 10° of 1970
IR Investment for the replacement of depreciated Rs x 10° of 1970

capital stock

JAG Investment in the agricultural sector Rs x 10° of 1970
INA Investment in the nonagricultural sector Rs x 10° of 1970
X Exports Rs x 10° of 1970
M Imports Rs x 10° of 1970
My_o Imports of goods of SITC? sectors 0to 9 Rs x 10° of 1970
Mass_o Nonfuel imports of goods Rs x 10° of 1970
F Foreign aid Rs x 10° of 1970
F$* Foreign aid current U.S. § x 10°
TFP$*B Private transfers to India current U.S. § x 10°
N Population x 10°

NU Urban population x 10°

FREL Fraction of villages supplied with electricity x 103
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Appendix B continued.

Symbol Variable Unit
PCOAL Capital required for coal Rs of 1970
FOILD Fraction of oil domestically produced —
ET Total energy 10° tce, 5,000 kcal/kg
EC Commercial energy 10° tce, 5,000 kcal/kg
ENC Noncommercial energy 10° tce, 5,000 kcal/kg
EEL Electrical energy 10° tce, 5,000 kcal/kg
EKW Power capacity required kW x 10°
TCOAL Total annual coal production, including coal tons x 108

required for electricity generation
OIL Oil requirement tons x 10°
OILD Domestically produced oil tons x 10°
OILM Imported oil tons x 108
KE Capital for energy Rs x 10° of 1970
YDPC GDP, per capita Rs of 1970
CPPC Private consumption, per capita Rsof 1970
G Government consumption, per capita Rs of 1970
ETPC Total energy, per capita tce, 5,000 kcal/kg
ECPC Commercial energy, per capita tce; 5,000 kcal/kg
EELPC Electrical energy, per capita tce, 5,000 kcal/kg

%The symbols presented here differ slightly from those given in the text.
SITC is the abbreviation of Standard International Trade Classification.
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Appendix C

CLARIFICATION OF ENERGY CONSUMPTION
DATA IN INDIA

Because of the conventions used in India, there is often a confusion about India’s
data on energy use. There are errors in the Fuel Policy Committee Report in India
and in the reports of the United Nations. Therefore, we have attempted to clear up
the confusion.

FUEL POLICY COMMITTEE (FPC) REPORT

Electricity consumption should be the same in coal replacement units as in coal
equivalent units (tce). But electricity in terms of coal equivalent units should have the
relation

1,000 kWh=0.172 tce (Indian coal with 5,000 kcal/kg) .

If, however, one considers the efficiency factor on the basis of that of 1970, when
17 x 10° tons of coal were used to generate 28 x 10° kWh of electricity, then, in terms
of coal consumed, 1,000 kWh = 0.6 tce. The FPC equation, 1,000 kWh = 1 tce, is,
therefore, not used. For this reason our figures for energy consumption in India,
especially for commercial energy, are lower than in the FPC.

WORLD ENERGY SUPPLIES OF THE UNITED NATIONS

World Energy Supplies (WES) takes the original units of each resource and multiplies
them by the appropriate calorific content to obtain coal equivalent units. However, in
doing so, the fact that coal in India has 5,000 kcal/kgis not considered, whereas the WES
data takes the calorific value of coal to be 7,000 kcal/kg. India is, therefore, reported
to have a higher energy consumption than it has in reality. The conventions used in

stating energy consumption at different points in time may be seen in Tables D.1 to
D.3.
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Appendix D

THE DETAILED RESULTS OF SCENARIOS
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Hifele, W., and W. Sassin, Application of Nuclear Power Other Than for Electricity
Generation, ITASA Research Report RR-75-40, November 1975.
Proceedings of the European Nuclear Conference on Nuclear Energy Maturity held
in Paris, 2125 April 1975, Pergamon Press, Oxford, 1976, pp. 107—-119.

Primary energy shares and the end use of energy are considered first, since the
applications of nuclear power other than for electricity generation have to fit into these
constraints. The most immediate application is to various industries. Figures are given for
the FRG and the UK; the topic of district heating is touched upon. A more detailed con-
sideration of the growing importance of secondary energy as a consumer-oriented highly
specialized energy form points to gaseous fuels. For expediting the substitution of fossil
primary energy for heating purposes, hydrogen produced electrolytically from offpeak
electric power of nuclear stations, and its possible market share, are considered. Truly
large-scale H, production via thermolysis as a key to a mainly nuclear-based energy sce-
nario leads to the long term aspects of the other applications of nuclear energy. The
deployment of large scale fuel cycles is considered for an asymptotic scenario where
nuclear fuels meet the entire primary energy demand. This enhances the aspect of fuel
cycle collocations and their siting; artificial islands come in here. The reasoning cul-
minates in decision trees for the deployment of nuclear power in particular and advanced
energy systems in general.

Hifele, W., and W. Sassin, Energy Strategies. IIASA Research Report RR-76-8, March
1976.
Plenary Lecture at the Third General Conference of the European Physical Society
on Energy and Physics, held in Bucharest, Romania, 9—12 September 1975. Ener-
gy, Vol. 1, 1976, pp. 147—-163.

The amount of fossil energy reserves and resources suggests a transition to an
energy supply system that is based on a quasi-infinite fuel supply. Several options exist
for this transition, such as the nuclear breeder or solar power. Strategies for transitions
have to meet a certain demand for energy. A simple but global scenario is given for such
energy demand with emphasis on low demand in conjunction with fossil fuels. Considera-
tion is given to the constraints of such fossil energy production and emphasis is put on
the CO, problem. This allows a rough understanding of the time scale of such transitions.
In view of the timing of the transition the various options for quasi-infinite supplies of
energy are considered and priorities of a number of physics tasks are conceived.

Hifele, W., and W. Sassin, The Global Energy System. Annual Reviews of Energy, Vol. 2,
J.M. Hollander (ed.). Annual Reviews Inc., Palo Alto, Ca., 1977.
Reproduced in Selected Articles from ITASA, Laxenburg, Austria. Behavioral
Science, Vol. 22, No. 3, 1979, pp. 169-189.
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A global energy system is conceptualized and analyzed: the energy distributor sub-
system of the worldwide supranational system. Its many interconnections are examined
and traced back to their source to determine the major elements of this global energy
system. Long-term trends are emphasized. The analysis begins with a discussion of the
local systems that resulted from the deployment of technology in the mid-nineteenth
century, continues with a description of the global system based on oil that has existed
for the past two decades, and ends with a scenario implying that an energy transition will
occur in the future in which the use of coal, nuclear, and solar energy will predominate. A
major problem for the future will be the management of this energy transition. The
optimal use of global resources and the efficient management of this transition will
require a stable and persistent global order.

Hifele, W., J.P. Holdren, G. Kessler, and G.L. Kulcinski, Fusion and Fast Breeder Reac-
tors. IIASA Research Report RR-77-8, November 1976 (revised July 1977).

In a two-year study, a team of researchers has evolved a comparison of fast fission
breeders and D—T fusion reactors, as both nuclear reactors allow, at least in principle, for
an essentially unlimited supply of large amounts of energy. In this report, resources for
the two reactor types are briefly reviewed, and their present status is discussed in terms of
scientific, engineering, and commercial feasibility. Reference reactor systems are the
German/Belgian/Dutch fast breeder prototype SNR 300, a liquid-metal fast breeder
reactor, and the deuterium—tritium TOKAMAK fusion reactor concept. Radioactive
inventories of reactor economies are discussed in length, with emphasis on the biological
hazard potential index for comparing relative hazards on pathways (inhalation, ingestion)
and injuries to the human body. The safety problem involved in normal operating losses
and exposure centers around releases of tritium in fusion, and around alpha-emitters,
iodine-129, and krypton in fission. Design basis accidents as well as acts of war, sabotage,
and hypothetical events are dealt with under non-routine releases. Safeguards are ana-
lyzed in the nonproliferation context. Materials — a problem more severe for fusion than
for fission ~ and the impact of radiation damage are an important chapter. Reactor
strategies for commercialization are evaluated in terms of timing of related programs and
their funding. Great care has been taken to appropriately introduce the problem of
nuclear energy and to put the conclusions in their proper perspective.

Williams, J., (ed.), Carbon Dioxide, Climate and Society. The Pergamon Press — [IASA
Conference Proceedings Series, Vol. 1, 1978.

This volume, the proceedings of an IIASA workshop held in February 1978,
examines the environmental and climatic problems associated with increased atmospheric
CO, concentrations and the serious constrainis this could have on the use of fossil fuels
as a vital energy source. The IIASA Energy Systems Program is studying global aspects of
energy systems, concentrating on a time period 15 to 50 years from now. The study
therefore considers energy resources and demands, options, strategies, and constraints.
One constraint on an energy system is its potential impact on climate. The IIASA Energy
and Climate Subtask, which is supported by the United Nations Environment Programme
(UNEP), is studying the possible impact on global climate of the three major medium- to
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long-term energy options: nuclear, fossil fuel, and solar energy conversion systems. A
workshop was held at IIASA in February 1978, cosponsored by the World Meteorological
Organization (WMO), UNEP, and the Scientific Committee on Problems of the Environ-
ment (SCOPE), to discuss questions associated with carbon dioxide (CO,) produced by
the combustion of fossil fuels, its impact on climate and environment, and the implica-
tions of present knowledge on these questions for energy strategies. The Workshop con-
sidered three major aspects of the “the CO, problem.” First, the biogeochemical carbon
cycle was discussed as a background for predicting future atmospheric concentrations of
CO, given a knowledge of inputs. Second, the present state of knowledge regarding the
impacts of increased atmospheric CO, concentrations on climate and environment was
examined. Third, the implications of our present knowledge (and lack of knowledge) of
the first two aspects with regard to decisionmaking on energy strategies were analyzed.
The material presented in the Proceedings forms the basis for a continuing study of the
climate constraints of the fossil fuel option and a comparison of the options.

Marchetti, C., On 10'?: A Check on Earth Carrying Capacity for Man. IIASA Research
Report RR-78-7, May 1978.
Energy, Vol. 4, 1979, pp. 1107—1117.

Much has been said about the carrying capacity of the Earth and with most contra-
dictory results, as the arguments have too often been used in the service of prejudices. In
this paper we have made a static cross-section of a world very heavily populated by
present standards; examined with a system view the level of basic necessities plus luxuries
for this population; and indicated the technology to satisfy them. Where problems of a
global level appeared, a geoengineering solution has been sketched. The result of this
analysis is that, from a technological point of view, a trillion people can live beautifully on
the Earth, for an unlimited time, and without exhausting any primary resource, and
without overloading the environment. The global view of the problems and of their
solutions makes the difference, and shows that most of the perceived physical limits to
growth stem from an inappropriate frame of reference. Although our result should by no
means be interpreted as an invitation to multiply, it does cast some doubt on the reli-
ability of resource investigations within too narrow assumptions about the adaptability
of man to changing conditions and transfers the problem of the limits to growth where
it belongs: to the areas of sociology, politics, and ethics.

Hifele, W., and W. Sassin, Energy Options and Strategies for Western Europe. Science,
Vol. 200, 1978, pp. 164—167.

Western Europe, now largely dependent on oil imports, has to prepare for strong
competition for oil and energy imports in general before the year 2000. The more un-
likely it is for Western Europe to secure from outside rich supplies of coal or uranium at
readily acceptable economic and political conditions, the more serious this competition
becomes. Even exceptionally low projections of economic growth and optimistic assump-
tions about energy conservation urgently call for vigorous and simultaneous development
of indigenous coal and nuclear sources, including the breeder. Long-term contracts for
the possession and deployment of foreign oil, gas, and coal deposits are mandatory and
should be negotiated in view of the possible aggravation of north—south confrontation.
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Grenon, M., (ed.), Future Coal Supply for the World Energy Balance. The Pergamon
Press—ITASA Conference Proceedings Series, Vol. 6, 1979.

This volume is a collection of the papers presented at the Third IIASA Conference
on Energy Resources, November 28 —December 2, 1977. Over half of the papers in this
volume deal with the most recent technical developments in the supply of coal and the
situation as regards future world coal supply. Topics covered include resources assess-
ment, mining techniques, coal transportation, underground coal gasification and coal
conversion processes. Other papers analyze the coal potential in more than 12 countries.
Finally, some global problems, such as the CO, question, are considered.

Marchetti, C., On Energy and Agriculture: From Hunting—Gathering to Landless Farm-
ing. IIASA Research Report RR-79-10, December 1979.
The paper was presented at the conference, Science and Technology for Agricul-
ture, that took place in Bari, Italy, October 27—29, 1978.

An energy analysis of agricultural practices shows very coherent patterns of evolu-
tion from the Neolithic Age up to this century. All technical advances were in fact
exploited toward intensification, and the ratio of food output to energy input was held
remarkably constant over such a long stretch of time. New agricultural practices in devel-
oped countries linked to massive energy “subsidies” from fossil fuels have disrupted the
trend, substantially altering these practices. Low-tillage techniques, hormonal and genetic
pesticides and herbicides, nitrogen fixing in grains, and other emerging technologies
satisfying this constraint are briefly described and assessed in this paper.

Hifele, W., IIASA’s World Regional Energy Modeling. Futures, February 1980.
This article is based on a paper presented to the Dublin International Conference
on Energy Systems Analysis, 9—11 October 1979, organized by the Commission
of the European Communities and the Irish National Board for Science and Tech-
nology. The full conference proceedings will be published as Energy Systems
Analysis, by D. Reidel, Dordrecht, the Netherlands, 1980.

After stressing the need for, and difficulties in, long-term supranational energy-
supply strategies, the author describes a high and a low scenario. Both are fairly conser-
vative, even in their assumptions on the main variant, economic growth. Quantified for
seven world regions via a set of highly iterative models, the scenarios give a conceivable
energy-demand range over the next 5O years. By 2030, nuclear power may supply over
20% of the world’s energy; coal, in the form of synthetic fuels, will be replacing oil.
Resource allocation and trade flows will in general be restricted by production ceilings.
A satisfactory world and regional long-range energy supply will depend on prudent
political and economic decision making.

Niehaus, F., and E. Swaton, Public Risk Perception of Various Energy Systems. Proceed-
ings of the European Seminar on Methods for Optimizing Protection of the Nuclear
Industry, 3—5 October 1979, Luxemburg (forthcoming).
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The Joint IAEA/IIASA Risk Assessment Project was formed in 1974 when IIASA
was embarking on a program to study the energy supply/demand situation in a long-term
time-frame. Studies of the risks attached to the various sources of energy were to be in-
cluded for recommendations to decision-making organs about future energy strategies.
The technical approach to risk assessment concentrates on comparisons of risks and
benefits of alternative energy systems considering their total fuel cycle. The social science
approach takes account of the fact that public perception of energy systems and their
readiness to accept them play a major role when designing energy strategies for the
future. Methods are being developed which allow both technical data and social values
to be considered, and to be included in decisions on risk management.

A list of selected IIASA and external publications by the
Energy Systems Program Group is available from the

Publications Department, IIASA, A-2361 Laxenbuig,
Austria.
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Report on the Workshop on Nuclear Accident Preparedness and Management

D.C. Bull, Management and Technology

In January 1980, 49 participants from 19 countries assembled at IIASA at the invi-
tation of the ITASA Risk Group to discuss nuclear safety strategies. Twenty-five papers
were presented on a wide range of topics, including emergency preparedness, learning
from past mistakes, the philosophy of decision making, and accident management.

Several persons from the United States were present who had been directly involved
with the Three Mile Island (TMI) accident, including the president of the company that
owns the TMI plant, members of the Nuclear Regulatory Commission, and the head of
the local Civil Defense Organization.

In the early stages of the Workshop it emerged quite clearly that those who had
been involved in the TMI accident felt that they had a message: they were concerned that
the rest of the world should learn from their experiences and mistakes, for the good of
the nuclear industry generally and to improve its safety in particular. Their presentations
and interventions contrasted with others that dealt with various national policies, regula-
tions, and procedures. The major differences among these latter national planning presen-
tations were technical: e.g. the size of a proposed evacuation zone, or the time or dose
level at which thyroid-blocking potassium iodide tablets might be distributed.

As the Workshop developed, however, it became clear that the private views of
participants had been very much modified by the TMI experience and were continuing to
be modified in the light of information exchange and discussions at the Workshop.
National plans were in most cases under review, each country wishing to be sure that it
had learned as much as possible from the TMI accident.

A break in the lecture/discussion sessions was provided by a showing of a videotape
recording of the speech that College President John G. Kemeny gave to the Dartmouth
College Community on his return from presiding over the Presidential Commission on the
TMI accident. In this, a paragon of presentation of technical matters to a nontechnical
audience, he identified the central issues as being associated with “people problems.”
Many of the issues that had arisen were not new, lessons from previous accidents and
similar incidents had not been learned — the accident had in a sense been predicted.

David W. Fischer, a former member of the IIASA staff, now in Norway, drew a
striking comparison between the details of two major — but technically disparate —
accidents: the TMI accident and an oil blowout on the North Sea oil platform “Bravo.”
Both accidents arose as consequences of parts of the maintenance programs. The initiat-
ing event in each case involved a stuck valve, an everyday low-technology component. In
both cases the accident was associated with weak organization in administrative systems,
procedures, and practices. In both cases the accident was preventable. In each case,
although safety plans and programs existed, they had not been supported by regular
inspections, and no specific plans existed for coping with the outcome: a potential core
melt in one case and a line-control blowout in the other.



270 ITASA News

While it cannot be said without argument that the TMI accident lies in the gray
area of unpredicted potential accidents, what some risk analysts call the “rogue event,” a
paper by Professor Ott and coworkers from the FRG suggested that these rogue events
can be associated with the notion that unknown types of accidents are in a sense “lurk-
ing” in certain technological systems. They elaborated this point by a statistical evalua-
tion of designer-related accidents. The idea of attempting to quantify the concept of
rogue events may have some appeal to risk analysts.

When it comes to tackling that most difficult question of learning by our mistakes,
it is clear that one of the central problems has to do with communication, another with
appropriate analysis of accident incidents so that the underlying lessons can be learned.
On this latter topic an interesting paper by Dr. Kumamoto and colleagues from Japan
described a cause—consequence data-base system that uses computer techniques to create
sets of records of the underlying happenings in a series of accidental events. In this way
he hopes to build up a substantial data base, both from the nuclear industry and from the
petrochemical industry. His research team already has 100 records in their data base from
the Kemeny report alone. This is a promising way to preserve the legacy of accidents and
incidents and hence to systematize the process of industrywide learning.

In summarizing the central issues of the Workshop, John Lathrop of ITASA echoed
the views of many. Various countries have different levels and types of preparedness.
Major differences exist in the technical details and specifications, but some of the current
plans seem to be too detailed and too involved. The TMI accident drew attention to the
fact that accidents can occur where the current levels of preparedness will not be effec-
tive. It may be that this problem needs to be tackled by an increase in preparedness for
the accident or alternatively by increased candor and information supplied to the public
about the albeit remote possibilities of accidents. Some of the current guidelines, which
are based on achieving certain threshold levels of radiation dose, may not help decision
makers in the confusion of a real accident. Certainly such guidelines existed in the TMI
case, but were not useful. For example, in the US there is a five man-rem threshold guide-
line recommending protective action. While this threshold dose was never measured, there
was an apparent danger that a hydrogen bubble in the reactor could explode, perhaps
leading to a major release. The dose guideline provided little guidance to the decision
maker concerned about the hydrogen bubble. The lesson is that general guidelines geared
to easily observed plant parameters are of more use than ones based on indirectly observ-
able parameters.

This last point was also underlined by Harry Otway from the Joint Research Centre,
Commiission of the European Communities, at Ispra, who indicated that, the more detail
attached to plans or systems in general, the more likely things are to go wrong. Dr. van
den Heuvel, the mayor of a town in Holland, voiced the opinion that some of the detailed
plans and detailed explanations were too much to impose on a population in an emer-
gency situation; he too lent support to the idea to use simple coarse guidelines for action.

The free and open discussion of the details of the nuclear accident and of accident
prevention among the nuclear community augurs well for this industry. It was heartening
that some delegates to the workshop talked openly about what to do when the next acci-
dent occurs and did not pretend that the TMI accident would be the one exception,
buried in some low probability figure. It may very well be that the public will have more
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confidence in the industry that has rare accidents or incidents from time to time but
shows that it can handle them competently.

ITASA acted as the catalyst for this discussion by bringing together parties playing
quite different roles in the nuclear industry and its interactions with society. The meeting
was international, and provided the opportunity for ongoing informal contacts which will
help in the rationalization of individual countries’ plans and enhance cooperation in the
areas where international cooperation is essential. ITASA also contributed to the Work-
shop by presenting an embryo systems-analytic approach to the problems raised in
accident management.

The papers which were presented and the systems-analytic summary of the lessons
to be learned will be published by ITASA shortly.































