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PREFACE

Regional policy problems are universal. This means that
all countries need good methods for analyzing and solving their
regional problems. Models for regional policy making and plan-
ning have also been worked out in scientific institutions. It
is obvious that these abstract models are often not specific
enough to be used in policy making but have to be adapted to
the institutional, historical and natural conditions of the
specific region to be planned. It is one of the ambitions with
the Silistra regional case study, reported in this volume, to
test the possibility of applying regional policy models, devel-
oped in Bulgaria, at IIASA and elsewhere, to the solution of the
Silistra development problems.

Some of the models suggested for the Silistra case study
are presented in this volume. These models should, however,
not be viewed in isolation but as parts of a general systems
approach. The papers by M. Albegov and A. Andersson/A. La Bella
give examples of possible systems approaches to integration of
regional policy models into a consistent system.

This volume basically contains papers on model design. Few
papers report on actual use of the models in applications for
policy making. The application of these models is planned to be
reported in later Task Force Proceedings, when the work has pro-
gressed into a stage of close cooperation with the decision
makers and national economy planners of the Silistra region. We
also have the ambition to come to a stage of generalization of the
modeling experiences gained in this case study so that other
countries can benefit from the experiences gained in the Silistra
case study.

Murat Albegov
Task Leader
REGIONAL DEVELOPMENT
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GENERAL TRENDS IN THE SOCIAL
AND ECONOMIC DEVELOPMENT OF
THE SILISTRA REGION

M. Devedjiev, N. Grigorov,
and A. Atanassov

The task, which gathered us at the present Task Force Meet-

ing on the Silistra region, obliges us to try to convey the
most detailed information in condensed form about the state of
the region and our intentions and views concerning its develop-

ment.

We must point out that the systematic approach and its prac-
tical application in the development of the economic and social
spheres in Bulgaria have long ago become the object of attention
and decisions of the Government. Intentions of the state author-
ities concern the establishment of the best conditions for the
building and functioning of all objects and activities from the
spheres of labor, dwellings, recreation, public services, and
population migration. They are directed to the effective utili-
zation of all resources of the country and the satisfaction of
the multifarious and continuously increasing social needs. The
execution of those intentions is naturally connected with en-

vironment and resources.

In our age of rapid growth and structural change, the eco-
logy as well as the economy must be considered in a long-term
perspective. That is the reason for our wish to choose' a complex

approach in our study and to consider the requirements of the



branches of social and economic activity, as well as the
requirements and needs of society today, tomorrow, and in the
future.

Those were the considerations and backgrounds for choosing

Silistra as the object of our cooperative activities.

NATURAL GEOGRAPHIC CHARACTERISTICS

The Silistra region occupies the outlying northeastern part
of the territory of Bulgaria and covers an area of 2860 km2, or
2.6% of Bulgaria. Its population numbers 176,000 persons, or 2%
of the total population. Silistra is one of the smallest and
least populated regions in Bulgaria. The great distance from

the main economic centres of the country and some other specific

factors have determined the peculiarities in the social and eco-
nomic development of the region. The region produces 1.2% of
the national industrial production and 4.7% of the agricultural
production. About 66.8% of the working population in the region
is occupied in those two branches, while the remaining are oc-

cupied in the developing area of public service.

When we consider the results achieved in the economic area
and the historical factors, we may look optimistically towards
the future. In 1939, the region was considered a backward and
primitive agricultural district, while now we are proud of its
great achievements in agricultural production and the production

of computing equipment, which is sold in many countries.

Of course, when we judge the future of the region, we should
bear in mind the great national tasks, and study the physical and
geographic conditions that make the Silistra region favorable for
the development of agriculture. Here are included a part of the
Danube hilly plain, the Dobrudja plateau and the northern parts
of the Ludogorsko plateau. The region has mostly plains and
hilly-plains. It favors the development of a highly mechanized
agriculture.

Engineering and geologic research activites have not found
ore deposits. Of practical significance is only the kaolin de-

posit near the village Kolobar. There are also quarries for



building materials situated in the waterless southeastern and

northeastern plains of the region.

The climate is moderate-continental. The winter is com-
paratively mild. The average temperature for January is from
-1° to OOC. The average July temperature is 21° to 23°Cc. The
annual precipitation is between 500 and 550 mm/mz, with maximum
rainfall in summer and minimum in winter. The water resources
are rather restricted. That is determined by the loess surface
layer and the limestone layers, which quickly absorb water.

Except for the Danube, there are no surface waters.

The fertile soils are the most precious natural resource
of the region. They create very favorable conditions for the

intensive development of agriculture.

NATIONAL REQUIREMENTS AND BASIC FUNCTIONS
IN THE DEVELOPMENT OF THE REGION
Proceeding from the above overall characteristics, the
further social and economic development of the region must be

realized on account of national criteria and requirements and

local potentials of the territory and the specific natural geo-

graphic conditions and resources.

One of the most important national requirements is the ef-
fective utilization of the territory of the whole country and of
the region, in particular, as well as the decreasing of migra-
tion to optimal rates, development of an efficient economy and
optimal use of the natural, material, and human resources of
the region. Another significant task is the establishment of
optimal conditions of labor, living, recreation, migration and
services for the population as regards not the present but the
future needs of the people. Those needs must be satisfied on
the basis of the most progressive technologies iﬁ all spheres
of human activities. To bring national requirements in accord
with local conditions and resources, these should be directed
towards: the discovery of the territorial potentials, the op-

-timal match between the branch and territorial concentration and



specialization of economics, the construction of a unified tech-
nical and social infrastructure and the improvement of the re-

gion's settlement network,

In accordance with these tasks and based on natural condi-
tions and resources, the transport-geographic situation, and the
level of social and economic development, the basic functions of

the region are determined:

1. agricultural function;
2. transport-communication function;

3. industrial function, connected with using the
Danube's potentials; and

4. industrial function connected with the further
development of industrial activities that are
traditional for the region, for instance;
machine building, computing equipment, light
bulbs, souvenirs, etc.

The exact trends and requirements for the development of
those functions by means of a correlation between national and

local criteria and requirements are determined as follows.

Agricultural Function

By the development of those functions in perspective, we
aim at revealing the possibilities for a rational use of the re-
sources available in the region: land, production capacities,
using of other countries' achievements, to develop a perfect
agriculture with a complete production cycle on the principle

"land-product"”,

The main strategic trend in agricultural development is
grain production and stock breeding. 1In the area of grain pro-
duction, specialization will be accomplished with a further im-
provement of crop production at the regional level. This will
create conditions for planting large homogeneous crops—an im-
portant condition for the application of industrial methods and
technologies on worldwide level and the use of highly productive

techniques.



In the field of stock breeding, specialization is oriented
towards cattle and swine breeding. Most important is milk cow
breeding and the fattening of male calves. The increase of the
number of cows will be achieved by means of intensified repro-
duction and import of highly productive breeds from other

countries.

The development of the agricultural function of the future
will be accomplished under the conditions of an improved utiliza-
tion of land resources in the region by means of increasing the
quantity of arable land and the coefficient of utilization. The
production of milk and meat will be done by means of modern
technologies, with consideration of international market require-

ments,

The Transport-Communication Function

The presence of the Danube and the favorable geography and
transportation of the region make this function a priority in
the future, though now it is underestimated. At the moment, the
water, auto, railway, and air transport is insufficiently de-

veloped.

The water transport is not of a great significance at pres-
ent, both for the region and for the country. The Silistra har-
bor is insufficiently equipped. The continuous cargo-exchange
along the Danube, the small distance between Silistra and the
Soviet harbors, the future construction of the Rhine-Marne-Danube
canal, and the constructien of industrial works located on the
Danube for import of raw materials and export of products to the

East and to the West--are the premises for a rapid development
of water transport.

The railway transport satisfies the necessities only of the
region and does not possess a well-developed national function.
The construction of a port complex in the Silistra region and the
improvement of the railway network in northeastern Bulgaria will
increase the significance of the railway transport and it will

receive important national functions.



Thus, by means of the water transport, connected with rail-
way and auto transport, favorable conditions will be created for

the activation of regional development.

Industrial Function Connected with Using the Danube

The northern boundary of the Silistra region is connected
with the Danube. At present, it does not significantly affect
industrial development. That is why, when evaluating future pos-
sibilities of the territory for the location and development of
various industries, that fact must also be considered.

It is possible to establish plants whose functioning is
connected with the import of goods by ship, the using of the
Danube waters for technological purposes, and the export of na-
tional as well as regional products for the countries of Central

Europe and the Soviet Union.

The construction of a great forest-industrial complex in
Silistra has already begun. It is built on wood imported from
the Soviet Union. It will use huge quantities of water for its
production, and part of its production will be exported on the
Danube.

The possibilities for location of other industries are also

being investigated.

Industrial Function, Connected with the Further Development
of Traditional and Ezperimental Activities

The industrial manufacturing is realized, at present, in

39 plants of central subordination and 11 of local subordina-
tion. The structure, concentration, and specialization of those
works meet the requirements of international standards. The pro-
posals for industrial development made by various ministries fur-
ther developed the historically formed specialization, structure,

and concentration of production in practice.

The industrial production must progress in accord with the
following strategic trends, determined by means of matching the
proposals of central department authorities to the local territo-

rial requirements:



-- computers and duplication equipment;

-- aggregate cutting and large-scale metal-cutting
machines;

-- mechanical toys;
-- production of consumer goods and food and wine
industry.

Computer and Duplication Equipment

These have the greatest prospects for further development
in the following directions: production of electronic calcu-
lators, electronic cash registers, minicomputers, copying and
duplicating equipment, printing plates, electronic watches, etc.
With a view to the improvement of the structure of management
and production, it is useful to differentiate among three plants

with the following specializations:

~-- a plant producing computers;
-- a plant for copying and duplication equipment;

-- a plant for printing plates.

The activities of those plants will be coordinated by eco-

nomic plans.

Mass cutting and large-scale metal-cutting machine production

The machinery industry of the region is concentrated in 11
plants. The small scale and variation of production hinders the
modernization in this branch and necessitates restructuring of

the existing production programs.

It is useful to accomplish concentration and specialization
of production by centering production in three places:
-- metal-cutting machines in the region of the city
of Silistra;

-- agricultural machine building in the region of
Dulovo;

-- utility machine building in the region of
Tutrakan.

The number of machine-building works will be significantly
reduced and combining of plants will be made according to the

requirements of technical progress and international practice.



Mechanical Toys

The production of mechanical toys is a characteristic link
in the specialization of industrial production in the region.
The prospects for this region are based on the tradition and
professional experience of the population and it will be de-

veloped in the city of Silistra.

Consumer Goods

At present, consumer goods are produced by 11 plants,
located in a large number of settlements and grouped into two
combines. According to the economic plan, a significant part
of the basic production will be transferred from Silistra to
other cities to employ free manpower and favorable living con-
ditions.

PROBLEMS OF THE DEMOGRAPHIC AND SOCIAL
DEVELOPMENT OF THE REGION

The economic development of the Silistra region has af-
fected and will further affect the social sphere. The
discrepancy among the rates of development of industry and
transport, as well as the rapid implementation of mechanization
in agriculture have brought about migration processes. They
are characterized by the following specific features:

-- population emigration towards other regions of

the country;

-- internal migration to the towns of the region,

mostly towards Silistra.

This migration mechanism has participated in the forma-
tion of the demographic characteristics of the population in
the region. There are areas of population growth with a normal
age structure. Such areas are: the region of Silistra--
Kalipetrovo and Aidemir; the region of Tutrakan and the region
of Dulovo. At the same time, there are regions where popula-

tion is decreasing with abnormal age structure.

Those migration processes have been significantly
influenced by the predominant localization of industry in the

Silistra region, which has caused:



-- creation of policies for the restriction of mi-
gration within the region as well as outside
of it;

-- population stabilization by increasing produc-
tion and service functions;

-- improvement of the regional road network, organ-
izing bus transportations for passengers between
cities;

-- improvement and modernization of existing hous-
ing and building new housing of high gquality,
mostly in the poorly developed centers of settle-
ment systems, such as Glavinitsa, Sitovo,
Sredishte and Alfatar:

-- establishment of a unified complex public ser-
vice system--trade, health, education, culture,
etc.:

[

-- development and realization of a series of
enterprises for sanitation and urbanization of
the settlements in the region; and

-- establishment of objective premises for the
equalization of the conditions of labor, dwell-
ing, public services and recreation in the
villages and towns of the region.

CONCLUSION

The solution of the problems and tasks set for the
Silistra region cannot be achieved without application of

objective methods and contemporary techniques.

Problems similar in character and possibilities for their
solution exist in other regions of the country, as well. This
allows the cooperated research activities between our country
and the International Institute for Applied Systems Analysis,
in Austria, to be transferred over a wide territorial scope.
Thus, the local results, which will be obtained for the

Silistra region, acquire substantial significance in two ways:

1. On the basis of the system of models for an
integrated development of the Silistra region, a
project will be worked out immediately directed

towards practical implementation.
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BASIC DEVELOPMENT PRINCIPLES OF
A HUMAN RESOURCES MODEL FOR THE
SILISTRA REGION

Nikolai Naumov

INITIAL HYPOTHESES AND CRITERIA

Population growth must correspond to the foremost objec-
tive--further stimulation of the regional economic growth,
which is, after all, the premise for continuous growth of pros-
perity. That must be the background for determining criteria
of "optimal" human resources growth comprising the demographic
development and some basic qualitative characteristics of the
people. Hence, the general formulation of the optimum cri-
terion might be presented as follows: "The manpower needs are
satisfied on account of the expected growth as regards total
number, professional and qualification structure, and terri-

torial sector distribution.™

A broader concept of the demographic growth places the
demographic model in relevant links and interrelations with the
models of economic growth and social progress of communities.
On this basis, a complex system of undertakings in the total
economic and social policy for the regional development may be

analysed,

The population growth of the region as a whole must be a

basis and background for the solution of the optimum problem,



without ignoring its territorial position on the level of "Settle-
ment systems." With regard to the meeting of manpower neces-
sities, the requirements concerning age-sex structure by main
production sectors are also of importance. This is of a parti-
cular significance for agriculture, where strong tendencies to

unfavorable structure formation are observed.

Given a solution to the problem of manpower supply, with
numbers based on population growth, we might be confronted with
the following basic situations:

-- demographic growth with tendencies above the op-

timum;

-- demographic growth with tendencies below the op-
timum;

-- demographic growth with tendencies close to the
optimum,

It must be assumed that there exist no reasons for con-
’ducting demographic policy differing from the-one which is
designed for the whole country--accelerating the rate of
demographic growth by means of a system of enterprises for

encouragement of births and decrease of mortality.

In all situations, the achievement of the optimum must be
realized on the basis of a purposeful migration policy concern-
ing combinations of the following ideas:

-- attraction of in-migrants;

-- out-migrants stimulation;

-- essential restriction of migrations.

It is clear that the migration problems in the regional
policy are not solved by migrations from the region or towards
the region. There also exist problems of intraregional migra-
tion, for instance, migration among the settlement systems
within the region, as well as problems of daily labor commuting
within a region and between the regions. Migration policy de-
cisions cannot be obligatorily connected only with the number
of the constant population of the region and its settlement sys-
tems. Those are problems of a search for optimal decision,
rendering an account of the possible changes in age-sexual
structure of the constant population and the eventual conse-

quences of population reproduction and labor resources in



perspective, generally speaking, to the possibilities for
achievement of the desired results, etc.
In this case, there is an increased significance of a

selective migration in accordance with the satisfaction

of requirements for manpower with professional qualifications,

education, and other characteristics.

The optimization of demographic growth, mainly in terms
of meeting manpower needs, is related to the determining of

those needs in a sector-territorial and professional-
qualification aspect. That requires a purposeful education pol-
icy, on the basis of the regional and national education systems.
In this.connection, the problems arise of youth professional
orientation and the development of an education network in the
region and in other regions. Those problems must be solved on
the basis of prognoses about the number and structure of the
necessary manpower in a sector-territorial aspect. That might
also be the background for solution problems of manpower supply,
of the development of all branches of social and economic life,
of the distribution and redistribution of manpower, requalifica-
tion, qualification improvement, etc. That is why the indicated
pronoses take a central position in the uniform model for popu-

lation growth in the region.

The maintaining of a constant demographic growth depends,
to a great extent, on the designed economic and social develop-
ment of the region, which must take account of human resources
available in the region. The provoking of large migrations and,
in particular, the need of attraction of a higher number of in-
migrants, is connected with great expenses and difficulties of
a varied character. It might reflect the age-sex structure of
the population and the character of its growth in perspective,
in the region under study, as well as in a series of other re-
gions of the country, with which an interaction might be estab-
lished. The variations of the optimum in time must also be
considered and they should not be great and sudden in order to
be realized without substantial difficulties and expenses and

without creating problems to other regions. It is very important



for the regional structure to be able to establish conditions
for male and female work, taking account of the high degree of
the employment of women in the country related to the maximal
utilization of human resources. The purposeful policy of a
greater or smaller activity rate for pensioners is also impor-
tant and might make solution of the problems easier. In general,
the demographic optimum may be achieved and successfully main-
tained, when the planned economic development takes account of
the character and reproduction of population and labor re-
sources. That is of particular importance in countries like
Bulgaria, where, in essence, there exists full employment of

active population.

The complete development of a human resources model could
not be realized under the now existing statistical information,
but it should be mentioned that in broad lines the realization
of such a model is possible. The fact that the number of the
population in the Silistra region is only 180,000 persons,
90,000 of them active, is favorable. Under the existing admin-
istrative-management structure and administrative apparatus,
without any significant difficulties and expenses, some addi-
tional information might be collected. Such an initiative will
be particularly useful as regards the work done for the develop-
ment of an integrated system for social information in the coun-
try that might render assistance in the development of and ex-
perimentation with information models in accord with the infor-
mation necessities of application of more thorough prognosis

models.

SOME BASIC CHARACTERISTICS OF THE DEMOGRAPHIC GROWTH
AND ECONOMIC ACTIVITY OF THE POPULATION
OF THE SILISTRA REGION

General characteristics of the population growth and its
economic activity might contribute to the motivation of the
presented approach for modelling the population growth in the
region. However, it will be useful to relate these character-
istics to those of the Northeastern region of the country, to

which the Silistra district belongs.



The Northeastern region as a whole, as well as the
Silistra region, has a natural growth in population, signifi-
cantly exceeding that of the country as a whole. The aver-
age annual birth rate for the region during 1972-1976 was be-
tween 16.5 and 19.4 per 100 people and the natural growth in
population varied between 8.0 and 9.4% during the same period.
During the same period, in the Silistra region the annual birth
rate varied between 17.3 and 20.7 per 100 people, and the natu-
ral growth of the population between 7.1 and 11.9%. It must be
mentioned that during this period significant fluctuations in
the birth rate take place, as happens in all other regions of
the country. This is due to the introduction of a series of

undertakings to encourage population growth since 1967.

Considering the period of the last three population cen-
suses (1956, 1965, and 1975), we may point out the high total
population growth in the Northeastern region, which is signifi-
cantly higher than that in many other regions and in the country
as a whole.

In 1975, the population increased by 18.6%, compared with
1956, and after 1965 the growth rate gradually decreases. As
for the Silistra region, a lagging behind in this growth is ob-

served, and its value is 7.5% in 1975, as compared with 1956.

The population age structure during 1956-1975 shows an ag-
ing tendency from the top and from the bottom of the age pyra-
mid. When comparing the Northeastern region with the rest of
the country, it must be mentioned that this aging process is
rather less intense, and as concerns the population of Silistra
region itself-~the process is far less intense. Here the popu-
lation under 20 is about 35% of the total, and the population
more than 60 years old is only about 12%--indices which present

the regional population as still young in age structure.

Those of reproducing age in the Northeastern region as a
whole and those of the Silistra region during the period con-
sidered, grow in number, at the same rate as the population as
a whole. Their number is 25-26% of the total population. The

same is valid for the population aged from 16 to 60 and



representing the basic manpower resource; its number remains
60 to 62% of the total population of both the Northeastern re-

gion and Silistra region.

The population growth rate in the Northeastern region and
in the Silistra region as compared with the growth rate in the
whole country exhibits a high natural growth. Under those cir-
cumstances, the population grows with increasing possibilities
as regards reproduction potential and labor resources. The age-
sex structure of the population and fertility of families are,
gnerally speaking, among the most favorable in the whole coun-
try. Thus, they create premises for maintaining a comparatively

high demographic growth.

The Northeastern region is developing with a negative migra-
tion balance, on the whole. Only one of the districts in this
region~--the Varna district--is continuously growing with a pos-
itive migration balance. The Russe district during the recent
years had a positive migration balance and in earlier years a
negative migration balance. The Silistra district and all the
remaining districts, except for the two mentioned above, are
continuously growing despite a negative migration balance. It
must be mentioned that, during the period 1972-~1976, the migra-
tion balance of the Silistra region covered 17% of the total
negative migration balance in the region (its population was
9.9% of the total population in the Northeastern region at the
end of 1975).

The analysis of migration shows that the basic reason is
people's labor activities. The migration of the economically
active forces the migration of people depending on them. This
is valid for the migrations in the whole country, in the

Silistra region, and in the Northeastern region.

The labor migration could not be related to the lack of em-
ployment at all, though such cases exist. According to data
from the inquiry made in 1975 and including all economically
inactive persons of employable age, but excluding students, in
the Silistra district only 0.4% of this category of persons have

given the reason "lack of suitable employment" (which might be



considered as a certain kind of unemployment). The migration
analyses and their relation to economic activity show that the
wish to out-migrate is not brought forth by the lack of employ-
ment in general, and to a very low degree by lack of suitable

employment., The decision to out-migrate is engendered by other
reasons that are to a degree social-psychological ones. The

character of social and economic growth creates premises for
search for other employment, with aspirations for better work-

ing conditions, better living conditions, higher wages, more cul-
tural facilities, better services area, etc. Without any inten-
tion to give details, we would like to point out that the fore-
seen economic growth of the region under the conditions of a
purposeful social policy could very easily prevent out-migration
to a very high degree, at least as far as is necessary to maintain
the optimum., By the way, that is shown in a series of charac-
teristics of the population labor occupation in the Silistra

district.

In broadest lines, the occupations of the economically ac-
tive population in the Silistra district by industrial sectors

(excluding the city of Silistra) in 1975 is presented as follows:

Table 1. Occupation of economically active population by
sectors (%).

Areas and main sectors Silistra Northeastern
region

Material sector . 88.0 34.0
Non-material sector 12.0 14.0

Total: 100.0 100.0
Industry 26.5 28.0
Agriculture 4u.6 34.7
Other sectors 23.9 37.3

Total: 100.0 100.0




From the table, one sees that the main part of the econom-
ically active population in the Silistra district occupied in
the material sector works mainly in agriculture. Agricultural
employment in the whole Northeastern region is substantial, as
compared with the country as a whole (agriculture employed

28.3% of the population of the country in 1975).

To this end, the structure of the national income is of

interest, and is presented below in Table 2,

The structure of the national income by sectors reflects
to a great extent the occupation of the economically active

population by sectors.

The national income per person occupied in material pro-
duction in the Silistra region is 10.5% lower than in the
Northeastern region. 1In this aspect, there are substantial
differences by sectors, for instance: in industry the national
income per employed person in the Silistra region is 19.U4%
lower than in the nation, while in agriculture it is 16.3%
higher, and in all remaining sectors of material production it
is 9.4%.

The basic production fund supply per economically active
person in the Silistra region is 47.1% lower than in the
Northeastern region. The wage of those occupied in industry is

6.5% lower, and in agriculture 9.9% lower.

Table 2. Structure of the national income by sectors (%).
Main sectors Silistra Northeastern
region
Industry 35.4 42.3
Agriculture 41.5 25.5

Other sectors of
material production 23.1 32.2

Total: 100.0 100.0




In the whole Northeastern region the wages in agriculture

are 3.4% lower, on the average, than in industry.

The public service area (education, health, housing
municipal economy, culture, etc.) in the Silistra region is
substantially less developed than in the remaining part of

the Northeastern region.

To conclude, we may say that under the existing condi-
tions, there are favorable possibilities to control the
migrations in order to reach a specific balance necessary for
maintaining the optimum. It is in the migration policy where

we must search for radical solutions to population problems.
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HUMAN SETTLEMENT SYSTEMS AS A DEVICE
FOR DEVELOPMENT AND IMPROVEMENT OF THE
SETTLEMENT NETWORK IN THE SILISTRA REGION

M. Devedjiev, N. Grigorov and
A. Atanassov

All functions connected with "labor", "dwelling",
"recreation", "public service" and "migration" are realized
in the settlements in the Silistra region. The regularities
in settlement number variations and population number
variations clearly testify to the changes in their economic
settlement-formation background. This would be the principle
of development of models for improvement of the regional
settlement network. Here, the regularities in industrial
and agricultural changes, the development of the third sector--
public services and the demographic processes accompaning them

--must be considered.

The retrospective analysis shows that the appearance of
settlements in the region may be related to different historic
periods. The city of Silistra, for instance, appeared in
historic records during the first century A.D.--the Roman
epoch by the name of Durostrum. .During the period of the
first and second Bulgarian kingdoms (X, and XIII, and XIV
centuries A.D. respectively) it existed under the name Drastar.
Throughout its nineteen centuries of existence, Silistra has
been fulfilling substantial military-defensive functions and

was known as an outstanding fortress in that region of the

- 21 -
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Balkan peninsula. Shortly after the Liberation of Bulgaria
in 1878, the town started gradually losing its military-
defensive functions and because of poor economic growth, it

started declining.

Another ancient town, founded during the existence of
the Roman empire, is Transmariska, now named Tutrakan. The
name of the village Kainarja is also historically recorded in
connection with the peace treaty between Turkey and Russia,

signed there in 1892.

Almost all remaining settlements were begun during the
second half of the VIII century and the first half of the
IX century. They may be characterized mainly as agricultural
and stockbreeding settlements and they have influenced the
structure of the settlement network in the region.

STATE OF THE SETTLEMENT NETWORK IN THE SILISTRA REGION

In 1975, the number of settlements in the region was 116,
consisting of 4 towns and 112 villages. On an average there
are 4.0 settlements per 100 kmz, which is below the average
density for Bulgaria of 4.6 settlements per 100 kmz. This
testifies to the comparatively high degree of settlements
concentration in the region, in spite of its plains and pre-

vailing agriculture.

The city population--82,766 persons or 46.9% of the total
regional population--is distributed among four cities. In one
city live about 20,690 persons on the average. Silistra is the
largest city (58,197 persons) and Alfatar the smallest
(3,250 persons).

The village population is 93,662 persons, or 53.1% of the
total population. There are 112 villages and the average
number of inhabitants per village is 830 persons. The largest
village is Kalipetrovo with 6,448 inhabitants, while the
smallest one is Yastrebna with 21 inhabitants. The population
distribution into separate agglomeration groups of settlements

is as follows (see Table 1):
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Table 1. Population distribution in the settlements
in Silistra region until 1975

Settlements Population Average

number % number %

1 2 3 4 5 6 7
Villages 112 96.6 104339 59.4 932
1. Very Small (0-200 persons) 13 11.2 1876 1.1 144
2. Small (200-1000

persons) 60 51.7 32882 18.7 548
3. Average (1000-2000

persons) 29 25.0 39782 22.6 1372
4. Large (2000-5000

persons) 9 7.8 23351 13.3 2595

—_—
.

5. Very Large (5000 or more) 6448 3.7 6448

Towns 4 3.4 71415 40.6 17854
1. Very small (below 10000

persons) 2 1.7 13144 7.5 6572
2. Small (10000-30000

persons) 1 0.8 11425 6.5 11425
3. Average (30000-100000

persons) 1 0.9 46846 26.6 U68BUG6
Total for Silistra region: 116 100.0 175754 100.0 1515

A characteristic peculiarity of the region is the fact
that 59.4% of the total population live in 96.6% of the village
settlements, while in the remaining 3.4% city settlements are

concentrated 40.6% of the population.

The average population in one village settlement is 830

persons, while in city settlements, it is 17,854 persons.

39,782 persons, 22.6% of the population, are concentrated
in 29 settlements with populations from 1000 to 2000 persons.
The average population per settlement of this agglomeration

group is 1,372 persons.

In the 30,000-100,000 agglomeration group belongs the
regional center Silistra, in which the largest group of people

--46,846 persons--is concentrated.
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The overall evaluation of the regional settlement network

is directly connected with its agricultural characteristics.

SPATIAL ANALYSIS AND TENDENCIES OF THE SETTLEMENT
NETWORK DEVELOPMENT IN THE SILISTRA REGION

The settlements are comparatively uniformly distributed
in the territory of the region, which is attested to by the
average distance between them--3.0 km. There are several
regularities in population territorial distribution, according
to categories of settlements and average distances (see
Table 2).

With the increase of the population number in a certain
group of settlements, the average distance between them also
increases, varying with 2.9 km for very small villages and
7.6 km for very large villages. That is the background for
the development of the hierarchy of the separate settlements
of the region.

In the structural aspect, the settlement network of the
region may be characterized as polycentric, because its center
(Silistra) had 26.6% of the total population and 62.8% of the
town population, in 1975. This peculiarity of the spatial
structure has also influenced the development of independent

settlements possessing their own centers and areas of activity.

Table 2. Average distances between settlements
from different categories

Settlement type Average distance
between settlements

1. Very small

villages up to 200 persons 2.9 km
2. Small villages from 200 to 1000 persons 2.8 km
3. Average

villages from 1000 to 2000 persons 3.0 km
4. Large villages from 2000 to 5000 persons 4.2 km

5. Very large
villages more than 5000 persons 7.6 km
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The intensive development of industry and the rapidly
increasing manpower necessity in industrial centers brought
about an intensification of commuting not only within the

settlements but also between them.

That was the basis of the differentiation of commuting

regions (see Table 3).

Almost 10% of the region's working population do not work
where they live. This percentage has been growing during the
last years and it is indicative of the formation of a
territorial-industrial complex with specialized functions in

the whole region.

The deepening of contacts between the separate settlements'
population because of a common workplace is further developed
in the area of public service, and is assisted by the hierarchic
system of periodic and incidental public service in the field
of trade, public catering, health, education, culture, sports
and youth activities, administration, transportation and

information services.

Those processes, realized under the conditions of the
already existing settlement network, helped to a great extent
in making it homogeneous and initiated the new type of

settlement formations, called settlement systems.

The newly created housing and public service funds, as
well as the level of public service organization, contributed

to the development of this process (see Table 4).

Table 3. Commuting till 31.XII.1975

Settlements towards which daily Number of Number of com-
labor commuting is made exit sett. muting population
1. Silistra more than 20 5238
2. Tutrakan more than 8 350
3. Dulovo more than 8 856

To the remaining more than 40 1580

19 settlements
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Table 4. Available housing till 31.XII.1975

Settlement system Number of Number of Number of
dwellings rooms inhabitants

1. Silistra 18996 51850 68775

2. Tutrakan 7909 23828 27249

3. Dulovo 8510 30581 37422

4. Glavinitsa 4520 14604 16409
Sitovo 3461 11370 10830
Alfatar 2082 6723 6487

7. Sredishte 2655 7378 8537

Total for the region: 48133 146334 175709

The available housing is in a good condition and has been
built during the last 15-20 years. There are 3.04 rooms and
3.65 inhabitants per home, on the average, and those indices

are satisfactory as compared with those of the whole country.

The standard of housing supply in the region is as follows
(see Table 5). Considering the data drawn from Table 5, the con-
clusion may be drawn that the level of housing supply in the

regions is comparatively good as concerns national plans for 1990:

Table 5. Standard of housing supply till 1975

Settlement system Number of Number of Number of
dwellings rooms per dwellings
per 100 1000 in- per 1000
families habitants persons

1. Silistra 81 711 259

2, Tutrakan 86 823 269

3. Dulovo 72 800 221

4. Glavinitsa 84 835 257

5. Sitovo 95 969 292

6. Alfatar 90 929 283

7. Sredishte 89 769 275

Total for the region: 82 726 256




100 dwellings per 100 families and 1000 rooms per 1000 in-
habitants. Those average indices for settlement systems are
as follows: 80 dwellings per 100 families for cities, and

89 dwellings per 100 families for villages. All the above is
used as a background for determining the tasks of housing
construction in the region which until 1990 will be mainly

in its cities.

The level of planning and organization of public service
in the settlements (street pavement, water supply, sewers,
electricity supply and gardens and parks) is rather satis-
factory, but unevenly provided in the settlements of the

settlement systems.

The complex analysis of the entire construction of the
settlements within the settlement system provides an impetus
for finding a new approach for their improvement and

development.

SETTLEMENT SYSTEMS AS A DEVICE FOR THE IMPROVEMENT
OF THE SETTLEMENT NETWORK IN THE REGION

The basic directions for the further social and economic
development of the region in accord with the leading functions
of its territory and available resources require the applica-
tion of qualitatively sophisticated concepts of improvement

and development of the settlement network.

The principal characteristics of these concepts are the
following:

-— further development of the polycentric character
in the structure of the settlement network in
the region;

-— effective and purposeful utilization of the
existing housing funds in the separate settle-
ments of the region;

-— formation of settlement systems and their labor,
dwelling and recreation, public service and
population migration; and '

-- control of interregional migration processes;

--= organizing regular transport between the settle-
ments, on the basis of intersettlement public
transport.
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The realization of those principles over the territory of
the Silistra region is in accord with the national plan for
the improvement of the settlement systems, that is included in

the Unified Territorial Plan of Bulgaria.

In the process of formation of settlement systems and
assignement of their boundaries, natural geographic, economic,

social, technical and administrative factors are considered.

The existing intersettlement connections, based on labor
and public service, are strongly determined by the daily
labor migration of the population.

Within the boundaries of the settlement systems, the
problems of labor, dwelling, recreation and public service
are solved with regard to their hierarchic limits and
connections. On such basis, seven settlement systems are
differentiated in the region: Silistra, Tutrakan, Dulovo,

Glavinitsa, Sitovo, Alfatar and Sredishte.

In accord with the statements of the national plan, the
settlement systems are classified in three groups on the basis
of their economic and social development, population concen-

tration, housing funds and problems to be solved (see Table 6).

To the first type of settlement systems--"A" or
"formed"--belong the settlement systems Silistra, Tutrakan,

and Dulovo. There the material and technical background of

Table 6. Settlement systems until 1975

Name of settlement Territory Number of Population Type of

system km2 settlements in 1975 settl.sys.
1. Silistra 4ou.6 19 69000 A
2. Tutrakan 489.3 18 27200 A
3. Dulovo 547.2 26 37300 A
4. Glavinitsa 403.5 19 16500 B
5. Sitovo 259.2 12 10800 c
6. Alfatar 255.9 7 6400 C
7. Sredishte 324.5 15 8490 C




the social area should be further developed, and economics must
be developed intensively. It is necessary to improve the
structure of the economy and to use the working population

efficiently.

However, there exist essential differences in the spatial
structure of those settlement systems. The population
density in the settlement system of Silistra is 139.5 persons

2

per 1 km“, and in its nucleus it is 2354 persons.

At the same time, those indices for Tutrakan have values
of: 55.6 persons per 1 km? (total for the system) and 211
persons per 1 km?2 in the nucleus, and for Dulovo - 68.3 and

190, respectively.

The formed settlement systems are characterized by high
industrial production capacity and a high degree of urban-
ization. Their economic development and environment develop-
ment requires a purposeful urban policy for each of the

settlements in the settlement system.

A settlement system in the process of formation is
represented only by Glavinitsa, the city third in size. Here
the problems of the further development of economics concern
the complete engagement of the system's active population and

the providing of a more varied production structure.

The settlement systems, which should be formed in the
region are three: Sitovo, Alfatar and Sredishte. Their
population is 25,000 persons and industry is developed to a

very low degree.

The most important task of those settlement systems is
to stimulate the utilization of their territories and settle-
ments and to create a solid settlement-formation economic

background.

The internal structure of any settlement system consists
of a center (pointed settlement), nucleus (polycentric) and
periphery. The polycentric nuclei are characteristic mostly
of the formed settlement systems, while the nuclei of the

remaining ones are the local centers of the settlement system.



In the settlement system Silistra, the nucleus consists
of the town Silistra and the villages Aidemir and Kalipetrovo.
Those are settlements with small distances between one another

and particularly intensive contacts.

The remaining settlement systems are characterized by
a bilateral internal structure, represented by a pointed
center and a periphery. 1In some of the settlement systems,
which should be formed in future, such as Sitovo and
Sredishte, the development of two centers is possible at the

beginning: Sitovo-Dobrotitsa and Sredishte-Kainardija.

DOMINATING ECONOMIC FUNCTIONS OF SETTLEMENT SYSTEMS

The system-formation economic background of the settle-
ment systems is determined according to the trends of social
and economic development of the Silsitra region and its
dominating functions in the economy. It is based on the
already created industrial works and the agro-industrial

complex with branch farms.

Bearing in mind the territorial sites of the separate
branches of the industrial works and the relations among them,
we may conclude that four lower territorial-manufacturing

complexes are formed in the region:

-— Silistra complex: developing machine building,
forestry, food and wine industry and additional
manufactures of textile industry, the industry
for building materials and goods for public
utility. This territorial-manufacturing complex
occupies the highest rank in the region, with
the greatest concentration of basic funds,
industrial production and employment.

-— Dulovo complex: developing machine building and
green crop production and additional manufactures
of textile and tobacco industry. The complex is
second in rank and is subordinated to and
cooperates with the Silistra complex.

-- Tutrakan complex: developing utility machine
building and additional manufactures of goods
for public utility and textiles. The complex
is also second in rank and is subordinated to
and cooperates with the Silistra complex.




-- Glavinitsa complex: developing machine building
and additional textile production.

According to their territorial scope, the above-mentioned
four territorial-manufacturing complexes may be identified
with the settlement systems Silistra, Dulovo, Tutrakan and
Glavinitsa. The remaining three settlement systems - Sitovo,
Sredishte and Alfatar tend to specialize in agricultural

production, which will influence their spatial structure.

CONCLUSION

The analysis of the settlement network reveals some
tendencies in its development, which are specific for the
region and must be considered in its development planning.

They are:

-- Comparatively small settlement systems are
formed, in which the separate elements-settle-
ments have small distances between one another.

-- Each settlement system has its own dominating
economic functions, which must be further
developed and should be directed to a more
effective utilization of local territorial
resources.

-- The settlement systems in the eastern parts of
the region must be stabilized with settlements
where agricultural production prevails.

-- The reproduction of the population in the
region is realized at a normal rate, but it
is not uniformly expressed over the territory.

-—- Settlement systems with a spatial structure
with a pointed center and periphery are
dominant.

~— There is well-constructed housing in good
condition and good public service funds, but
urbanization should be further developed.

~-— The population tends to stability in cities and
villages which favors the utilization of all
settlements in the region.
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A POSSIBLE METHODOLOGY FOR AN
ECONOMIC GROWTH ANALYSIS (OF
THE SILISTRA REGION)

Murat Albegov

Case studies such as the one of the Silistra region are
only part of IIASA's research on regional development. Equally
important is work done on formulating general methodologies to
analyze regional problems and on developing consistent systems
of mathematical models to aid in this analysis. An inherent
problem of regional modeling lies in the choice that must be
made between oversophisticcation and oversimplification of the
poblem description. This choice relates to the practicality of
the final model. The purpose of the work in the Silistra region
was to develop operational models that could be used to formu-

late practical recommendations for future policy decisions.

PROBLEMS OF THE SILISTRA REGION

A preliminary list of objectives for the Silistra region
consists of:

1. Maximizing regional agricultural production.
This should involve not only maximizing grain
and meat production, for which the areas is
particularly well suited, but also increasing
the production of local crops (apricots,

grapes and vegetables).
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2. Developing an irrigation system that helps
local agriculture to achieve optimal pro-
duction efficiency.

3. Developing local industry that complements
local agriculture. This should include the
development of some branches of industry
that have the potential for growth in the
region and helps balance the demand and
supply of the labor force.

4. Maximizing the productive use of labor
resources in local agriculture, thereby
restricting rural-urban migration.

5. Developing a system of settlements and public
services. Above all, the plan should make
full use of the existing stock of dwellings
in the rural areas; it would also involve
improvements in the road network, the health
care system, etc.

6. Developing local agriculture and industry
such that no serious environmental problems
result, and creating a recreational area in

the region.

Of these 6 objectives, the following three are of primary
importance:

-- Maximizing agricultural production. This
requires the construction of an irrigation
system.

-- Restricting rural-urban migration.

-- Improving the public service system both
qualitatively and quantitatively to help

achieve the first two goals.

STARTING POINT OF THE ANALYSIS

There are two possible approaches to the analysis of
regional problems: the "top-down" and the "bottom-up"

approaches. These two methods correspond to two different
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sequences of economic analysis. The first is based on the
assumption that national and interregional problems muste be
considered first, before planning any regional tasks. The
second is based on an "internal" viewpoint. This assumes that
plans for regional economic growth can be based primarily on
regional factors (i.e. available resources, regional demand and
so on) with only minimal use of external information. Both
approaches, however, require a two-way information flow between
the regional and national levels. This helps assume a consis-

tenly interactive planning procedure.

"Top-Down" Approach

One of the first systems of models for analyzing future
regional growth in a planned economy was developed in Siberia

[1]. It was comprised of the following components:

a. An intersectoral dynamics model for the country
as a whole.
b. An interregional-intersectoral optimization model.
c. Optimization models for planning program complexes
and branches of industry.

d. Regional optimization models.

The main task of the interregional-intersectoral model in
this scheme is to determine the optimal proportion of growth
between regions. This gives a general idea about the future
role that each retion will play in the total national production,
employment, etc. Since this model has been published in English,

it is not necessary to describe in here [2].

The kind of data obtained from the interregional-inter-
sectoral model is suited for a general analysis of interregional
development. However, a regional analysis requires more detailed
date on those sectors of the economy in which growth is expected.
Therefore, more detailed sectoral models are often needed for
the analysis of future regional growth. One such model was
developed by the Council of teh Location of Production Forces
(CLPF [3]). The main points of this model are:
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1. All sectors of the economy are divided into two
groups:
(i) those sectors for which product substi-
tution and product transport are important
problems; and

(ii) all other sectors.

2. The sectors in the second category can be included in
the model directly. Those in the first category,
however, require an intermediate step. Special calcu-=
lations need to be done to dertermine the optimal
location of sector enterprises in that region. Ih
addition, special consideration needs to be given to
the next most attractive alternative locations. The
purpose here is to obtain a "change of objective"
function which expresses the implications of production
change in a particular region. For example, this
reaction function determines the sectoral gain or loss
that results from a given enterprise location in the

given region.

3. The marginal costs of resources are frequently used in
this model. This assumes, of course, that various
complicated problems have already been solved (the
optimization of a country's energy balance, for
example). It is necessary to include the stability
of marginal costs of resources directly in the objec-

tive functions without additional constraints.

The task of determining a better allocation of future

growth among regions can be formulated as follows:

A. Predetermined_and Known Parameters
(i) future demand for each kind of production

in each region and the country as a whole;

(ii) current level of regional production;

(iii) possible location of each type of industry
and expected capacities of that industry;

(iv) technical and economic information on each
sector's input, output, costs, etc. including

those factors influed by location, i.e. prices
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(iv) technical and economic information on each
sector's input, output, costs, etc,.
including those factors influenced by
locations, i.e. prices, (marginal costs) of
land, water, power, etc., and

(v) constraints on the use of resources in each
region.
B. Paramters_to_be Derived
(i) The structure and location of regional pro-
duction and the resources required for that
production, with the goal of minimized

expenditures for production and transportation.

The linear programming problem can thus be expressed as:

Interregional-Intersectoral Problem:

. )
) 51 AF X ) (c_ + T )X (1)
m n= n=N +1
(1)
+ J oz r, = min
m,K,1 ml ml

subject to

[ %o = B

m ’ (2)
K k

0 = rml < le ' (3)

< K

! o) ¥on S L Buy v (4)

n 1

0 <X _ <A , (5)



m = regions; n = sectors; K = kind of resources;

Am = vector of maximum available output;

B = vector of consumption for the country as a whole;
cﬁ = vector of consumption of resources (per unit of production);
Rm = vector of maximum available resources;

1 = a number of plots which linearize the function Z(r);

ZK = cost of unit of resource (restricted by R§1)7

AF = average increase of sectoral expenditures in the case of
mn changing production of commodity n in region m;

C = cost of production;

mn

Tmn = location rent;

N1 = number of sectors which are needed in the special modeling

of their growth and location;

N +,...,.N = number of other sectors;

an = variable, which shows production of commodity n in
region m; and
rk = variable, which shows utilization in region m of

ml resource K with the cost related to plot l.

This model has successfully been run using data from over
100 sectors and 50 regions. In other words, there are no real

practical limitations in the use of this model.

"Bottom-Up" Approach

Though the logic of the "top-down" approach seems to be
very clear and attractive, its practical implementation has
not advanced very much. Therefore, planners at the local level
have a choice. They can wait for some important initial data
from the "top" regarding the volume of production, number of
employees, etc. Or, they can develop their own approach based
on an "internal" view of the problem, while still considering
some general external information (the price system for certain
commodities, for example).
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If the "bottom-up" approach is to be chosen, a further
description will have to be done. It should be mentioned,
however, that most of the proposed models produce the same
results regardless of which approach was taken at the beginning

of the analysis.

OVERVIEW OF THE SYSTEM OF MODELS

The system of models used to analyze regional problems in
a planned economy country is outlined below. This system is

designed to meet the following requirements:

a. It is detailed enough to prepare meaningful
options for decision makers.

b. It should include all the main sectors of
the regional economy.

c. It can be used to calculate variations in
regional growth under different external con-
ditions, and can therefore assess the conse-
quences of a change in governmental local
policy.

d. It is flexible enough to adapt to alterations
in model structure and changing external
information.

e. It relies on a minimal amount of external
information for formulating a regional

development plan.

The final point is relevant to the planning sequence used.
One could, for instance, (1) wait for the centrally made
development plan for the given region, or (2) formulate a few
better versions and leave until later the coordination of the
local (regional) plan with plans for economic growth of the
other regions and the country as a whole. The scheme proposed
here is based on the latter approach.

The system of regional models is shown in Figure 1. It
can be divided into the following four levels:
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Level I: Choice of specialization.

Level II: Intraregional location problems.

Level III: Labor and financial balance problems.
Level IV: Problems of human settlements, services

and pollution.

The general logic behind this sequence is based on the
following. On the first level, the region is considered as a

whole, and a rough choice of its specialization under average

conditions, without intraregional specifics, can be made. 1In
the second stage, the region is divided into 30-40 subregions
with specific and disaggregated data concerning water and
energy supply, quality and price of land, and so on. This
leads to a more precise consideration of intraregional charac-
teristics and, by aggregation, better data for the region as

a whole can be obtained. 1If one is to use these data for the
second round of calculation of the task at Level I, (speciali-
zation of the region as a whole) one should coordinate the

problems of the first two levels.

In addition to the specific problems of each submodel,

the main task of Levels III and IV consists of estimates of

population size. This reflects the given rates of sectoral

activities and takes into account such data as: the level

-- the level of salaries and wages of the local
employees in comparison with the national ones;

-- the level of satisfaction in housing, services,
etc., compared with national levels; and

-- air and water pollution levels in the region

under analysis.

The regional labor force can be calculated relatively

easily once the regional population size is known.

The coordination between the first two levels (I and II)
and the second two levels (III and IV) is essentially coordina-

tion of the estimated level of future regional economic growth

and the size of the labor force. If one of the objectives for

regional development is to maintain a given employment level,



then the models in Level I and II should, of course, be seen
using this value as a constraint. If the region has not con-
straint on the labor force, then the rate of in- and out-migra-
tion should be calculated and the reasons behind this migration
should be determined. The efficiency of the specialized sectors
in a given region is the principal determinant of the total

number of employees needed.

After this general description, it is necessary to describe
the separate levels in detail.

Level I - Choice of Specialization

The purpose of this level of analysis is to generate pre-
liminary data indicating which particular sectors of the regional
economy should be developed in order to achieve maximum efficien-
cy. At this stage, the region is analyzed as a whole. That is,

the analysis does not reflect any intraregional characteristics.
Sequence of Analystis

There are two general stages of analyses in Level I. The
first step considers various development strategies for each
sector, and seeks to maximize benefits, subject to some con-
straints. These constraints on labor, capital, water, etc. are
not to be distributed on an a priori basis between the sectors,
and each sector can have a claim on the full amount of resources.
It is the second stage of analysis that seeks to coordinate the
development strategies of each sector, and finally, indicates

the best sectors for future regional specialization.
Information Needed

The following information must be provided before the

models are run:

1. A decision must be made concerning which pricing
system will be used. This system is needed to
estimate both the benefits resulting from local
production and the losses due to expenditures on

imports.
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2, A list needs to be drawn up of possible
commodities that may be produced, given
environmental and economic restrictions
(water and air pollution guidelines, the
availability of labor resources, etc.).

3. Technical and economic data on each regional
enterprise needs to be collected, e.g. capital
investments required, and the amount of raw
materials, energy and water consumed, per unit
produced.

4. Constraints on further regional growth, such
as limited internal resources and capital
investments, should be known in advance.
Relevant economic factors (costs of land,
energy and water, for example) should also be

determined.

Choice of the Pricing System

Choice of a pricing system plays a central role in this
analysis because it can so strongly effect the final results.
There are 4 basic methods used to set prices that are applica-

ble to this analysis:

1. Internal (state) pricing.

2. International system.

3. A mixed system (includes 1 and 2).

4. A pricing system that includes penalizing
(for example, for imports from other

countries).

There is usually a substantial difference between the
prices set in an internal system and those set internationally.
The choice of which system to use thus affects the additional
profitability or losses involved in the production of a given
commodity.

One of the problems here concerns setting price levels that
are compatible for both industrial and agricultural commodities.
The principle of achieving the lowest rate of profitability for

the marginal producer seems to be applicable here.
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Another problem concerns the difficulties of using the
market clearing price mechanism for the service sector in a
planned economy country. In many planned economy countries,
government policy ensures very low prices for services. It
would be inappropriate to use these deliberately low prices as

a basis for planning the growth of regional services.

Therefore, a studied price mechanism should also be used
if the service sector is market oriented, e.g. oriented toward
attracting foreign tourists or to acquiring an exchangeable
currency (demand for services from the local population can be
determined on the basis of special separate calculations).

It should be emphasized that some portion of the planned
development of the service sector (and other sectors) can be
regarded as being fixed. Consequently, resources can be pre-

allocated to meet this requirement.

Another consideration is the extent to which prices will
change in the future. Two possible methods to determing this
change are to:

1. use existing prices for which detailed
information is available; and

3. use the results of equilibrium or opti-
mization models (for example, aggregate

input-output balance models).

In the first case, the relative price change of important
commodities can be accounted for by adjustments in the cost
components of each commodity. For example, the price for
energy can be introduced by increasing the energy cost-component

in the price of a commodity and so on.

The attractive aspect of the second method is that it
yields a more homogeneous pricing system. At the same time,
of course, this makes it necessary to transform aggregate

prices into unit prices for a particular commodity.

None of these pricing systems reflects interregional
diversification costs, however. An approximate measure can
be obtained using mid-year transportation cost estimates for

the period under analysis.



In the Silistra region where production of export commodi-
ties is important for future regional growth, the following

approaches can be recommended:

1. Use of a mixed (stage-international) system to
set prices with penalties for foreign purchasing.
International prices should stimulate expansion
of production for export; the penalty system will
restrict unnecessary pruchasing from abroad.

2. The development of the regional service sector
should be fixed in advanced.

3. Mid-year transportation cost-estimates should be
used in the calculations to reflect the cost of

interregional diversification.

List of Possible Commodities for Production

A list of possible regional products needs to be drawn up.
This list should consist of all commodities that could feasibly
be produced in the region, given environmental, demographic and

economic constraints. These factors must be kept in mind:

1. The list needs to be exhaustive.
2. The possibility that the industrial and agri-
cultural sectors share relatively independent

subsectors should be thoroughly analyzed.

The first point allows regional planners to consider all
possible development strategies. The second point is essential
for the proper formulation of a sectoral model. All inter-
dependent sectors need to be analyzed as a single unit, and the

overall effeét of such interlinked sectors should then be

considered.

Technical and Economie Characteristics of Regional Enterprises

Statistics on the basic technological and economi require-
ments for each enterprise, such as its consumption of energy,
water or raw materials, are, of course, essential for regional
planning. The point to be made is that these statistics should
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describe regicnal enterprises as they will exist in the future.
This means that average measurements, or coefficients obtained
from a basic input-output balance are not sufficient. Rather,
data which reflect technological advance should be used in the

calculations.

Constraints on Further Economic Growth

Constraints on regional growth are capital investments,
labor, energy, some raw materials, land, water, and air pollu-
tion, etc. In this stage of analysis, such limitations apply

to the region as a whole. Corresponding economic data, for

example, cost of land, water, etc., can also be averages for

the region as a whole.

Useful Models

Two different types of sectoral models should be used in
Level I:

1. The first type is needed to describe the
activities of each sector within the region
under analysis.

2. The second is used to coordinate the develop-

ment strategies of each sector.

The complexity of the first type of model depends largely
on the number of sectors involved. The one-sector case is a
continuous-time one-product problem with linear constraints
and usually a non-linear objective function. If the objective
function is convex it can be solved by using a linear program-
ming approach. In the case of interdependence between many
sectors, the problem is more complicated, due to the additional

number of constraints involved.

In both cases, the purpose of running the sectoral models
is to obtain an "efficiency function." This function expresses
the effect that use of important limited resources has on the
development of each sector or group of sectors. In the Silistra
region, labor and capital can be considered as important limited

resources.
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If the effect of resource use on sectoral growth is

known, then:

E Ei(Ci, Li) -+ max ,

subject to

I C, <L p
i 1 E
LLysbg o
i

0 < LM <, < pMax ’

- 71 - 7i-"1i
min max
0 < Ci  2Cy gcy ,

i = index of a sector or group of sectors;

E, = efficiency function;
L; = number of employees in sector i;
C; = capital investments into sector 1i.

It is statements (6)-(10) that are used to

(6)

(7)

(8)

(9)

(10)

determine the

optimal sectors for future regional specialization.

Level IT - Intraregional Location Problems

Goals

The goals for this level of analysis are to check the

ability of the region to carry out the sectoral
program decided upon in the first level, and to
optimal location of new enterprises. No longer
viewed as a single unit. This second objective

the region be divided into several subregions.

development

determine the
is the region
requires that

In this way,

the particular features of each subregion may be considered

separately.



Sequence of Analysis

There is a definite sequence of analysis that seems to be
the most efficient for determining the optimal location of
regional enterprises. It is best to consider the public service
sector first. Recreational areas, tourist facilities, etc.
usually need to be located in special or even unigque areas, so
that land for this purpose should be allocated first. After

public services, is is most convenient to deal with agriculture

and primary industry for which location is not interdependent

with secondary and tertiary branches of industry.

The third step is to allocate branches of secondary and
tertiary industries among subregions. This step consists of
determining the optimal location of many sectors simultaneously.
Marginal costs of land and some raw materials can be used in

these calculations.

Completion of the third step leeds to the consideration
of an analysis of such "auxiliary" sectors as the construction
industry, the intraregional transportation network (intra-
regional) and the water supply system. Growth and location
of the "auxiliary" sectors is completely determined by the
location of other sectors. Although the agricultural and
industrial sectors are the main determinants, interaction with
other sectors also exists. Growth of a settlement system, for
example, can influence the size and location of water supply
facilities.

Information Needed

The data necessary for this level of analysis is available
from three sources: data already generated in Level I, internal

information, and data from Level IV.

Level I provides data on the growth of each sector of
specialization for the region as a whole. The internal informa-
tion needed includes subregional costs of land, water, energy,
raw materials, costs of construction, transportation and so on.
Level 1V, which deals wth human settlements, provides informa-

tion on population growth and settlement patterns, and the
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corresponding demand for water, energy, and transportation
facilities. Data from Level IV can also be used to curtail
water and air pollution, and restrict overconcentration of
sector enterprises. On the first iteration of calculations
this information can simply be preliminary estimates from
experts. On the following iteractions, of course, the data

are obtained by running the model.

Useful Models

The models on this level of analysis generate detailed
information on the conditions affecting enterprise location.
Such a detailed analysis can lead to a very large problem
description, making it impractical in many cases (agriculture,
for example) to include time directly in the model. Therefore
emphasis should be placed further on intraregional problems
taking into account that dynamics can be considered with the
help of a time-slice. Such a slice can be made regularly for
each five-year period, and for each year using the initial

part of the period under consideration.

Modeling the intraregional location of activities
requires that the characteristics of particular sectors be

taken into consideration. For example:

1. Is it a one-product or many-product sector?
2. Is there a substitute for the final product?
3. Does the problem have a discrete solution?
Is transportation a significant problem for the

the given sector, and so on.

For the agricultural sector, which consists of many inter-
dependent subsectors (for example, crop and livestock production)
it is necessary to analyze all sectors involving land use within
one model (e.g. grain cultivation, industrial crops, starchy
root crops, vegetables, garden crops, and livestock as a con-
sumer of fodder). This model is not shown here because of
space considerations [4]. Suffice it to say that is a linear
programming model; and, for an example case of 30 subregions,
it uses 30 crops, 2 farm types and consists of 3700 rows of
about 8000 variables (Figure 2).
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Figure 2.

Constraints matrix structure.
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The basic problem here is how to coordinate this agri-
cultural model with the other sectoral models. The procedure
described in equations (6)-(10) can again be implemented:
agricultural efficiency as a function of capital investment
and the number of employees needs to be determined. This
requires a special series of calculations in which labor and
capital investment vary in a complete series of permissible

changes.

Industrial sectors need to be divided into two categories.

The first category includes those sectors in which product or
technological substitution is an important problem, and the

sectors for which transportation costs can strongly influence
enterprise location. The second category simply consists of

all those industrial sectors not included in the first.

The second category can be included in the final model
directly because its activities can be described relatively
easily. The first category, however, requires an intermediate
step. This involves a preliminary run of the intraregional
location model to determine not only the optimal location for
these industrial enterprises, but also the next most attractive
alternative locations. The idea here is to formulate a special
"displacement cost" function. This function is a measure of

the increase in sectoral expenditures when the enterprises of

that sector are not optimally located. It can provide a basis

for making final location decisions when all sectors are
considered simultaneously. Example calculations are shown in

Figure 3.

Thus, the integer problem of intraregional location of
industrial sectors can be formulated in terms of the minimiza-

tion of an objective function, F:

_ K K =K .
F=73 [Z fmn(ymn) + I e (Rm) - Sm(Ym)] > min , (11)
m n k
subject to
0 < YK < RK (for all m, n, k) (12)
> mn - mn [4 [4 [4 [4



*S3USTOTIIS0D
uoT3ouny 2a1309(qO0 JO UOT3eEINOTERD) ‘€ 2InbTaI

Ty ot 60 ' 0 o's 5% w0 £ 20 D O

3lqo ,aa1309330,——— .

309[qo ,aA1309332u7T,;

> 1
,/
X

-0 ="'".av ' og-g=gv
X a L ]
Xp ( X)X /

¢

v _ z

05‘05=lpue v'---.lzvzlo

'Z\n'o ‘0 = Jx 03 tg 23PTINOTED 3STW 2UO U3Y3 ‘UOTIN]os Tewrjdo ay3 o3 puodsazzos od
pue (:x LA ‘::x fooe 'zx 'éx) =X pue ¥ 3utod ut uoTaonpoad JO UOTSUDUTP Tx a9auM
< Ff1. .1 ¢ f1. €1, 2
(%) 0 < A''x . (€) § = x 7YX

uoT3eIIPISUOD (U ‘°°° ‘Z ‘L = [) 1 ﬁ C
(z) Iapun jutod 8Y3z ST I aIaym (w3 2 ‘L = T) ¥ 7x = S 3

103 303afqus

¢
() wpm — [z (Fs s nn):%«» SN S Be SR

Wiv 30 uor3ernored



where:

)
5

[
=38

os] ]

—3 K [ ] [ ]
= Omn Zmn Amn ‘ (for all m, n, k) ,
K
= Rm ’ (for all m, n, k) ,
= Bn ' (for all n) ’
0
= {7} , (for all m, n)

location; n = sectors; K = resources;

vector of maximum production capacities;

vector of consumption of resource K in
point m which corresponds to Km;

vector of outputs of the region under
consideration;

vector of technological coefficient of
input;

total consumption of resource K in
location m;

variation of expenditures of sector n as

a function of the size of production (or
resources used) in location m;

cost of resource K as a function of the
size of consumption in location m;
agglomeration economy in the case of joint
construction and exploitation of enterpri-
ses in point m, as a function of the amount
of consumption of resource K in location m;

vector of optimal allocation of resource K;

vector of intensity of use of maximum

capacity Am'

(13)

(14)

(15)

(16)
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In problems (11)-(16) economies of scale are expressed as
a function of size of the resources used and their distribution
among the enterprises of location m. Within the separate loca-
tions, economies of scale, S, can be expressed as a function of
total capital investments, number of employees (wage expendi-
tures), and the amount of land needed for the jointly located

enterprises:

S=qa0 <K <L T ’ (17)

where:

o, B, g, 8§ = constants;
K = total capital investments;
L = total wage expenditures;

T = amount of land required.

Although it results in some loss of accuracy, economies of
scale can also be expressed as a function of a single variable--

the consumption of a particular resource (water, for example).

Diseconomy of scale can also be included in equations
(11)-(16), although it would be a function of variables other
than those in (17). Diseconomy of scale would depend instead on

such varied factors as congestion, pollution, etc.

Other Sectors of the Economy

Other sectors of the economy include the construction
industry and the transportation and water supply systems. The
allocation of the construction industry should correspond to

the location of the centers of new activities.

Choosing the best way to develop a comprehensive transpor-
tation network is a much more difficult problem. Special models

need to be implemented here [5].

Estimates of regional growth and the planned location of
new activities provide a good basis for estimating future water
demand and developing a water supply model. Calculation of
total water demand is fairly straightforward, since most of the

demand is fixed and the rest is population-related.
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The problem here lies in elaborating a water-supply model
detailed enough to provide necessary information about the
availability of resources and water costs for different sub-
regions during different times of the year. Work on this
problem has already been done at IIASA [6].

Level III - Labor and Financial Balance Problems

Goals

The main objectives at this level are to achieve a balance
between the regional employment level and the regional labor
force, and to estimate the ratio of income to expenditures of
the local population.

Sequence of Analysis

Regional migration models play a central role at this
level of analysis because they provide data necessary for
estimating regional population growth and, especially, for

calculating regional labor resources.

The ratio of income to expenditures is needed to help
estimate internal capital investments for further regional
growth. And, because migration rates depend to a great
extent on the income differentials between regions, data on
local income can also be used to improve the accuracy of

regional migration models.

Given these considerations, the following sequence of

calculations can tentatively be suggested:

1. Begin by estimating the income-expenditure ratio.

2. Run the regional migration model.

3. Run the regional population model using informa-
tion from steps 1 and 2.

4. Use the results of these calculations as a basis

for estimating the regional labor force.



Information Needed

The following information, obtained from previous levels

of analysis, is needed for calculations of this level:

1.

All the data concerning the growth of sectors of
regional specialization. These data were obtained
from Levels I and II.

All the data concerning the growth of tertiary
industry. These data were used tentatively in

the first iteration in Level II and become more

and more precise from iteration to iteration.

The following information needs to be used from Level IV

of the analysis:

1.

Data measuring the level of satisfaction with
housing and services in the region.

Data concerning the standard of living in the
region. This information can be used in the
migration model and can influence the rate of

in- and out-migration.

Finally, some additional information should be prepared

especially for this stage of analysis:

1.

2.

Data on the past birth and death rates and rates
of in- and out-migration in the region.
The results of the survey into the budgets of

different groups in the population.

Useful Models

An approach developed by A. Rogers [7] can be used to

calculate regional population growth. This method, however,

considers fixed migration rates, and should be modified to

include variable rates. Variable migration rates can be

expressed as a function of the standard of living, and regional

economic growth and its efficiency.
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To calculate future regional migration, a special model
developed by A. La Bella [8] may be used. 1In this approach,
the propensity to migrate, qz,, can be expressed as a function
of the current and estimated future differentials between

region i and region j:

R C

qij = g(x; ARij, Acij’ Ahij’ Ahij, r, Lx’ Yij) ’
where:
ARij, ACiJ = current differentials in benefits
and costs;
Ahgj, Ahgj = expected differentials in rates of
growth of income and cost of living;
X = age group;
r = discount factor;
L, = indicator of differential situation
of local labor markets;
Y.. = fixed cost of the move.

ij

From this basic equation, several different models can be
derived, including some with dynamic and stochastic aspects,
at varying levels of sophistication and simplicity of imple-
mentation. In the first test run of this model, two simplified
versions of the aggregate propensity to migrate were used.
The first one is linear, and the second one is a constant-

elasticity function [8].

Estimates of the regional labor force can be easily cal-
culated using regional census data stratified by age groups.
In turn, the labor force estimate and other demographic data

can aid in estimates of the income-expenditure ratio.



Level IV -~ Problems of Human Settlements, Services, and
Pollution

Goals

The goals of this level are not only to find the best way
to deal with the problems related to human settlements, services
and pollution, but also to supply important information for the
migration model in Level III. This information can be used in
analyses regarding how the standard of living and the quality

of life influence regional migration.

Sequence of Analysis

Depending on the information received from Levels I and II
on rural and urban population, all three main topics in this
level can be analyzed separately. There is some interaction
between these problems, however. For example, the results of
running the water and air pollution models can show that a
given urban concentration is impermissible. In that case, some
restrictions on urban concentration would need to be taken into
consideration. Likewise, a municipal system of services can
also be used by adjacent rural areas. A convenient sequece of
analysis would be: rural settlements, urban settlements, urban
service system, rural service system (if not covered previously),

regional water pollution, and regional air pollution.

Information Needed

Much of the information needed for this final stage of

analysis has already been generated in the first three levels:

1. Data about the location of the main industrial
sectors. This information should start from
the point where industrial growth is first
estimated.

2. Projections of regional population growth, by
age group. This information can be used to
plan the growth of educational centers, recrea-

tion areas, and so on.
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3. Data about the growth of the different
enterprises in the region. This can be
the basis for water and air pollution

estimates.

Additional information needed here consists of the charac-
teristics of the present settlement system, the public service

system, and the quality of life in the urban and rural areas.

Useful Model

The final choice of the best model of human settlements
will be done jointly with representatives of IIASA's Human
Settlements and Services Area. A multi-objective optimization
approach for analyzing urban and rural settlements currently
seems to be the most promising. The same approach can be used

for the analysis of infrastructure problems.

There are two principle model types for analyzing water
and air pollution problems: models of physical processes
(diffusion of pollutants) and pollution quality management
models. The latter is more important. The water quality mana-
gement model can use either linear programming [9], or discrete

dynamic programming [10].

Results of the water quality model should be compared
with the results of the water supply model, because water
dilutants can be used as one of the ways to satisfy water
pollution constraints. Marginal costs in both models need to
be equal.

INITIAL STAGE OF WORK

The completion of the entire model system shown in Figure
1 requires a long time. However, practical results are needed
in a relatively short time. If one agrees that the main problems

of the Silistra region are agricultural growth, and migration,

then the following simplified version of the system of models

can be proposed as a first stage of investigation (Figure 4).
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This simplified version of the full system of models

consists of only five models:

regional agricultural model;
regional industrial model;
regional water supply model;

regional labor resource model; and

I
|
(OREE ORI R R

coordinating model.

All of them are taken from the first three levels of the

original scheme. All these models are close to completion.

The generalized regional agricultural model (GRAM) has been
written in draft form and will appear as an official publication
at IIASA [4] and is now in the process of being equipped with
auxiliary sub-programs. The pilot version of this model for

the country as a whole in an actual situation in the USSR.

- A number of different types of growth and location models
currently exist. Among them, there are discrete and continuous
models, some involving both production and some involving pro-
duction alone. These models can use either a matrix or a
network approach, involving one stage or many stages and use
deterministic or stochastic variables [11]. Enough work has
already been done that sectoral analysis should pose no major
difficulties. However, as was demonstrated before, the analysis
of sectoral models is only the first stage. All sectors must

then be considered simultaneously, as shown in (11)-(16).

The water supply model is operational and is broad enough
to describe the actual situation in the Silistra region. As
was shown earlier two simplified versions of the regional

migration model have recently been tested.

The main objective with this simplified model is to

coordinate the decisions of the three special diversified

models (agriculture, industry, and water supply) with the
point model of regional migration. A coordinating model,
identical to the one shown in Scheme 1 may be used for this

purpose.



Information Needed

The preliminary data needed to run this simplified version
are estimates of the direction that regional specialization will
take, and estimated regional growth rates. This information is

simply the characteristics of the region as a whole.

To complete the cycle of calculations, one needs to have

the following information:

-- Amount of commodity production by agriculture,
and primary and secondary industries in the
region as a whole.

== Growth of tertiary sectors of industry in the
region as a whole and tentative estimates for
each subregion.

-= The number of employees, average cost of water,
land and other resources for the region as a
whole.

-- The economic costs locating economic units in
various areas in different subregions (cost
of construction, of energy, and so on).

-- Technical characteristics of the enterprises
for all the sectors of the regional economy,
i.e., demand for water, energy, labor, capital
investment, and so on, per unit of commodity

produced.

Sequence of Analystis

The calculations can start with the agricultural model.
Before running the agricultural model the first time, one
needs to know the prices for commodities, limits on capital
investment, and limits on the use of the labor force, water,
etc. The results of these calculations should be: the size
of production of different commodities, consumption of labor,
water, capital investments, etc., and an aggregated function
of sectoral efficiency based on the amount of capital invest-

ments and labor used.
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For a disaggregated function of sectoral efficiency,
marginal costs may be used (for example, marginal costs of

land for the location of industrial sectors).

After solving the problem of agricultural and industrial
location, it is easy to use the regional water supply model.
The majority of water demand is known, and the portion deter-
mined by the population can be tentatively assigned on the
basis of the first iteration. The results of the calculations
are limited to marginal costs of the water supply for each
subregion, and to average costs for the region as a whole. All
these data are to be used on the next iteration to coordinate

the solutions of agricultural and industrial models.

The model of regional labor resources is needed to balance
the demand and supply of labor resources. The control variables
are those factors which influence regional migration (see the
description in Level III). By changing such indices as the
number of dwellings per capita, or by altering wage levels in
the given region and in the rest of the country, one can
stimulate an in-flow or out-flow of migrants to balance regional

demand and supply of labor.

Finally, the coordinating block uses the results of the
four previous models, and yields more precise data about the

future growth of regional commodity production.

CONSISTENCY PROBLEM ANALYSIS

This system of models is designed primarily to solve the
problem of regional specialization, with subsequent analysis
of interrelated intraregional problems. There is a problem,
though, with the overwhelming number of sectors in the regional
economy. The following procedure, using input-output analysis
techniques, can be used to check the consistency of the assigned
growth of specialized sectors to the growth of other sectors in

the region.

Let us assume that for the beginning of the period under

consideration, a regional input-output model exists such that:



where

(1

- At - Bt) X =

diagonal unit matrix;

matrix of current demand coefficients for

year t;

matrix of investment demand coefficients;

vector of final consumption;

vector of production of commodities.

Let us assume that vectors of production and final con-

sumption are shared, and n = 1,2,...,N1 are the sectors of
regional specialization; n = N1+1, N1+2,...,N11 are the com-
modities; and n = N11+1, N11+2,...,N111 are the sectors of

tertiary industries whose growth is dependent on the size of

the local population and the average level of income. For

the year t + 1, the problem

has only o

N one has

for n

for n

for n

(E

ne
to

solution, because for the full number of sectors

know the following figures:

1,2,...,N

NT+1,N'+2,...,N

N e, 8 2, ...

1

111

the figure Xt+T = on the basis
of regional specialization
solution;

the figure Y = 0 because

t+T
these sectors produce only

intermediate commodities;

the figure Yt+T # 0. This can
be calculated when the size of
population and its average

income are known.

The coefficients of matrix A can be calculated for the

first N1 commodities as:



Brar Bt " Year  Xp tap MK ’
Qe X
t+T
where:
a a, a = input coefficients for sector n

(n = 1,2,...,N1) for years t, 1, T+T

respectively;

B, = improvement of input coefficients of
the existing enterprises in the period
between years t and t+1 (in percent
share) ;

Yepr = increase of decrease of commodities

in the existing enterprises between
the years t and t+t (n percent share);

AXt+T = increase of production of commodities

in new plants in the period under
analysis;
X = general production of the commodity

t+T
in the year t+T.

For other sectors forecasts of improvement of the input

coefficients can also be used.

ASSESSING POLICY OPTIONS

As is clear from previous discussions, the results of all
the calculations can be expressed in two ways. The first is
in terms of different actions that can be taken (what and
how much to produce, shere to locate enterprises or housing
settlements, sho shall benefit from services, etc.). A second
way of viewing the results is in terms of the expenditures that
correspond to these actions. Thus, governmental or local policy

decisions can be assessed on a monetary basis

The central goal can affect regional growth by:

1. The total size of capital investments to the region

under analysis.



2. The special regional wage policy designed to
regqgulate regional migration flows.

3. The change ratio between exchangeable currency
and local currency to stimulate regional pro-

duction for export.

Local authorities can influence regional growth by:

1. Redistributing local budgets in favor of housing
construction, improvements in service systems,
etc.

2. Introducing stringent pollution controls.

All these factors can be included in the model in different

ways. They can be included as:

a. Constraints (as for example, limits on pollution
or size of governmental capital investments).

b. Changeable parameters (as for example, the ratio
between hard and local currencies).

c. Control variables (as for example, a preliminary

assignment of low production limits).

CONCLUSIONS

The main purpose of the approach proposed here is the use
of detailed sectoral models to formulate practical recommenda-
tions for decision makers. Special methods for coordinating
the different models are also proposed. The scheme outlined
here should be considered as a starting point. In the course
of its completion, some changes, of course, are possible.

In general, however, the approach is very attractive because

is is capable of achieving the desired goals.
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SCENARIOS IN REGIONAL PLANNING

It is argued in this paper that the creation of different
scenarios is a necessary feature of the planning process. Such
planning scenarios can be developed verbally and be aided by
sketching as is often done in physical planning. However, ex-
perience shows that such a procedure is only viable if the
number of factors to be planned is extremely small. This
implies that computer-assisted planning procedures become more
suitable as the number of fundamental dimensions and their dis-

aggregation increases.

The economic structure can be seen as one of the planning
dimensions, the regional structure can be looked upon as an-
other dimension and the time structure of activities is a third
dimension. If we make the assumption that the economic struc-
ture is represented by 30 production sectors, the regional
structure is represented by 10 regions, and the time structure
by only three periods, the minimal size of a model featuring
all interdependencies would be 900 variables. It goes without
saying that if a plan is to guide the development of such a
system, then it is only possible to construct such a plan with

the aid of a formal computer model.

It was often assumed in the early theory of planning that
such a big planned system must by necessity have one and only
one global goal function to be maximized, subject to certain
technological constraints. Analogously, one should make one
giant model for the whole system and maximize the global func-
tion subject to the possible variations in the variables which

can be looked upon as the instruments of planning.

This attitude can be criticized along at least three dif-

ferent lines:

1. It may not be possible to construct an empirically
reasonable and yet numerically computable model of
a whole economy with spatial, sectoral, and

dynamic dimensions.



2. Policy makers may not be willing or able to state
their valuations in a form usable for programming
purposes before they have a feeling for the general
structure of the consequences of their valuations,
It is, thus, disputable if wvaluations can be deter-
mined before the planning process. Valuations might

have to be learned through the planning process.

3. With a spatial subdivision one has to acknowledge the
possibility of regional, sectoral, or even regional-
sectoral differences in the opinions on the relative
importance of goals for the production sectors and

the regions.

The first issue is discussed at some length in section 3
of this paper. One point could, however, be mentioned at this
stage in relation to it. Most planning models can be given
quite a concrete and statistically reasonable specification
when it comes to those constraints which have a clearly tech-
nological background. This is the case with the resource use
constraints. Most planning models for an economy contain very
well-specified constraints on the use of primary materials,
labor, and other factors of production. One can also specify
the interdependencies between the sectors with some degree of
precision., It is, however, rather hard to specify the behav-
ioral constraints which regulate the activities of the house-
holds as consumers and other decision makers in the economic
system. It is thus probable that a model for the planning of
an economy will be insufficient in terms of the specification
of behavioral relations. This means that formal constraints on
the choice of a planning strategy often cannot take behavioral
constraints sufficiently into account. The way out of this
dilemma is possibly to generate a large number of alternatives,
all technologically feasible, but with different behavioral
consequences and let the qualitative analysis of the politi-
cians determine which one of these technologically feasible
solutions to the planning problem should be accepted as a basis

of implementation.



The second issue above makes the claim that valuations are
in fact developing through the planning process. This has also
been shown to be true at the psychological level, when people
have been involved in decision-making experiments. The impli-
cation of this attitude is the one that policymakers should be

continuously involved in the use of computerized planning

models.

Our suggestion is thus that we should organize a system of

models, which would be such that they could highlight essential

decision problems at different levels of decision making in the

form of scenarios, all consistent within the framework of the

different models used in the total planning procedure. These

different scenarios could then be used by the Bulgarian planners

as an input into their discussions of the policy-making process

and possibly lead to a converging set of interesting scenarios.

THE GENERAL STRUCTURE OF THE SILISTRA CAST STUDY
ACCORDING TO THE FRAMEWORK OF CONSISTENT SCENARIOS
As we have concluded in the preceding section it will not
be possible to create one comprehensive model for the whole
study of Silistra. It is rather the case that we must design
an almost hierarchical set of models successively narrowing
down the planning problem. A comprehensive outline of the

approach to modeling is given in Figure 1.

International Demand

The forecast of international demand from non-Bulgarian
economies is of extremely great importance for any study at the
national or regional level for a country with a dependence on
exports as high as Bulgaria's. The importance of international
demand must be formulated both in terms of the product involved

and in terms of countries of import.

A forecase prepared for the Economic Commission for Europe
indicates that the following products will face a stagnating
world market in the 1980s:



SYSTEM OF MODELS

" PRODUCT
MODEL

KOLAROV

FORECASTS OF INTERNATIONAL
DEMAND FROM THE SEV-ECONOMIES

EXOGENEOUS
INFORMATION

TECHNOLOGICAL FORE-

AND FROM THE MARKET ECONOMIES

RESPONSIBLE
GROUPS OR
PERSONS

INSTITUTE FOR SOC

CASTING AND INNO- 4
VATION ANALYSIS

IMPORT AND

MANAGEMENT

.THE REGION AS A WHOLE

EXPORT COEFF. PRODUCTION
- TECHNIQUES :
NATIONAL DYNAMIC INPUT- OUTPUT v CHOICE OF TECHNIQUES < INSTITUTE FOR SOC.
MODEL TO FORECAST GROWTH OF i MODEL -~ MANAGEMENT
PRODUCTION AND RELATIVE PRICES PRICES OF
INPUTS
REGIONAL POPULATION
L [ |PROJECTION MODEL < PHILIPOV
MODEL FOR INTERREGIONAL < EMPLOYMENT GOALS 4
DISAGGREGATION OF NATIONAL
INPUT/QUTPUT AND CAPITAL/ < BETPONALINEUT AND
OUTPUT- RELATIONS ‘_l_JL__- LES
TRANSPORTATION SYSTEM _
- | IHAILQV
INPUT/QUTPUT AND INFORMATION y [mmaiov]
CAPITAL/OUTPUT COEFF,
ESTIMATES OF LABOR < NAT. INST.
SILISTRA DYNAMIC INPUT- OUTPUT A PRODUCTIVITY M FOR LABOR

MODEL TO FORECAST CONSISTENT

STRAUCTURES OF PRODUCTION FOR

|

PRODUCTION TRA-

JECTORY CONSTRAINTS

WATER DEMAND AND SUP-
PLY MODEL

AGRICULTURAL MODEL

ESTIMATES OF CON-
SUMPTION PATTERNS

INTEGRATED PHYSICAL AND ECONOMIC
PLANNING MODEL FOR THE SPATIAL
ALLOCATION OF INDIVISIBLE PRODUC-

d
-

PHYSICAL PLANNING
DATA

TION, SERVICE AND HOUSING UNITS

FUTURE SUGGESTED
TRANSPORTATION NETWORKS|

TO SUBREGIONS OF SILISTRA

LOCATION OF

TATION NETWORK

PRODUCTION, HOUSE-
HOLDS AND TRANSPOR-

DETAILED MODEL OF OPTIMAL'LOCATION
FOR INDUSTRY AND AGRICULTURE

PHYSICAL PLANNING

DATA

MODEL FOR FORECASTING OF COMMUTING
AND MIGRATION TO/FROM SILISTRA

AND WITHIN THE SILISTRA REGION
BETWEEN SUBREGIONS

PERSONAL TRANSPORTA-
TION AND COMMUNITY <4

DATA

Figure 1.

Silistra Study

i

GOUEVSKY

GARVILOV

KNIPITUGA

EVTIMOV

MIHAILOV

EVTIMOV

PHILIPOV

i

Outline of the Interrelations of Models Proposed for the

e



-- Leather manufactures;

~- Vegetable and animal fats, and oils;
-- Grains;

-- Clothing;

-- 0il refinery products;

-- Tobacco;

~-- Preserved fruit and vegetables; and

-- Pootwear.

It is obvious from this list that the production and
export structure of Bulgaria is to some extent concentrated on
products with a slow growth of world demand. As an important
example, one can mention tobacco in which Bulgaria is strongly
specialized., By the end of the 1960s Bulgaria had approx-
imately 9% of the whole world market for tobacco. The demand
for tobacco has been growing very slowly in the 1970s and
studies of consumer behavior in the market economies indicate
that this product has a gloomy future. It is absolutely neces-
sary from this point of view to make international demand
projections for the most important commodities currently being
produced in the Silistra region. These projections should also
be disaggregated into a set of different marketing areas in the
western market economies and in the SEV economies. It would
also be advisable to create demand forecasts for some products,
that are currently not produced in the Silistra region, but
which could in the future be new focal points of industrializa-

tion.

Future Technologies and Choice of Techniques

Another analysis of great importance concerns forecasting
of future technologies and the innovation of already available
techniques. This analysis should be preferably tied to the
actually existing and probable future production sectors of the
Silistra region. This does not mean that the analysis should
be executed within a narrow regional framework. On the
contrary, one must use national and even international data to
perform this kind of analysis. Dr. Kolarov has suggested one
promising approach to such studies [see his paper in this

volume].



The choice of techniques cannot be analyzed without con-
sideration of available resources and input prices. Such input
prices must however be generated in some national dynamic input-
output model which can forecast the growth of production,
primary resource supply, relative prices of all the inputs and
the equilibrium rate of interest in the long run. It is thus

needed to generate the future input-output matrices iteratively

with a national dynamic input-output model and a model for the
choice of techniques. The results of this iterative procedure
are input-output and capital-output ratios for all the sectors
of the Bulgarian economy for the planning years 1980, 1985,
1990 and 1995. (See Figure 7.)

Interregional Trade and Regional Interdependencies

These national input-output and capital-output coefficients
must be disaggregated into their regional and interregional
components, This is primarily needed because the creation of
regional input-output tables based on actual measurements of
the flows is extremely time consuming and would require a major
research effort, Secondly, it is hardly possible to create
such regional input-output tables also for future time periods.
We have thus chosen a technique for optimal disaggregation of
the national input-output and capital-output relations. This
model, which is described in some detail in the section below,
uses the national input-output and capital-output matrices as
a priori organizing information. It also uses information
about the employment goals for the regions and information
about the capacities and frictions of the transportation
system. The model for interregional disaggregation of national
data then computes the most probable regional and interregional

input-output and capital-output tables.

The information about interdependencies between production
sectors of Silistra and other regions of Bulgaria are then used
as essential information for a dynamic input-output model for
the Silistra region. The basic purpose of this dynamic input-

output model is to forecast consistent and long-term growth
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maximizing structures of production for the Silistra region as
a whole. The idea is to subdivide the input-output model into

the following sectors:

Animal products meat
milk
wool
eggs
grain

Foodstuffs

seed

forage

O N O 00 EFEoWNN -
-

fruits and vegetables

O
-

Cash crops : tobacco

—_
o
.

beans

=Y
-—
.

sunflower
Agricultural products : 12, meat products

13. milk products

14. leather processing

15, other food-processing
industry

16. textiles
17. other
Industries : 18. machine and metal producing
19. wood processing
20. clothing and footwear
21, fertilizers and chemicals
22, forestry
23. construction
24, energy
25, water
26. environmental protection
27, trade
28. communications
29. social services
30. industrial services
Households : 31. lower education

32, higher education



Import-Export : 33. other regions in Bulgaria
34, (SEV) countries

35. other countries

To this list should be added two extra sectors of a "dummy"
character. These two sectors should be used to test the
overall consequences for the Silistra region of the introduc-

tion of completely new sectors.

The division of the households into a group of lower and
another group of higher education is needed if the problem of
bottlenecks in the supply of educated people is to be

addressed.

This dynamic input-output model requires separate re-
gional estimates of labor productivity and consumption patterns
of the households. It also requires certain coefficients from
the water demand and supply model and from the agricultural
model. These data requirements cannot be handled at the
national level for the simple reason that most of the produc-
tivity variations are reflected in the labor productivities and
not in the other input-output coefficients. There can also be
rather large regional variations in the warranted patterns of
consumption. Finally it seems to be necessary to integrate the
separate demand and supply models of water, where demand and
supply are represented as simple input-output coefficient rows,
in columns of the dynamic input-output model for Silistra. In
the same way the agricultural models will provide information
that must be aggregated into relevant row and column vectors

for the simplified Silistra dynamic input-output model.

Integrated Physical and Regional Planning

The outputs of the dynamic Silistra input-output model
should be trajectories of production which can indicate the
economic requiremetns for the spatial planning of the internal
structure of Silistra as a set of geographically distinct local
communities., The basic idea is thus to generate a projected
structure of production in the Silistra region of the future.

A set of subareas to be used for location of production and



household units and a number of possible transportation net-
works to be used as external conditions for the optimality
analysis of location patterns must then be generated ex-

ogenously by KNIPITUGA, the agency of regional planning.

The model for integrated physical and economic planning
does have to handle indivisible units of alternative networks
of transportation. The goal function of this model incorporates
transportation, investments and congestion, and other environ-
mental costs. This implies that the goal function must be
non-linear, The model will thus be handling integer-valued
variables at the same time as it treats interdependencies be-
tween all the variables., It is also planned to cover a small
number of construction periods. The basic problem with this
model is to limit the number of variables to keep the model
computable. This means that the number of sectors must be re-
stricted (say 6 sectors including households). This in its
turn implies that there is a need for a more detailed model of
optimal location of industry and agriculture with fine divi-
sions of industry and agriculture into their branches. It is
not necessary at this level of analysis to use integer vari-
ables. There is also no need for a specification of the timing.
This means that the number of sectors can be increased very
much and it might also be possible to use some nonlinear goal
functions to express the costs of interactions because of the
possibility of using the rough physical structure as computed
in the integrated physical and economic planning model. The
test of the reasonableness of the spatial pattern of production
and household location will be tested in an economic model for
forecasting of commuting patterns and migration between the sub-

regions of the Silistra region.

Section 4 will contain a detailed discussion of the
separate models presented above, and Section 3 focuses on the
problems associated with hierarchical systems of regional

models,



THE GAINS AND COSTS OF A HIERARCHY OF MODELS

That the socioeconomic system is complex is beyond any
doubt; the efforts required for a quantitative analysis, in-
cluding modeling and optimization, are often overwhelming given
the high dimensionality and the complexity in the coupling and
interactions among the variables. Moreover, the nature itself
of the socioeconomic systems is such that they defy, almost by

definition, a complete and detailed mathematical description.

To tackle the problems of regional development, there is
obviously a need to take into account the numerous behavioral
aspects of the system under consideration; one is therefore in-
clined to build a comprehensive model, reproducing as closely
as possible the complexity of the real system. However, the
use of very complicated and gigantic models has at least two

serious shortcomings:

-- in the first place, it becomes more and more dif-
ficult to maintain a clear understanding of the
model behavior throughout the model building process;

-- in the second place, the serious limitation of the
available optimization techniques as far as high-
dimensional nonlinear problems are involved re-
quires drastic simplification of large models, by
such means as linearization, in order to allow the

use of linear programming methods.

This dilemma between simplicity and complexity can be
solved making use of a hierarchical description of the system
[Mesarovic, Macko, Takahara (1970)], i.e., building a family of
models each concerned either with a specific aspect of the
overall system, or with the behavior of the system viewed from
a different level of abstraction. This procedure yields a
hierarchy of low-dimensional models, which, with the use of
suitable theoretical tools and computational techniques,
enable one to understand the behavior of the real system through
the independent (up to a certain extent) analysis of the single

models. Different optimization procedures can also be applied
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to the different models (from now on referred to as submodels)

of the hierarchy.

It is the purpose of this section to present the mathe-
matical framework for the formulation of the above ideas. 1In
doing this, we freely borrow concepts and symbolism from
Mesarovic, Macko, and Takahara (1970) and Mesarovic and
Takahara (1975).

Using Mesarovic's terminology, we can distinguish at least
five strata, or levels of abstraction, in the representation of

a regional system:

~- at the highest level of abstraction (the fifth stratum),
the region can be viewed as an open entity in a much
wider international economic system, allowing for a
description in terms of international trade and
exchanges;

-- at a lower level (fourth stratum), the region can be
viewed within its national system, and the description
will be in terms of the relationships with the other
national components;

-- the third stratum is concerned with the description
of the regional structure (using, for example, such
techniques as input-output analysis);

-~ on the second stratum the internal regional structure
is deeply analyzed, explicitly considering the space
concept and making use of sectoral models; from the
planning point of view, resource allocation models
can be included here; and

-- the first stratum is concerned with the detailed study
of the spatial distribution and movements of the popu-

lation (i.e., migration and commuting).

There exists, of course, a strong interdependence among
the different strata; however, such interdependence is in many
aspects asymmetrical, in the sense that, for instance, the
functioning of the international market is likely to affect

very much the behavior of a small region; the opposite is not



true in any way. In general we can affirm that the behavior of
the higher strata is conditioning the functioning of the lower
ones. However, the higher stratum receives feedback information
about the lower ones, which provide a substantial basis for its

own functioning.

It should also be noted that different strata are con-
cerned with phenomena having different dynamic behavior. As an
example, we can affirm that in the representation of the region
within the national system we deal with such variables as the
interest rate which have a very fast dynamic. On the contrary,
in the physical planning level, we are concerned with physical
variables, for instance the structure of a transportation net-

work, having a strong "inertia" against changes.

The inclusion, in the hierarchical representation, of the
dynamical behavior of the different phenomena is of the utmost
importance for a clear understanding of the reciprocal inter-
actions. Each phenomenon must therefore be described in terms
of a frequency spectrum of its time variations, analyzing the
influence of each subset of frequencies on the dynamics of the
other phenomena. A discussion of this problem in the field of
control system design can be found in Lefkowitz, I. (1966); the
similar problem occurring in the field of regional modeling and

planning will be the subject of further research.

Figure 2 provides a pictorial interpretation of the hier-
archical approach to regional model building. For understanding
how the system works we must go through all the strata, getting
more details as we go down the hierarchy, but obtaining a
broader description and a better comprehension of the system in

a larger environment as we move up the hierarchy.

In order to formalize this approach, we must regard our

model as a functional system S: X - Y, where X is the input

set and Y is the output set. The starting point for a hier-
archical approach is the assumption that both the X and Y sets
can be portioned into components that may be put in correspon-

dence with each stratum:
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Stratum 1 _ Commuting
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Figure 2. Hierarchical Approach to Regional
Model Building.



S.: X. x C., xF, » Y, 1 < i < 5 (1)
1 1 1 1

where Ci and Fi represent the sets of stimuli originating re-
spectively from the strata immediately above and below the ith

stratum.,

A necessary condition for (1) to be a stratified repre-
sentation of the system S is the existence of the two families

of mapping

representing the interactions among the strata.

Since stratum 2 is evidently a decomposition of the re-
ional system into a convenient number of subsystems, we can
go further in our representation. Let us assume that we want

to consider n subsystems, the jth of which is a mapping

- . . V .
SZj' sz X sz > Y5 (4)
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where

sz = Xj X C2j X sz ’

X2 = X21 % X22 X see X X2n ’

Y2 = Y21 X Y22 X eoe X an ’

C2 = C21 x C22 X .ee X C2n ’

F2 = F21 X F22 X aes X F2n ’

M2 = M21 X M22 X eee X M2n ’

sz: set of inouts through which the subsystem S2j

is coupled with the other subsystems on

the same stratum.

The introduction of the interaction variables, coupling
the different subsystems, is an obvious consequence of the de-
composition., Therefore, for each subsystem, there must exist

a further mapping

which generates the coupling variables.

Denoting with §2 the uncoupled subsystems and with H2

the couplings with
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H2 (mIY) = [H21 (er)r LA 7 Hzn(mIY)] /

S _
2(myr2y) =[Sy MpqrZpq)s ewn v Sy (my vz )1

the following consistency condition (Mesarovic 1970) must hold

for all (mz,yz) £ M2 x Y2:

i.e., for all m ¢ M, there must exist a unique solution of the
system

(7)
2y T Hy(mpuyp)

and it must yield the output Y, = S, (m,).

22

It should be mentioned that the coupling functions H, are
the key elements of the decomposition. In many cases they will
simply be projection mappings (i.e., the interface will simply
consist of some of the components of [m2,y2]), but they can

often be somewhat more complicated.
Figure 3 pictorially represents this kind of decomposition.

A particular case arises when only some of the components
of S

of the output Yo will be unknown. Therefore, rather than the

, are explicitly considered. 1In this case, some components

coupling functions Hi' we should use a kind of interaction

function K embodying in some way the overall process P, i.e.,

21

K,.: M, - Z,. . (8)
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Figure 3.

Representation of decompositions.



Then, each subsystem can be seen as

S.. (m

21 ) = S..[m

2i7%24 24 My rKyy (my)]

where the interactions are expressed as a function of the

inputs only.

Also, in this case, there must hold a consistency condi-

tion given as
Y, = SyImy,Ky(my)] <>y, = s,(m,) (9)
with

K2(m2) = [K21(m21), .o K2 (m, )] .

n 2n

Figure 4 shows a pictorial representation of this kind of

decomposition.

i | m

‘_
mZi__H 2 |
|

Soi —» Yo

“2i e

Figure 4, Consistency and decomposition.

So far we have neglected any decision-making aspects in
our representation of the system. Now we have to distinguish
between decision-making processes based on efficiency criteria,
and decision-making processes based on a system of values,
Whereas the former can be included in the model, the latter are
too closely connected with the identity of the decision makers
and change too fast to be susceptible of a mathematical formu-
lation.
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On this basis, it seems that, in the structure depicted in
Figure 1, the second level is the most suitable for including
decisional (optimization) submodels as allocation models,

sectoral optimization models, and so on.

With the inclusion of decisional aspects, we would have a

family of decision problems D2(m ZZi) associated with the

2i’
general component of the second level. The relative map then

becomes

Dysi Myy * Tyy = Ty (10)

Poid Mpy X Zpy X Tpy 7 ¥y, (1)
where h2i € PZi is a solution of the decision problem
D2i(m21,221). Moreover, there must exist a further map ezi
such that:

8.,.: Y X Z.. = Y,.. . (12)

2i° 2i 21 21

A pictorial interpretation is given in Figure 5. The
inputs m,. and t2i to the decisional unit D2i fix the values
of the parameters and specify which variables must be included

in the decision problem of SZi'

2i’

92}

l

m2i *L Dzi ‘
| Bys tai
‘ ) " P._.
| 2 —)>
‘ ’ * y21

zZi;____ o o ] B \
) Koi

Figure 5. Decisional units and decompositions.



P2i can be used as a representation of the "physical" pro-
cess to be studied, and D2i represents the associated decisional
unit. The exchanges between the decisional units and the en-

vironment occur both directly, through the variables m for

21’
what regards the interaction with the outer environment and the
other strata, and through the physical process for what regards
the interactions with the other subprocesses within the same

stratum.

We turn now to discuss three fundamental topics related to
the implementation and use of our hierarchical model for plan-

ning purposes. In fact, we should specify:

1. how the model fits in a planning procedure, and what
kind of reciprocal interactions there can be with the
decision makers;

2. to what extent the responses of each stratum to local-
ised stimuli are themselves localized (in other words,
to what extent changes in one of the submodels do not

affect the functioning of the others);

3. what advantages can be expected by the use of the
proposed model with respect to the alternative use of

a "global" optimization model.

1. A possible scheme for understanding the place of a
hierarchical model of the proposed type in a planning procedure
is illustrated in Figure 6.

Model Observation
Planning

Policy Authority Parameter
Implementa- — X Specification

tion or Request
Policy  [for Structural
Real EXperiment Modification ]

World
Observation
X
J,« Xy * X3

1
Real ¥ S: X xX xX,+Y

: —» Y

World Exogenous Inputs T2

Figure 6. The planning system,



The input set X to the model is regarded here as the Cartesian

product of three subsets X1 X X2 X X3. The first subset rep-

resents exogenous input variables coming from the observation

of the real world, whereas X2 and X3 represent the set of in-

puts to the model coming from the decision makers. Through X3

the decision makers would specify the value of some of the
parameters of the model, or request structural modification,
whereas X, represents the set of possible planning policies.

2
Hence, there is the need of building an adaptive model, able to

allow partial structural changes in some of its submodels.

It is quite clear, from the scheme of Figure 5, that the
proposed model is a scenario-generating model, rather than an
optimization one. However, since the model incorporates op-
timization procedures, we can observe that those scenarios
would be generated under maximum effectiveness conditions ac-
cording to the characteristics of each subsystem and the

specification of its effectiveness criterion.

Therefore, in the whole planning procedure, we would have
two decisional stages, one mathematically formalized at the
model level, and the other, more general and more important,
embodied at the planning authority level and based on an im-
plicit and not formalized performance index of the whole system

as perceived by the decision makers.

The structure of the model is such that there would not be
any coordination problem in the sense of Mesarovic (1970).
However, we can expect that the set of values and perceptions,
which are the basis of the planning authority decisions, will
change over time. We can also expect that the insight gained
with the use of the model will effect that change.

2. It is evident that responses to changes in the stimuli
Xy will be completely localized in the ith stratum if there is
no change either in C;-q Or 1n fi+1'
an alternate representation to (1), can be the following:

In fact, using (2) and (3),
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¥ = S30x5,0,, (v,)]

A
H

Si x5 v Y g (¥y49) vty g (v )] 1<i<n (13)
Y1 = S1[X1IY2(Y2)]

Therﬁfore, more formally, we can affirm that the response
.t \
of the 1 sStratum 1s completely localized if, for any

(ci,ti) € Ci X Fi’

1]

Y.

$ I[85 (xy,c £ ]

Y08 (xi,cyr£y)]
(14)

¢i[si(xilcilfi)] = ¢i[si(xi’ci,fi)]

for any x, and x! in X..
i i i

A completely localized model would have very little in
common with the real world. However, the assumption is quite

realistic that S, be partially localized; i.e., that there exist

. Xi c Xi such that condition (14) holds

subsets C, ¢ C,, F. ¢ F
i =i i="1i

» - b= ' 3 v
for any pair (ci,fi) £ Ci X Fi and any X, and x: in Xi. The

identification of those subsets would be of very great importance
because it would allow the generation of many different scenarios

without running the whole model again.

3. We conclude this section by summing up the advantages

of hierarchical models in the solution of large-scale problems:

~-- the use of a multilevel model structure allows one to
maintain a clear understanding of the system behavior
throughout the model-building procedure;

-~ it allows one to reduce the dimensionality of each sub-
model, so that sophisticated nonlinear mathematical
techniques can be used;

~- the study of the interactions arising among the sub-
models because of the decomposition often leads to a
good conceptual understanding of the functioning of

the whole system;
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~-— there is no restriction to static models; dynamic
submodels can be embodied in the hierarchical struc-
ture, and dynamic optimization techniques can be used;

-- finally, hierarchical models have a high degree of
adaptability and flexibility which is of particular
relevance for planning purposes. In fact, requests
for structural changes are likely to be frequent to
keep the model up to date and to keep up with the
changing views of the decision makers. In this case,
a hierarchical structure would often allow a localized
intervention on some submodels, without the need of a

complete restructuring.

THE NATIONAL AND INTERREGIONAL LEVEL OF ANALYSIS

Technological Development and Technical Choice

The problem of technological development basically con-

tains four stages of analysis.

The first stage to be considered is the inventive process
in which genuinely new knowledge is created. The second stage
concerns the actual preparation of the invention for a produc-
tion process. The third stage concerns the choice of a dis-
tinct best set of innovative techniques to be used in the
economic system from the point of view of minimization of costs
or maximization of long-run profits. Finally, there is an
important element which we would call the administrative
element, and which concerns the actual problem of implementa-

tion of the cost-minimizing or profit-maximizing techniques.

We will not dwell upon all these different aspects of
technological development in this context, although they should
be discussed at later stages of this project. We will just
discuss the limited problem of optimal choice of techniques
from a set of innovations, where the criterion of optimality
is minimization of long-term costs. Figure 7 outlines the

basic principle.
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Preq » Pra

WHERE hk= TECHNIQUE (hk=1.......K)

i = SECTOR(i=1,

p= PRICE VECTOR OF DIMENSION n

=

a, = COLUMN VECTOR OF INPUT- OUTPUT
COEFFICIENTS OF SECTOR i WITH TECHNIQUE k

DITTO FOR CAPITAL OUTPUT COEFFICIENTS

- = g

= ITERATIONTr

p = RATE OF INTEREST

Figure 7.

ECONOMIC EQUILIBRIUM

p =p

r+1 r+1 At r+1pr+1 B

Model of choice of techniques.




T TC C
P Fhgt

: T . TC C L T T
. (ulooolL___-.[) qdz d+ -X..p-dz; .X.d

:Se p93RTNWIOI S URD JTXS pur AIJus JO UOTIITPUOD umTIqITTInbs 8yl

* (sI9UMO BY3 IO SUOTINITISUT [RIOURUII WOIJ PaMOIIO]

2q o3 psumnsse) Te3Tded UO 3S8I923UT JO 23BI Te3I = J

pue T 3ndino JO uoIl3j

-onpoxd 8sesaIdour 03 paxtnbsx [ 3ndut Jo junowe ayj

butath 3usToTIIooo 3Indiano-Te3Tded TedTuyodsl pPoOXTI = qu
{T 3and3no
Jo 3Tun auo sonpoad o3 pepeau [ jnduT Jo junoue

ay3 buta1b jusTtOoTII®0O 3ndino-3nduTr TeOTUYOS] PIXII = ?Ce

2I9UM

1500 3500

andut andurt

Te3tdeo Juaxino

P S e —

¢ 1 1f [ € C

x"rqd 79+ Tt 7

= T I0309S uT uorjonpoad JO 33SOD

*T JI0309s utr peoonpord AFTpPOUMIOD JO SUNTOA = ‘X
T
pue (T J0309S woaj AjTpouwod Jo 3Tun xad =aotad = d
2Iaym
s LT
X'd = T XI0309S JO S9anusdAdYy

tsuot3enbs butmoTITOI 2Y3 Y3TM pajzeInd
-Ted 8q uekd UOT3ONPolId JO SOBNUSASI pur 2S00 8YJ ‘uwaTgoxd
untIqiiTnbs-umurido BUTMOTTOF SY3z UT SISTSUOD DAOQER PIaUTTINO

(0L61 Apoxg 99s) sosnbtuyosz Jo sotoyo jo ardroutad ayg




It is relevant to ask if there would exist any p* such that:

+ p*) p.b

j j Jixl 7 (l=1r---rn) .

Pi¥; ~ § Py2yi%4

It is obvious that x; can be eliminated from the system, which

means that:
p' =Zp'a" +p* zp'b" H (i= 1,...,1’1) I3
J

or equivalently with matrix notation:
p = PA + p*pB ,

which is the common linear eigen-value problem. This can be
transformed into an eigen-value problem with non-negative
matric by postulating p as given and equal to p and inserting

a new corresponding eigen-value A:
Ap = p(A + pB) = pPQ(p) .

This problem will be solvable for p > 0 and A > 0 accord-

ing to the theorem of Frobenius (see for example, Nikaido 1968).

If the maximal eigen-value A (the only positive one) would
be less than 1, it would indicate that the rate of interest
would be too small in the sense that the firms would get ex-
cessive profits. If, on the other hand, A would be larger than
1, this would indicate that the economy was running at a loss
for the sectors, a situation that would be a long-term dis-
equilibrium solution. Only at a value of A = 1 would the
economy be in an equilibrium in the long run. The correspond-

ing value of p would then be the equilibrium real rate of

interest on capital.

It is consequently possible to use an iterative scheme in

which the final solution for p is determined by successive



changes of p until A 1. This procedure would also make the

computation possible without any inversion of the matrix B.

Frobenius's theorem ensures the existence of a unique
solution for p and a corresponding price-structure p > 0.
This means that for any (A,B) > 0 there will exist a unique
pair (p,p). These prices and the equilibrium rate of interest
can be used to evaluate the best choice of technique out of
the rectangular matrices AR and BR which are assumed to be pre-
determined, rectangular matrices of innovated technological

possibilities. These matrices will consequently be of the
following form.

a) a a al all 7
11 11 ) 11 oo 1j e ee 1j e e e
AR= . . . b4 .
2 k 1 H
e a a seee & ceee A . eee 4a o0 o =
1 nt nl nj nj
and
1 2 k 1 -
b11 b11 e e b.].] oo o b1j ) b1j e o0
BR= . . . . .
1 2 k 1 H
_bn.] bn1 . bn1 o0 0 nj o« e n] see

From these rectangular matrices of innovated technologies
one specific set of techniques expressed as the quadratic

matrices A, B should be chosen.

A technique, like the (a?, b?) - column vectors should be
preferred if the condition:
I p (ak _ ah )
3 rj ji ji
B n < P i ¥Yh € R .
T p_. (bi. = bl.)
3 rj ji ji



where

prj = relative price of commodity j in iteration r.
The total equilibrium problem can be formulated as the

problem of finding the solution to the problem

p = pA(p,p) + ppB(p,p) .

This can be regarded as a standard fixed point problem or
a nonlinear eigen-value problem. In either formulation the
existence of an equilibrium solution can be proved. We thus
know that it is reasonable to formulate an iterative search
for a national technical choice strategy and a corresponding
equilibrium set of prices and rate of real interest to guide

the allocation of resources among sectors of production.

The result of the technical choice procedure outlined is

a consistent set of techniques {aij} and {bij} to be used as

constraints on the derivation of regional input-output and
capital-output coefficients {ai?} and {bi?}. A model for
derivation of such trade and technology coefficients is given

in the following section.

Transportation, TPrade and Intersectoral
Relations Between and Within Regions

The formulation of the equilibrium problem in trade and
transportation is in some contexts based on a purely economic
reasoning at the micro level. Lefeber (1958) analyzed the
problem of personal and commodity transportation within such
a microeconomic framework. The transportation sector is in
his analysis looked upon as a purely intermediate sector in
which transportation needs (rather than demands) are seen as
functions of the location of production and inputs. Trans-
portation supply is on the other hand seen as an unlocalized
production of services regulated by conventional, concave,
always differentiable production functions. The network is

totally implicit in this kind of transportation equilibrium



approach. With suitable assumptions about the individual
utility and production functions for the nontransportation
sectors, it can be proved within this framework that an equi-
librium must be such that the difference between FOB- and
CIF-prices is equal to the marginal costs of transportation for
each one of the consumer commodities. It can also be shown
that the marginal value product of each factor must be equal to
the scarcity rent of the factor of production plus the marginal
cost of transportation of the same factor. Such a transportat-

ion equilibrium is a possible but a very restricted definition

of a transportation equilibrium. One of the most important
implications is the result that there can be no cross-hauling
of similar commodities or persons, an implication that is
grossly at variance with observations at all statistically

possible levels of aggregation.

The concept of equilibrium used in this class of model
should not really be viewed as a microeconomic behavioral con-
cept. It is rather formulated within the framework of neo-
classical welfare economics. This kind of model presumes the
existence of some agent that maximizes a weighted sum of
utilities from consumption accruing to all the individual house-
holds. There are no real suppliers of commodities and trans-
portation, and only production functions act as constraints.
It has been an argument used in microeconomic studies without
any global maximization function, that individual consumers
maximizing their own utility in congested situations on the
road network will never act in such a way that a Lefeber-
equilibrium is achieved. Instead of looking at the socially
relevant marginal costs of transportation, consumers will only

take into account the average costs of the system.

It thus seems evident that one can subdivide the equilib-

rium concepts for the transportation system according to the

fundamental level of inquiry. A completely micro-oriented
approach would demand that each user of the transporation sys-
tem is looked upon as a decision unit located at every instant

of time on some link connecting some pair of nodes. It must



- 100 -

also be assumed that the micro decision unit has no incentive
to change this decision. It seems natural to assume that de-
cisions can only be taken in the nodes. 1In order to get a
global equilibrium of such a micro specified transportation
network the ex ante~ and the ex post-evaluation of equilibria

at every point in time and space must coincide.

The Lefeber type of model and thus also most other neo-
classical transportation models suffers from another weakness.
It does not have the capacity to handle the production inter-

dependencies of input-output economies.

Practical trade and transportation network analysis is
often performed within the framework of the assignment/
transportation model approach. This is a very special variant
of a Lefeber model. A macro planner is assumed to exist and
this macro planner minimizes a total cost function (often
assumed to be linear) with all the trips as arguments. The
production functions are substituted with quantitative trans-
portation needs as constraints. The transportation system is
represented by estimated minimal costs of movement between each
pair of nodes in the network. If a linear goal function is
used the transportation pattern regqularly turns out to be too

concentrated as compared with statistical data (Nijkamp 1975).

Our approach to the transportation problem is macro
oriented and yet an equilibrium approach in the macro sense.
We have taken the dynamic interregional growth and allocation
model as an a priori organizing principle of the flows in
space. That model organizes the allocation of production re-
gionally of the different sectors of production in such a way
that demands and supplies are equated in the different nodes of
the network and with a criterion that the rate of capacity use
will be maximized for any given expectations of growth in
demand for the products. Alternatively, the model can be used
in such a way that it maximizes the rate of growth of the pro-
duction system as a whole. But such an allocation of
production is not the only a priori information that has to be

fulfilled by the pattern of transportation. Politicians
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normally require spatial interactions to be such that they are
consistent with certain political goals., It is common in eco-
nomically developed societies to require the economic system to
work in such a way that some politically determined full employ-
ment level is achieved in each one of the nodes (regions).

There is also regularly some requirements that the use of the
transportation system would not be excessively resource consum-

ing. Such a goal can be expressed as a constraint for the

whole system or, in a more specified situation, for links

connecting pairs of nodes.

We argue that any transportation pattern is in equilibrium
if it is such that it preserves a balance situation on each one
of the regionally differentiated markets for commodities, and
is consistent with goals like full employment and some given
level of conservation of resources in the use of the network,
and will not require any further coordination of the flows on

the network,

One can consequently argue that an equilibrium of the
transportation system should be such that it fulfills all eco-
nomic and political requirements, while it distributes the
traffic over the system in such a way that it requires a mini-
mum amount of organization at work. We have understood the

principle of maximum entropy to be such a minimum organization
principle.

Another way to argue about the distribution of trade and

traffic on the transportation system is to assume that the
market equilibrium, employment and network constraints are
given and regard the formally observed pattern of transporta-
tion as the structure that requires the least amount of

reorganization of decisions. This approach would then define

the equilibrium distribution of transportation flows to be the
most conservative in the sense that it gives the minimal de-

viation of flows from a pattern observed in earlier periods.

These two principles will give similar results under very

special assumptions.
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We also assume that the politicians require a certain
level of employment to be achieved in each one of the regions,
while they feel completely free to vary the product flows
between sectors and regions as long as it is consistent with

full employment.

) ni 72 xi? = st Full employment

i js ]

ni = labor output ratio for sector i, when located in
region r

-r

politically defined level of full employmente

system should be used in such a way that flows are compatible
with the design capacity, either as defined at the absolute
macro level or with respect to the shortest route links between

pairs of nodes.

rs rs
] .. X.-
i3 13

Q
I

volume of commodity 1 per unit of delivery to

sector Jj

rs_rs
Z ci. Xis = T
ij J ]
rs
d'® = distance on shortest route between region r and

region s

T = distance dependent capacity of transportation

network.
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We have discussed above principles of equilibria on trans-
portation and trade networks. It is now time to formalize
some of these arguments within the framework of a computable
model approach. To simplify the analysis we will from now on
assume that the transportation network is given. This means
that the links on the network and the nodes are predetermined
both in terms of capacity and in terms of location. What we
are discussing now is consequently an equilibrium transporta-
tion and trade problem in a restricted sense. We will further
assume, although only as an intermediate step, that the pattern
of location of all kinds of production is predetermined. This
means that there is a consistency requirement both from the

output side as well as from the input side of the economy:

JoxtS = xb Output balance
. Tij i
s]
rs s s S,._S
X.. = a,.xXx. +b,. AxT =(a.. +b,.g%)x: Input balance
L X33 = 334%5 by 8x5= (334 +by495)%; B
or
rs s s
x> =a..(1 + g.T7.)x"
Loxig = a0+ g5Tyxg
where
xi? = flow of commodities from production sector i,
located in region r to production sector j
located in region s
g? = expected or planned rate of growth in sector j,
region s
x? = total pfoduction in delivery sector i located in
region r
T. = turnover time for commodity j.
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The trade-transportation equilibrium model can now be

formulated in the following way:

max : - ) i? in xi?
(xS} ij J
ij rs

subject to:

Lagrange multiplier

rs S S
= L. (1 + . . . H .
z Xi3 T @350+ 9y Tyxy s
rs r
I *®j3 =% Nir
S,
r I
i js
) LxES o= xT some r, s B
. Cij7i rs
i,]
Loeyy i? ey Y
i,]
r,s

The optimal solutions for xi? in this problem will be of

the form:

Xx.. = exp (u . + nir) exp [B + v ni + Acidrs]

1] s] r

C. .
rs ij

which says that trade between sector i in region r and sector j

in region s expands



- 105 -

a. 1if the technological interdependency increases
between i and j;

b. 1if production located to area r or s of activity i
and j increases; and

c. 1if the capacity of transportation on some links or
the distance dependent transportation capacity

Icars, trucks, trains, etc.) increases.

It is obvious that congestion phenomena will occur only
in certain region combinations which call for inequalities in
the link constraints. It is probably possible to revise the
algorithm in such a way that it will be capable of handling
inequalities in the constraint set. Such an amendment is
necessary if the capacities of the transportation network

should be properly represented.

The result of this model is a nationally consistent set of

input-output {ai?} and capital-output {bi?} coefficients that
can be used for interregional dynamic/economic analysis and
projections. We will not propose to use the interregional

information in this context.

It is rather our proposal to use the matrices {ai?}
{b§§} plus aggregated import- and export-coefficients for the

Silistra region.

The dynamic order of determination of the variables must

be observed at this stage.

As the most stable element of the spatial system we use
the national transportation network (drs). It is assumed that
the basic structure of such a network can be changed only over

an extremely long time period (say 30-50 years).

The location/allocation pattern is assumed to be change-
able within a time period corresponding to 5-15 years. The
transportation system, when used for trade in commodities, is
assumed to react almost instantaneously to changes in the net-

work and the pattern of location and allocation.
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Location and {aFS}{p’S} Interregional
techniques | allocation of ] 1] trade and
production transportation
{xi}
T
transportation

network and
employment goals

Figure 8. The Silistra dynamic allocation modeling problem.

It must finally be stressed that the interactions between
the interregional location/allocation and transportation/trade
models should ideally be modeled in a completely interdependent

pattern, as illustrated above in Figure 8.

THE SILISTRA DYNAMIC ALLOCATION MODELING PROBLEM

As concluded in the preceding section, the interregional
trade and transportation model can produce interregionally
consistent regional input-output and capital-output coeffi-
cients. These estimates provide the most essential information
for a study of the future production and employment structure
of the Silistra region. To this information should be added
the important coefficients of labor productivities, or their
inverses~--the labor-output coefficients. It is not possible to
use the assumption that these productivities are the same
everywhere in Bulgaria. Ample evidence indicates that labor
productivities show great and systematic variation among
regions. The factors of greatest importance to the labor

productivities are:

1. Educational background;
2. Health status;

3. Vocational training; and
i}

. Environmental conditions.
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We have for this reason concluded that there must be some
separate studies of the effects of health, vocational training,
and environmental investments on labor productivity in the
different sectors. It is suggested that the educational di-
mension is treated differently. It is both possible and for
planning purposes more reasonable to disaggregate labor into
at least two labor "sectors"--of high and low formal education
level. 1In this way it is also possible to integrate some of
the important problems of educational supply through schooling

or migration between regions.

With the subdivision of labor into two or more categories
there should be a corresponding subdivision of the households

as consumers. For each period there is thus a need to estimate

labor-output coefficients tlej and tcej' where
tles = labor use of category e at time t per
unit of production in sector j
and
tCei = consumption of commodity i by category e at

time period t per unit of labor.

In the long run the consumption coefficients must, of
course, be looked upon as functionally determined by income

per capita, price structures, etc.

The demand from other parts of the world as well as demand
from Silistra vis-a-vis other parts of the world is of great
importance to the construction of the model. Some of this in-
formation--on trade with other parts of Bulgaria--comes from

the interregional trade and transportation model.

For these purposes we suggest the use of aggregated co-

efficients giving the import and export relations from

Bulgaris to and from the Silistra region.

This approach cannot be used for the interrelations with

the world market (disaggregated into SEV and market economies).
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For international demand projections it is necessary to fore-
cast the import and export coefficients for each one of the
sectors of Silistra under different world trade scenarios. We

thus need three sets of coefficients:

tui and tv.l : tei and tmi H wi and , z.

where

t7i = export of commodity i per unit production to rest

of Bulgaria;

t 1 = import of commodity i per unit production from rest

of Bulgaria;

= export of commodity i per unit production to the

t 1
SEV area;

= import of commodity i per unit production from the
SEV area;

Vi = export of commodity i per unit production to market
economies; and

£Zi = import of commodity i per unit production from

market economies.

Some sectors are modeled with separate models like those

for agriculture and water.

In these cases it is obvious that one should use aggre-
gates of input-output and capital-output coefficients derived
in these highly specified models. Finally, a most import
question must be addressed, namely, the issue of new sectors

not yet created in the Silistra region.

Summarizing: The general framework of modeling at the
level of Silistra as a whole is suggested to be within the
framework of dynamic input-output analysis with a primary

reference to the approaches discussed in Brody (1970).

The input-output matrix to be used in this specific case

has the design as in the Table below.



- 109 -

Table 1. Simplified input-output table.
Table of coefficients in Silistra snapshot mndel.
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A closed dynamic model of the Silistra region could then

take on the following appearance:

X(t) 2 A(t)X(t) + B(t)AX(t)

where

X(t)

AX (t)

A(t)

B(t)

{x

{b

(t)}

vector of output per unit of time in

time period t for the i = 1,...,n

sectors of Silistra,

vector of production increases over

time period t,

input-output coefficients in time

period t

(including households and

interregional and international sectors),

capital-output coefficients in time

period t.



- 110 -

We can now make the convenient assumption that we are
looking for a solution for which the common rate of growth A
(in AX(t) = AX(t)) is the maximal, while there is an exact
balance between production and input requirements in all

sectors.

We then have the system of equations:
X(t) = A(E)X(t) + A(E)B(B)X(t) .

If we further assume that the elements bij(t) = Ti(t)aij(t),
where Ti = turnover time of commodity; in the production process,

we have
X(t) = [A(t) + x(t)%(t)A(t)]X(t) . (II)

A solution scheme for this problem would be to form the

matrix:

1 2 2

Q = (I - A)_ %A = (I + A+ 2% + ...)(%A) = %A(A + A" ,..)

and then to solve the problem

BX = QX where B = %
where B is the only positive and maximal eigen-value. To this
corresponds a unique positive rate of growth A with a corre-
sponding semipositive vector of production shares (i.e., Xi > 0)
for all sectors.

From the numerical point of view, this is a simple and
useful approach to the problem of scenario projections of the
production structure for Silistra. It only involves the com-
putation of the Q-matrix and the subsequent calculation of the
maximal eigen-value and the corresponding eigen-vector. For
these purposes standard computer subroutines exist and can be
implemented immediately.
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The dynamic system (I) can also be used as a set of con-
straints in an optimal control model, beside constraints on the
natural and human resources. We would, however, recommend the
use of the more simple balancing model (II) in the initial
phases and to formulate optimal control models (or equivalent
temporal programming models) only at a late stage, when the
interdependencies have become better known and the number of
interesting long-range scenarios have been narrowed down to a

limited set.

Integrated Physical and Economic Planning

The KNIPITUGA institute has a responsibility for the
Silistra project. It also has its own research focus and plan-
ning responsibility in location and transportation planning.
This implies that models for overall economic planning for the
Silistra region are not enough, but that planning should be

completed with models for integrated long-term physical and

economic planning.

Although oriented to smaller regional units, the analytical
complexity of planning is very large. The subdivision of the
region into a set of zones and subregions necessarily implies
an increasing importance of threshold or indivisibility, lead-
ing to increasing returns to scale in production. We thus have
to deal with either: indivisibilities (combinatorial analysis)

or nonconcave production functions.

The physical planning approach is normally to work within
indivisibility or combinatorial analysis. This means that the
primary objects are indivisible units like production plants,
housing and service complexes, transportation links and ter-
minals, etc., The size of such indivisible units is normally
predetermined in a nonspatial microeconomic analysis in this

case.
The constraints for the planning problem are:

1. The amount of land in each zone, which should not be
planned to be used beyond a certain maximum congestion

point.
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The planned level of production for each sector of

Silistra as a whole should be fulfilled. This means

that the macroeconomic planning goals should not be

violated by the physical planning process.

The construction sector production capacity localized

to the Silistra region as a whole should not be overused.

Restructuring of areas should not go faster than is

economically reasonable.

These general constraints can be formalized into gquantita-

tive mathematical constraints:

r
7oA. r <=L J (r=1,.00,2)
jp 3t
where
Ajt = coefficient of use of land per unit of
production in sector j at time period t
X?t = capacity of production of sector j in zone r
at time period t
LY = amount of economically usable land of zone r,
r —
) Xie = ¥i¢ 7
r
where
Xit = total production in Silistra of commodity i

in time period t

R
- K
HIA
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where

B? = use of construction capacity per unit of new
production capacity of sector j in zone r
Ct = total construction capacity for the Silistra
region in time period t
Br = use of construction capacity per unit of new
transportation capacity
Ty = transportation capacity in time period t.
r 2 .r ,r
b, X, = 85 XU H 0 < 8. <1
jt J 3.t J
1 - Gj = rate of depreciation of production capacity

sector j in zone r.

This set of constraints should be applied to a set of at
least 10 zones, 5 aggregated sectors and 3 time periods. Using
r
Xi,t ,
variables should not be less than 150 implying a large combina-

as the fundamental variable the number of combinatorial

torial problem.

Tt is onwvious that solutions to this problem can only be
found with some optimality criterion. We suggest that a

weighted sum of transportation, investment, and environmental

costs be used as an objective to be minimized through varia-

tions in the {Xi} vector.,

In the short term, when most of the spatial allocation
pattern is given, it is often safe to assume the transportation
cost to be linear. 1In the long run the linearity approach is
not admissible. It is impossible in the long run of 20-30 years
to plan exactly the location of the most efficient input-
producers and households of certain types. If the focus is to
create robust regions for the very long run it is much more
reasonable to incorporate accessibility ideas into nonlinear

transportation cost functions of the following form:
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Expected cost of contact for one unit of production i if

located in zone r for input of type j:

_ S S S
= gciaijdrs(l'r) (xj/g xj) )

where

} = the input-output coefficients for the Silistra region;
c. = transportation capacity use per unit of trade; and

T_ = transportation network characteristics from zone r,.
Aggregating, we get the following expected total cost of contacts:

§ xfe.a.a (t) x3=x"k x ,
rs 17iTijTrs ' 7]

which is a quadratic potential transportation cost function.

Investment costs may be represented linearly with respect
to the increases in production as long as the physical planning
problem is formulated in a combinatorial way. (With a reformu-
lation in continuous variables, the average investment cost

must fall with increasing scale of production.)

Investment costs would consequently be of the following
form in the integer programming version:
r r

Investment costs = rzi b.(Xit - Xi,t-1) ’
14

Environmental costs are evidently much harder to estimate
but it is nevertheless proposed that they be included in the
evaluation function. The representation of environmental costs
must obviously include "synergisms." This precludes the use of
a linear environmental cost function. The simplest representa-

tion would be with the quadratic form.
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r

Environmental costs = ) e, . X5t
i it ij

The interpretation is the following:

Assume that sector i is heavy industry and j is housing.
A positive eij would then indicate that co-location of these

activities would increase environmental costs.

Summarizing, the model for integrated physical and eco-

nomic planning has the following general structure:

Minimize : Transportation costs +
Investments costs +

Environmental costs

subject to constraints on: Land availability
production requirements
construction capacity
depreciation possibilities
integer-valued changes of

the location variables.

The programming of this model is a task of considerable
mathematical complexity and it will probably require certain
modification to be adaptable to currently available solution
methods. A group of scientists consisting of Dr. Killio of SDS,
and scholars from Regional Development and KNIPITUGA should be

formed to investigate these issues.

ECONOMIC MODELS OF INTERREGIONAL MIGRATION

Migration is important at the regional level because of its
effect on the size and structure of the population; it produces
faster changes than purely natural birth and death processes.,
Therefore, migration will yield changes in consumption, in
saving, in investment, and in government expenditure patterns as
the size and structure of the population vary. Moreover, migra-
tion has proved to influence (and to be influenced by) labor

markets, wage levels, housing situations, and capital
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investments. [See, for instance, Karlqvist and Snickars (1977),
Kulikowski (1978), Cooper and Schinnar (1973).]

Therefore, it seems obvious that a study of migration can-
not be limited to its purely demographic terms, but should be
extended to cover the main links with the economic and social
processes [See Bilsborrow (1976), Willekens and Rogers (1977)
for review and extensive bibliographies of the literature on
this subject.]

This section is mainly based on the theory developed in
Arcangeli and La Bella (1978); its aim is that of proposing a
general economic model of the interregional migration process
consistent with a framework of models of the economic processes
and of the interregional interactions. 1In the first part of
this section, starting from a microeconomic foundation, we
develop a general migration model based on the analysis of
economic determinants, and discuss several different versions.
In the second part, we shall discuss the applicability of the
model to the Silistra Case Study.

A Microeconomic Approach

In the analysis of the economic determinants of inter-
regional migration flows, models tend to be primarily based
upon one of the following three different theories (Greenwood
1975, Hart 1975b, La Bella and Venanzoni 1978, Arora 1974,
Andersson and Holmberg 1976),

-—- the microeconomic consumer's theory (Hicks 1932);

-- the microeconomic human capital theory (Schultz 1961,
Becker 1962); and

-—- the macroeconomic interdependency theory (Andersson
and Holmberg 1976).

It is not the purpose of this section to review the above
theories, and the interested reader is referred to the
literature. We shall give some details only about the human

capital theory, on which the analysis carried out in this
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section is based, which, as applied to the explanation of the

migration phenomenon, leads to the following basic hypothesis:

Hypotheses 1: The decision of moving for an indi-

vidual is based on a rational comparison between the
expected costs and benefits of the move. Costs and
benefits are computed for the expected duration of

life and discounted to their present value.

As it is obvious, costs and benefits must be intended in the
broad sense, including both monetary and nonmonetary elements.
For instance, the costs should include the direct monetary
cost associated with the move, the indirect monetary costs as
earnings foregone while traveling, searching for and having a

new job, and the psychological cost of moving.

Therefore, for an individual of age x, the present value

of the move from region i to region j can be formulated as:

Le®) ro(s) - R, (s) _ %) c.(s) - c.(s) _
X _ J i - 3 i Yoo
PV ij(t) = 3 ey ) =T ij
s=t (1 + r) s=t (1 + r)
where:
PV = expected value of the move,
R = expected income,
C = expected cost of living,
v = fixed cost of the move,
r = discount factor,
L _(t) = subjective expected duration of life for

individuals of age x at time t.

The decision-making process for an individual can be re-

presented by a function:

(1)
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1 if PVE. > 0
ij

D (PVY) = ' (2)
0 if PVY, < 0
1j -
where D = 1 represents the decision of moving.
The formulation (1), (2) of the "decision of migrating"

process assumes a deterministic environment and a full informa-
tion situation. A more realistic model should take into ac-

count the differential probability of finding a job in region i
and j, and the information available to the potential migrants.

Therefore, equation (1) could be modified as follows:

% Lx(t) R.(s) - Ri(s)
VY. (E) = ¥ J —— L;.(s) +
+J s=t (1 + 1) +J
L (®) c;(s) = ¢, (s)
- R )

s=t (1 + r)
where Lij(s) is an indicator of the differential situation of
local labor markets.

Also, the decision function (2) should be modified in

order to represent a probability distribution as a function of
X
PVij(t) and Lij(s).

In this framework, it appears to be convenient to use an
aggregate function of propensity to migrate, defined as the

per capita net loss of population of region i with respect to
region j:

X X
q..(t) = Mij(t) Mji(t) ! (#)

X
P, (t)
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where:

P? = population of region i in the xth age group,
Mij = migrants from region i to region j in the
xth age group,
qij = propensity to migrate from region i to region j

for individuals of age x.

We can also define the propensity to migrate from region i

as:

q; (6) = [ qi.(t) (5)

Assuming constant, even if different, rates of growth of income
and cost, one can expect qij(t) to be a function of the current

and estimated future differentials between region i and region j:

qij(t) = q(x, ORj, AC,, Ah?j, Ahcij T, Lige Yig)s (6)
where:

ARij, Acij = current differentials in benefits and costs,

Ah?j, Ahcij - expected differentials in rates of growth of

income and cost of living,

Some authors (Hart 1975 a, Frick and La Bella 1977), have
emphasized the need to accommodate in the model a response lag
of potential migrants to economic stimuli, in order to dis-
tinguish the steady-state migration flows from the transient

behavior of the population.

In order to take this point into account, we can postulate

the following adjustment scheme:
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~X ~X 1 X ~X
g..(t+ 1) - g,.(t) = — [qg,.(t) - a..(t)] , (7)
ij ij TX 1] 1]

where T is a time constant, which might be expected to vary
according to age of migrants, and ﬁij(t) is the actual value
of the propensity to migrate., It is easy to see that in steady-
state conditions:
~X _ X

For simplicity we consider a two-region system and an age-
aggregated function of propensity to migrate, and we drop the
unnecessary indices, Equation (7) can be written in continuous

form as:

L3
~

(b) = & ta(e) - &eq .
We multiply for the population size in region i,
M(t) = aM(t) + b(t) (8)
where

1
a=-=T . b(t) =

|-

g(t)pP(t) .

Some interesting considerations on other possible ways of re-
presenting the migration phenomenon can be drawn considering

the following stochastic counterpart of equation (8):

dM, = [a1M

‘ + b1(t)] dt + [a. M, + b2(t)] th ’ (9)

t 2t

where Wt is a Wiener process and b1, b2 are exogenous vari-
ables. A closed form solution for the inhomogeneous equation (9)

can be expressed (Frick 1976) in the form:

t

-1 -1
M, = oM + 0 f ¢ b,(s)ds + @ / ¢ 'b,(s)dw_ ,
t t o t to S 1 t to S 2 s
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where @t is the solution to the homogeneous equation.

de

a @tdt + a @tdW

t 1 2 2
Qto = 1
given by:
$ = exp {(a - laz)(t -t ) +a, (W, - W)
t 1 272 o} 2t e} ‘

It is very well known that under certain continuity as-
sumptions (Arnold 1974), these solutions Mt are also the
solutions of a diffusion process with coefficients (Frick and

La Bella 1977):

B(t, m)

a,m + b1(t) drift (10)

a(t, m) [a.m + b2(t)]2 diffusion (11)

2
Moreover, it is very well known that, under not very restric-
tive assumptions (Frick 1976), a diffusion process with para-
meters R(t, m) and o(t, m) has a continuous chain equivalent
specified in terms of a birth-~death process with parameters

Y and Mo satisfying:

]

B(tl m) Ym(t) - Um(t) ’ (12)

a(t, m) Yo (B) = u (&) (13)
When applied to our case, (10-13) provide another possible
representation of the migration phenomenon seen as a stochastic

birth and death process with parameters:

¥, (€)= %[b1 + bg(t)] + %{a1 + agm + 2a,b, (t) Im
(14)
(£) = L[b. + b2(t)] + ~la. - a’m - 2a.b_(t)Im
Hm 291 2 73 2 272
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Equations (6), (7), (8), (9), and (14) supply different
representations of the migration process, viewed in relation-
ship with its economic determinants at different levels of

complexity and simplicity of implementation.

Quantification of Variables and Implementation

Even if the approach followed so far can be considered of
genéral validity, one can expect that the form of the function
of propensity to migrate and the quantification of the ex-
planatory variables differ significantly when passing from a
market-economy to a planned-economy framework. Moreover, it is
evident that the sensitivity of the population to the many eco-
nomic factors which determine the migration phenomena can be

established only after careful statistical testing.

However, it is possible to formulate an "a priori" list of
factors which may affect the costs and benefits of the move and,
therefore, the decision to migrate in countries with centrally-

planned economies:

-— structure of employment in the different regions,
and wage differentials among different sectors
within regions;

-- spatial differentials in the degree of urbanization;
in location of social services and infrastructure,
etc.;

-—- spatial differentials in availability and quality
of housing facilities; and

-- interregional distance (according to one of the

possible measures).

In the first experiments, we shall restrict ourselves to
consider two simple specifications of the aggregate propensity-
to-migrate function (6), disregarding the influence of age.

The first specification will be a linear one:

qij(t) =a+) b, uj. (t) (15)
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where qij(t) is defined according to (4), and {u?j(t)} is the
set of indicators of the differences between region i and
region j. The second specification will have the form of a
constant-elasticity function, such as

Bh

_ h
qij(t) a g[uij(t)] . (16)

The two above specifications will be tested and compared.

A first formulation of the set of indicators u?.(t),

according to the above considerations, may be the following:

1 _
uij = (17)
1 _
uij = (18)
w = £ (4,,H.) (19)
ij i’
u%. - distance between regions i and j ,
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where:
k . . .

Ej = employment in sector k of region j

Pj = population size of region j

W? = wage level in sector k of region j (or other measure
of the preference of workers)

v? = quantification of social utility of services
(i.e., v=0 for nonservice sector, v=1 for educational
opportunities) as perceived by the population

Hj = indicator of housing situation in region j

L; = labor force in region 1i.

As is obvious, u3 is the indicator most closely related to
the cost component of the function of propensity to migrate.
There is a very well-established opinion that such a component
should be dependent on the differential housing situation, but
its quantitative formulation can differ significantly from case
to case because of both structural differences and the avail-
ability of different data based on housing. As an example of a

possible formulation, we may have:

3 AH, (t) AH, (t)
uii (k) = —i— - (20)
ij M. (t) M. (t)
J i
where:
AHj(t) = construction of new houses in region j during
the period t

Mj(t) = number of marriages in region j during the period t.

The models introduced so far can be estimated using econo-

metric techniques on the basis of:
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-- time series data,
-- cross-section data,

--— mixed time series and cross-section data.

A first test of models (15) and (16) would require the
following data:

1. Origin destination table for migrants (for the regions
mentioned above);

2. Population size in each region;

3. Employment by sectors in each region;

4., Excess demand for labor by sector in each region;

5. Wage levels in the different sectors in the above
regions;

6. Average distance among the above main cities of those
regions can be used);

7. Housing construction in each region per year; and

8. Number of marriages per year in each region.

All data should be supplied in the form of yearly time

series, as long as possible.

Once the model has been estimated, it would be used for
simulation experiments, both alone and in connection with the

models of the other components of the regional system.

MODELING THE COMMUTING PROCESS

Commuting is the other aspect of population mobility.
Like migration, it arises when individuals seek satisfaction of
their needs outside the borders of their place of residence,
and it is usually dominated by labor markets and housing dif-
ferentials; unlike migration, it is normally limited to short-
distance movements. The distinction between migration and
commuting is, however, quite blurred. An analysis of the re-
lationships between these two phenomena is beyond the aim of
this section, and can be found, together with a classification
of the possible types of population mobility, in Andersson and
Holmberg (1976).
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Here we restrict ourselves to the consideration of the com-
muting trips between residence and work~place, and present two
modeling approaches: the first approach is a normative one to
calculate the economically optimal commuting pattern; the
second approach, based on an entropy maximization procedure, is
for forecasting the actual commuting pattern resulting from a

given distribution of residences and work-places.

A common framework is constituted by the consideration of
n settlements, among which people are allowed to commute, m

economic sectors, and the following sets of constraints:

¥ Tisn = Din ¥i,h , (21)

< D. ¥i,h , (22)

where:*
Djh: labor demand in region j and sector h
Lip! labor supply in region i and sector h
Tijh: commuters from region i to region j in sector h.

We assume here that Lih is a function of the relative hous-
ing situation of settlement i with respect to the average
housing level for workers in sector h. Moreover, Djh will be
considered dependent on the capital stock installed in settle-

ment j and sector h. Therefore, we have:

*Note that (21) and (22) implicitly state that

i.e., that integrating over all regions, the global labor
demand is not less than the global labor supply.



Lin = Linipe Hy) o o (23)
Djh = Djh(th) ' (24)
where
Hipt indicator of housing availability and quality in
settlement i for workers in sector h,
H_: indicator of average housing availability and

quality for workers in sector h.

We now tackle the following problem. With a given dis-
tribution of population and capital over the n settlements and
the m sectors, what would be the economically optimal pattern
of commuting? It must be noticed that in this formulation of
in’ Hh’ and th in (23) and (24) as
fixed for all i,j, and h.

the problem we assume H

A solution to the above problem can be obtained with the

use of a Cobb-Douglas production function for each sector and

settlement:
Y5n = 24n Kjﬂh 4 Tij)ejh ' (25)
where
th: output of sector h in settlement j ,
Ajh: constant ,
ajh’ Bjh: positive parameters .

We can now specify the total production as

oL B.
_ jh jh (26)
Y - A. k. . e ’
" % g sh F3n (2 i)
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and therefore, the optimal pattern of commuting may be obtained

by solving the following problem:

max Y,,

s.t. (21) and (22) . (27)
The purpose of the second approach is to calculate the most

probable pattern of commuting consequent to a given distribution

of residences and working places. It is obvious that the pattern

calculated in this way can be significantly different from that

obtained as the solution of problem (27).

We recall that the most probable distribution of commuting
trips compatible with constraints (21) and (22) can be found by
maximizing the so-called entropy function given as

W=-3Y7 [T.., InT,. =-T,..] (28)
i

n ijh ijh ijh

subject to (21) and (22). For calibration purposes only, the
method requires a further set of constraints of the following
kind

) T... c.. =C_ , (29)
i3 ijh "ijh h

where cs is the cost of the individual commuting trip, and C

jh h
poses an upper constraint on the total travel expenses for each
category of commuters. A complete discussion of the use of
entropy maximizing techniques can be found in Snickars and

Weibull (1977) and Willekens, Por, and Raquillet (1978).

We can associate to the entropy maximization problem the

following Lagrangean:

max : L =W+ ) ) vy, [L.. -7)T + 3 ¥V u., [DL. =7 T... 1 +
(7.. } ih ih ih 3 ijh 5 h jh jh i ijh
ijh
+ c._ - T .
E E ( h z § ijh cljh] !
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with

From the first-order conditions, we get

aé?;h =710 Tigh T Yin T H5n T Bh Cign T 0
and therefore,
i4n e in T M5n T BnCisn .
Posing
A e *in B = e Min
ih Lin ! jh Djh !
we obtain:
T = A, x B, x L. x D. e-BhCijh , (31)

ijh ih jh jh jh

substituting in (21), (22) and using (30), we get

_ -B.C... =1
A, = [% Bin Din © h~ijh] ,
1/Djh if Djh > g T3 5h
th = Z
-B.c.., 1 if D,,=)T.. ’
[g Aih Lih e "h ijh] ih : ijh

which can be used for iteratively solving the entrophy maximiz-
ing problem [see, for instance, Willekens (1977), and Willekens,
Por and Raquillet (1978)1. The parameter Bh represents the
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sensitivity of the'hth category of commuters to the commuting

cost and can be used for calibrating the model.

Let us now call {Tij*h} the optimal commuting pattern
obtained as a solution of problem (27), and {Tijoh} the commut-
ing pattern obtained as a solution of the entrophy maximization
problem. From the planning point of view, the question arises
of how to influence the commuting behavior of the population
represented by {Tijoh} in order to make it as close as possible
to the optimal one. In this framework, three types of inter-
ventions can be envisaged; experiments can be done on the models

with each intervention separately or in different combinations:

1. changes in the commuting costs; this type of inter-
vention would include changes in the transportation
prices and the wage levels in the different settle-
ments and sectors;

2. intervention on the housing sector;

3. intervention in the labor demand through investments

in the various sectors and settlements.

It should be noticed that the changes in the commuting

costs would only affect {Tijo }, and would be very easy to

h
compute once the parameters Bh are known. Instead, the other-
two types of intervention would influence both {T..o }

iJ h

{T. }.

ij n
Therefore, for planning purposes, a delicate problem of
coordination of the two models arises. A scheme of the inter-

action between the two models and their place in a planning

procedure is given in Figure 9,

As a concluding remark, we would like to point out that
there are many possible generalizations of the above two models.
The most important is the possibility of adding further con-
straints to the normative model in order to take into account
specific planning requirements for deriving the optimal commut-
ing pattern. For example, it can be required that the workers
in agriculture in a given settlement h be not less than a speci-
fied number N In that case an addition to (21) and (22) of

ha’
the following constraint would be sufficient:
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AN INFORMATION RETRIEVAL AND ANALYSIS SYSTEM:
THE INTERFACE BETWEEN THE OBJECT OF STUDY
AND THE SYSTEM OF MODELS

K. Evtimov, N. Grigorov
and D. Kebedjiev

The research activities for the analysis and development
of the Silistra region require the collection, systematization,
and processing of enormous information blocks. Due to the com-
plexity of the region, the fulfillment of such a task is impos-
sible by means of traditional methods, hence the necessity of
creating an information retrieval and analysis system, whose
basic purpose is to provide information for the object of the
study.

When developing the information system for the purposes of
territorial organization, one should consider the following main

reguirements:

a) The information system data base must comprise all the
information necessary for territorial organization in all its
aspects. That involves the possibility of systematizing a
large number of primary parameters in relevant groups, corres-
ponding to the separate subsystems for territorial formation and
organization. At the same time, the number of parameters should

be allowed to grow continuously, as the information analysis
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grows. Those parameters may be gradually aggregated into var-
ious data banks, each corresponding to the three levels of ter-
ritorial organization: region, settlement system, and settle-

ment.

b) The second main requirement concerns processing scope and
variability of information system analysis. The system must
provide information retrieval unrestricted in depth and scope
for an arbitrary number of parameters, freely chosen from the
separate data banks and generating the secondary parameters
often used in practice. That presupposes a possibility for the
user of the information system to define new parameters by means
of freely set arithmetic expressions, in which the primary

parameters introduced into the data bank are arguments.

c) The last requirement involves simplicity in using the
information system. Nonspecialists in computers and programming
should be able to operate the information system easily, and

after only a brief introduction.

After fulfilling those three requirements, the information
system and its data base will become a unifying information
base for the system of models for territorial planning. In
this respect, the information system is considered as an open
system which is in a process of development, and in which the
volume and the type of information as well as the number of

methods for analysis increase.

INFORMATION SECTION

The basic principle of information object structuring is

the functional-spatial one. The primary data are collected

through inquiries and statistics. They are directly connected

with the spatial organization of the environment and are as-

signed to each settlement in the region. On such a basis, a

unified system of numerical indicators (coordinates) along the
horizontal and the vertical rows of the scheme is created. The
system corresponds to the conventional spatial identification

of settlements in the Silistra region (116 in number). For the

purpose of settlement data grouping into other territorial units
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(settlement systems), the boundaries of those units are conven-

tionally coded in the unified square system of the region.

Groups of parameters, 11 in this case, are composed ac-
cording to their functional aspect. Those groups correspond to
the following subsystems for territorial organization of the re-
gion: geographic conditions, economics, population, dwellings,
public services, recreation, technical infrastructure, etc.

The groups may be supplemented and developed without any re-

strictions because of the information system.

SOFTWARE SECTION

The system GRASP, created for the purposes of the National
Geologic Service of the United States in 1975, was used as a
basic model in the development of the information system for
the Silistra region. That dialogue system was redesigned with
a view to the main requirements for territorial planning informa-

tion systems. A substantial change was made in the organization

and structure of the data base files. The change allows the
creation of a supplementary subsystem, which, with the informa-
tion system operation, fulfills information updating in the data

base in a dialogue.

Another important change concerns the increased possibili=-
ties for joining functionally different programs, written in

FORTRAN with the information system. Such programs may be:

-- methods for information analysis in the data
base;

-- programs for generating input parameters for
mathematical models; and

-~ small models from the system, which may be
available to the information system for
direct use.

The system was repeatedly programmed with view to its ap-
plication in computers without virtual core memory, such as in
the minicomputers. That makes it easily transferable to
various computer systems, eliminating the necessity of data

base transportation,
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In its present version, the information system may compile
various data banks, including numerical text, and graphic

information.

In order to take advantage of the system, the user must be
acquainted with its "language", which is easy for nonspecialists.
From the user's point of view, that language represents a simple
and fast mechanism for obtaining information from the data base
and analyzing it. The language itself consists of 12 commands,

which may be logically divided into the following four groups:

Group 1:
command FILE: Selects the data base called for by the user

for work.

command NAMES: Gives information about the parameters from

the chosen bank.

command DEFINITION: Allows the user to define new parameters

by means of arithmetic formulae.

Group 2:

command LIST: Supplies data according to selected para-

meters from various data banks.

command DUMP: Operates like the LIST command, but for

whole groups of parameters.

command FUNCTIONS: Fulfills the indicated programs in-

cluded in the information system for arbitrarily chosen
data.

GrouE 3.

command CONDITIONS: Accepts conditions of various para-

meters for information retrieval,

command LOGIC: Accepts a logical expression for informa-

tion retrieval, consisting of conditions and their logical

operations.

command SEARCH: Accomplishes information retrieval in the

data bank, as indicated by the user.

Group 4:

command HELP: Gives brief information about the informa-

tion system language.
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command REVIEW: Gives information about the work done

with the information system up to that moment.

command QUIT: Concludes operation with the system.

HARDWARE SECTION

The system was designed for the minicomputer NOVA 840,
manufactured by DATA GENERAL, and later, for the computer sys-
tem RC 4000 and the minicomputer RC 3600, both manufactured by
the Danish firm REGNECENTRALEN,

The base configuration, necessary for the information system
operation, must possess a core memory of 32 KB, a magnetic disc
of 2 MB, and a terminal, or a console for a dialogue with the

system.

The output from the information system operation may be re-
ceived both on the terminal and printing devices (printer or
hardcopy), and as a file on a disc, later used for another pro-

cessing.

The information system allows recording of the whole dia-

logue, which may be later printed for secondary use.

MATHEMATICAL SECTION

At the present stage, the information system includes the
following five programs for analysis of the information from
the Silistra region:

1. ESTIMATIONS:

This program computes up to five potential estimations,
each of them including up to 20 parameters, from the fol-

lowing formula:

Z X Py
xj—l ’
L P;
1

j =1 % (5= the number of potential estimation) ;
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X,; p, = parameter and its weight coefficient partici-
pating in the estimation.

The program allows recursive estimates so that each esti-

might include the previous one as a parameter.

2. DISPLAY:

This program uses coordinate data of settlements and settle-
ment systems boundaries. It constructs a graphic image of
the growth of a selected parameter. This growth is ex-

pressed (up to 10) in a chosen value interval.

The number of degrees and the subintervals, studied for

their sake, are set by the user.

The printing of the image, received on the terminal screen,

allows a fast and simple drawing and duplication of schemes.

3. GRAPH:
This program plots a linear graph of settlements on the

terminal screen from a set parameter.

Here, it is again the user who sets the boundary of the
indicated parameter interval. The graph is plotted across
the screen, which makes it unrestricted in length. The
information about the separate settlements is delivered in

alphabetical order.

4, FIT:
The program computes the statistical relation for two

different variables and gives the following results:

-- deviation;
-- slope;
-— correlation coefficient; and

-— number of nonempty (x,y) points.
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5. MEAN:
The program computes statistical estimations of the first

rank, for arbitrarily chosen parameters (up to 5).

The five programs may operate simultaneously by a call to
the FUNCTION command.

CONCLUDING REMARKS

As a result of the system application, the following most
important features were observed:
-- rapid processing of enormous volumes of input
data and minimal manpower waste;
-- transferable data banks;

-~ analysis objectiveness, achieved by many
mathematic methods; and

~—- possibility for a direct use of the information

system results.

The above-mentioned features of the information system
give us grounds to consider in the future operative connection
("interface") between the data base for the Silistra region and
the developed system of models. This relation will be realized
by the following major functions of the system:

-= compilation of primary information in various

data banks;

-- generating secondary information;

-= search and transfer of information towards the

system of models; and

-- information actualization in the shared data

bank as a result from the system of models work.

Thus, by means of the information system, two information
images of the territorial object under study--the Silistra
region~--will be formed. The first image is built by the primary
real data, necessary for the total functioning of the system of
models. The second image represents the result from the system
work or its objective. It will be built by means of all real,
unchanging, primary data for the region, plus the new parameters
generated by the system of models which outline the future

development of the region.
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Being bound into a new data base, these two object images
will grant the possibility of fulfilling comparisons and esti-
mations for the outcome of the system of models.

The development of a common data base, a system of models,
and the information system will represent a contemporary approach,
which may be applied to research activities, and design and plan-
ning of the territorial development not only in the region of

Silistra, but also for the other regions in the country.
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ANALYSIS AND SIMULATED PROJECTIONS OF
THE POPULATION OF THE SILISTRA REGION

Dimiter Philipov

One of the most important features of a contemporary com-
plex analysis of regional development is the possibility of
making any particular planned activity reasonable within the
framework of the system approach. This comes about by mul-
tiple feedback between the separate models of the system, which
may well cause substantial deviations from the expected results.

Depending on likely further repercussions within the

system, a given line of action may even prove to be

eventually self-defeating. 1In the opposite case,

where desirable eventual effects can become much

larger than those immediately following the action,

the particular measures taken can have a catalytic

effect (U.N., 1974, p. 103).

For instance, models which describe the development of in-
dustry, agriculture, physical planning, etc., are very often
constructed without considering the amount of the classification
of the labor force. If so, it may happen that, in order to meet
the requirements of these models, the amount of labor in the re-
gion must rapidly increase. The regional population might not
be able to ensure such an increase, so it becomes necessary to

gain, through migration, from other regions.

It is obvious that the size of the migration flows, if not

theoretically, are practically limited; therefore, it may well
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happen that the regional requirements of the labor force, as
predicted by the models, cannot be met at all. In such a case,
the system of models will not be useful. Difficulties may arise
also when the inmigration flow is within its practical limits.

The inmigrants will need housing, education, health care services,
transportation, etc., and if their number is considerable, some
changes in the distribution of the investments will appear, which
have not been accounted for by the models. In such a case, the

line of action, as depicted by the models, is self-defeating.

The controversial point is met when there are fewer or more
jobs than employees. If the planned regional development is a
fast economic growth, ensured by an investment policy, one may
expect that facilities may be available for the development of
some additional activities in the region, in this way making it
possible to speed still further the regional development. In
such a case, the line of action as presented in the models will

be catalytic.

From what has been stated above, it becomes clear that a
system of models which does not incorporate studies on population,
migration, and the labor force may be anything from self-defeating
to catalytic. In order to avoid undesirable lines of action, it
is necessary to link the different economic models with supple-
mentary population studies, so that the linkage will describe

the impact of population on economy, and vice versa.

In order to clarify this linkage, consider the following

scheme:

P/M| <«Gmmm | M/E

e

E/P

where P/M denotes those models where the population characteris-
tics (age, sex, active population, etc.) are dependent on the
migrations; M/E denotes the models which represent the migration

movements as dependent on socioeconomic variables; and E/P
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denotes the models which study the socioeconomic development of
the region, as dependent on population (through the labor force,

for instance).

The above-presented scheme does not consider the impact of
socioeconomic changes on fertility and mortality, and vice versa.
This is not necessary when the system of models is designed for

a period of time not longer than 15 years.

In this report, the part P/M from the scheme will be con-
sidered. What is expected from it is to give a forecast of the
population of the Silistra region, based on reasonable assump-
tions for the future trends of fertility, mortality, and mi-

gration.

The changes in fertility and mortality will be based on the
demographic policy which is adopted in Bulgaria and its effec-
tiveness in the Silistra region. The changes in migrations are
based on the M/E models. For the time being, they are not avail-

able and will be replaced by descriptive scenarios.

The population projection and its simulations will be car-
ried out and analyzed by making use of the multiregional demo-
graphic model which has been developed in IIASA and whose method-
ological basis is described by Rogers (1976). The study is car-
ried out on the basis of the 1975 vital statistics data. The
computer results are obtained through a package of computer pro-
grams created in IIASA (Willekens and Rogers 1978) and used for
the study of the multiregional populations of all the member

countries of the Institute.

ANALYSIS OF THE OBSERVED POPULATION

The multiregional approach to the study of population dy-
namics leads to the extension of the conventional demographic
methodological tools: the single-region life table, the single-
region population projection, the single-region stable equiva-
lent population. The extension comes through the inclusion of

the interregional migrations in the model, thus introducing the
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spatial dimension into the population system. In the conven-
tional case, the single-region population was closed to migra-
tions, while in the extended case, a multiregional population is
considered. Hence, methodological tools are provided for a more
detailed study of the spatial population dynamics.

In the case of the Silistra region, the population is di-
vided into two groups--Silistra natives and people from the rest

of Bulgaria. The population data for 1975 are exhibited in
Table 1.

Table 1. Observed population characteristics: input-data.
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Mean Ages

The mean age of a population is an overall measure of its
age-specific distribution. When the effect of the age distri-
bution is eliminated, the mean age is a measure of the schedule
of the observed characteristics, thus allowing for comparisons
among different populations. Table 2 gives the mean ages of
the population and of the schedules of fertility, mortality,
and outmigration for Silistra and the rest of Bulgaria. For
comparison, the same mean ages for the population of Sofia are
added.

Table 2, Mean ages of the fertility, mortality, and outmigration
schedules for three regions of Bulgaria.

Schedules of:

Region Population Oout-
Fertility Mortality migration
Silistra 33.60 24,21 78.58 20.44
Rest of Bul. 35.36 24,44 78.70 19.24
Sofia 34.37 25.44 80.04 27.20

Table 2 shows that the mean age of the Silistra population
is low, which is due to its young mean age., Its schedules differ
in a minor way from the schedules of the rest of Bulgaria. The
differences are considerable when the highly urbanized region of
Sofia is considered. Especially significant is the difference

for the outmigration schedule.

The outmigration schedule of the Silistra population is ex-
hibited in Figure 1. It can be seen that there is a high peak in
the age group 15-20. This is due to the fact that in Bulgaria
the pupils, upon finishing their primary education, have the
choice of continuing their studies in a number of professional
schools.,
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Figure 1. The outmigration schedule of the population of the Silistra
region.
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Implications of the Life Table for Silistra
and the Rest of Bulgaria

The analysis of the observed 1975 population of Silistra
will be continued by using multiregional concepts only. The
life table for Silistra and the rest of Bulgaria will not be
exhibited here because the two regions differ so much in size
that their life-table characteristics should not be compared.
Instead, implications of the life table will be discussed-~-they
are outlined in Rogers (1975).

The expectation of life is a measure of mortality which is

not influenced by the age structure of the population. The life
expectancy of a Silistra baby was estimated to be 70.26 years,
which is close to the one for the rest of Bulgaria=--71.00 years.
When infant mortality is eliminated, the difference is smaller:
the life expectations of a person at the age of 5, are 67.8U

and 68.04 respectively. This is the case for all other ages
also. Therefore, it can be stated that the infant mortality in
Silistra is higher than that of the rest of Bulgaria (this can

also be observed by comparing the age-specific death rates).

The multiregional model gives the life expectancy dis-
tributed according to the regions concerned. A Silistra baby
is expected to spend 48.77 years of its life in the Silistra re-
gion and 21.52 years in the rest of Bulgaria. Data on life ex-
pectancy show that the level of outmigration from the Silistra
region is high, compared with the seven-region disaggregation
of the country (Philipov 1978).

A well-known measure of the fertility level is the gross
reproduction rate (GRR). It is the sum of the age-specific
fertility rates multiplied by five. The GRR gives the number
of babies per person when there is no mortality during the period
of reproduction. This number is 1.21 for a person from the
Silistra region and 1.11 for a person from the rest of Bulgaria.
In both cases reproduction is ensured if the mortality level is
reasonable,

When mortality during the reproduction period is taken into
consideration, the overall measure of fertility is the net repro-
duction rate (NRR). In the case of the multiregional approach,
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the NRR is transformed into the spatial NRR because the impact

of migrations is included. The spatial NRR (iNRRj) gives the
number of babies born in region j to a person born in region i.

It is computed according to the formula:

Z
.NRR. = L, (x)
i3 x£013 !
where

il = the number of persons from the multiregional life-
table population in region j and born in region i;

Fj = the age-specific fertility rates in region j;

Z = the last age group.
For the Silistra region, _NRR, = 0,7845 and _NRR, = 0.3397,

1 1 1 2
i.e., a person born in Silistra will produce 0.7845 of the

births in Silistra and 0.3397 in the rest of Bulgaria to make a
total of 1.1241 births. This implies that the stationary popu-
lation of Silistra loses 0.3397 of its births because of the

outmigrations.

Just as the GRR is computed from the age-specific rates of
fertility, the gross migraproduction rates (GMR) are computed

from the age~-specific rates of outmigration. For the Silistra
region, GMR = 0.53. This means that a person born in the region

is expected to make 0.53 moves with a life of average length.

When mortality is accounted for, the net migraproduction

rate is to be computed, according to the formula:

Z
iNMRj = £ iLj(x) Mj(x) ,
where M, (x) is the age-specific outmigration rate in region j.
For Silistra, the total NMR is equal to 0.39, which is the
number of moves per person from the stationary population if

mortality is accounted for.

The life expectancy is a measure of duration--i.e., it

states the number of years to be lived in a particular region.
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The multiregional population projection yields a number of
characteristics presented in Table 3. The table also shows the
values of the characteristics for the stable equivalent popula-

tion of the Silistra region.

The stable equivalent population is defined as the popula-
tion which, in the long run (in practice, after some 100 years),
will reach the same numbers as the observed population. There-
fore, it is a most useful tool with which to study the demo-

graphic characteristics of the observed population.

Mean Ages. Table 3 shows that the initial population of
the Silistra region is younger than that of the rest of Bulgaria.
It is aging quickly though and yet, in the year 2000, the dif-
ference will be insignificant. The stable equivalent population
is more aged than the observed, but younger than the stable equiv-
alent population of the rest of Bulgaria. Therefore, it may be
inferred that the observed population of the Silistra region will
age in the short- and middle-run (20~-25 years) and to become

younger afterwards.

This inference is of importance for the population policy
in the region because it shows that the number of aged people
should increase. This is shown also by the dependency ratio,
defined as the proportion of the active population to the in-
active population. 1In 1975, the dependency ratio was 0.54 and
it will rise smoothly to 0.58 by 2025,

Regional Share. This is in fact the percentage distribu-

tion of the population. Silistra has 2.02 percent of the popu-
lation; the percentage will decrease to 1.96 by the year 2000
and to 1.88 by 2025. The stable equivalent is 1.59 percent,
which is considerably lower. Since fertility in the Silistra
region is higher than that in the rest of Bulgaria, it can be
inferred that the relative decrease of the regional share is

due to net outmigration flow. Due to the outmigrations, the in-
crease of the Silistra'population is slower than that of the

rest of Bulgaria.

Growth Ratio (A). This is defined as the ratio of the

population of a given year to the population 5 years ago. The
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growth ratio of the two regional populations is greater than

the ratio of the period of projection, which shows that they

are both increasing. Yet, the growth ratio for the Silistra
population is smaller than for the rest of Bulgaria, which re-
flects its slower increase. It can also be seen that the
Silistra paopulation growth ratio is decreasing during the period
of projection, which means that the rate of increase of the

population is slowing down.

The growth ratio of the stable equivalent population is de-
fined as the dominant root of the multiregional growth operator,
therefore it is the same for all regions. In this case, it is
1.013, i.e., higher than that of the Silistra population during
the same period of projection, and close to that of the popula-

tion of the rest of Bulgaria.

The stable growth ratio is used to define the spatial in-
trinsic growth rate: r = 1/5 1lnl. In this study, r = 6.46 per
thousand, which reflects the high natural increase of the Bul-

garian population when migrations are taken into consideration.

Age Composition. The age compositions of the Silistra

population in 1975 and its stable equivalent are presented in
Figure 2. The figure reflects the larger size of the observed
population: the area under its curve covers 176,428 persons
while the area under the curve of the stable equivalent covers

only 141,755 persons.

The curves reflect the inferences already made in the paper:
it can easily be seen that the population is aging, that the
number of aged people is increasing relatively, and that the
observed population is decreasing when compared with the rest
of the country.

SIMULATED POPULATION PROJECTIONS

The population projections discussed in the previous sec-
tion were carried out on the basis of constant fertility, mor-
tality, and migration rates. It was pointed out that such a
projection is to be used for analyzing the observed population,

and not for forecasting its changes.
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In order to forecast the dynamics of a multiregional popu-
lation, it is necessary to introduce changes in the observed
rates. Of course, it is impossible to change the rates exactly
to the way they will be in the future. Under certain assump-
tions though, new values of the rates can be entered into the
model and thus could influence the dynamics of the population.
The new values can be obtained by two different approaches.
First, from another model where the population characteristics
are dependent variables and their dependence on a number of
socioeconomic variables is described. No doubt such an approach

is better than any other.

Second, a decision-making procedure may be adopted. It is
supposed that the population characteristics will change in ac-
cordance with the population policy designed in the country and
in the particular region. This approach can be used when one-
time changes are introducédmfor instance, how the inmigration
and outmigration flows will influence the behavior of the popu-

lation if they are diminished or increased at a particular year.

In the case of the Silistra study, it was intended to use
the first approach. A model of population dynamics has been de-
veloped by Professor La Bella. Unfortunately, the results of
this model are not available yet, so the second approach was

used instead.
The following changes have been suggested:

1) Fertility. The fertility analysis from the previous section
showed that the fertility level in the Silistra region is above
the replacement level and higher than in the rest of Bulgaria.
Studies on regional birthrates in Bulgaria (Naumov et al. 1974;
Stefanov et al. 1974) show that during the 20 30 years before
1970-1975, there has been a decrease in the differences among
the regions., Regions with high levels exhibit a decrease and re-
gions with low levels exhibit an increase. Therefore, it may be
expected that in the future the birthrate in Silistra will di-
minish somewhat. At the same time, the policy to increase the
birthrate adopted in the country has been effective during its

10 years of existence and there is no reason to believe that it
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will not be effective in the future as well. Therefore, it can
be expected that the birthrate in the whole country will rise.
These two competing forces show that it is very difficult to
suggest any changes in the birthrate in the Silistra region--that

is why no changes have been introduced in the model.

2) Mortality. The mortality analysis showed that the largest
difference exists where infant mortality is concerned (in the
models, the age group 0-5 was concerned). Therefore, it was
suggested that the mortality rate of this age group be decreased

to the level of the rest of Bulgaria, over a period of 15 years.

The expectation of life being 71 years (after the decrease
of infant mortality), it is hard to believe that there will be
any major changes over a short period of time. This level of
mortality has been constant in a number of countries for a very
long period of time. That is why it was suggested that all the
age-specific mortality rates be decreased so that the life ex-
pectancy will increase over the period of 15 years by 2.5 years
in the two regions. The hypothesis is supported by the expected
increase in the level of urbanization in the region, and it is

well known that the mortality level is higher in the urban areas.

3) Migrations. It was shown that the outmigration flow from

the Silistra region is the dominant one. It is expected that due
to the investment policy and according to the planned socioeco-
nomic development of the region, this flow will diminish. The
experience in some European countries shows, however, that when
investments were made, the inmigration flow increased, and the
outmigration flow hardly changed at all (this is the case, for
instance, with Sweden) (WP-78-38).,

In accordance with these observations, two hypotheses have
been suggested: increasing of the inmigration flow and decreas-
ing of the outmigration flow.

The changes in the two migration flows were introduced
through changes in the GMR's. The GMR defined as the sum of
the age-specific migration rates multiplied by 5, is a measure
of the area under the curve of outmigration (Figure 1). Hence

it is an overall measure of the size of the migration flow,
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which preserves the age-specific pattern of migrating. It is
necessary to point out that the GMR's are estimated in accor-
dance with the changes which take place over the population ex-

posed to risk, during the projection process.

Changes in the GMR's reflect most accurately the effect of
a migration policy. For, if only total numbers are concerned
(for instance, if the outmigration flow decreases from 1400 to
700 during the period 1975-1990), the increase of the population
is not accounted for, and the incentives necessary to meet the

requirements might go beyond the population policy.

The two hypotheses are entered in the model by increasing
the GMR of the inmigration flow and by decreasing the GMR of the
outmigration flow. In both cases, the changes take place over a
period of 15 years (1975-1990). The changes in the magnitudes,
together with combinations of the GMR's, yield a number of sce-
‘narios which are outlined below. All scenarios are designed so
that any changes which could take place are in favor of the
Silistra region, because the development of the region suggests

an increase of its attractiveness.

The scenarios of the simulated projections have in common
one change only (except for the first scenario): a decrease in
the mortality rates so that the life expectancy will increase
by about 2.5 years in the two regions. The mortality rate for
the age-group 0-5 in Silistra is also decreased to the level in

the rest of Bulgaria.

1GMR2 further denotes the GMR for the flow from Silistra

to the rest of Bulgaria. 2GMR1 refers to the counterflow.

Scenario 1. No changes are entered. Its results were discussed

in the previous section and will be used here for

comparisons,

Scenario 2. Changes in mortality only, as described above; no

changes in the GMR's. This scenario reflects a
population projection under the conditions of an

ineffective migration policy.
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Scenario 3. Changes in mortality; a decrease by half of 1GMR2.

Reflects an effective migration policy in Silistra

that reduces moves out of the region, with a con-
stant inflow because of the investments which have

been planned.

1GMR2 one-third its rate in
Scenario 2. Reflects an extreme migration policy

Scenario 4. Changes in mortality;

in the region.

2GMR1 doubles. Reflects the

countereffect of the migration policy, that the

Scenario 5. Changes in mortality;

region will become attractive for outsiders only.

Scenario 6. Changes in mortality; 2GMR1 triples. Reflects an

extreme countereffect of the migration policy.

Scenario 7. Changes in mortality; a decrease by half of both

1GMR2 and 2GMR1. Reflects an effective migration

policy in the Silistra region and in the rest of

Bulgaria.
Scenario 8. Changes in mortality; 2GMR1 doubles and a decrease
of 1GMR2 to half of its level in Scenario 1.

This scenario reflects the impact of the planned

regional development on the migration flows.

Scenario 9. Changes in mortality; .GMR, triples and a decrease

2 1
by two-thirds ,GMR,. Reflects an extreme case of
the assumptions of Scenario 8.

1 2

The detailed results of some scenarios are given in the
Appendix. Table U4 presents the results of the projections under

the nine scenarios., The data are given as follows:

1. The proportional distribution of the total numbers in three
age groups: O0-14, 15-64, 65+. This allows for a brief analysis
of the effect of a given simulation on the population of working
age (15-64) and on the young (0-15) and old (65+) dependents.

2., M, AGE. The mean age is an overall measure of the age dis-
tribution and can be used for a preliminary comparison of dif-

ferent simulations.



Table 4, Results of population projections under nine scenarios.
SCENARIOS 1 2 3 4 5 6 7 8 9
1975 1990

“ 0-14 | 0.2519 0.2369 0.2358 0.2377 0.2383 0.2383 0.2406 0.2364 0.2400 0.2429

=)

[v]

& 15-64 0.6527 0.6496 0.6464 0.6468 0.6470 0.6467 0,6469 0.6467 0.6471 0.6475

[

o 65+ 0.0954 0.1135 0.1178 0.1155 0.1148 0.1151 0.1125 0.1169 0.1129 0.1096
M.AGE 33.60 35.41 35.64 35.31 35.20 35.24 34.86 33.51 34.92 34.44
TOTAL 176428 185307 186695 190631 191980 191407 196112 188247 195442 201663

2005
@  0-14 0.2326 0.2297 0.2403 0.2439 0.2425 0.2528 0.2336 0.2519 0.2642
3
[s]
5 15-64 0.6400 0.6316 0.6322 0.6324 0.6321 0.6325 0.6320 0.6326 0.6330
[
g 65+ 0.1274 0.1387 0.1274 0.1237 0.1254 0.1147 0.1344 0.1155 0.1028
M.AGE 36.23 36.83 35.53 35.10 35.29 34.05 36.34 34.14 32.65
TOTAL 189107 193218 211823 218656 215039 236766 200178 266650

235285

29l
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3. TOTAL: gives the total number of persons.

4, The results are presented for the initial year 1975, for 1990
and for 2005, i.e., two consecutive periods of 15 years are cov-
ered. The program for the development of the Silistra region is
planned to take place until 1990, and that is why the data are
presented for this year. Bearing in mind that demographic
changes have a long-run effect on the population chéracteristics,
it is necessary to study the projected population numbers over a
longer period of time, and that is why the data for the year 2005

are presented.

The results will further be analyzed separately for the
working population and for the three age groups.

Labor resources. The proportion of. the age group 15-64 in

1990 is the same for the different scenarios, but is a little
smaller than in 1975. Therefore, it can be expected that under
any assumptions of demographic changes, the dependency ratio
(non-working population to total population) will slightly
increase. In 2005, the proportion of the working population is
the same for all Scenario 1. The decrease in comparison with

1975 is a drop of 2 percent.

On the basis of these observations, the following inferences
can be made. During the first 15-year period, there will be
hardly any necessity to redistribute the social investments with
regard to the proportion of the labor resources to the total
population. During the second 15-year period, the distribution
of the social investments must be adequate for the 2 percent in-

crease of the dependents.

The totals of the labor resources will change considerably
under the specifications of the scenarios. Bearing in mind the
uniformity of their proportions, it suffices to discuss the num-

bers referring to the total population.

The comparison between Scenarios 1 and 2 shows that the de-
crease of the mortality rates brings about an insignificant in-
crease of the total population in 1990. Until 2005 this increase
is still insignificant, but must not be neglected. The totals of

the other scenarios are somewhat larger, hence the changes in the



- 164 -

migration rates are not so important for the future population

growth as the changes in the migration flows.

The scenarios 3, 4, and 5 give an increase of the labor
force with approximately 3000 persons in 1990 when compared with
the first scenario. The difference is considerable in 2005--
approximately 10,000-15,000 persons. Obviously, such a number
of working people will be of great importance to the socioeco-

nomic life of Silistra.

The increase which is reached by Scenario 7 is not so large.
It is an intermediate point between the two groups of scenarios

considered above.

Scenarios 6 and 8 give an increase of the labor force,
which is considerable by 1990, of approximately 7000 persons,
The difference in 2005 is about 30,000 persons, which can be

crucial to the later socioeconomic life in the region.

A surplus of 10,000 persons in 1990, which is reached under
the specifications of Scenario 9, can be a burden or an aid to
future development, as was discussed in the Introduction. The
difference in 2005 is so large that the surplus can hardly be
expected to help, for a surplus of 50,000 persons in the labor
force is difficult to accommodate in a small region like Silistra.
Recall that in 1975 the labor force is 100,000 persons.

The analysis of the nine scenarios can be briefly linked
with the probable future needs of the labor force as follows.
If the economic models show that only a small increase of the
labor force is desired, the best results are yielded by Scenarios
1, 2, and 7, and partially by 3, 4, and 5. If the models show
needs for a substantial increase, then Scenarios 6 and 8 give
suitable results. Finally, Scenario 9 gives results which meet
the needs of an enormous increase of the labor force. Precau-
tions are necessary if the migration flows happen to follow tﬁe
assumptions under Scenarios 6, 8,.and 9, for during the second
time period (1990-2005), they lead to an enormous increase of

the labor force, which may well cause a number of problems,

Dependents. Here, the population proportions of the age

groups 0-14 and 65+ will be analyzed.
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During 1990, the proportions are placed within a very small
range, the extremes being given by Scenarios 2 and 9. 1In gen-
eral the outcome is that the population is aging, therefore a
part of the investments for the population in the age group 0-14
(children, houses, schools, etc.) have to be transferred to meet
the needs of the aged people (pensions, etc.). By 2005, some
differences appear among the scenarios. It can be seen that the
scenarios, with increasing migration flows, bring about a de-
crease in the mean age, i.e., a gain in the proportion of
youngsters. The gain is due to the decrease in the proportion
of people aged 15-64. Therefore, during the second 15-year
period, the transfers of the investments must be directed from

the labor force to the youngsters.

The analysis of the proportions is useful both for the dis-
tribution of the investments and for their total size. The
total numbers of the two groups of dependents are the main fac-
tors for studying the amount of investments which are necessary
to meet the needs of the population. Such an analysis will fol-
low the above lines of discussion for the labor force, and need
not be repeated here. It will only be pointed out that the as-
sumptions of Scenario 9 lead to an enormous increase of the re-
gional population, and this calls for a really substantial en-
largement of the investments which are indispensable to meet the
people's needs. That is why a policy encouraging such migration
could be "self-destructive" rather than "catalytic".

Finally, it must be stated that scenarios giving increasing
migration flows (5, 6, 8, and 9) show that difficulties of an-
other type may arise. Namely, the enlarged number of newcomers
has to be considered for the physical planning of the settlements,
for housing construction, etc. Especially important is the pro-
blem of housing, because the main direction of the flow is rural-

urban, and therefore the growth of the urban areas is much faster.

CONCLUSION

In this report, the simulated population projections were
based on the assumption that the socioeconomic development of

the Silistra region will lead to a decrease in the net
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outmigration flow. Based on this assumption, the simulations
were carried out for different changes of the inmigration and
outmigration flows. It was shown that the changes in the mag-
nitude of the flows lead to changes of the population numbers

which are much larger than changes in the mortality rates.

It was shown also that an extreme effect of the migration
policy and of the economic planning will lead to an enormous in-
crease in the regional population. Reasonable changes lead to
results which seem to be favorable to the regional development.
In any case, the results under different assumptions differ con-
siderably, and it may therefore become necessary to optimize
the magnitude of the migration streams so that they are con-
sistent with the demands of the economic models. The increase
in the total number of moves may cause some problems from the
social point of view, but such a study must be enlarged to in-
clude the qualifications of the migrants which are "exchanged"

by the two regions.

Note: the results in this report are based on the data
in Table 1. The major problem with the data is that the age
distribution of the two flows was not available to the author.
The age distributions of the departures and the arrivals was
used, which include the moves within the region. The total
numbers of the interregional flows were disaggregated according
to the percentage distribution of the departures and the ar-
rivals. Such a procedure could be wrong, because the migration
schedules of the interregional and intraregional moves could
differ substantially. If this happens to be the case, the re-
sults of the simulations will differ considerably from those

discussed here.

Appendix I gives the results of Scenario 7, which in

general opinion is expected to be the most probable one.
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MIGRATION FLOAS (FROM CoLiumN T ROW)
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MIGRATIONS IN THE SYSTEM OF MODELS
FOR INTEGRATED TERRITORIAL DEVELOPMENT

Boris Mihailov

INTRODUCTION
The problem of modeling of the migrations is a complex one

and comprises many different aspects due to their links with:

-- demographic processes (fertility and mortality);
-- economics;

-- social conditions;

~- political constraints;

~- psychological motivations;

-- spatiality.

It can, however, be said that the <nvestigations in the
sphere of modeling of the migrations to date have been mainly
directed to the influences of different factors on the migra-
tions and have inadequately taken into account the repercussions
(feedback) of the migrations on the development of different
spheres and activities. In this sense the problem of regulat-
ing the migration processes is less elaborated in the re-

gional aspect,

- 180 -
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The elaboration of the system of models for integrated
territorial development of the Silistra region enables us to
improve both the modeling of integrated regional development

and of the migrations,

Migration flows are connected mainly with the movement of
labor resources. In Bulgaria, great importance is paid to the
problem of labor resources, their movement and their effective
utilization. In this respect, many government decisions are

adopted, as for example:

-— elaboration of a general scheme for territorial dis-
tribution of productive forces and national balance of
labor resources;

-- extension of the private households to reach self-
sufficiency of the population in terms of
agricultural products, with the aim to fully utilize
the labor of the total population;

-- construction of a system of services which is based on
the territorial allocation of the population as con-
sumers of the services;

-- implementation of two and three work shifts per day
in the material sector with the aim of fully utilizing

capital.

It can be claimed that where problems connected with labor
resources, their movement and utilization are concerned, one
feels the lack of the models for regional decision-making. The
Silistra project is an appropriate case for solving these
problems., It is necessary to stress that the economic mechan-
ism for management in Bulgaria is centralized, which will in-
fluence to some extent the assigning of input of some parameters
to the model of the migrations. At the same time, the sub-
jective character of the motivation of the personal behavior
will move closer the instruments for the regulation of migra-
tion processes in centrally planned economies to those in
market economies. One can also claim that differences in
mechanisms of management in different countries will provoke

differences rather in the approach to the calculation scheme
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connected with the modeling of the migrations than in the in-

strument
mutual p
working

Thi

initial

The

s for their practical regulation, which makes the
articipation of specialists from different countries

on this complex problem especially useful.

s report will further be based on the following

conditions:

an intraregional input-output model should be
elaborated within the region in order to provide con-
straints to the different subsystem models, including
the model of the migrations;

separate models with local criteria for different
productive and non-productive subsystems should be
elaborated, in which the problem of labor resources
will play an important role;

despite local optimums for development of the separate
subsystems, strategic-type models have to be solved
within the framework of the region in order to
satisfy the global optimum of the region;

the reverse influence of migrations on the separate
subsystem's development requires that the migration
processes be regulated in terms of the appropriate

instruments.

defining of the parameters in the migration model, the

linkage with the other subsystem models, and the instruments

for its
carried

followin

1.

solution, require that systems analysis has to be
out within the following main problems and in the

g sequence,

The scope of the migration model has to be defined and
differentiated from the other subsystem model of the
region.

The factors which influence the size of the migration
flows ‘have to be investigated and be linked with the
parameters of the remaining subsystem models within
the region.

The calculation scheme of the migration modeling and
its regulation has to be connected with the optimiza-

tion scheme of the whole system of regional models.
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The main goal of this investigation is to define such an
approach to the modeling of the migrations as a subsystem which
will serve as improvement to the optimization scheme of the

whole system of regional models.

SCOPE AND DIFFERENTIATION OF THE MIGRATION MODEL (MM)

The investigation of the problems connected with the
migrations enables us to clarify the subject of MM: namely,
it is a spatial demographic process, i.e., population movement
under the influence of demographic, economic, and social
factors, the consequences of that movement, and its regulation,
Determining the subject of migration modeling in this way re-
quires that special attention be paid to spatiality in the

other subsystem models within the framework of the region.

It is obvious that the migration flows, in spite of the
factors which have provoked them, are constrained by the demo-
graphic changes in the population. The population demographic
growth in the single-region case may be expressed by the well-

known Leslie model (see Keyfitz 1968) [2]:

t+n t
=L K (1)
(k") = L, (K3}
where
{K;+n} = column-vector of the projected population of

subregion p (or a point within the region)
after n time-periods of projection;

Lp = Leslie matrix derived by the fertility and
mortality rates in the same subregion;*

{K;} = column-vector of the population under analysis

during the initial year t in subregion p.

*For ease of exposition, L_ is one and the same for all p.

-~
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This model has to be used at the initial stage of the

regional input-output model.

The Rogers' model [7] can be used successfully to forecast
the population growth, and to define the size of the inter-

regional migration flows:

t+n t
{K } = {K} 2
Ko So %o ’ (2)
where
{Kt+n} = column-vector of the projected population

of all the subregions;

G = multiregional growth matrix (Rogers 1975);

The multiregional model was applied to the biregional
system Silistra-rest of Bulgaria. The projection is expressed
graphically in Figure 1 using formula (2). As compared with
the population growth projection without migration in Figure 2
(the computations were made by D. Philipov using formula (1))
one can observe the effect of a negative migration flow to the

Silistra region.

It is necessary to point out that this approach to derive
migration flows does not ansser the following question: Which
are the factors and how do they influence the size of the
migration flows? It is obvious that the influencing factors
during the initial year will change during the projection
period. Hence, 1if we directly connect the migration rates
with the factors from which the migrations depend, the above-
shown approach can be used successfully for forecasting the
size and structure of the migration flows for a prospective

period.

In this way the MM can be differentiated as independent

with its own significance in the system of regional models.
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Figure 1., Bi-regional projection of the Silistra population
(Silistra—-—-rest of Bulgaria).
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Figure 2. Single region projection of the Silistra

population.
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FACTORS INFLUENCING THE SIZE OF THE MIGRATION FLOWS

The age-structure of the population is of extreme impor-

tance in the investigation of factors which influence the

migrations. This enables one to investigate the place and role

of labor resources in the integrated system of regional models.

In accordance with the remarks above, one can persuade the

following main ideas:

-~ more precise definition of the MM and the other sub-

system models

(in the latter, labor resources take

part in defining the efficiency of their activity);

-- a comprehensive analysis of factors which influence

the movement of the labor resources; and

-- linkage of the MM with the other subsystem models.

A general idea concerning the relations between the labor

resources and the other subsystem models in the region is

presented in Figure 3,

Generally,
labor resources
the first model
while the other

we can see from the
and other subsystem
supplies the others

models provide data

scheme that the model of
models are interrelated:
with data on a labor force,

on commodities, facilities,

lifestyle, etc., concerning the population and labor resources.

The formation of labor resources by subregions and their

movement can be expressed with the following equation:

t+n t+n

r
L = K - N + ) M, 7+ ) CP; , (3)
p p p p=1 ip p=1 ip
i#p i#p
where
t+n ' . . .
Lp = the labor resources in subregion p after n time-
period;
Kp = demogrowth of population in subregion p (defined
by formula (1));
N _ = inactive population in subregion p (defined by

formula (1));
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r = the total number of subregions;
Mip = the net migration flow between subregions i and p
(defined by formula (2));
CPip = the net number of commuters between subregions

i and p-

Since the basic regional input-output model will play an
important role in the equilibrium of the subsystem elements
within the region (including labor resources) it is necessary
to include there the separate subsystems as a basis for the

allocation of the labor resources:

r r
] 7 xS+ md=F ] A xS +B x5 +ExD)
p=1 ieJ P P p=1 jeJ J Jp J 1P p
(4)
r
t t
+ ) (a,Z.+8.Z5) .
p=1 i1 12
ie1 , jed , pe?P ,
where
sz = volume of the i-th product produced in the p-th

subregion during the initial year t;
r = the number of the subregions;

Imp = import to the subregion p from other regions;

Exp = export from subregion p to other regions;

Aij = volume of i-th product needed for the production
of unit of j-th product (for current productive
consumption of the separate subsystems);

Bij = production fund coefficient;

aiZ1 = volume of i-th product for final non-productive

consumption by the population (ai = assortment
coefficients for participation of the i-th product
in the total volume of the production for

consumption) ;



- 190 -

BiZ = volume of the i-th product for consumption by the
non-productive subsystems (Bi coefficients

analogous to ai).

The differentiation of the subsystems in the regional
balance makes it possible to differentiate the allocation of
the labor resources when the latter are viewed as productive

resources. This may be expressed in the following way:

. r
t im.,t t
YooY o+ L = ) \v_, X: t
. + . .
p=1 jed mp mp p=1 m1 Jp szxjp + vm:‘}X]p
(5)
t ex.,t
+v_ X o+ ) L.
mi"Ip ier TP
where
L;p = quantity of local resources in subregion p by
m-th type of qualifications (m = 1,2,...,n)
during basic year t;
L;g"t L;g"t = labor resources from and to other regions;
Vir Vg ? labor coefficients for participation of the
Vs v, g labor force relatively in the subsystems, pro-

ducing products for current consumption, for
productive funds, for final consumption and

for non-productive subsystems.

Summarizing the labor resources by columns of the input-
output table makes it possible to derive the total quantity of
labor resources used by different types of qualifications in

the different subsystems and by the subregions of the region:

r

) VmiXip (6)

I
P i=1 iel
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The gross wages by subsystems and subregions of the region

may be expressed as follows:

r
v, = ) ) v_.Y_.X. , (7)
P j2q jer MIMLIP
where
Y_ . = normative wage by m-th type of qualification in the

mi
i-th sector.

The balancing of labor resources within the region by sub-
regions enables us to derive the differentiation of the socio-
economic conditions by subregions, both with regard to labor
resources utilization and to meeting the needs of the labor
resources and the population with different products, services
and facilities. The differentiation of conditions concerning
labor resources, can be done by subregions within the region

and outside the region, as follows:

-- the differentiation of labor resources by qualification
types:

(m=1,.ve,N,...,n+q) where: n+q - index for the dif-
ferentiation outside of the region, in g previously
specified number of places;

-- differentiation of labor resources by the obtained wage
volume Vj (3 = 1,¢ee,m,e..,m+n) where: m+n = differen-
tiation outside of the region, in n previously defined
number of places;

-- differentiation of labor resources utilization in dif-

ferent activities:

=X_ ’ (j=1,...,n,-.-yn+q) ’

where: g = previously defined number of places out of

the region;
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-- differentiation of the population by meeting the needs

with products for current personal consumption:

1
ai% . aiz1 ,
K K
P q

(the second fraction here and further refers to the
differentiation outside of the region);
-- differentiation of the population by meeting the needs
of dwelling area:
'
Bi22 . BiZ2 ,

K K
P q

-- differentiation of the population by potentiality for

education:
[}
Bi%3 Byl
K ! K !
p aq

—-- differentiation of the population by availability of

health care services:

-- differentiation of the population by availability of

cultural facilities:

The above differentiations in living and working conditions
of the population and of the labor resources in different sub-
regions of the region express the factors which form the popula-

tion's motivation to migrate from one subregion to another, or
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out of the region. This means that.the differentiation by a
variety of factors requires to differentiate the relative sub-
regions of potential inflow or outflow of the population within
the region and out of the region. This shows, on the other

hand, the objective fact that as a rule, the labor resources
distribution by means of the regional inmput-output model
(respectively by means of subsystem models) will always differ
from the. real distribution of labor resources expressing the pro-
pensity of the population to migrate to different subregions of

the region or out of the region.

In this respect the following inequality will be valid:

r
Kt+n + Z 2' Lt+n Mt (8)

1 P p=1 jeg P p=1 P p=1 jeg ‘P

N ~R

»n
i

(the elements are taken from formula (3) without considering

the commuting patterns and L;+n

is derived from formula (5)
through regional input-output model). The above difference is
due to the fact that the deriving of the size of the labor re-
sources by means of regional input-output model and other sub-
system models has not taken into account the factors which
provoke migration of the population. The above circumstances
raise two basic problems to be solved by the system of re-
gional models: the first requires that the real size of the
migration flows be defined taking into account the factors
which provoke them; the second requires that the migrations

be regulated in the direction which would satisfy both the
criteria used by planners and the personal incentive of the

population.

The factors which influence the migrations are compara-
tively well investigated and in this respect, La Bella's
investigations which also have an applicable character
([4], [5] and [6]) deserve special attention. The factors ex-
pressing the differentiation of the potentiality to have
different commodities, services, and facilities, have an
entirely exogenous character, therefore planners can forecast
them and at the same time forecast the possible decision of the

population to migrate. The objective character of the migra-
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tion factors, as previously stated, makes possible, in
principle, the usage of common techniques for forecasting mi-

gration flows in both market and centrally planned economies,

Thus, it may in principle be accepted that the index qip
for the propensity of the population to migrate respectively
from the i-th to the p-th subregion of the region, expresses
the fraction between the number of migrants and the population

size in the relative subregion:

Mt+n
t+n = iE
9ip ZEn (9)
p

The above fraction is a function of the differences of
the above mentioned factors between the subregions of the mi-
gration and the subregions of attraction which provoke
differences in the expected profit for the migrants (see
A, La Bella [2]):

t+n

= R C

qip = f(a, ARip’ Acip’ Ahip, Ahip, r, Lip’ vip) ’ (10)

where:

ARip, ACip = existing differentiation in the costs and
benefits of the population living in dif-
ferent subregions;

Ah?p, Ahgp = expected differentiation in growth rates

of the same factors;
r = discount factor;
= differentiation of the potentiality for
finding work;

vip = expected cost of the move,.
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In this regard it is necessary to stress that the differen-
tiation of the factors for migration by subregions of the region
requires that a comparison be made between the subregions of
the Silistra region and specific subregions outside the region
but not, as some authors propose, with the average level of the
country's conditions. This is necessary because the average
level of the factors of a country tends to compensate for the
differences between the specific attractive subregions and

reduces their real power of attraction in the model.

The further investigation of the problem requires that the

place of the MM be shown in the system of regional models.

PLACE OF THE MM IN THE OPTIMIZATION SCHEME
OF THE SYSTEM OF REGIONAL MODELS

The lack of a general concept for the system of regional
models requires that only the main stages of the optimization
scheme of the system of regional models be treated. Therefore,
the following statement may be accepted: the optimization of
separate subsystems has to be realized with constraints to the
labor resources by separate subregions of the region, which are
defined by the natural demographic population growth, (i.e.,
without population migration) defined by formula (1). The pos-
sible population movement (migration processes) has to be
defined at the subsequent stage, after deriving the expected
real size of the migration flows and taking into account the
influence of the factors which provoke them. This makes it
possible to use the MM as an independent model. On the other
hand, it is possible, at the initial stage of the optimization
scheme of the system of models, that a solution of the other
subsystem models be found. 1In such a case, the surpluses of
labor resources are released by subregions of the region. These
surpluses influence the optimal decision of these models which
is derived considering the final expenditures and efficiency
concerning the movement of the labor resources within the

region.
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The main stages of the optimization cycle of the system of
regional models with respect to the place of the migrations may

be formulated as follows (see Figure 4):

Stage 1: Elaboration of Prospective
Regional Input-Output Model
This model must be elaborated by starting with a basic re-
gional input-output balance, by the limitations derived by a
prospective national interregional intersectoral model, and by
the population model. 1In this respect, the prospective re-

gional input-output model may be represented as follows:

r r
Il o em™y = )7 (Ai.x*?J’n + Bi.xFJ’n BT
p=1 jeJ P P p=1 jed iTIip i%ip P
(11)
T t+n t+n
L (a2 + B2 )
p=1
iel ’ J e Jd ’ peP ’

(the notations are the same as in (4), but referring to n

time-years prospective period).

The prospective regional input-output model has the fol-

lowing constraints:

r -
]] miTheT
p=1 jeJd

-- constraints for maximum import of production in region

r from other regions qg;

r
E_ Z Ext+n 2. g ,
p=1 jeJd P

-- constraints for minimum export from region r to other

regions q;
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r
] 7 a2t >

p£1 ier 1t 1 T

constraints for minimum final personal consumption;

constraints for minimum volume of production for con-

sumption by the non-productive subsystems;

E A, XS <R
p=1 iel 13JP

I

constraints for maximum volume of material resources:

E Z t+n

B..X.
1] Jp

| A
wi

p=1 ieI

constraints for maximum volume of capital investments;

r
7T ovo.xE
p=1 iex ™ JP ~

il

constraints for maximum quantity of labor force by
different types of qualification and by subregions
of the region. 1In this case the quantity of labor
resources is derived by formulae (1) and (3) without
taking into account the size of the migrations and
of the commuting patterns;

r

Lo T Vv x5 < T,

p=1 ieI 1P -

constraint for maximum gross wage.
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Stage 2: Optimization of Separate Subsystems

The optimization may be realized using local criteria and
taking into account the constraints assigned by the prospec-
tive regional model (11). Generally speaking when the separate
subsystem maximizes its final income, the volume of this income
may be derived by means of summing up the relative columns of
the regional input-output balance and will consist of the fol-

lowing elements:

r r r r
+ +
) 130 ST S Ai.PixF D) vh.ymix?+n ) Bi.PixF+n
p=1 ieI JJp p=1 ieIl J 1P p=1 iel J JP p=1 ieIl J 1P
revenue current wage costs profit
material costs (inccme)

Thus, the income of the separate subsystems will represent
the difference between revenue and production costs and has to

be maximized:

r
max { ) Yy [P.X
ieI p=1 ]

t+n

: t+n Xt+n
Jp

- (A, .X. +V_ . X . 13
( 13%5p ijml 3p )] (13)

The optimization of the separate subsystems will result in
new quantities of their elements, in the framework of the as-
signed constraints. They will differ from the quantities in
the regional input-output model. As far as labor resources are
concerned (viewed as productive resources) the difference ob-

tained in the result of the optimization will be:

r r hd hd ' hd
A S I) v_.xTTR o gt (14)
p=1 iel mJ Jp p=1 iel mJ Jp mp

This requires the new quantities of the subsystem elements
to be included in the regional input-output model (11). It is
necessary to point out, that using the input-output model for a
shorter time period (up to 5 years) than the population model
(up to 30 years) requires that the input-output model be
updated every 5 years.

(12)
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Stage 3: Strategic-Type Model-Solving
for Development of the Region
We shall expose here only the outline of one feasible
model of a strategic type. This model is based on the alter-
native development of the major productive subsystems
depending on their efficiency. The alternative development is
caused by the redistribution of the resources within the region
(including the spatial relocation of labor resources). Hence,
the optimization in the regional aspect is realized by means of
criteria of higher rank, than the local criteria of the

separate subsystems.,

Feasible criteria of such a strategic type model may ke
the maximization of final personal consumption and of the con-
sumption intended for the non-productive subsystems, on the

basis of a previously defined assortment structure:

max (OLiZt+n + Bizt+n) . {(15)

1 2
Z1,Z2

The constraints are taken from the prospective regional
input=-output model as a result of the solving of the separate
subsystem models (13). The constraints to the resources by
subregions of the region (including labor resources) are not

taken into account.

z Imt+n , < T ,
jeg P -

z Ext+n _>— E ,
jed P

7ov .xtT < T,
jer ™3 -

etc., following the constraints of (11).
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The result of the strategic model-solving will be the
relocation of labor resources among the subregions of the re-

gion. Their quantities will be:

§ E Lt+n N Lim, yt+n | _ § v %§+n + Vv %t+n
p=1 jeg \ ™P mp p=1\ ™1 IP m23jp
(16)
Lt+n Lt+n lex,,t+n
+ V__X: + . + <
m3  jp Vmuxjp .E L

The required quantity of migration flows originating from

the above sulution may be derived in the following way:

r r r r .
hg + hd hd
2 Mipn = Z Kt+n _ 2 Nt+n - E E LI’;+n + LI:ILIm.,t+n
p=1 p=1 P p=1 P p=1 jeg \ P P
(17)
v r
- LeX. ,t+n - Z Am_ ,
mp =1 1ip
where
rip = required size of migration flows from subregions
i to p of the region:
Kp = population size derived by means of the Leslie
model [1];
Np = size of inactive population;
Amip = additional part of the population (families) which

are expected to migrate because of their relation

to the labor resources movement.

The section of the model in parentheses represents the
size of the labor resources [derived by formula (16) as a
- result of the optimization decision of strategic type models
(15)1.

It can definitely be claimed that the above allocation of

labor resources by subregions is submitted to the requirements
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of a strategic type for the development of the region, but it
does not directly reflect the propensity of the population to
move between the subregions of the region and out of the region.
Nevertheless, the strategic decisions provoke alterations in
the socio-economic conditions and in the reasons for migration.
Some reasons will objectively favor the migration though, while
others may restrict them. This requires the derivation of an

expected quantity of migration flows.

Stage 4: Defining the Expected Quantity of Migrants

The expected size of migration flows might be expressed in

terms of Rogers' model (2) in which the migration rates qign

are derived by La Bella's model (10) and under the conditions

consistent with the strategic type models (16).

exp,t+n t

M; = G K 18
{~1p } G, { p} r (18)
Where

{ngp,t+n} = vector of the expected size of the net

migration flow between subregions i and p

for the prospective period t+n.

The derivation of the expected size of net migration flows
brings about their comparison with the so-called required size
of migration flows which are provoked by solving strategic type
models (17). The difference between the required migration

size and the expected migration size is represented by:

muttR (19)

E ¥ t+n exp, t+n| _
. 1 ip

M. t M
ip ip

e~

A
P

The specific features of the stages treated so far show
that the difference (19) has to be reduced to zero when it is
positive [because the expected size of migration flows is un-
desirable with respect of the optimal decision (15)] or to be

realized in the full size when it is negative (because these
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migration flows are needed with respect to the optimal decision).
The problem is, however, that the provoked additional size of the
migration flows or the prevention of the undesirable size of
these is connected with sensitive additional expenditures out

of the expenditures considered in the optimal solutions so far.
This requires that the problem of regulating migrations, in a
broad sense, be treated in conjunction with the final effi-

etency of the migration flows.

Stage &§: Regulation of the Migrations

The regulation of the migrations presents a new model of
a strategic type, by taking into account the efficiency and
the expenditure additionally and directly provoked by the migra-
tion flows. In this case, a criterion of higher rank has to be
used which meets both the requirements for the development of
the region, and the incentives of the people who make decisions
to migrate. But prior to answering the question of how to
regulate the migrations, it is necessary to prove which migra-
tion flow is to be regulated in order to be effective. The
answer to the latter question is predetermined by the above
stages of the optimization scheme. From the optimization pro-
cess, we can see that this is a part of the required migrations
which is covered by the expected migrations (the first is cal-
culated by means of the strategic-type model at stage 3), and
hence we can claim that this part is effective. To answer the
question whether the difference between the required and the
expected migrations 1s effective, it is necessary to make an

assessment of the efficiency of this difference.

The following more general formulation of migration effi-
ciency may be adopted: a given additional size of migration
flow is effective in the regional framework when the difference
between the additional income and costs per capita provoked by
these migrations exceeds, or is equal to, the net income per
capita as calculated at the previous stages of the optimization

scheme:

S S o Pir¥ip (20)
4
Lo L > 1L e
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where
AQip = additional income from migrations expressing
the difference between income created in sub-
regions i1 and p of the region as a result of
different labor productivity.
AQip = Qp -Q (21)
where
ACip = additional expenditures for migrations which
express:
ACip1 = the expenditures for living space,
Acip2 = additional expenditures for municipal services,
Acip3 = additional expenditures for education
ACipu = additional expenditures for the development of
health care services,
etc., and additional expenditures (salary or
other facilities) which will provoke the
propensity to migrate = ACipn' Generally:
= 22
Acip Aclp1 + Aclp2 + oeen Aclpm + Aclpn ' (22)
where
Vjp = gross wage within the region;
Bijxjp = realized profit within the region.

*

Thus, the optimal size of the migration flows AMip must be

derived when the marginal additional value of the income (I) as
a result of the migrations is equal to the marginal

expenditures (E) provoked by the migrations:
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In the case when the effectiveness of the additional size
of migrations AMip is claimed, a problem of the regulation of
these migrations arises. 1I.e., it is necessary to create con-
ditions which will transfer the expected migration flows (18)
into the required migration flows (17) which is necessary to
the optimal decision (15).

The problem may be solved on the basis of La Bella's model
(10) in which the additional value Acipn has to be added with
the aim of provoking the additional migrations in size AMi .
In this case La Bella's model for forecasting migration flows

may be transformed in the model for migration regulation.

*
k50 L g+t =f(a, aR, , 4c. , anf Ahg

ip r T, L, ’

P ip
(24)

As shown above, the additional value Acipn which plays the
role of regulator of the migrations exists also in formula (21)
for the efficiency of the additional size of migration. This
ensures convergence between the efficiency of the migrations

and their regulation.

The quantity of the additional value Acipn may be derived

by solving the reverse function regarding Acipn:

, ac. , an®, anS L e, Lo, va) . (25)

*
AC. = £(AM, , a, ARi ip ip ip

ipn ip P
* \ . .

Introducing AMip = const. in the above function, 1t 1s
possible to obtain the required value of Acipn which will

provoke the necessary migrations AMip.



BASIC CONCLUSIONS AND REQUIREMENTS

The elaboration of the system of regional models re-
quires the investigation, on the one hand, of the
factors which influence the migrations and, on the
other, the reverse influence of the migrations on

the development of other subsystems of the region.

The migration modeling seems to be similar in

centrally planned and market economies.

In the population model including the migrations (2)
it is necessary to differentiate the population by
age groups. Basic subregions of the population allo-

cation must necessarily be introduced.

In the basic regional input-output balance (4) and the
prospective regional input-output model (11) the main
sectors and activities have to be differentiated by
subregions of the region. The consumption has to be

also differentiated by subregions of the region.

In the basic regional balance of labor resources (5)
and in the prospective balance of labor resources (16)
the allocation of labor resources has to be differen-
tiated by subregions of the region, by qualification

types and by subsystems.

The differentiation of the conditions reflecting the
reasons for migration (10) is necessary to be made by
main subregions of the region and by concrete sub-
regions outside the region, but not by average

conditions for the country.
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The interdependency between the models of the separate
subsystems (in horizontal line), and their links with
the regional input-output model and with the strategic-
type models (in vertical line), requires that the
efficiency of the migrations and their regulation be
also realized in horizontal and vertical lines.

Hence, the full scheme of modeling of the migrations
has to be treated as a hierarchical system of models

of two levels.,

Defining the required size of the migration flows
(adequate to the optimal decisions of the other sub-
systems) and defining the expected size of the
migration flows (adequate to the incentives of the
population) are key problems of the migration
modeling. The difference between the required and ex-
pected size of migration flows raises the problem of

their regulation.
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APPENDIX

OBSERVED POPULATION CHARACTERISTICS, 1975 INPUT-DATA
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MODELING THE HEALTH CARE SYSTEM

E.N. Shigan, D.J. Hughes
and P.I. Kitsul

INTRODUCTION

The goal of the bio-medical task is to develop a national
health care system model (NHCS) in collaboration with national
research teams. Such a model will help decision makers on a
national level to consider different versions of planning
decisions and to choose the best alternative from their point
of view. Moreover, developing a HCS model on the basis of the
generalization of the international experience will be a good
methodological tool for development of mathematical models for

other hierarchical levels of health care system.

The starting point of the HCS Modelling Task is well
summarized by the following observation of its first leader.
Health care is a complex social dynamic functional

system created and used by society for carrying out

social and medical measures for protecting and im-

proving health and for the continuous accumulation

of medical knowledge (Venedictov, et al., 1977).

In Figure 1 we can see that both internal and external
parts of the health care system may be divided into interre-
lated subsystems.
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Figure 1. Functional chart of a public health system.

Source: Venedictov (1977).
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MODELING APPROACH

Health Care Systems

Health care systems have certain features which distin-

guish them from the more common engineering systems investi-

gated by mathematical modelers. Here we show how these

features have influenced our approach to model building, and

we summarize the conceptual framework and methods which we

have used.

What is special about health care system?

The health care system is a social system.
Its behavior reflects the participation of
individuals such as patients, doctors, health
managers, and their interrelations with
external systems.

The HCS is often organized hZerarchically.

Not only are the systems in particular regions
often managed separately, there is usually
some specialization according to the severity
of disease.

The HCS is dynamic. The number of doctors
available today depends upon the training
policy of five to six years ago, and society's
health today may depend upon the activity of
the HCS during the last half century.

The main result of HCS activity--the health
status of population--can only be estimated
by a set of interrelated quantitative and
qualitative indices.

Almost nothing in the HCS blocks can be sub-
jected to experiments, even at local levels.

There are some specific communication problems
between the decision maker and the model builder,
caused by different educations, experiences and
approaches to the solution of real health care
problems.

Existing medical data bases are adapted mainly
to classical medical statistical aims of dif-
ferent policies in health care systems manage-
ment.

In summary, from the point of view of mathematical

modeling, the HCS is a complex, hierarchical, dynamic, large-
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scale system with a number of quantative and qualitative
criteria and with incomplete and indirect observations. At
the present time problems in such systems are solved by deci-
sion makers on the basis of their personal experience. We
believe that the HCS modeling activity will not only assist
the present decision process but also will help to improve

existing methods of long-term planning.

Figure 2 depicts our general approach to model building.
We have divided this scheme between the creation and the use
of models to emphasize the importance of each step of work.
In general our modeling activity is oriented to the right side
of this scheme, but this fact does not prevent us from creating
and using models in different ways in different particular

situations.

Figure 3 summarizes the outcome of this process. It re-
presents one part of the larger system shown in Figure 1:
namely, the processes by which people fall ill and by which
health resources are provided and used for their treatment.
This model also summarizes the system of submodels constructed
by the IIASA HCS Modelling Task up to 1978. There are five
groups of submodels. Population projections are used by
morbidity models to predict true health needs. Such estimation
of needs can be used either to estimate resource requirements
at a certain normative level, or they can be partially satis-
fied according to a resource allocation model which has some
inputs from a resource supply model. The areas of choice for
the decision maker include his policies, standards, and per-
formance indicators. Beyond the HCS boundary are the external

systems of environment and economy.

A Mixed Modeling Strategy

Qur 1977 review of mathematical models (Fleissner and
Klementiev, 1977) distinguished between models according to
their modeling techniques: macroeconomic, systems dynamic or
optimization. But mathematical models have since become more

sophisticated, and such a classification is less useful



- 216 -

Mocdel's Creation

h 4

Recovering of Structure

v

"Black box"
approach

"Spvace~state"
approach

*Human behavior
analysis"
approach

Linear and
nonlinear
regression
methods

Escimation of the
model parameters

Dynamic estima-
tion methods

Simulation of
the past
decision mak-
ing activity

Model's Use

Figure 3.

v
The choice of Optimization Simulat;on
"nraferablie of model's of possible
variant output future
Decisionmaker

Different stages of modeling.




217

*sTopowqns wo3sSAS 9ID Y3aTesH Jo ATtweg ¢ 2anbrtg

!

WA d
sTapoy ﬂ
uor1IeOOY1Y
921Nn0SsSd ’ ‘ ’
dWY * ANYW ¥ AOWAW "WANT ‘HRWY WMd “dod
sTopoK 819POR - S12PON
A1ddng K31pIqlon uorleindog
3d1nosoay
QORTIS “YEWV

ﬂ s{apoy
juawaainbay

avInosay

?




- 218 -

From our point of view, it is more useful to distinguish models
according to the aims of the modeling or the tupe of use.
Accordingly, we can divide HCS models into two groups: simu-

lation models and optimization models.

As Yashin and Shigan (1978) and Figure 2 indicate, there
are different stages of modeling for both of these approaches:
recovering of structure, estimation of the model parameters,
and model use. Moreover, one can use different mathematical
methods in either type of model. As an example, in the
creation of any optimization model, before using the special
optimization technique, it is necessary to have the model of
the system, to estimate its parameters and to carry out
sensitivity analyses, i.e., to build a simulation model. On
the other hand, in some simulation models it is necessary to
simulate human behavior, and it is natural to use for this aim
the utility function and some optimization technique to recover

the input-output interrelation of the system.

We can illustrate this mix of approaches in the IIASA HCS
models. Our morbidity estimation models are state-space
structured simulation models but incorporate no element of
human behavior and no optimization technique. The resource
requirement models also do not use any optimization technique
but simulation models permit the choice of the "most prefer-
able" resource allocation. Our resource allocation model is
also a simulation model, but in order to simulate some element
of human behavior it assumes that the human agents in the
system act as if they were maximizing a utility function.
Lastly, the manpower education and training model is an opti-
mization type model, although application of the dynamic linear
programming technique presupposes a successful simulation

using the state-space approach.

STATE-OF-THE-ART IN HCS MODELING AT IIASA
Models for Demographic Projection

It is obvious that the dynamics of mortality rates and,

hence, morbitity rates themselves are correlated with the



- 219 -

dynamics of demographic age pyramid, and that this correlation
is a different registered morbidity rate, changing very slowly
over time in comparison with the dynamics of age structure.
Evidently, therefore, models for morbidity prediction must be
age-specific and indeed all of our submodels need information

about population.

In some applications it is possible to use population pro-
jections provided by national agencies with specific responsi-
bility for such work. For other applications we have two
separately developed models. The first is a model for pro-
jecting a population structure on the level, Klementiev (1976).
The second model of Willekens and Rogers (1976) uses spatial
demographic data and can be used, not only on the regional
(multiregional) or national level, but also for more precise
projections of population, because it uses more detailed
information about fertility and mortality rates in the different
regions and includes multiregional migrations. The population
forecasts were used in the Aggregate Model for Estimating HCS
Resource Requirements AMER (Klementiev and Shigan, 1978) and
in other IIASA HCS models.

Morbidity Models

The problem of estimating trends in health indices is one
of the serious problems in all countries, and much attention
has been given to it by the WHO. The WHO and others have used
a number of indices, all of them roughly divided into groups--
demographics, morbidity, physical development, etc. All these
indices taken independently could estimate the health status
only partly. The combination of all these rates reflects much

more accurately the health status of the population.

Because collection and identification of all possible
individual information is desirable, many developed countries
are working now to organize computer registers containing
complete medical and non-medical individual information. The
organization of such banks of information seriously depends

on solving several problems such as the technical capacity of
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present and future computer facilities, standardization and
formalization of all existing medical records, and confiden-

tiality.

Unfortunately, these problems have at present not been
solved anywhere, and in developed countries dynamic computer
registers are being created only for small localities or to
cover parts of the population. Because all these experiments
are proceeding according to very limited aims and have only
just started, the main sources of complete information about
the health of the population in many developed countries are
special comprehensive studies in a sample locality during a
fixed period of time. Such comprehensive studies, repeated
over several years, allow us to estimate trends in health

indices for different groups of the population.

In some countries where problems of confidentiality of
personal medical information are too serious, the results of
such a study are practically unavailable or can be used only
by limited groups of specialists. In other countries all this
information is available for different scientific purposes,
including the modeling of health care systems. In the IIASA
group, where scientists are working from different countries,
the lack of information in one country can be compensated for
by information taken from other countries. Because there are
many sources of morbidity data in each country, differing in
coverage and accuracy, the procedure of estimating morbidity
rates becomes more difficult and requires mathematical de-
scription. The development of such mathematical models would
have the following effects:

-- In countries where there has been difficulty

in obtaining and generalizing personal medical
information, only simplified processes would be

required and the associated problems would be
reduced.

-~ In other countries the application of these
mathematical methods would bring about a decrease
in the number of expensive studies.

-- For all countries these models would help in
forecasting health status and medical resource
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requirements on the basis of a universal
system methodology.

Different alternatives exist for estimation morbidity
rates using the information available in different countries
(Shigan, 1977). Such models can be divided by their degree of
detail into the following types:

-- aggregative morbidity models, which estimate

and forecast "crude" general morbidity rates

without specifying specific diseases or groups
of diseases,

—-— group morbidity models, which model groups
of diseases, i.e., the classes in the
International Classification of Diseases (ICD),
or the groups used in several IIASA publi-
cations (degenerative diseases, infections,
accidents, etc.),

-~ specific morbidity models, which consider
specific diseases (e.g., cancer, cholera,
tuberculosis, etc.) and

-~ stage of disease models, which look not
only at a specific disease, but also at the
different stages of its development and at
risk~-group estimation and classification.
Together with a number of national centers, and also using
the statistics of the WHO, we have designed and constructed

three computer models:
-~ for estimation of aggregative morbidity rates,

-~ for estimation of morbidity rates for infectious
diseases, and

-- for estimation of morbidity rates for terminal
degenerative diseases.

Aggregative Morbidity Model

As mentioned above, data about morbidity and its trends
can, with a certain amount of difficulty, be taken from real
comprehensive studies conducted periodically in some developed
countries. But since there are only slight variances among
aggregate morbidity rates, aggregate mortality rates, and the

rations between them (risk rations) over time, it is possible
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to estimate roughly aggregate morbidity data using mortality
data from official vital statistics and the risk from such
studies. The model uses as input the age-specific mortality
rate, a forecast of the population age structure and the
age—-specific risk ratio. The central assumption of the model
is that risk ratios are constant in time. As ouput the

model forecasts age-specific morbidity. This model was used
as an auxiliary morbidity submodel in the AMER model described
by Klementiev and Shigan (1978) and in the section below on
Health Resources Requirement Models.

A Morbidity Submodel of Infectious Diseases

This model was designed by Fujimasa et al. (1978). The
aim of the model is the estimation of age-specific prevalence
and death rates per total population for two groups of infec-
tious diseases: epidemic diseases (ICD A1-Al44), and diseases
of the respiratory system (ICD A89-A96). On the basis of some
standard rates which one can easily obtain from domestic
health statistics, it is possible to estimate the prevalence
rate, disease specific death rates per capita, and mean length
of stay in the sick state, under the assuptions that mean
length of stay in the sick state is less than one year and
prevalence is constant over time. 1In accordance with the
model's first assumption, the ageing of sick individuals
during the duration of the disease is not taken into account.
On the other hand, the second assumption implies that
prevalence does not oscillate during this time. It means
that this model itself is static and its technique is static
analysis, but that the output of the model can be dynamic if
one of the model's inputs, for example, population structure,

is changing over time.

To test the validity of the model, we applied it to the
data of Japan and compared the results for various countries:
Finland, Austria, Sweden, England, Japan, and France. The
results of application show that the model can predict the
fundamental part of infectious diseases, and that this type
of approach is feasible in health planning.
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Morbidity Models of Degenerative Diseases

Degenerative diseases are inherent to human beings. They
are caused by the ageing process, and the morbidity rate in
these diseases usually increases with age. In our work, we
have defined three groups of diseases as degenerative:
cardiovascular disease (ICD A80-A88), malignant neoplasms
(ICD A45-A60), senile deaths and deaths from unknown causes
(ICS A136-A137). 7Unlike infectious diseases, degenerative
diseases have slower dynamics, and so we must take into account
not only the population structure and its changes, but also

the individual dynamic property of each specific diseases.

In the IIASA morbidity models for degenerative diseases,
different assumptions and techniques are used. Nevertheless,
we shall try to describe these problems in a unified form.
For this, we shall indicate the main data that we can use to
estimate the morbidity of degenerative diseases on the basis
of mortality statistics. These data are:

-- the age distribution of specific mortality
rates and their dynamics over time;

-— the age distribution of general mortality
rates and their dynamics over time;

-= survival characteristics which describe in
some sense the dynamics of disease, e.g., the
proportion of individuals who were afflicted
with a given disease at a certain time and
age, and who did not die within a certain
time intercal; and

-- the population's age-structure and its

dynamics.

It is possible to describe mathematically the dynamics of
the process "health sickness death" by integral equations that
link the statistical data listed above with morbidity rates
and prevalence distributed by age. Many morbidity estimation
problems can be formulated in these terms, but the HCS modeling
activity in this field is focused on one particular problem:

-— how to estimate prevalence distributions and

morbidity rates from general and specific data,

survival probabilities, and population age-
structures?
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Because the quality of data is not the same in all coun-
tries, different assumptions about survival were used in the
two IIASA morbidity models. 1In the first IIASA model of this
type (Kaihara et al., 1977), the following assumptions were

used:
1. All variables are independent of time.

2. Sick people suffering from degenerative
diseases are considered as sick for the
duration of their 1lives.

3. Persons who become ill will inevitably die
at a certain definite time after contracting
the disease. The duration of illness (T) is
dependent only on the type of disease.

In accordance with these assumptions, the model uses as
input the population age-structure, the durations of illness,
and the death rate according to cause specified by age, to
give as output the age-specific morbidity rate, and the age-

specific prevalence rate.

In comparison with the first model, assumption ¢ in the
second IIASA degenerate morbidity model (Klementiev, 1977)
assumes that persons who become ill at time t can die at time
with probability P(t,r) = P(t-1), and the possibility of death
from other causes is not equal to zero. This model needs some
inputs additional to those of the first model. They are death
rates specified by age, for all causes, and the survival proba-
bilities S(t-t) = 1-P(t-T) obtained from clinical experience.
This new assumption is more realistic than assumption c in the
first model but complicates the model's structure. Neverthe-
less, the estimate of prevalence and morbidity rates can be
obtained as the solution of a sequence of systems of linear

equations.

Estimation of malignant neoplasm prevalence was carried
out for Austria, Bulgaria, France, and Japan. The direction
of the development of the morbidity models is toward reducing
the number of restrictions on population structure dynamics
and disease dynamics. For example, we require a morbidity

model for unstabel and unstationary population structures.
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In addition, it is necessary to adapt these models to use
comprehensive health study data about a specific region, to
avoid the inevitable error of extending clinical survival data
to the latent sick individuals. Both those aspects are studied

at the present time.

Health Resources Requirement Models

The IIASA HCS Modeling Group is developing several models
for health resources requirements using the experience of dif-
ferent countries in this field. As a first step we have
started from a normative planning approach. On the basis of
this approach, knowledge is obtained from data about population,
health status, present levels of care, their dynamics, and of
how health conditions are converted into health resources.
Standards can then be calculated for the number of out-patient
visits per capita, the duration of one out-patient‘visit (in
minutes), the number of out-patient visits per patient with a
specific disease, etc., and for similar measures associated

with other forms of care.

It is clear that the quantitative level of these stan-
dards indeed reflécts the real situation of each country and
differs greatly from country to country. That is why we have
started with commonly used standards such as average length of

hospital stay, bed occupancy rate, and bed turnover interval.

Two models have so far been developed at IIASA: AMER,
Aggregative Model for Estimating Resource Requirements
(Klementiev and Shigan, 1978), and SILMOD, Sick Leave Model
(Fleissner, 1978). The basic structure of AMER and SILMOD is
represented in Figures 4 and 5. As shown in these figures, the
main difference between AMER and SILMOD consists in the methods
of morbidity estimation and in the population groups which are
taken into account in each model. To calculate out-patient
doctor equivalent requirements in the AMER model, the substi-
tution effect should be taken into account: the lower the
hospitalization and the shorter the average length of stay,

the greater is the number of consultations per episode. The
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main assumptions of AMER are linearity and stationarity of the
substitution effect. In the SILMOD model, the substitution
effect is not taken into account. However, both models assume
stationary prevalence rates (or risk ratios and sick leave

rates) over time.

The resource requirement models will help the national
level decision maker, working in an interactive regime, to test
different policy options and to select the best among them.

A model also makes it possible to forecast population structure
changes and mortality and morbidity trends which are very impor-

tant to health care.

Although these models are designed for forecasting aggre-
gate health resources, in some cases they can be used for

specific classes of disease with precise medical resources.

Health Resocurce Allocatton Models

DRAM is an acronym for Disaggregated Resource Allocation
Model. This model was proposed by Gibbs (1978) and subse-
quantly developed by Hughes (1978). 1In the conceptual frame-
work shown in Figure 3, the resource allocation model lies
between the estimation of ideal resource levels and the pre-
diction of available resource levels. It seeks to represent
how the HCS allocates limited supplies of resources between

competing demands.

In every country, doctors have clinical control over the
treatment of their patients, and it is local medical workers
who ultimately determine how to use the resources (e.g.,
hospital beds, nursing care) which are available to them. The
specific question underlying DRAM is:

If the decision maker provides a certain mix of

resources, how will the HCS allocate them to

patients?

DRAM takes input data on demand and supply, uses an hy-
pothesis about how allocation choices are made, and gives
indicators of the predicted behavior of the HCS. The demand

inputs are: the total number of individuals who need treatment
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by category (from the morbidity and population submodels), the
policies for treatment (i.e., the feasible models of treatment
for each patient category--in-patient, out-patient, domiciliary,
etc.), and the ideal quotas of resources needed in each patient
category and mode of treatment. The supply inputs are the
amounts of resources available for use in the HCS, and their
costs (from the resource supply production model). The model
outputs represent the levels of satisfied demand in a HCS
limited resources. They are: the number of patients of dif-
ferent categories who receive treatment, modes of treatment
offered, and the quotas of resources received by each patient
in each mode of treatment. Inevitably these levels fall short
of the ideal demand levels. DRAM models the different equi-
libria which the HCS must choose in order to balance supply

and demand. These results can be used by health planners to
explore the consequences of alternative policies for resource

production, treatment, and prevention.

The model has been established in Berlin, London, Montreal,
and Munich, and one of these groups has run DRAM with nearly

100 disease categories, reporting a very efficient solution.

Application Experiments

Application-oriented IIASA HCS modeling activity has two
directions. The first is the testing of our models on the
national or regional statistics of different countries--Japan,
CSSR, UK, USSR, Bulgaria, GDR, FRG, France, Austria--both by
the IIASA HCS team and by collaborating scientific teams in
these countries. Some results of this work have been described

in earlier sections.

Since IIASA HCS models are intended also for possible
interactive remote use by decision makers at regional, national
or international levels, the second direction is the experimen-
tal establishment of dial=-up computer links between IIASA and
the offices of the decision makers. This experimental work is
being carried out in close cooperation with the IIASA computer

network group, who conceived the general framework for such
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operations (Computer Science Group, 1978).

CONCLUSIONS

In conclusion, it is necessary to emphasize that all sub-
models developed can be used for modeling health care systems
on the regional level. With the help of these submodels and
the Silistra region information, it is possible to forecast
population structure tendency and trends in morbidity rate
level, to estimate the health resources requirement, and to
test several planning alternatives of health resources allo-
cations. 1In order to help in developing a simulative model of
the Silistra region health care system, the IIASA biomedical
group need various infermations as official "routine" data as
well as the results of different sample studies conducted in

Bulgaria during the last ten years.

It would also be very useful to organize a permanent link
between the two computer centers at IIASA and at the Bulgarian
Ministry of Health, which would simplify exchange of informa-

tion, models and computer programs.
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A MODEL FOR THE DEVELOPMENT OF
THE AGRO~-INDUSTRIAL
COMPLEX "DRASTAR"

G. Gavrilov, S. Stoikov,
H. Milenkov, and A. Kehaiov

The development of agriculture on the territory of
Silistra is one of the most substantial aspects of economic de-
velopment of the region. Analysis of the existing state shows
that economic and social processes occurring in agricultural
production are important determinants of the social and eco-

nomic development of the region.

Arable lands on the territory of the region are managed by
+*he agro-industrial complex "Drastar". A significant part of
the industry manufacturing products used by agriculture also
belongs to the complex. The complex manages 150,000 hectares
of arable land and large production funds. In accord with the
tendencies for specialization and concentration of agriculture,
the complex specializes in grain production and stock breeding.
Most important in final production is stock breeding and its

by-products (Figure 1).

Those premises make the problem of agricultural develop-
ment research particularly interesting, up-to-date, and impor-
tant. A series of firms have shown a desire to develop certain
aspects of the future growth of the complex. The system pro-
posed by "Globe Services International" from Chicago is rather

comprehensive. Without analyzing the benefits and shortcomings
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of this project, it must be pointed out that it was directed

mostly at stock breeding.

After estimating the shortcomings of such an approach, a
research group from the Institute for Social Management was en-
trusted with choosing the optimal production structure of the
complex to maximize net income. Because of the complexity of

the task, mathematical modeling had to be applied.

After preliminary discussions of the developed statistical
model of the "ideal" state of the complex and the methods for
its achievement, the idea arose, in cooperation with the Food
and Agriculture Program at IIASA, to develop a dynamic linear
optimization model. An approach was adopted synthesizing
formalized procedures in a mathematical model and expert pro-
cedures with participation of scientists, technologists, and

managers.

After discussing more than 60 variants of the model, some
of them were chosen and became the basis of the modeling of the

development of the agro-industrial complex "Drastar".

Because of the presence of an already existing model (or a
system of models and programs) for the development of agricul-
ture of the Silistra region, the present study gives only a
brief mathematical description of the basic dynamic model.

It mainly contains problems created by the necessity to inte-
grate this model with other ones. An attempt at such an inte-
gration has already been accomplished in the case of the model

of water resources planning /5/.

More details about the results of that study may be found
in /4/.

MODEL DESCRIPTION OF THE AGRO-INDUSTRIAL COMPLEX DEVELOPMENT

The main dynamic linear model simulates development for
fifteen one-year periods. It consists of several connected
blocks, reflecting development of crop production, stock breed-

ing, industrial power and economic characteristics.
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The initial basis of complex development is plant-growing.
It originates from the desire to develop stock breeding and the
green crop needed for feed so that only a minimum of components
for animal food needs to be bought.

A great variety of crops are grown in the complex. They
differ in nature and in technology applied for their growing;
for example, agricultural technique, technological processes,

type of land used, degree of irrigation, etc.
Let

1 2
X and X

(t)

with components

3
-_—

r'-

I

1 1 1
{X1 (t)l°"lxi(t)li'°lxn(t)}

<2 (t)

2 2 2
{x1(t),...,xi(t),...,xn(t)}

be the vectors of irrigated and nonirrigated crops,

respectively, and

x2(t)

the vector of all crops.

Then, if X(t) is the quantity of cultivated land per years,
the basic relation of land use is

no n o,
Yox.(t) + ) x$(t) = X(t) (M
. i . i
i=1 i=1
with the constraints:
1 2
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and

where
X1(t) is the quantity of irrigated land in year t.

Breeding of 4 kinds of animals is planned
(Yj(t); j=1,2,...,6). These are: cattle (beef cattle and milk
cattle), sheep (for meat and milk), pigs and poultry. Animals
are also differentiated into categories, according to the speci-
fic technologies for the breeding of the separate age groups.

Animals are thus characterized according to their function.
If

oK
3

(t) = {y];j(t),...,yﬁj(t),...,yij(t)}

is a vector of the number of animals from type j and group «,

and A(k)= {aij(K)}is the animals' transition matrix from group «

into group « + 1,
then

k=1 _ k
Y3 (t)—A(k)yj(t) . (4)

If y(t) is the vector of animals from the various types
and categories, B(t) - the animals' transition matrix from
group into group,.and from year to year and u(t) - the vector
of the bought animals, a dynamic equation may be written as

[see reference 6]:
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y(t+1) = B(t)y(t) +u(t) ; (t =0,1,2,...,T=-1) .

The following constraints are also imposed:

<
o
v
o
o
o
v
o

An upper constraint on the solution is also used:

u(t) < RY

where Rt are the maximal numbers of animals in year t.

ei
the quantity of green crop of the type & from one unit of the

If C(t) = {C .(t)} is the matrix whose elements reflect

crop i, then C(t)X(t) is the vector of obtained green crops.

;;}, is a matrix with elements re-

flecting the consumption of green crops of the type g by an

Analgously, if D = {d

animal of the type j in group k , then Dy(t) is the vector of

food consumed by the animals during the year t.

(5)

(8)

vit) = {vz(t)} is a vector of nutrients supply. W1(t) and

W2(t) are vectors of purchases and sales of plant production.

p(t) is a vector of consumption by the population of the region,

It is now possible to formulate the balance equation:

C(£)x(t) =D () +v(E) =v(t+1) +W (t) -p(t) = 0 ,

with the constraints:

v(t)

v
o
-
g
o+
S
v
o
-
g
o+
S
Ifv
o

and

v(t) < v,p(t) = p(t)

A

v and p are set according to exogenous studies.

(10)

(11)
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Let F =!f .\ be a technological matrix, connected with
animal production, and let z(t) = zq be a vector of final

products obtained from stock breeding. Then:

z(t) = F_(t) (12)
Y

and

z(t) (13)

v
o

The "Drastar" complex needs production capital such as
agricultural machines, buildings, machines and equipment for
stock breeding, manufacturing works for green crops, meat and

milk processing industry, store capacities, etc.

Then, if G = {ggj} is a matrix with elements reflecting
the necessity of machines for the respective crops, and
g(t) = {gg(t)} is a vector of the machines for land cultiva-

tion, then
g(t) = Gx(t) . (14)

When constructing the matrix G in (14), the most
intensely planted periods for the respective crops were

chosen.

Let H = {hqj} reflect the use of buildings, machines
and equipment for stock breeding, and let h(t) = {hq} be
the vector whose elements are the respective capacities.
Then

Hy(t) - h(t) <0 . (15)
Analogously, if § = {Smﬁ} is a matrix whose elements

are technological rates of animal production processing

and s(t) 1is the vector of manufacturing capacities, then
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If r(t) = {rg(t)} is the vector of store capacities,
then
v(t) - r(t) <0 . (17)
The following constraints are valid for the re-
lations (14) - (17).
g(t) >0 , h(t) >0 , s(t) >0 , r(t) >0 . (18)
a{t) = {aQ(t) is a vector of expenditures (material,
labor) in agriculture. B8(t) = Bq(t) is a vector of ex-
penditures in stock breeding. r(t) = {r (t){ is a vector
of expenditures. d6(t) = cSQ (t);} - is a vector of income

from plant production sale and €(t) is a vector of income

from animal production.

The net income of the complex will then be determined as:

T(E) =6 (8)w2(t) +e(t)E(t) —a(t)x(t) - B(E)y(t) —r(t)z(t) .  (19)

0 (t) = {el(t)} is a vector of purchase prices of agri-
cultural machines. op(t) = {pq(t)} is a vector with elements
reflecting the value of one animal stall unit for animals of
the respective type and function. Tt(t) = {Tm(t)} is the value
of a unit capacity in manufacturing. ¢(t) = {¢Q(t)} is a
vector of the value of one unit storage capacity. The equation

of financing can then be formulated as:

B(t)g(t) +o(t)h(t) +T(t)s(t) +o(t)v(t) +4A(t)

: (20)
- M(t=-1) - N(t) - adJg(t-1) =0 .
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where:
M{t) = allowances for depreciation during the period t;
N(t) = necessary credits;
A(t) = credit payment;

j

a coefficient showing what part of the net income

of the complex may be used for development.

For this formulation of the problem, the criterion of
decision quality can be formulated as:

Maximize: J = J(t) .

t

Il ~13

1
0 (1-v)*t
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DESCRIPTION OF THE MODEL INPUT AND OUTPUT

Input

The input data may be conventionally divided into four

groups:

a) bata

connected with the initial state of the complex

and including all technical, technological, and economic

parameters of the annual report for 1977 and the plan for

1978.
stalls,

Here are included the estimations of available

machines, and equipment as well as the estimations

of the possibilities for reconstruction and/or modern-

ization

b) Data

c) Data

of certain stalls.
about grain and grain crop production; including
cultivated land by years;

the yield of main and supplementary production
from various crops grown on irrigated and non-
irrigated lands with different technologies,
about fertilizers, seeds, preparations for plant
protection, water, requirements of main types

of machines, qualified and non-qualified man-
power, labor and material expenses, etc., until
1985 and after 1985;

the biological interaction between separate

crops and crop rotation;

the prices of the various kinds of grain, groats
and the biological and mineral components of

animal food;
capacity and cost of grain and crop storage, etc.;
others.

about stock breeding (fertility, output, refuse,

fecundity, milk capacity, laying capacity, etc.):

dynamics of flocks; nutrition receipts and rules for

the substitution of nutriment components; necessary

quantities of food of definite type for one animal
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of a given type and/or function, breed, and category;
terms of using and cost of one stall of a given type;
labor intensity and production expenses for inputs

and prices of animal production.

Data about the development of irrigated lands, the

natural and economic parameters in grape-growing,

vegetable production, and about regional requirements
!

for food and animal production, etc.

Endogenous Decision Variables

The standard decision variables of the linear problem are

the following:

irrigated and nonirrigated lands with selected crops

cultivated with one or another technology;

number of animals of a definite type, breed and age,
bred with one or another technology (including the

number of animals bought;
number of newly built stalls of a certain kind;
number of newly bought machines of a certain king;

estimations of working time efficiency of machines;
quantity of reserves, purchases and sales of dif-

ferent kinds of grain;

economic characteristics~-labor and material expenses,
expenses for building-installation activities, for
the purchase of new animals, machines and equipment,
allowances for depreciation, credits, total produc-

tion, net income, etc.

SOURCES OF INFORMATION

The following may be said about use of data and information

supply:

The initial stage in model construction is assignment of

objectives, scope and character of research activities. Though

there have been corrections and additions to the assignment,
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the basic conception has been preserved to the end: "A project
for an agro-industrial complex should be developed, applying
the latest achievements of world and Bulgarian science, using
completely the available resources, possessing an efficient
export and a high degree of specialization in the field of
plant growing and stock breeding." It was accepted that all
substantial-energetic resources entering the complex as feeding
resources or leaving it as final products should be evaluated
at international prices {(including raw materials and intermed-
iate goods produced in Bulgaria and products for internal

consumption},

Because of the impossibility of including peculiarities
of various climatic and soil regions, technologies for the

separate crops differ in the following parameters:

a) type of crop;
b) type of soil--with and without irrigation;

c) type of agricultural technique applied.

Parameters connected with soil and climatic character-

istics have been averaged.

The separate crop technologies have been developed by
specialized scientific institutions. They have been subject to
numerous discussions, and during the process of the model de-
velopment and its functioning, a series of technologic and
economic parameters were further specified and corrected. More
than 300 technologies for plant-growing are included in the
model and for the separate crops from 4 to 30 different tech-

nologies compete.

All technologies are worked out in two variants, contain-
ing parameters, which must be reached in 1980 and 1985,

respectively.

Due to the fact that 30% of the terrain in the region is
hilly, all technologies were accordingly adjusted. Chain
machines were obligatorily introduced, which brought about
corrections in labor and material expenses (except for beans,

which will be grown 90% on flat terrain and only 10% on hilly
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terrain). It was additionally accepted that 50% of the maize

for grain will be collected as seeds and 50% as cobs.

The technologies for the separate types of stock breeding
were also worked out by specialized scientific institutions.
Due to the fact that up to now no such complex project has been
developed and that there exist substantial differences between
the separate technologies, there was no representation of tech-
nologies available. Some aggregate natural and economic
parameters were an exception and for them a unified form of
representation has been developed. 1In order to avoid an ex-
cessive expansion of the model, certain types of animals are
not treated separately but in aggregate form. For every
separate kind of animal we propose a module unit of breeding,
including all necessary equipment, service buildings, grounds,

etc., but without purification equipment.

Technologies for grain-crop production and for grain-crop
manufacturing include description of production processes,
necessary raw materials and their quantities, semi-manufactured
goods and materials and their quantities as well as economic
characteristics of final output. These technologies may be
divided into four main groups: (a) for manufacturing con-
centrated grain crops and obtaining concentrate and bio-
concentrate mixtures; (b) for manufacturing raw grain crops;
(c) for grinding alfalfa into flour; (d) for obtaining silage
and hay. The first three have an industrial character and
require specialized technologies, while the last one concerns
only the silage pits and here the standard agricultural tech-

nique is applied.

Data from the presented model with its technological
representation are used to determine manufacture of animal pro-
ducts. The presented figures are indicative only. Variants
for packing houses equipped with various machines, and dairies
of different capacity and structure of final product are
presented. There are available no projects and technologies
for processing of wool and fur, and these are therefore

evaluated as raw products.
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No poultry project is presented because the neighbouring

districts dispose of sufficient vacant capacities.

Information about some servicing and accompanying activ-
ities is also needed. This is the case, for example, for
agrochemical service, control of hail damage and erosion, and
water and air purification. Those activities do not result in
direct production, but their application requires additional
capital deposits and production expenses. It is thus necessary
to represent them in economic parameters that can clarify the
financial and management problems of the complex. These vari-

ables, however, have not been formally introduced in the model.

For the determination of the dimensions of nonirrigated
lands by years, the plan for the construction of irrigation
systems in the Silistra region till 1990 was used. According
to that plan, the total area of irrigated land in the region
must reach 1 100 dka in 1989. The specialists in water supply
and development have participated in the determination of the
technological and economic parameters of crop growing under

irrigation.

Since the object of modeling is only the development of
grain production and stock breeding in the complex, the infor-
mation about the development of vegetable growing and permanent
crops is taken from a special project. The land used for those
activities is deducted from the total land balance, and the

development of those fields is not modeled.

From the analysis of the variants obtained from the model,
it became clear that a series of them does not correspond to the
requirements of certain political, social, and economic
criteria. That brings about the necessity to seek the assis-
tance of higher level planning experts who can determine lower
and upper limits on the development of certain products. Such
constraints have been used for pig breeding (top limit), for
sheep breeding, for the purchase of some raw materials, and for

animal imports from abroad.
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Data on the development of the complex until the beginning

of the model may be divided into four groups:

a) initial data: those are data about available animals
(according to the plan) till 31.XII.1978, agricultural
machines, available irrigated lands, perennial crops

(for example, alfalfa), and others;

b) characteristics of certain technologies (mainly in
stock breeding), which will be used in the complex

and which are supposed to exist in future as well;
c) available and estimated future basic funds:;

d) financial obligations, payment of which will be made

in the period of the project.

Forecasts of world market possibilities have a preliminary
character and have been worked out by specialized external-
trade organizations. They refer to the possibilities of
machine import, equipment, stock breeding, deficit raw
materials, materials and energy import, and to the possibil-

ities for exports of final products.

Several forecasts about prices of agricultural products at
the international market have been made for the period until
1990. All production exported by the complex, and all pur-
chased machines, equipment, animals, and raw materials in the

model are evaluated according to these international prices.

PROBLEMS OF INFORMATION SUPPLY

A lot of problems are connected with the determination of
coefficients, due to their large number as well as the variety

of information sources.,
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A Unified Metric System

The first and main task consists in working out a unified
metric system, which can simplify comparison of various co-

efficients and parameters.

A Unified System of Parameters

In economic practice a great variety of cardinal value
parameters is used. The same refers to development of tech-
nologies for the various products. In separate technologies,
or groups of technologies, incommensurate parameters are often
used. The inclusion of such parameters in the models is im~
possible because it will bring about important computing
difficulties. 1In order to avoid these problems a unified
system of parameters was developed which has made possible

direct comparison between separate technologies.
The system embraces the following main groups of indices:

a) Productivity per unit of a typical representative of a

given manufacture.

b) Production expenses in value (labor and material) per

unit of input.
c) Necessary capital per unit of animal or machine.

d) Resource expenditure, by types and products, per unit

of land or animals.

All parameters in this system refer to one period (period

in the sense of the model).

Definition of Some Economic Parameters

In order to obtain a more distinct picture of the real
economic achievements of the complex and in order to eliminate
the influence of certain imperfections in the prices, etc.,
the evaluation is accomplished according to planned norﬁative
prime costs of production. In order to estimate the
efficiency of various technologies in stock breeding, it is

assumed that the whole grain-crop quantity necessary for animal
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nutrition is obtained from irrigated lands. Thus, parameters

may be obtained, as for example:

area necessary for feeding of one animal;
expenses connected with breeding of one animal;

profitability of stock breeding production as compared

with crop-growing production;
quantity of meat per decare;

total value of production of stock breeding and

agriculture;

net income per decare from stock breeding and agri-

culture, etc.

Problems of Machine Model Information Supply

The data for such a large model produces a series of

difficulties. The greatest problem concerns elimination of

mechanical mistakes when data are transferred to tapes, discs,

etc. The large number of columns and rows also makes it diffi-

cult to

detect mistakes. The following is done in order to

avoid mistakes:

a)

b)

c)

A suitable system for indexing of rows and columns in
the model is chosen. This indexing simplifies the in-
terpretation of the model. For example, all rows and
columns referring to a definite period have one and the
same last figure. The most important variables have a

mnemonic record.

Where possible, programs for automatic generation of

the matrix coefficients are used.

Explanations of the sense and contents of separate

rows and variables are included.,
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ADDITIONAL PROGRAM SUPPLY

In order to eliminate some of the above-mentioned problems
and to facilitate the work of the researchers using the model,
a package of additional programs is created, which handle the

model input, its running and the processing of final results.

Data Supply and Updating It

As was already mentioned, significant difficulties are en-
countered in generation and renewal. For the elimination of
those difficulties, a special package of programs has been
worked out, allowing automated generation of coefficients in
a format suitable for the standard programs. This brings about
a significant facilitation of technical operation and reduces

the possibility of technical mistakes.

Model Running

For the purpose of the facilitation the running process
and the preservation of the matrix and the obtained results
from unauthorized access and breakage, a complex of special
matrices is built, providing the fulfillment of the following
functions:

a) matrix renewal--all necessary information is prelim-
inarily recorded in the machine operation system on a
disc. The files remain in safe-keeping under the

operation system control.

b) recording of matrix on a magnetic tape. Thus, three
generations of the matrix are stored for possible use

if the basic magnetic disc is damaged.

c) recording of the obtained decision in a file (simulated
map file) to be used by other programs. It is done by

the operation system:

d) making a security copy of the matrix from one disc

onto another disc.
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Programs for Processing the Obtained Results

The processing of the results obtained from the machine

in a form suitable is accomplished by a specially designed
package of programs. The programs are written in FORTRAN IV
and use for their input the optimal decision parameters of the
linear problem, normatives for the obtaining of derivative
parameters (for example, expense norms, productivity, propor-
tions, nonlinearity, lags, prices, etc., are not reflected in
the model) and preliminarily set texts. By means of this pack-

age, the following problems are solved:

a) disaggregation of the parameters by two-year periods
for the constituent one-year periods. By means of
suitable subprograms, the best approximating curve of
the development is chosen, corresponding to the

dynamics of the relevant parameter;

b) by means of the inserted additional relations all
tributary parameters, which are not computed by the
basic model, are determined. Thus from 1041 variables

(in the model), more than 3500 parameters are computed;

c) possibilities are created for making additional

corrections in the decision, obtained by the model;

d) all parameters are printed in tables, convenient for

using by a wide circle of specialists.
The package gives the following output information:

-- irrigated lands and total areas with definite types

of crops;

~-- aggregated data about area distribution--areas,
covered by grain crops, joint and earthed-up crops,
second crops, total irrigated and nonirrigated

areas, etc.;
-- grain production and additional products from tillage;
-- the number of different types of animals;

-~ the production of various kinds of meat;



- 251 -

-- additional animal production--milk, wool, eggs and

furs;

-— the number of people in the separate fields of stock

breeding;
-- available and newly built stalls of various types;
-- available and newly bought machines of different kinds;

-- the incomes from sales of various types of pure meat

and by-products;

-~ labor intensity in grain and other production per

months;

-- labor and material expenditures in grain production

and in stock breeding;

-- economic characteristics--labor and material expenses,
capital deposits, basic funds, currency expenses,
total production, net production, net income, various

estimations of economic efficiency, etc.

POSSIBILITIES FOR EXPANDING AND IMPROVEMENT OF THE LINEAR
DYNAMIC MODEL AND ITS ADDITIONAL PROGRAM SUPPLY

Specifications and Detatils of the Existing Correlations

A part of the arable land is gradually adopted for road
construction, irrigation equipment construction, farm grounds,
etc., as well as for field-protecting belts. Thus the total

arable land is constantly decreasing.

In grain production, the transition from the existing to
the modern technologies is accomplished step by step. The
method of realization of this transition is an object of annual

update.

The observed "main types of agricultural machines" may be
" specified according to types, trademarks, and models. This
will bring about details of the information about the prices,
manufacturing possibilities, terms of fitness, expenses for
repairs and maintenance, necessary labor resources, etc. As a

result, the work load of the machinery will be further surveyed
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as well as the possibilities for interchanges, etc.

If the biological and mineral components in animal food
and fertilizers used in grain production and perennial crops
are considered as natural parameters, important information

will be obtained about the activities of supplying services.

If the model considers what is additionally produced in
private farms, corrections in the correlations reflecting

satisfaction of regional necessities can be made.

By means of an annual actualization of the prices and the
amounts of grain and stock breeding production, for which
guaranteed markets exist, evolutions may be made within the
framework of the accepted strategy for the development of the

complex.

Including New Correlations and Values

It is only proper to reflect education and personnel dis-
placement expenses, and to acgount for the relevant social and

political effects.

With a view to the more complete utilization of land po-
tentials, stock breeding technologies may be researched,
utilizing to a higher extent raw grain crops, grain production
waste, fruit- and vegetable~canning industry, mill- and meat-

manufacturing industry, etc.

The review of construction and work of agrochemical
centers and the consideration of expenses for services will
help in the specification of the amount and structure of

capital deposits and material expenses.

Improvement of the Model Structure

-- External setting of the length of the studied period,
time and transition from single and double to only

single periods;
-- simulation of nonfertility, droughts, and other
natural disasters;

-- study of the possibilities for the using of other

types of grain crops and additional stock breeding;
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-- creation of a set of different purposeful functions,
which may be of interest in various economic, tech-

nological or social analyses;

-- creation of a relatively differentiated block for the
study of manufacturing industry and its relations with

stock breeding;

-- considering the economic contacts of the agro-

industrial complex with those from other regions.

POSSIBILITIES FOR DEVELOPMENT OF THE SYSTEM OF MODELS
FOR AGRICULTURAL PRODUCTION DEVELOPMENT PLANNING AND
ITS CONNECTION WITH OTHER MODELS OR SYSTEMS
The future of the developed system of models, based on the
linear dynamic model of the development of the large agro-

industrial complex, may be reviewed in two aspects:

Automation of the Information-preparing Base of the Model

It is essential to develop an information system, which
will update the information for the model, after each correc-
tion of the technology maps or the stock breeding technology.
That would simplify the analysis of the effect of separate
technological coefficients and help to transfer the optimizing
system into a simulation system. To this end, optimization
models for the separate technological processes may be created,
which will fulfill the information-preparing function. We
could take a step back--to land potentials, and then look for
the best technologies corresponding to the possibilities. But
all that requires a detailed preliminary activity of specialists
in agriculture and specialists in information-retrieval systems,
in order to develop an automated information system storing and
processing all the necessary normative information. In our
opinion, that approach allows a more complete automation of the
process of project development, beginning from the land and
terminating with a production program for a given territory or

productional unit.
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Connections Between the Models in the System of Models

There is a connection between the developed system of

models and models or systems of models treating the remaining

problems of the development of a territorial unit or a region.

Such models may consider problems connected with settlement

systems, transport, engineering network and equipment, etc.

In our opinion, several basic groups of problems must be

solved:

The communication between the separate models on in-
formation level requires the development of suitable
parameters of transition from one model to another one
and the way of transfer. It is not necessary to do
that in an "ON LINE" mode in the machine, but it is
preferable to accomplish it on the level technic

bearer (magnetic tape, magnetic disc).

The technological connection of the models presents
problems not only to the technique of modeling, but to
the modeling of the process as a whole. It is neces-
sary to specify clearly the inputs and the outputs,
connecting the separate models and the consequence of
the connections. The graph of the connection will not
be open, but it will have separate cycles, i.e., as

iterative decision will be required.

The additional model must be constructed by connecting the

base linear dynamic model with a series of assisting models of

a certain process or phenomenon in agriculture; for instance:

Model for ration optimization;

Model for optimization of the machine and tractor
park;

Model for supply and reserve management;

Routing models, etc.

All those models may serve for the postoptimization of the

obtained decisions, or be used for the automation of the

information-preparatory activities.
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That is the idea of the future connection of the base
model with the model for the territorial location of production

capacities.

-- The boldest ideas are connected with the further de-
velopment of the system of models with a view to
embracing the whole planning cycle. By applying
the system for report information processing, the

chain may be closed (Figure 2).

After that, or parallel with it, an attempt can be made
for quasi-expansion of the base model by expanding and further
developing the existing system of preliminary assumptions, and
creating a representative set of modeling blocks and a macro-
language for them. Thus, every agro-industrial complex will
give in to modeling by the assembling of a proper combination
of those blocks and the adjustment of certain parameters and

connections,

Finally, the possibility may be considered for the in-
clusion of the developed system of models in a hierarchical
system of models for planning the development of agriculture

within the country.

Constraints and corrections from the outside

1 ! !

Long-term A five-year Annual Dispatcher

programme . plan plan graphs

I

Analysis | Account J‘

Figure 2. The planning cycle.
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A SYSTEM OF MODELS FOR WATER
RESOURCES DEVELOPMENT

I. Gouevsky, S. Stoykov, V. Genkov,
A. Stanoulova and B. Topolsky

Water resources have played an important role in most of
the regional development programs due to the substantial
impact of these resources on technological, political,
economic, social, and environmental processes in the respective
regions. The Silistra development program--launched several
months ago--will not be an exception in this respect because
of the vital importance of water for the region. The intensive
agricultural and regional development in the next years calls
for withdrawal of considerable amounts of water which is
generally rather scarce in the region. Water is available in
the region through the following three sources.

-- Danube river which borders the region. No other

rivers--which could augment water supply in the
irrigation season--exist in the area;

-- Groundwater is available only in small gquantities
or at depths. exceeding 400 m, which makes it an
unimportant resource as far as crop irrigation is
concerned. This source is mainly used for potable
water supply in areas closed to the Danube terrace;

-- Precipitation (rainfall, snowfall) is unsufficient
over the irrigation season (May-September) even in
a wet year as is shown in Figure 1.

This Figure illustrates the region's average rainfall and
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Figure 1.

Rainfall, evaporation and moisture deficit in repre-
sentative years (1 out of 4 years is dry and 3 are

wet) .
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evaporation distributed over time in both dry and wet years.
In a dry year the moisture deficit is throughout the
irrigation season, while in a wet year it is only for June,
July, August and September. Hence, to ensure stable agri-
cultural production, a large reliable water supply has to be

made available in the region.

Any water resources development that takes place under
these conditions should be preceded by a through analysis of
a number of economic, technological and environmental problems.
This analysis is intended to assist with:
-- evaluating the impact of water resources on the
overall regional development as well as on the

other regional resources (labor, machinery,
fertilizers, etc.);

~- estimating irrigation and livestock water
demands and their distribution in space and
time within a given year; forecasting of these
demands for some years ahead;

-- determining the optimal proportion of the arable
land within the region that should be developed
for irrigation;

-- evaluating the impact of water pricing policies
in the region on quantity of water demanded
(demand function for water)

-- determining the type of irrigation equipment in
the region, taking into account economic, techno-
logical, topographical and labor conditions,

-— determining the least-cost system of facilities
(reservoirs, pumping stations, irrigation canals)
to meet the projected water demands.

The Silistra water resources have been under development
for many years. A few scientific and development organizations
have been engaged from the very beginning.. A leading role
among them has been played by "Vodproject" who's main concern
is designing of reservoirs and irrigation systems. A detailed
geographical, geological and economic study has been carried
out and a number of alternatives for augmenting the water
supply have been proposed. In 1977 the IIASA Water Demand

group carried out a water demand analysis (see Gouevsky,
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Maidment, 1977, Gouevsky, Maidment, Sikorski, 1978) of
irrigation and livestock potable water demands in the Silistra
region. The model is being further extended and refined in
Bulgaria by the authors of this paper in close cooperation
with the Institute for Engineering Cybernetics at the
Bulgarian Academy of Sciences and the Ministry of Agriculture
and Food Industry. In 1978 the IIASA Regional Development Task
initiated a case study to evaluate water supply alternatives
for one of the irrigation system in the region. The prelimi-
nary results were presented in Jablonna, Poland (Albegov,
Chernyatin, 1978).

The aim of this paper is to outline the general methodo-
logy for developing water resources models and linking them
with other regional models of (agriculture, industry, human

settlements and services) in Silistra region.

WATER USE IN THE SILISTRA REGION

Water is being used now and will be widely used in the

future mainly in the following activities:

-- agriculture (crop and livestock production
and processing)

-- potable water supply (population and livestock)
-- industry

—-- transportation (and other in-stream uses)

-- recreation (and other on-site uses)

Agriculture is assumed to be the largest water user in
the region due to the vast irrigation development to meet the

feed requirements of meat- and milk-producing livestock.

Potable water supply for people and livestock is the
second important use. This supply requires transfers of water
approximately 60-80 km from the water source. Substantial

capital investments are required to provide this supply.

Industry is the next important water user. Two types of

enterprises exist: heavy water users (food and kindred
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products, wood-processing) and other users {machine building,
services). The residuals generated from the industry may also

cause some up-stream - down-stream conflicts in the future.

Water use for transportation and recreation is limited
for the time being to areas located near the Danube. The
development of the region however calls for providing the
opportunity for people living in the central and southern
part of the region to have access to these services. 1In this
respect there may be conflicts in the future between agricul-
ture and these two water users. To avoid such conflicts a

comprehensive analysis of user demands should be carried out.

GENERAL STRUCTURE OF WATER RESOURCES DEVELOPMENT MODELS

Water resources development in the Silistra region is
carried out in the regional economic, social and environmental
policies, needs, and technologies. Important factors influ-
encing overall development of the region are: scarcity of
water, high cost of providing water to various localities,
large water demands in agricultural activities that are spread
all over the region; existence of other important users
(potable water supply, industry) whose water demands must be
met by guaranteed water supply. All this requires that both
water demand and supply alternatives have to be thoroughly
examined to reveal the most preferable water resource develop-
ment alternatives from the economic, social and environmental
point of view. 1In doing so, two approaches can be implemented:
extensive and intensive water resources development. The
former is characterized by a progressive increase in the
amount of water supplied when the demand rises. 1In contrast,
the objective of the demand-oriented intensive approach is to
make the most efficient use of the existing water supply.
These two approaches can be combined to yield a system of

water resources development models as shown in Figure 2.

This scheme indicates that in modeling water demands the
respective activities can be decomposed into five separate

models. The supply system however is the same for all users.
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Figure 2. A System of water resources development models.
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except for potable water supply.

The possibility for decomposition of water demand models
is a great advantage in the modeling process. Having decom-
posed the models one can obtain a deeper insight into the
respective activities, their relationship with other regional

models as well as their particular impact on water supply.

The following discussion is mainly devoted to deriving
the demands of the largest and the most significant water user
-—-agriculture--as well as to the interactions of this model

with the supply model and other regional models.

AGRICULTURAL WATER DEMAND MODEL

There are about 1,500 km2 (150,000 hectares) of arable

land in the Silistra region on which crops are grown to feed
the livestock to meet the needs of local population, and to
generate export of crop production. The aggregated agricul-
tural production process is shown in Figure 3. There are
seven subsystems: input resources, irrigated and nonirrigated
crop production, crop processing, livestock production,
livestock processing, marketing (import and export of crop and

livestock products, domestic consumption), and environment.

Objectives of the system

The decision makers in the Silistra region have a number
of objectives in mind for the development of agricultural

activities. These include having:

-- Maximum production so as to meet the needs of
the Silistra population for food and other
agricultural export from the region.

-- Efficient production, i.e. minimum cost per unit
of output. This implies that the flows of
material between the various processes in Figure 3
are in harmony with one another and that the
least~-cost alternatives of inputs is used. It
also involves an emphasis on using the most
advanced technologies in crop and livestock
production.
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-- Sustainable production. Over the short-term
this involves minimizing the impact of weather
variations by providing irrigation, and producing
reserves. Over the long-term soil fertility must
be maintained through proper cultivation and crop
rotation. There are also risks from diseases or
market uncertainties if one tupe of animal is
allowed to dominate over all others in the region.

Brief Review of Water Demand Modeling
Effort im the Silistra region
Three agricultural water demand models have been devel-
oped since July, 1977: SWIM 1, SWIM 2, and SWIM 3 (Silistra
Water for Irrigation Model) each of them incorporating in

different ways the above stated objectives.

The first version, SWIM 1, was aimed at deriving agricul-
tural water demands considering only crop production, proces-
sing, and marketing in the region as a whole. Grain crops were
allowed to be exported or imported. Livestock was considered
exogenously by specifying the required amount of grains and
fodder to meet livestock feed demands. SWIM 1 is a small
linear programming (LP) model with 56 constraints and 68
decision variables involving 400 data values. The model has
been solved more than 50 times for the conditions of con-
strained irrigated land and constrained irrigation water for

both a normal and dry year.

The second version, SWIM 2, was developed in September-
November, 1977 after discussions of the results of SWIM 1 with
agricultural and water experts in Silistra. The following

basic modifications were introduced in SWIM 2:

-- the region was divided into three subregions
according to the three major irrigation
systems to be built;

-- livestock (cows, pigs, sheep, hens) and their
feed requirements expressed in feed units and
protein were introduced as endogenous variables;

-- as far as crop production is concerned the
region was modeled as a self-contained one,
i.e. no import or export of grains and fodder
were allowed;
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-- SWIM 2 computes the total required capital
investments divided into two parts:
irrigation investments, and machinery and
buildings investments;

-- two levels of fertilizer application were
modeled: 100% of the amount needed to get
optimal amount of yield, and 80% of this
amount;

-— crop rotation was explicitly introduced;

-- water crop use coefficients (m3/ha) for all
crops were calculated on the base of rainfall,
temperature, wind speed, and cloudiness using
the Penman method;

-- water demands were calculated for 10-day
intervals in the irrigation season and
assumed irrigation efficiency;

-- grain reserves were explicitly accounted for
in the model;

-- potable water demands for all animals were
also explicitly computed;

-- a feedback was introduced to allow for
substitution of manure for fertilizers and
vice verse;

-- SWIM 2 internally determines the optimal level
of irrigation land development and the corre-
sponding water demands;

-- the model was used to provide forecasting of
water demands as well as to evaluate the impact
of constraining resources (water, fertilizers,
capital investments).

SWIM 2 has 152 constraints, 218 decision variables and

2020 data values.

In August 1978, a new version, SWIM 3, was begun by the
authors of this paper. This version is a further refinement
of SWIM 2, making it up-to-date with the newest conceptual
developments for the region. SWIM 3 is also being designed
to allow for close interaction with the other models, and in
particular with the agricultural model developed by Gavrilov
et al. (1978) and with the water supply model suggested by
Albegov and Chernyatin (1978). The basic changes that are
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introduced in SWIM 3--in comparison with SWIM 2--are as

follows:

-- further subdivision of the Silistra region
has been made to allow for soil fertility,
climatic and weather conditions, and different
costs of the water supply. Thus, SWIM 3 has
five subregions instead of the three in SWIM 2;

-- <cows, sheep and pigs have also been further
subdivided into 20 categories distinguished by
herd structure, animal age, and purpose (for
meat, milk, wool)

-- the requirement that Silistra is self-sufficient
in grain and fodder production has been relaxed.
SWIM 3 allows for some grains to be exported or
imported;

-— irrigation capital investments have been refined
to take into account more recent figures obtained
for the region;

-- three types of irrigation techniques have been
introduced to find the optimal mix among them;

-- the two levels of fertilizer application have
been abandoned;

-- potable water for crop and livestock processing
is explicitly taken into account;

-- when SWIM 3 is used to forecast water demands
over the planning horizon (1980-1990), the live-
stock numbers are exogenously introduced from the
agricultural model (this is one of the basic
connections between the two models);

-— SWIM 3 accounts for constraints on labor over
the cultivation season and its critical phases,
i.e., irrigation and harvesting of various crops.
The driving force for the changes of the model has been
the interaction process between the model builders and the
Silistra decision makers. This process has involved iden-
tification and clarification of the objectives of the system,
various ways of achieving the goals, different opinions about
one or another development alternative. It is quite clear
that this process will continue in the future and that the
more models are introduced the more complicated the preference

and decision structure will become.
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Basic Modeling Assumptions

The previous section reveals some of the modelling

assumptions for the three SWIM versions developed so far.

There exist, however, some basic assumptions which have not

been changed during the study. These include the following:

to obtain the agricultural water demands the
system is modeled for one year. Depending on
the coefficients included in the model, this one
year can represent the conditions of any
specified year such as 1985, 1990, etc.
Year-to-year variations are not included however,
because of the intended interaction between the
SWIM model and the agricultural model, which
accounts for such variations;

linear relationships are assumed to exist among

the decision variables; nonlinear relationships

are pilece-wise linearized and the obtained segments
are introduced as separate decision variables

(e.g. crop yield vs. soil fertility):

all costs, prices, and technological coefficients
are known; economies of scale are not explicitly
included. For example, in a given subregion, the
cost per hectare of delivering irrigation water
to the field does not depend on the number of
hectares irrigated:;

the agricultural system is decomposed from other
regional systems (industry, potable water supply,
transportation, recreation) for the purpose of
deriving irrigation water demands. The coor-
dination among the models of these systems is
achieved by running the respective models inter-
actively;

supply alternatives are not explicitly incorporated
in the model. 1Instead, only the cost of supplying

a given subregion is introduced. These supply costs
serve as coordination parameters between the demand
and supply models;

the single criterion optimization approach is used,
namely, maximization of the net benefit from
agricultural production; if other objectives exist
they are incorporated into the constraints;

environmental considerations are limited only to
modeling of the following factors: providing
additional amounts of water to leach the salts
in the soil; utilization of animal wastes.
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Mathematical Description

The description that follows formalizes the relationships
between the various subsystems in the agricultural system into
an aggregate LP format. For ease of explanation, all activi-
ties (decision wvariables) and constraints in the model are
aggregated into 15 decision vectors and 17 sets of constraints,
as shown in Table 1. The objective function, OB, which has
been adopted for the agricultural production in the region,
maximizes the annual net benefits, i.e. the difference between
the value of marketed livestock and crop products, and total

production cost:

maximize OB = byx, + beXe + beXe + bgxg + byoxq

crop and livestock production benefits

- C1%4 - CorXsy ~ C3X3
—— ————m
crop crop
production processing
cost cost
- SoXg
A
livestock
production
cost

T S11%11 T S12%12
N ———

irrigation cost

T E13%13 T SquFy T SisEs
eI —— e

other inputs cost

where

X; = a vector of aggregated activities (see Table 1
for details);
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= a vector of costs associated with aggregated

activity Xii

a vector of benefits associated with x..

Ei 1

The objective function, OB, is maximized, subject to the

following set of constraints:

Land Balance

By g% 22,

where
é1,1 = a matrix relating irrigated and nonirigated crop
areas:;
X, = a vector of crop areas (in hectares);
2 = a vector of available land in the subregions.

Irrigation and Potable Water Demands, and Irrigation Equipment

Bi,20 2y T A g 5 X9 ~ IXqq =0
where

A; , = a matrix of unit crop water demands;
' _

59 , = a matrix of unit livestock water demands:
14

I

the identity matrix;

a vector of irrigation and livestock water supply;

211

L1250

= a matrix of irrigation equipment requirements
on unit crop level;

A, 3%y

21,3

X12 the number of sets of equipment supplied.

Fodder and Grain Production

o

o]
w
t
|H
w
]

21,8 ¥

A

By,5 %4 =0

"
I
IH
”
1
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where

A and A = matrices of yields associated with fodder
=1,4 =1,5 : : ;
and grain production, respectively;
X, and X, = vectors of fodder, and grain produced and
imported, respectively.

Grain Production Balance

B3,6 ¥3 ~ By ¢ Xy ~ Bg 5 X T Bg g Xg =0

where

53,6’ éu,s' 56,6’ and 58,6 = matrices associated
with the total amount of grain produced and imported,
population requirements of grains, reserves, and exports
and grain products for livestock, respectively;

i
Il

Xy a vector of population crop products;

»
il

Xe a vector of grain reserves and exported grain;

Xg = a vector of grain products for livestock.

Other Crop Production Balance

B1,7 %1 " B5,7 X5 " By 7 %7 =0
where

51,7, 55,7, and 57,7 = matrices describing production

of other crops (vegetables, tobacco, fruit, grapes);
population requirements, and export of these crops;

Xg = a vector of other crops for the population;

X a vector of exports of the other crops.

Livestock Feedstuff Requirements

By, g X2 T Bg g Xg ~ Bg g X9 2 0



where

A, gr Bg g

grain livestock products,

and A
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Ay g = matrices of fodder products;
4

and animal diet requirements

for these products, respectively;

%9

Livestock Products

where

p
"

-9,9

Z10

Fertilizers, Machinery,

= a vector of animal numbers.

a matrix of livestock products generated by animals?

a vector of livestock products.

and Capital Investments

1,10 21 " 29,10 X9 ~ L %43 =0
B, 2 "L x50
é1,12 X 7 é9,12§9 + é12,12 X2 ¥ é1u,12 X1y — IXgs
= 0 '
where
éJ,JO and é9’10 = matrices of crop fertilizer

requirements and manure generation, respectively;

A, 41 = a matrix of various machinery requirements in
! crop production;

and A

21,127 Bg 127 Rqp 127 By, 12 =

investments for orchards, livestock farming houses,
irrigation equipment, and machinery, respectivelyy

matrices of capital

X4, = & vector of irrigation equipment;
Xq3 = a vector of fertilizers;

X4y = a vector of machinery types;

Xq5 = @ vector of capital investments.
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Constrained Input Resources

2 X112 ¥
Ix3<£f .,
Ix5<k

where

w, £, and k = vectors of available amount of water,
fertilizers, and capital investments, respectively.

Constrained Outputs

Ix,29 .
I X 2>p
I X210 o

where

g, p and n = vectors of lower limit constraints on grain
products (flour, cooking oil), other products for the
population (vegetables, peaches, tobacco), and livestock
numbers (cows, sheep, pigs, hens).

Results of the Water Demand Model

Associated with each of the questions needing to be
addressed are a few key variables in the model: annual net
benefit, irrigation capital investments, irrigated land to be
developed, number of livestock, water demands in space and
time, other constrained input resources (fertilizers, labor).
To formulate a set of computer runs, these variables are
assumed to take values within a certain range and the model 1is
optimized for each of these values to obtain the required

results.

The preliminary results1 can be grouped in four sections:

the first is validation of the model, in which the model's

1The results are preliminary because data change and become
more accurate, and SWIM 3 and the other regional models are

still being developed and refined.
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results for a past year (1975) are compared with actual
production statistics; the second considers investment in the
development of irrigated land; in the third various forecast
scenarios of the growth in water demands are made; and finally,

the effect of not supplying all the water demands is examined.

Validation of the Model

The objective of validation is to assess how closely the
Water Demand Model reflects actual conditions in the agricultu-
ral process. It should be noted however, that as an optimiza-
tion model it possesses internal decision-making capability to
maximize net benefits subject to the set of constraints, and
its solution may very well be different from what is currently
practiced. 1In this context, the goal of validation is to ensure
that the model adequately reflects the agricultural process in
the Silistra region. This being so, the model can be used with
confidence to suggest policies for situations different from

those of the present.

In the process of validation, the production outputs for

1975 were compared with the model's results (Figure 4).

The model gives 0.63 less grains (maize, wheat, barley,
soybeans, sunflowers), 24% less green fodder (alfalfa, maize
silage), and 20% more livestock (cows, sheep, hens, pigs).
This is in fairly good agreement considering that some of the
1975 production may not have been fed to animals and that the
model was run on 1985 perspective data which do not correspond
exactly to those of 1975.

Irrigated Land Development

The development of irrigated land requires extensive
capital investment to provide supply facilities at the water
source, canals or pipes to deliver water to the field, and

equipment to apply the water to the crops.
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)

183 //
Y
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(Maize, wheat, barley,

soybeans, sunflowers)

///

1975

GREEN FODDER ANIMAL UNITS
(Lucerne, maize silage) (1 animal unit= 1 cow +

8.4 pigs + 9.7 sheep + 27.8 hens)

model

Source: — Bulgarian Statistical Yearbook, 1976

Figure 4. Comparison of production in the Silistra region.
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It is generally true that developing irrigation land
increases both benefits and costs of an agricultural enterprise
because production is intensified. The net benefits (benefits
minus costs) of irrigation development are usually positive, but
it is normally the case that as additional land is irrigated,
each increment generates a smaller increase in the net benefits
over the whole region, i.e. there are diminishing marginal
returns on the investment. If one keeps increasing the
irrigation investment a point can be reached at which the
marginal cost of additional irrigation equals its marginal
benefit. This point can be considered as the optimal economic

level of irrigation development.

The principle of diminishing marginal returns on invest-
ment is illustrated in Figure 5, which (due to irrigation)
represents the additional net benefit in the Silistra region
as a function of the irrigation investments. The optimal
economic investment is approximately 320108 v (1 Lv = 1%).
This is the point of maximum benefits and the model does not
utilize any further investment funds made available. It
should be noted that the investment shown in Figure 5 is just
a total; it has no time dimension and could actually be pro-
vided in increments over many years (more details about the
investment's time dimension are given in the paragraph devoted

to forecasting of water demands).

The diminishing marginal returns on investment are also
illustrated in Figure 6, which is actually the demand curve

for irrigation investments.

The irrigation investments to deliver water to the field
are different for each of the subregions. It is to be expected
that as more investment funds are provided the lower cost sub-
region will be developed first (Figure 7). Subregion 3 is
developed first to the limit of its potentially irrigable area,
followed by subregion 1 and 2. The optimal economic investment
is reached before subregion 2 is developed to its limit. The
corresponding optimal economic irrigation area is 105.000 ha,

which is 70% of the arable land in the region. The demands
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Figure 5. Benefits of irrigation investment.
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Figure 6. Marginal value of irrigation investment.
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Figure 7. Development of irrigation land by subregions
1, 2 and 3.
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for water which would result from developing the irrigated

area are shown in Figure 8 for average and dry weather.

These demands increase approximately linearly with increasing
irrigated area to amounts of 585x10° m3/year (average weather)
and 820x10° m3/year (dry weather). The corresponding water
withdrawal coefficients are 5500m3/ha (550 mm) under normal
weather and 7750 m3/ha (775 mm) under dry weather conditions.
Since an irrigation efficiency of 50% is assumed (5% conveyance
losses, 30% application losses, and 15% for leaching of salts)
these coefficients correspond respectively to 275 mm and 387 mm
for use of irrigation water by the crops over the irrigation

season.

Water Demand Forecasting

Forecasts of water demands are the basis for the design
of supply facilities. Two types of information are needed:
the volume which will be demanded in future years, and the
distribution of this volume within a given year to produce
flow rates. 1In the Silistra region the growth in water demand
over time is linked to the overall agricultural development
of the region in which the numbers of livestock are the primary

decision variables.

There are at least two ways to forecast the number of

livestock:

-- developing a set of scenarios each corresponding
to specified future growth rates in the number
of each type of animal;

-=- linking the water demand model to the agricultural
model: the latter can provide the forecasted
numbers of animals in the region and these
numbers can be fed into the water demand model
as exogenous variables.

Both ways have been examined so far. To
illustrate the results the scenario approach
will be briefly discussed.
Four scenarios have been formulated with equal animal
growth rates for each type of animal of 2%, 4%, 5% and 10%,

respectively. Two additional scenarios emphasizing cows have
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Figure 8. Demand for water in normal and dry weather.
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also been formulated, one in which the number of cows grows
at 5%/yvear and the other animals at 2%/year; and another in

which cows grow at 10%/year, the others at 5%.

Having developed the scenarios, one can feed the numbers
into the model. The model is run for 1980, 1985, 1990, i995,
and 2000 to determine the associated crop production, irri-
gated area, and water needed to support the fixed number of
livestock. The results for normal weather conditions are
shown in Figure 9. For the faster growth scenarios the
optimal economic level of development is reached before the
vear 2000 so the forecast was terminated at that level.
Figure 9 indicated that water demands grow about 4-5 times
faster than the number of livestock. For example, under 5%
annual livestock growth rate, water demands increase from
78.1x10% m3 in 1975 to 340x10° m3 in 1990, an increase of 335%,
or 22% per year. This scenario involves developing the
irrigated area at the average rate of 3000 ha/year involving
average investment of 10x10° Lv/year in irrigation. The
allocation of capital investment for this scenario, from 1980
until the optimal economic irrigation level is reached, is

shown in Figure 10.

The model also computes the distribution of water demands
over the irrigation season to identify the peak demand rate
which serves as the base for designing the pumping stations,
canals, and pipes. A smoothed distribution of demand over
the irrigation season is shown in Figure 11 for 1985 and 1995
for the "5% all" scenario. The peak demand rises from
40.2x10% m3/10 days in 1985 to 79.2x10% m3/10 days in 1995.

Allocation of Scarce Water Resources

If water is a scarce resource, it may be useful, when
considering its allocation among various users, to derive the
demand function for each particular use to measure the
marginal net benefit of transfering a unit of water from one

use to another.

The demand function for water can be derived by



- 283 -

IRRIGATION ' ' ' ' '
WATER (10° m®) LOptimum irrigation level _ . |
D
< Ny 1
500 < N 80(\\% Q S
S oY K\
400 T < S5 ‘ T
Q§b 020“*
- S' -
300 905 T al
200 T -~
100 1= T
1975 1980 1985 1990 1995 2000 YEARS

Figure 9.

ACCUMULATED

Comparison of water demands

forecast scenarios.

CAPITAL
300 |
INVESTMENT

(10% Lv)
250

200 |

150.

100 |

50 )

i

1975

Figure 10.

1980

1985

1990

1995

2000 YEARS

Accumulated capital investment in time ("5% all"

scenario) .



284

wIT® %G,) SWT3} Ut Spuewsp I93eM JO UOTINQTIISTQ

*(O0TIRPUSDS [Y3mOIb HYDO3SOATT %G]

. |

‘1| 2anbta

i A Y

“l.l.'.}

FAAS A AN ]
.

Sens oooolunooo.o.o

l-llllb'l"

e scoe o0
I 2

- [ 02
t ' )
- r'll.
- T ov
1 0o
+ 08
4 + I + — I ‘ ' I ' —+ I — '
YIIWALALS Lsnony xinc ANNC AVI
owm—‘ ® &6 9 0 00 o
$861 R
SG61



~ 285 -

differentiating net benefits from Figure 5 with respect to
water demands from Figure 8. 1In the model the demand function
is found more readily as the dual value (or shadow price) of
the constraint on water when all other input resources, except
land, are unconstrained (Figure 12). There are 17 points on
this function. At each point something changes in the model
solution; for example, a different crop is irrigated or the

animals' diets are changed.

As is the case in most irrigation areas of the world, the
water price (0.017 Lv/m3) charged in the Silistra region is
very small compared with its marginal value. The equilibrium
point at 585x10° m3/year is where the price of water equals
its marginal benefit, and this is what actually determines
the optimal economic level of development identified previ-
ously. The unit cost of water, based on the cost of the
supply facilities, is estimated to be approximately 0.13 Lv/m3
in the region. If this were charged as the water price, the
water demands at the equilibrium point would fall to
275x106 m3, which corresponds to 51,000 ha of total irri-
gated land. The water demands of the 10,000 ha currently
irrigated have very high marginal values, however, and would

be unaffected even if such a price were charged.

T
+

MARGINAL 3= ;
VALUE T (Lv/m")

0.5
0.4

0.3
0.2.

0.1

I
T

'y
|

100 200 300 400 500 600
WATER DEMANDS (106 m3)

Figure 12. Demand function for irrigation water.
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COORDINATION OF THE AGRICULTURAL WATER
DEMAND AND WATER SUPPLY MODELS

Demand-supply coordination is one of the key concepts in
water resources development. It is based on the assumption
that if water in a given region is becoming scarce the marginal
cost of supply increases because more distant or costly water
sources are utilized. At the same time, the net benefit from
using this amount of water decreases. The problem is to find
such water demands for which the marginal benefit of in-
creasing demand is equal to the marginal cost of providing

the supply, i.e. an equilibrium in the system is achieved.

The theory of demand-supply coordination indicated two
general approaches to carry out the coordination problem:

~-- developing a unified demand-supply model
whose solution is internally coordinated;

-- interaction between the demand and supply
models until an equilibrium is achieved.
In the demand model discussed in Section 4, a simplified
version of the first approach was implemented, i.e. the supply
costs were assumed to be constant over the entire water demand

range.

To apply the second approach, the key coordination
variables in the demand and supply models have to be identified.
For the Silistra agricultural water demand and supply models,

these variables are shown in Figure 13.

OST OF SUPPLY IN SPACE

WATER
AGRICULTURAL AND TIME A
WATER SUPPLY
IRRIGATION CAPITAL MODEL
DEMAND S —
ESTMENT
MODEL NV

WATER DEMANDS IN SPACE
AND TIME >

Figure 13. Water demand-supply coordination parameters.
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The demand model provides the supply model with water
demands in space and time. Based on these demands, the supply
model generates the least-cost alternatives which can meet
these demands, as well as the current costs and required
capital investment costs of doing so. The costs are fed back
to the demand model. The modified demand, reflecting the new
cost and investments, are then obtained. This procedure can
be implemented in an interactive way several times until
satisfactory results are obtained. "Satisfactory results"

means the following.

It may be economically desirable to obtain an equilibrium
solution for which the costs of one unit of additional water
supplied equals the benefits from this amount of water.
Decision makers may wish, however, not to keep strictly to
the equilibrium in order to fulfill other goals not explicitly
incorporated in the models. For example, the decision makers
may subsidize water as an incentive to increase agricultural
production. Therefore, the coordination process shown in
Figure 13 has to be implemented with participation of the
decision makers responsible for the overall regional develop-

ment.

It should be pointed out that although there are only
two coordination parameters between the agricultural water
demand model and water supply model, the latter has to be
coordinated with the industry, transportation, recreation, and
potable water demand models. When referring further to water
resources development models we shall assume that all these

models interact with the other regional models.
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COORDINATION OF THE WATER RESOURCES DEVELOPMENT
MODEL AND OTHER REGIONAL MODELS
Water resources development must adjust to changing human
needs, social values, and environmental policies, institutions,
and technologies. The data base used should provide the
following advantages for analyzing alternative scenarios:
-- data should be available for running models
at any time regardless of the readiness of

other models, i.e. the coordination of models
must not necessarily be done at the same time;

-- interaction among models will be greatly
facilitated because any change in input data
or results of a certain model will be recorded
and displayed for use in running other models.

Figure 14 indicates the coordination parameters between
the water resources development model and the other regional
models. The data communication process among the models is
to be carried out through the regional data base. The basic
parameters which have to be exchanged among the models are
as follows:

-— Agriculture -+ Water resources: crop and live-

stock production alternatives: technological
coefficients (yields, input resource rates,
animal diets), production constraints (targets
of crop and livestock production as well as

their exports and imports), number of animals,
lay-out of farming houses.

-- Water resources + Agriculture: irrigated land,
water demands in space and time, cost of water
supply (for subregions over the irrigation
season) .

—~— Industry » Water Resources: production alter-
natives, technological coefficients, production
constraints and targets, lay-out of enterprises.

-- Water resources + Industry: water demands; cost
of supply ’
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-- Human settlements -~ Water resources: number,
spatial and temporal distribution of population;
standard of living.

-- Water resources - Human settlements: water
demands; cost of potable water supply.

~- Environment protection + Water resources:
environmental standards and constraints
(salinization of soil, water logging, chemical
build-up, unpleasant odors).

~-- Water resources -+ Environmental protection:
lay-out of water resources facilities.

-- Regional services (transportation, recre-
ation, etc.) - Water resources: lay out
and size of regional services facilities.

-- Water resources ~ Regional services: water
demands; cost of water supply.

It should be pointed out that the coordination between
the water resources development model and the other regional
models is rather involved and consumes éomputer time, but
the outcome is beneficial. This has already been proved in
the process of coordination of the water demand and agri-

cultural models.

CONCLUSIONS

There are many objectives and alternatives for develop-
ment of the Silistra region. Water resources will have a
great impact on the development of the region because of
water scarcity within the region and the need for costly
transferal of Danube water. To cope with this situation the
paper suggests implementation of two interacting models:

a water demand and a water supply model.

Some of the preliminary results of the demand model are
presented dealing with the optimal economic level of irrigated
land development (identifies as the point where 70% of the
potentially irrigable land is developed for irrigation),
deriving and forecasting of water demands in space and time,
and impact of constrained input resources on the agricultural

production process. It is shown that the level of irrigated
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land development is quite sensitive to the price of water.
Removing the existing price subsidy on water would reduce the
optimal economic irrigation area to about 35% of the arable
land.

The advantage of the water demand model is that it inte-
grates the agricultural demands with the crop and livestock
production process which determines these demands. This allows
for changing inputs to the production process (e.g. changing
the composition of animals' diets) and the production processes
themselves (e.g. changing crops, converting land to irrigation).
The integrated nature of the model is particularly important
in the Silistra region because it corresponds to the central-
ized management structure controlling all aspects of agri-

cultural production.

The next step in modeling of water resources development
is to integrate the demand and supply models to obtain economic
equilibrium solutions to be presented to the Silistra decision
makers. An attempt should be made to coordinate these two
models and the other regional models using the procedure

suggested in this paper.
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A WATER SUPPLY MODEL FOR THE
SILISTRA REGION

M. Albegov, V. Chernyatin and
A. Stanoulova

This report outlines the cooperative work being done by
IIASA and the Sofia Institute on the modeling of a water supply
system for the Silistra region. First, some general points
concerning the modeling of a regional water supply are con-
sidered then an outline of the Silistra water supply model is

presented.

The economic development of a region depends on many
factors. Of these, water resources can be particularly impor-
tant. ©Not only does water resource availability influence the
production specialization of a region, it actually determines
the development of irrigated agriculture, industries with high
water consumption, and industries with severe water pollution,
etc. Of course, the regional planner is interested not so much
in what a regional water supply system should be, as in what
the influence of water resource availability is on regional
development. In essence, he would like to know:

1. Is it possible to meet the projected water

demands?
2. What are the costs associated with the creation

of an adequate regional water supply system?
Unfortunately, it is impossible to answer these questions,

even roughly, without some analysis of the regional water

- 293 -
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supply system itself.

To some extent, answers to these gquestions are related to
the development of the region as a whole. Decisions concerning
the location of production units within a given region are very
sensitive to unit water costs for different geographical points
and different time periods. 1In fact, an analysis of the
Silistra agricultural model shows that unit water costs are
among the main factors in determining regional water demands.
Unit water cost depends on:

1. The geographical location of the water user

2. The quantities of water consumed by the other

water users.
3. The season of the year
It should be stressed that we are dealing solely with cost

rather than price of water.

In our opinion, taking into account such interdependencies
in a regional production model, especially an agricultural
model, would make that model impratical to use due to the in-

creasing dimensionality and non-linearity of the problem .

As previously stated, the determination of unit water
costs as functions of geographical location, water consumption,
and season is impossible without some analysis of the regional
water supply system. We would like to stress that it is hardly
possible to correctly define unit water costs other than as
marginal costs. As a rule, each water supply facility is mul-
tipurpose, and one cannot correctly allocate its capital costs
according to the different water uses. Therefore, the a priori

determination of unit water costs is extremely difficult.

That is why we attach great importance to the close inte-
gration of the water demand and water supply models. As
Figure 1 illustrates, the water demand model, using unit water
costs as one of its inputs, generates water demands as one kind
of output. Conversely, for the water supply model, water de-
mands are the main input and unit water costs are one of its
outputs. Depending on the difference between the a priori and

the endogenously determined costs, the water demand model
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Figure 1. Interrelations between water demand

and supply models.
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corrects the water demands and directs them to the input of the
water supply model, etc. Thus, we are dealing with an itera-
tive process which is supposed to be convergent. Such an
iterative process allows us to solve the problems of water

demand and supply separately.

Many kinds of well elaborated water supply models already
exist. Brilliant examples include the model developed in the
United States by the Texas Water Development Board (1) and one
developed in the Soviet Union by the Institute for Water
Problems (2). Models such as these consider many specific
situations in detail, including annual fluctations in runoff,
stochastic water demands, operating rules for each reservoir
and canal, etc. These considerations are necessary for the
exact calculation of a water resource system, but can be omit-

ted when analyzing regional development.

However, these models do not cover a number of topics of
significance to the regional planner, such as the dynamics of
a water supply system during the planning period, the depen-
dence of unit water costs on the factors listed above, and

others.

It should be mentioned here that regional analysis implies
the examination of a number of regional development alterna-
tives. Therefore, a regional water supply model should not be

oversophisticated, but operational.

Thus, we were forced to develop our own version of the
regional water supply model that differed in many respects from
the more detailed and sophisticated models already developed.
In doing so, our main objective was to assess the water re-
source factor in regional planning rather than to develop a
new technique for calculating a complex water resource system.
In this context, the water supply model should provide the

regional planner with the following essential data:

1. feasibility of the projected regional water
demands,
2. the total cost associated with the creation

of a regional water supply system,
3. the spatial and seasonal unit costs of water.
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In the operational sense, the regional water supply model

is a subordinate submodel in the regional system of models.

Many of these general principles have been implemented in
the Silistra water supply model. The work is being carried
out in close cooperation with the Sofia Institute for Water
Systems Design. The relatively small size of the Silistra
region as well as the ready availability of data make it an

especially attractive subject for modeling.

The nature of water demand in the Silistra region requires
that the water supply system be divided into two different parts:

one for industrial and private use, and the other for irrigation.

About 10-15% of the total water demand comes from industry
and the general population. Both require that the water be of
drinking quality, since the major industry of the Silistra
region consists of food enterprises. There are some non-food
industries in the city of Silistra. However, they are located
on the banks of the Danube and already have their own small
water supply systems. The only source of drinking water is
stream-terrace waters. This is a limited water source and can
not be relied upon for agricultural use as well. In a technical
respect, the drinking water supply system is a watermain system

and is of interest solely for engineering.

The soil and climatic conditions of the Silistra region
make it a particularly favorable area for the intensive devel-
opment of irrigated agriculture. Fortunately, water for irri-
gation is available in virtually unlimited supply from the
Danube. The entire Silistra region can be devided geograph-
ically into three non-connected irrigation systems. (Fig. 2).
In the Tutraken system, this project is already under way and
is, in fact, half finished. Thus, there is no further need
for modeling. The topography in the Silistra irrigation system
is such that the ‘creation of reservoirs is impossible. And,
since coral tracks have already been chosen, the development of
the water supply system in this area is mainly a matter of
engineering. Of the three irrigation systems, M. Preslovats

is the most representative of the entire region with regard
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to the irrigated area (about 60%), and such typical elements
as reservoirs, pumping stations, canals, etc. Thus, we con-~
sider the M. Preslavets irrigation system as an ideal one for

modeling a regional water supply system.

The main goal of water supply modeling in the Silistra

case is to determine:

the basic parameters of the system;

the capacities of reservoirs and pumping stations;
the discharge capacities of canals;

the total cost associated with the creation of

an irrigation system;

5. the spatial and seasonal unit costs of water.

FWN -
e e e

The simplified structure of the M. Peslavats irrigation
system used in our model is shown in Figure 3. It includes
the main pumping station on the Danube streamflow, three
reservoirs, five canals, and five water withdrawal outlets for
irrigation. This structure differs from the actual situation
only in the number of canals and water withdrawals. Such a
simplification was necessary only because of the limited ca-
pability of the computer facilities available at IIASA.

The main initial assumptions for modeling are:

1. The water supply system cannot be altered after
the end of the planning period (ca. 1990).
2. The water resources available are unlimited.
3. The projected water demands are specified at
the beginning of the planning period.
4. Only the within-year regulation of water
resources is considered.
5. Generalized annual costs, including both
capital investments and operating costs, are
minimized.
A few words should be said about the mathematical model.
The decision variables are: water flow in the canals at dif-
ferent time periods, amount of water actually stored in the
reservoirs, discharge capacities of the canals, and storage
capacities of the reservoirs. The physical constraints of the
model are the balance relations in the different modes of the
water network. The objective function includes the following
costs associated with the reservoirs, pumping stations, and

canals:
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Scheme of the Silistra migration
system.
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annual capital costs,

. operating costs,

3. annual costs associated with the electrical
energy for pumping water,

4. annual costs associated with the submergence

of arable lands.

N —

The objective function is assumed to be a linear function
of the decision variables. This means the mathematical model
is formulated as a problem of linear programming. The dimen-
sions of the problem include about 100 constraints and 150 vari-
ables. The program for running the model on the IIASA PDP 11/70
was prepared by W. Sikorski. All of the caiculations were
based on preliminary data. Following are some of the results

obtained.

The year was divided into seven seasons (December and
January, the months when the irrigation system does not work,
were excluded): October - November - February - March; April;
May; first half of June; second half of June; July; August -
September. The basic paramters of the Silistra water supply

system are shown in Figure 4a.

The unit cost of water is determined as the additional
cost of regional water supply due to the unit increment in
water demand for a given irrigated area and season. As seen
from Figure 4b, the unit costs of water depend essentially on
the geographical location of the irrigated area and the season
of water consumption. For example, in the third and fifth
time-periods, the unit cost of water varies by a factor of four,
depending on the location of irrigated area. Analogously, in
the first and forth areas, the unit cost of water differs almost
eightfold, depending on the season. These results mean that,
in the Silistra case, the use of the average unit water costs

for regional planning is inappropriate.
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A COMPLETE ECONOMIC MODEL
OF ONE PRODUCT

Nikolai Kolarov

This is a study of a relatively new subject. It concerns
possibilities for creation of a theory and modeling of one
product or commodity. In the case of economic agents, firms,
individuals and social organizations, the product appears as
the basic exchange unit. 1In fact, the product is an important
part of most economic activities, including production, market-
ing, and finance. Here we make an attempt to present the
product as an economic complex, an entity with certain proper-
ties and functions in the mechanism of interactions. Accord-
ingly, we propose a model of the product. In our belief, such
a model will give opportunities of development in two direc-
tions: examination of situations which appear with some
important products on a regional or worldwide scale, and

analysis of one-product or multiproduct firms.

The modeling approach supposes a simultaneous construction
of two models of one and the same product. One on a global and
the second on a local level (in this case regional level). The
necessity of the approach was brought about by a desire for a
better understanding of the possibilities for evaluation of any
given product in a certain region, in case the global tendency

of that product is known. The examination of the region-world

- 304 -
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In the theory of the firm and corporate planning modeling,
the product appears mostly as a preliminary assumption about
the type of organization (single- or multiproduct type). Many
theoretical and modeling approaches try to explain organiza-
tional behavior and not the behavior of the product. We
maintain that the product is not just a shadow factor for the
organizational activity, but it is something real, an economic
entity in an abstract but existing economic structure. This
structure and its behavior is usually classified in terms of
organizational attributes. The evolution from the studies of
the organization to the studies of the product, is an evolution
from structuralism to functionalism on a theoretical level.

In spite of the above, we do not reject a clarification of some

theoretical errors.

The goal of the investigation is to show the reality of
the economic structure of the product as an entity of elements
and interactions. The general notion of a product (commoddity)
is intuitively well understood. Usually, for most of us, the
product means a certain combination of utility, gquality and
price. In our consideration, "the characterizing vector of the
product" is significantly enlarged. We propose 18 indicators
of the product as an economic entity, which come from three
phases of product circulation: production, marketing, and
financing. In a broad sense, these indicators of the product

state are the following economic phenomena:

Market Production Finance
utility output (V) revenue (G)
demand (D) capacity ) profit
price (P) equipment (E) investment (I)
market promotion (A) labor (L) current assets (CA)
inventory (N) raw materials (M) borrowing (B)
supply (8) R and D (R)

cost (C)

Some of those indicators must be treated as product attri-
butes, from a more abstract point of view. For example, capa-

city as production capacity for a given product or raw
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materials as materials included in the product body, and so on.
Further, we shall call this characteristic vector of the pro-
duct, the product's basic economic indicators (PEBI). Accord-
ing to our idea, when the model of the product is to be con=
structed one structural equation for each PBEI must be built.
The system of 18 simultaneous PBEI equations we shall call a
"full-range" model of the product. Any study which does not
include all elements of this product economic structure must be

considered partial.

In the present study, we try to give an additional
analysis of the decision variables of the model. Each decision
variable has a connection with an additional problem outside
the product model and this problem can be interpreted as the
"private sphere of activity" in organizational terms. A deter-
mination by optimization is a way to obtain most of the
decision variables. So thg planning decision for all PBEI

simultaneously is a two stage procedure which includes:

-- Optimization for a relatively autonomous private
sphere of activity problems, which give the levels of

decision variables of the model.
-~ Decision on the system of structural equations.

The product approach is made consistent at the planning
level by passing from market through production to finance.
Balancing the elements of the product economic structure is a
continuous process for all stages of the product life cycle

from a "new product" to an "obsolete product”.

THE PRODUCT MODEL

The full-range model of the product, based on the 18 PBEI
will be specified for three sectors. Each sector contains
several PBEI functions, collected logically or according to

common assumptions.
Market Sector

The behavior of six PBEI is described in this part of the

product model, which gives us six structural "market mix"
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Product equations. These are: product price function (Pf),
product utility function (Uf), product demand function (Df),
product market promotion function (Aj), product inventory

function (NF), product supply function (Sf).

Ug: Utility function

We shall specify the product utility as a function of
product attributes by the following equation:

Up = ug(p) {uy0¢ + u3Q. 1D} (1)
where
Ut = index of the product utility in period t;
UOt = level of the satisfied consumer need by the product
in period t;

Qt = product quality level in period t;

Dt = product demand in period t;
U(p) = consumer choice probablity as a degree of prefer-

ences of that product among the whole scale of

products in the group.

Unlike the traditional view of U represented by the

fl
Marshall deterministic approach and Neuman-Morgenstern sto-
chastic approach, we here try to specify a non-traditional but

workable U_,

£
Decision variables: UOt’ Qt'
Df: Demand function

A specification of D¢ with all influencing factors in one
equation is very complicated. We propose the following log-

linear Df:

(2)
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where:
dO = parameter for the product market growth [dO N 11;
Yt = consumer income in time period t;
Y
P. = index of prices. The [ ] ratio gives the income
int Pint
impact on demand on current prices base.
ed)t = indicator of the seasonal variation [¢] and the
process of obsolescence of the product.
Pf: Price function

Product pricing (mark-up dynamics) is a combination of
three basic forces: production as a variation of the total
manufacturing cost (Ct) and its elements; market as a ratio of
the product demand and the total product supply (g) in period t;
government policy as a long-range level of income tax (k).

De Menil [1] first offered such a mixed Pf.

S B A W e (3)
ft (1-¢%) St t
Decision variable: «.
Af: Market promotion function

By that function we are trying to explain the problem of
"measuring market response to a communications mix" in the
product market [Montgomery and Silk (2)].

A, = product market share at t as a part of the regional
or world market;
AE = advertising expenditures;

SE = service and other market promotion expenditures.
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i-T....t, T - the beginning of existence of the
product market.
Explanatory variables AE and SE are lagged for historical
reasons and are not a current formation of the product market

share.
Decision variables: AE, SE.

Nf: Inventory function

The finished good inventory can be explained as a varia-
tion around the optimal stock. The total inventory cost (CN)

is represented as a function of that wvariation

= + - -
CNt n,¢4N_ + ny¢(d -V, - N) (5)

CN = total inventory cost;

t

¢1 = per unit cost of the inventory;

¢, = per unit cost of losses when the stocks are missing;

)
N, = the current inventory Nt = N0 + Nt ’
L
where N0 = the optimal inventory and Nt = the "over-optimum"

level of inventory.
Decision variable: NO.

Sf: Supply function

The total product supply (St) could be expressed as a

function of the input-output price ratios, P_/P
t" "w,m,E :

The whole potential stock of product at t[VE + Nt] and the
product demand (Dt),

P
t c
S, =8, + S8 = |+ S,(V_ + N_) + S_D ’
t 0 1 Pw,m,E 2t t 3t

(6)
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where

J
|

wages and depreciation rates;

production capacity at t.

<
It

Production Sector

= index of the input prices: prices of materials,

The product manufacturing process gives the product char-

actistics for seven PBEI. The product structure could be des-

cribed by seven equations: the production function [Vf], the

production capacity function [Vg], the equipment function [Ef],

the labor function [Lf], the raw materials function [Mf], the

technical progress function [Rf] and the cost function [Cf].

Vf: Production function

We use a four-factor disaggregated Vf, specified on an

empirical base.

v, V, V, Vv
= 2. 3, 4_75
Vee = VqBp B Mg Ry
where:
Rt = the level of disembodied technical progress in
period t;
Vft = product output in physical units in period t;
Et = equipment in physical units in period t;
Lt = labor in man-hours in period t;
Mt = raw materials in physical units in period t.
The elasticities can be obtained frlm V_ for the needs

£
of input factors E, L, M, R.
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C

Vf: Capacity function

The capacity is usually defined in two ways: (i) as the
maximum load of production equipment; (ii) as maximum output
with minimum total average cost. We shall simplify the first
definition of the capacity as the normal level of output given
by an appropriate labor/equipment combination accounting for

the investments in new equipment (Hall's putty-clay models).

T
v
c . _ .
Ve (E i,8) = 94L (__X E,i)/(E_t) (8)
i=t-1
where:
VE = normal level of output at t produced by all
models [Vl] of equipment E(i - t,...,TV) and
T, = age of the oldest model (generation) of equip-
m ment;
tv
L( Z E._i) = labor employment deduced from the normal labor/
i=t-1 V . .
equipment ratio;
/(Evt) = investment in new equipment of year t.
Ef: Equipment function

The Ef equation represents the balance of equipment in

terms of past value, depreciation, and investment in new
equipment.

T
v Tv Tv

Ei, =e. + - i E i
izt vire = € e1i=£_1 E,i e2i=Z_1 6,1 E,i+e /(E £) (9)
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where
T
v
) E,i,. = average stock of equipment and plant of all
1=t generations available at the beginning of
period t;
6 = [evi] = vector of the depreciation rates for all vl.

Decision variable: vector 6.

Lf: Labor function

The labor function included in the product manufacturing

process can be obtained by the equation:

g’ 1
= 1_[WL( E 1)] v ’ {(10)
t 0 i=t v

-
I

where:

labor in man-hours,

t
I

W = {Wi} vector of all wages.
In this way, labor is a function of all principal labor
costs determined by the product of the wage vector and full

capacity need for labor for a given output at t.

Decision variable: vector W.

M Raw materials function

f:

The needed (product) raw materials could be obtained from:

q
M, =m, +m. ) P . K.V , (11)
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where:
=1, 2,e¢ee,Q ; Q is the number of materials in-
cluded in the product body;
P = {PMj} = vector of material prices
Km = {KMj} = vector of technological coefficients for the

material expenditures taken as a column from

a given multiproduct input-output model.

The money value of needed materials {Mt} for the given
product output {Vt} is a combination of all material needs of
a technological specification and some possibilities for

material substitution.

Decision variable: vector KM

Rf" Technical progress function

The disembodied technical progress measured by the product
level of technology according to CHEN [3] can be given by the
following equation:

r.t r
R. = R.e | g7 2 (12)

where:
= level of product technology in time period t;

= initial level of technology;

= exponential rate of exogenous technical progress;

X H W W
+ = O

= index of experiences which can be expressed empiri-
cally by the cumulated output or cumulated invest-
ments;

r., = learning coefficient,

Cost function

Total manufacturing cost is calculated from the following

equation:



) K. V
c c o] c M3 tjc (o] c
_ 1 2 3 4 5143 6 7 8
= + +
Ct 4 ee Et W L, +P 7 +C vi -+CA (13)
e t
where:
Ct = total manufacturing cost per unit by
given output;
ee,We,PM = average depreciation rate, wage rate,
€ and price of materials rate;
K
2- Mi Vt
Et,Lt, 3 7 = all input volumes in physical units per
t unit of given output;
CIvt = cost of investment for a piece of new
equipment;
CA = all additional expenditures.

Financial Sector

The product financial structure, part of a product economic
structure, is represented as the financial flows among five
financial PBEI. The five PBEI financial structure equations are
the following: the revenue function [Gf], the profit functions
[Hf], the investment function [If] the current assets function

[CAf], the money borrowing function [Bf].

Gf: Revenue function

In a statistical sense, the revenue (total income) ob-
tained from the product sales for the period t is linearly
influenced by product supply [St], demand [Dt], price [Pt], and
1.

the one-period-lagged revenue [Gt_1

G, =9, + 9,8, + 9,0 + 9P+ 9,G ., . (14)
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'ﬂf: Profit function

The two aspects of profit circulation are, profit creation

and profit distribution. Thus we have two profit equations:
-~ Pretax profit obtained in time period t:

\2

I =g _ -] ) 6 .E.,+W,L, _+M_+72_+C ; (15)
i=t Vl Vl i71,t t t A

—-— Profit distribution among all involved in the produc-

tion net income generation:

A TAX, + A,DEBT_+ A IF + X ,CA_+ A WSD =T, ; (16)
where:
TAXt = taxation in time period t, A1 = profit tax rate;

DEBTt - total debts;

CAt = internally generated current assets for raw
materials and product inventory;
WSDt = additional wages, salaries and divident payments
If: Investment function

We shall describe the capital budgeting process in two

stages:

-- The decisions in time period t for new equipment in-
cluding plant in physical volume, obtained from the
following equation:

I
AEt+T = f0 lg (17)

(1+f1)u19V1§EV1,t)
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where:
AEt+T = new equipment decision in time period t with
investment lag;
My = rate of return of the borrowing money;
fo,f1 = positive constants.

From equation (17) it follows that the geometrical rate of

growth of the prbduct equipment increases with the increase of

the ratio Ht/evizEvi't - the rate of return of existing equip-
i

ment, and by the decrease of My - the rate of return of credit
money. The (1 + f1)u1 part of the equation reflects the rate
of return Hor which is necessary for maintainance of the exist-

ing equipment.

If (1 + f1)u1 < Ho AEt+T will be negative and if
(1 + f1)u1 > P AEt+T will be positive.

-- When AEt+T is known, It—-the investment as money
equivalence of AEt+T——can be calculated. Investments
(If) will be obtained from two sources:

a) from internally generated and accumulated capital in-

vestment funds [IF%]

A _ __A . .
IFg = IF 5 + Ay T+ evlgEVl , (18)
where:
IFAt=1 = remaining capital funds from past periods;
ABHt = the profit determined for investment in time
period t;
-evifEVi = total depreciation for investment in time
1 period t;
b) B, = borrowing for capital investment.

1
The investment function (If) can be described in the

following way:
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A
+ Z1(IFt) + Z,B (19)

It(AEVt+T) = Z 2B1¢

0

Equation (19) calculates the necessary money for new
equipment as a statistical function of internally generated

capital funds [IFt] and bank loans [B1t]'

Decision variable: B1t

CAf: Current assets function

The amount of money necessary for the service of the
product reproduction cycle depends on inventory volumes and

available cash.

CAt =y, ¥ y2Mt + y3cNt + YuCASHt + Y5B2t ’ (20)

where

CAt

Boe

CASHt = cash funds

all necessary current assets in time period t;

credits in current assets;

Decision variables B2t and CASH

B Money borrowing and government spending function

f:

The last equation in the product model represents the
level of outside capital needs for normal product reproduction.
There are two types of outside money: borrowing money (B1,B2)
and governmental financial aids [GA], if normal circulation is

impeded.

B, = B, +

e 0 B1B1t + 82B2t + B3DEBT + BAGAt ’ (21)

where:

Bt

DEBT = all debts at t.

all outside money needed in time period t;

The product model interactions among all PBEI including some

exogenous variables can be seen in Figure 1.



LIYYVN N LINTOYS INL NOLLINTOMS N 4270080 KL IMVONIS N LINCOMT INL

CA

< é A S l@’ =%
oSy

Co
Km
X
ENDOE. VAR/ABLES

1
A
B
5’

Q EXCELY. VARABULES

- 318 -

|
l
¢
j
O

x
vy
£

The product model interactions.

Figure 1.



- 319 -

DECISION VARIABLES DETERMINATION APPROACH

Upg? The Level of Satisfaction of

Consumer Need for the Product

This variable is obtained if the description of the ulti-
mate consumer need is given (see Ebert and Thomas [4]). That
means a chain of descriptions of all possible consumption
attributes of the product. For the purpose of qualification of
U0 the consumer function of the product must be decomposed
into main components with loading of every component as a part
of the whole consumer function of a given product. (For
example see Table 1.)

If the new product, in our case a washing machine,

satisfies the consumer need at different levels, U, will vary

0
between 0.1 and 1.
Table 1. Consumer need: washing.
I IT ITI Iv A\
Components Rubbing Water Wringing Drying Ironing

changing

Loading
coefficient 0.3 0.1 0.2 0.2 0.2




@ The Product Quality Level at t

t:
To determinate Qt’ we need an introduction of several
levels of the product standard quality (super, I, II, III, etc.).

The choice of the quality level will depend on:
-- the marginal cost of the quality [%%] ’
-- the marginal demand for the quality [%% ’
-- the marginal price of the quality [%g .

The choice of the level of Qt at a given quality level
scale can be obtained as a result of the analysis of elasti-

cities when AC, AD, AP are known at t.

K: Income Tax FRate

The determination of the optimal tax rate is a tool for
market equilibrium and creation of necessary conditions for a
normal product reproduction cycle. The income cannot be in-
creased above a certain critical level of the remaining income,
necessary for a normal self-financing of the product. The
optimal tax rate [k] will be determined by a given elasticity

of the demand-price elasticity [e ] and the supply-price

D/p

elasticity [e The total amount of the income tax (IT),

]-
S/p
obtained on a given income tax rate will be the following:

VP - V(P - «%) = IT , (22)

where:

dIT
dav

=0 or (Wig+p - WHEZKD 4 p k] =0

After some transformations the expression will be:

1y - e =-«®( +

P(1 - =
D/p S/p

) =0 . (23)

£



- 321 -

From here

< =P - D/p’ | (24)

To determine

Advertizing Expenditures (AE), Service
and Other Market Expenditures (SE)

If the profitability of all market expenditures [uA] is

_ Pdv

Ma = J& ¢ (25)

and the elasticity of market expenditures with respect to the

demand [eA/D] is given, optimum At, where At = [AEt + SEt]
can be reached when
A =pf1-=)ora =p[1 - - (26)
c PAVvV c u ’
—— A
dAt

where

Ac = marginal value of A.

Ac is divided on AE and SE at t according to the ratio,

a

Il -~

i+1

Il ~13

a,
i=0 i+T+2
T T

i=0

which means a ratio of the average coefficients of AE and SE in

equation (4).
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Optimal Inventory (N°)

The optimal inventory problem for a one-product inventory
line is usually described in terms of a safety stock, a penal-
izing cost for the stocks over use, different time intervals
of having or missing a stock, and so on. The adaptation of an
appropriate optimal inventory model for determination of N° is

not a complicated problem.

Optimal Depreciation Rate for ALl Vintages
of Equipment (Vector 6)
The optimal depreciation rate [ev,i] for each working
piece of capital equipment by year of model [Vl] could be cal-
culated for a given time period of the v! economic life [nvi],

assuming steady wear of each v' in the following way:

. _ Vv
eVl = n—'—l 100% . (27)
\%
The time period nvi will be calculated as a time during
which Hvi, the profit obtained as a result of V;, must be at

a maximum:

n
Ti={ (i cil™® +cim™® -ci , (28
vl T v v M

where:
GV i = revenue from V' in time period t;
t
c i =v' in time period t;
\%
t
Cvi(n) = remaining cost at the end of the economic life

of Vl;
Cvi = cost of V' at the beginning of use of Vl;

n_i = the optimal economic life of each vl is deter-

mixed on the maximum level of the profit.
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The Wage Rate Level (Vector W)

The vector W is calculated according to "the factors of
wage rate determination™ (TACHIBANAKI [5]. The influencing
factors are average wage level in the region (industry) [a],
special conditions [B], sex [j], occupation [6], size of the
organization [v], education [3], experiences of the workers [0],
working hours [h]. The level of each factor will be indicated
by a symbol: 14’ 15, 16’ 17, 18’ 19, 110, 111. The effect of
interactions among the factors is represented by the combina-
tions: (aB), (aj), (¢Bj)e.. . The determination of each element
of vector W can be achieved by the following equation:

W. =0, , + B + J + & + v
Tyrlgreeerlyqih 7Ly s g 17 g
+ ees + + j
(aB)lu’ls’ (aj)lU'lS'
(29)
+ * o \
(aBY'lu’lS’lG’
+ e 0o o + '(S LI I )
(B30)y a1, T
where:
W denotes the wage earning per hour for a
lullsl"'ll11lh
person of type h in cell 14’15’16’17’18’19’110’111 cee lh .
K : Vector of Technological Coefficients

™ for All Product Raw Material Inputs

Basically, K, is determined statistically as a raw column
of the product in a multiproduct input-output model. - The pos-
sibilities for a substitution of materials in the product body
can be taken from a production function constructed on a dis-
aggregated level,.
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The Capital Investment Borrowing [Blt]

The optimal level of the credit can be determined as a
ratio of the borrowing money to the whole capital B1/KT at t.
That can be done by a preliminary analysis of some interrela-

tions, given by the equation:

Vg ¥ —F (uo = XZ) ' (30)

where:
uz = rate of return of own capital;
My = rate of return of the whole capital;
kz = bank rate;
BT = total accumulated borrowing money in time period t;
KT = total capital.

Bt is the maximum credit, given on the basis of maximum

capital.
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APPENDIX: Input-output Specifications of the Product Model

QUTPUT INPUT

(PBEI)

- Utility (U) —- Level of satisfaction ulti-
mate consumer need by the

- Demand (D) _ product (UO)

~ price (P) ~ Product quality level (Q)

- Income tax rate (k)

- Market share (A) - Market promotion expendi-

- Inventory (N) tures (AE, SE)

~ Optimal finished good in-

- Supply (8) ventory (N°)
- Output (V) Vector 6 (depreciation rates)
e THE PRODUCT - Vector W (wage rates)
- Capacity (Vc) .
MODEL - Vector K_ (technological
coefficients

- Equipment (E)
~ Vector P_ (input prices of
- Labor (L) materials)

- Raw materials (M) - Investment loans (BI)

)

- Current assets loans (32
- R and D (R)

- Initial level of tech-
- Costs (C) nology (RO)

- Revenue (G) - The rate of return (u2)

- Government spendings (GA)
- Cash funds (CASH)
- Profit (H) - Total debts (DEBT)

- New equipment decisions in
physical units (AEt+T)

- Current assets (CA

- Total investment funds (IFA)

- Age of the oldest genera-
tion of equipment
available (TV)

- Income index of consumers
(Y)
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