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INTRODUCTION

Glossary: A partial dictionary that gives,
for a collection of terms, brief and inaccu-
rate explanations.

~ R.D. Specht

Every short statement...is misleading (with
the possible exception of my present one).

~ Alfred Marshall

Every activity -- and systems analysis is no exception ==
tends to develop its own vocabulary. Indeed, systems analysis,
because of its interdisciplinary nature, has been more prone than
most not only to invent new words for new concepts but also --
and more often -— to borrow established terms from the discip-
lines it employs and to change their meaning, sometimes slightly,
sometimes grossly, sometimes inconsistently. The result of this
can be confusion, misunderstanding, and failure of communication.

This glossary is an attempt at resolving part of the ambi-
guity. Sometimes, the best that can be hoped is that the reader
will be warned of a pitfall, for we cannot hope to fill them all
in, or even to identify them all. For example, when a word in
common use in systems analysis has three different meanings,
whose differences are often not to be determined by context,
there is little we can do beyond noting this unfortunate prac-~
tice. Clearly, we are in no position to dictate "proper" usage
to the disparate community of systems analysts. Cn the other
hand, we have made judgments about the wise use of terminology =--
stressing some meanings and ignoring others. We hope that the
result will be of use not only to the reader who is not well
versed in the literature of systems analysis but also to all
members of the systems analysis community.

The glossary, as it stands now, 1is tentative. It has been
prepared for the preliminary version of the Eandbook of Applied
Systems Analysis, and the terms included are those used in the
Handbook. We invite criticism and suggestions from our readers:
what terms should be added or deleted? What definitions are in-
correct or incomplete? Does the glossary "work" as intended?




The glossary, besides being part of the Handbook, 1is also
the beginning of a major task: the compilation of a multilingual
glossary of terms of systems analysis. We would therefore appre-
ciate it if comments and proposed additions were divided into two
parts: one with respect to the Handbook glossary, and the second
with respect to the projected multilingual glossary.

The Way It Works

The structure of the glossary is designed to highlight in-
terrelations among concepts -~ among the terms we sought to ex-
plain., The present sample consists of some 50 articles arranged
in alphabetical order; approximately 170 terms are defined. A
defined term is an "entry." Entries are marked by underscoring
and double brackets [][ 11 and may head an article or occur
within an article. Each term has only one entry, which may be
located by referring to the index. If a term is simply under-
scored within an article, it is a cross reference, 1i.e., 1t is
defined as an entry somewhere else in the glossary, and the index
should be referred to. The final version of the index will |use
page numbers to indicate the location of entries and in addition
will register all occurrences of a term (cross references as well
as entries). A rough version of this expanded index is appended,
as is a Russian-English index to the glossary's entries.

The glossary and its index were prepared by means of the EUD
and NROFF text processing programs on IIASA's UNIX COperating Sys-~
tem. This accounts for some anomalies of punctuation and for the
use of double brackets and underscoring, which may seem less than

ideal. The final version will be typeset, and these unaesthetic
elements eliminated.

- vi -



CLOS5SARY IKDEX

TERM SEE:
a fortiori analysis ,
action, feasible cessssssssessssCONnstraint
action space sssssesssssssssCONsSequence
actor cssssssesscssacfOle~playing
alternative
alternative, feasible esssscsssssssssCONstraint
analysis, a fortiori esesssessssssssa fortiori analysis
analysis, contingency essssessssssssssCONtingency analysis
analysis, cost-~benefit cscessassessesssSYyStems analysis
analysis, cost-

effectiveness cssscsssscssessSYystems analysis
analysis, decision essssesssssssseSystems analysis
analysis, feasibility cscssssssssssesSystems analysis
analysis, input-output

(Leontief) essassssssessssinput—output (Leon-

tief) analysis
analysis, Leontief [Syn.
for: input-output

(Leontief)
analysis] essesesssssssssinput-output (Leon-—
tief) analysis

analysis, policy sesssssssessssssSYstems analysis
analysis, resource csssssssssscsssk@SOUrce analysis
analYSiS, risk IQOOQC.IOCOOOCOriSkI
analysis, risk [Syn.

for: risk assess~-

]Tlent] OO.....OOOIQQ..risk
analysis, risk~benefit cescssasessssssSystems analysis
analysis, sensitivity essesssccsssesceSENsitivity analysis
analysis, value ecessssssssssssvalue
analytic model cssssssssscssssmodel
attribute, value-

relevant csseasscssssssssCONseguence
benefit eccecssassessssCONseguence
calsal model cccsssccsssssssmodel
chance-constrained prob- -

lem essssscsssssessOptimization
coefficient, technologi-

cal sssscsssssssessinput-output (Leon-

tief) analysis
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TERM

competitive multiple ob-

jectives
computer simulation

conditional

forecast

conflict situation

conflicting

objectives

conjoint measurement

theory
conseguence
conseguence,
consequence,

bute
consequence,

.

feasiblé

multiattri~

sipgle-

attribute

consequence
consequence
constraint

constraint,
constraint,
constraint,

space
tree

elastic
long=run
removable

[Syn. for: elastic
constraint]

constraint,
constraint,
constraint,

short-~run
stiff
unquestion-

able [Syn. for:
stiff constraint]

contingency

analysis

correlation
cost

model

cost, opportunity

cost-benefit analysis

cost-effectiveness
analysis

course of action

criterion

decision analysis

decision maker

decision maker, risk-
averse

decision maker, risk-
neutral

decision maker, risk-
prone

viii

SEE:

.objective
.simulation
.forecast
.game theory
.objective

.value
.constraint
.conseguence
.conseguence
.consequence
.consequence
.constraint

.constraint

<.constraint
.constraint
.constraint

.constraint

.Mmodel
.consequence

.Ooppor tunity cost
.Systems analysis

.Systems analysis

.Systems analysis

.utility
.utility

utility



1TERM

decision, primary
decision, secondary
decision taker [Syn.
' for: decision mak-
er]
decision
decision

theory
under certainty
decision under risk
decision under uncer-
tainty
decision variables
Celphi method
Ggemand
demand function
deterministic model
discount rate
discretization
diseconomy of scale
dominance
dynamic model
dynamic optimization
problem
economy of scale
effectiveness
efficiency
elastic constraint
environment
egqullibrium price
estimation, model
evaluation
expected utility
experimentation
externality
feasibility analysis
feasible action
feasible alternative
feasible consegquence
feasible objective
feasible set
feasible solution
forecast )
forecast, conditional
forecast, self-
fulfilling

. 666660 00

e & &6 8 80668 s o

668840 s

LRI I S N S Y

e & 8 88 848 o

e 6 68 6¢ 68 s

R EEEEERS

$ 686 0860 s o

¢ 6 & ¢ 688 s 0

4 8 86848848 s

66 s s s 08
s gssscsss 0
ssesssc s
LRI N IR B B N WY
LI I SN SN

............Optimization

e &6 88 ¢ s s

SEE:

ecsecsesecssssecondary decision

.secondary decision

.decision maker

.decision theory
.decision theory

.decision theory
.optimization
.demand

.model

.optimization
.economy of scale

.model

.optimization

.constraint

.demand
.model

.utility

.systems analysis
.constraint
.constraint
.constraint
.constraint
.constraint

.forecast

.forecast




TERM

forecasting horizon
[Syn. for: fore-
casting lead]

forecasting lead

formal model

gamble [Syn. for: lot-
tery]

game, multiperson

game theory

game, two-person

‘' game, zero-sum

gaming

goal

hierarchy of objectives

horizon, forecasting
[Syn. for: fore~
casting lead]

identification, model

impact

implementation

input~output (Leontief)
analysis

input-~output model

integer programming
interdependence matrix,
technological

interest rate [Syn. for:
discount rate]

iterative process

judgmental model

Leontief analysis [Syn.
for: input-output
(Leontief)
analysis]

linear model

linear programming

long~run constraint

lottery

man-machine model

man-machine simulation

SEE:

sesssssessssssstorecast
illl.l.lllll.l.forecast
llllll‘llll...llnodel

......‘.....‘..utility
ascsssssssssesessganme theory

csssessssssssscgame theory
cssessssssssssssgame theory
....-..........rOle—playing
esssssssessssssObjective
oio.qc.cq-o....ObjeCtive

'.Q.....l.l..llfore.cast
..........lll..model

..-.--.-.....-.input*OUtPUt (Le0n4
tief) analysis
...............Optimization

..........-....iDPUt-Output (Leon-
tief) analysis

sesssssssssssssdiscount rate

I........Illlllmodel

ceecssecsscsssssinput-output (Leon-
tief) analysis
..-oc---..---..lﬂOdel
essssesssnssssssOptimization
esesssssssssssesCOnstraint
lll.llll.....llutility
lll.lllll.lll.lmOdel
............(..Simulation



TERM SEE:

.....l.l!l.....utility
cesscsesssscsssdecision theory
cecccseasaseassssdecision theory

marginal utility
max-~max rule
max~min rule

model

model, analytic
model, causal

model, correlation
model, deterministic

cessseccssssssesmodel
escesssssscssssinodel
csssesssessssassmodel
cescccssesessssmodel

model estimation
model, formal

model identification
model, input-output

model, judgmental
model, linear
model, man-machine
model, optimization
model parameters
model, role-playing
model, simulation
model, static
model, stochastic
nodel structure
multiattribute conse~
guence
multiattribute utility
function
multiattribute value

.o---..----.--.mOdel
.--...-----..-.mOde.l
.o--...o-.....-mOdel

oo.o-o.ooo‘o.o.oinput-output (Leon"
tief) analysis

csescsssessssssmodel
cessssssessesssmodel
essesscsssssssmodel
cescscesssseesmodel
escsssscsnssssssmodel
cesssssssssssssmodel
cecscssssssess.model
csessssssssssssmodel
sesssscsssessssmodel
cescsscsscessssmodel

.........--.-..Consequence

..lllll.l.lll..utility

function cssssssssssssssvalue
multiobjective optimiza-
tion cessssessssssssOptimization

multiperson game
multiple objectives
nonlinear programming
objective

objective, feasible
objective function
objective, proxy
objective, scalar-valued
objective space
objective, vector-valued
objectives, conflicting
objectives, hierarchy of

--o......-.-.-.game theory
............l.-.ObjeCtive
.-..-.-o.......Optimization

csssseccssssssssCONstraint
cssscscenssssssOptimization
csssscesssssssssObjective
cssssecsssssssssOptimization
cssssesssssesssObjective
cesesssacsesssssOptimization
essssssssssssssObjective
csssssssesssesssObjective
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TERM

objectives, multiple
operational research
[Syn. for: opera-
tions research]
operations research
opportunity cost
optimal control problem
[Syn. for: dynamic
optimization prob-
lem]
optimal solution
optimization
optimization model
optimization, multiob-
jective
optimization problem,
dynamic ‘
optimization, single-
objective
optimum strategy
option [Syn. for: alter-
native]
outcome ([Syn. for:
consequence]
Pareto optimal
play
player [Syn. for: actor]
player
policy analysis
prediction
price, equilibrium
primary decision
probabilistic program-
ming
probability, subjective
program evaluation
programming, integer
programming, linear
programming, nonlinear
programming, stochastic
proxy objective
removable constraint
[Syn. for: elastic
constraint]

SEE:

....l...‘......objective

0.00-0-0..0..;.0perations research

ccsesessssssesessOptimization
o.o.‘..o..cuco.OPtimization

II..“‘.‘Q.‘.I.model
escesssesssssssOptimization
cssesssssssssssOptimization

eecesesssssssssOptimization
.....-o........'game theory

eesscssssssssssalternative

sssssssssssssssCONsequence
esessessssessssOptimization
essssesssessssssgame theory
.ouo..-ooo.oc-.role—playing

T eesssssssssssssgame theory
ceessssssssessssSystems analysis

l‘.‘..‘.‘.‘..“forecast
...’l.l..‘ll.“.demand

essssssssssssssSecondary decision

cecssssscssesssOptimization

.“.lll...“.l.decision theory

esssssssessssssevaluation
essssssscssssscOptimization
O.l...l..lll..loptimization
cecssscscesssssOptimization
esssssscsssasssOptimization
cesesacssssesssObjective

....a..........COnStraint
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TERM

resource analysis

risk

risk analysis

risk analysis [Syn. for:
risk assessment]

risk assessment

risk, decision under

r isk~averse decison mak-
er

risk-benefit analysis

risk-neutral decision
maker

risk-prone decision mak-
er

role-playing _

role~playing model

satisficing

scalar-valued objective

scenario

secondary decision

self-fulfilling forecast

sensitivity analysis

short=-run constraint

simulation

simulation, computer

simulation, man-machine

simulation model

simulation, stochastic

single-attribute conse~
guence

single-objective optimi~
zation

spillover

state of nature [Syn.
for: environment]

state of the world

static model

stiff constraint

stochastic model

stochastic programming

stochastic simulation

strategy, optimum

subjective probability

SEE:

....--......c.-riSk

ctstcocolltcccoriSk

lll“‘l“‘l‘.l.risk

ceesssessssssacdecision theory

8 8 & 888 8 %08 8o

4 6 68 86488868400

..utility
«.Systems analysis

.sutility
..utility
. «sMmodel

..optimization

«..forecast

«ssCONstraint

«s«Simulation
«s¢Simulation
. «model
« .model

« sCONnsequence

cessecssssessssssOptimization
cesesscesssssssseXternality

cecesscssssssss€nNVironment

secesssssscesssssmodel
essssssssssssssCONstraint
cessssssssessssmodel
cessssescscssssOptimization
essssssssssssssmodel
cessssssscessssgame theory
secsssscsssssssdecision theory

Xiii



TERM

suboptimization

supply function

systems analysis

target

target point

target set

target value

technological coeffi-
cient

technological inter-
dependence matrix

trade-off

two-person game

uncertainty

uncer tainty, decision
under

unqgquestionable con-.
straint [Syn. for:
stiff constraint]

utility

utility, expected

utility function, mul-
tiattribute

utility function

utility function [Syn.
for: weltare func-~
tion]

utility, marginal

utility theory

validation

value

value analysis

value function, multiat-

tribute
value function

value-relevant attribute

vector-valued objective
verification

welfare function
Zero—sum game

SEE:

..-........-...demand

...-....-a..-..ObjeCtive
I‘Illl.llll.lllobjective
.....;......c.c()b]ective
lll‘..lll.lIQOIObjectlve

lll.l‘llllll..Iinput—output (Leon-
tief) analysis

-....-.........input—output (Leon—
tief) analysis

.l...‘llll..l.lgame theory

...............deCiSion theory

.........-.....Constraint
llll...llll.lllutility
ll.‘l'l.lll.l.lutility

.lll....llll.llutility

.Osl....l.lll.lutility
III...I..IIIII.utility
.I.Illl.l.l.lllutility

cessssessssssssvalue
® 6 & 6 & & 86 0 & 6 8 & lvalue
® & 6 &6 8 & 8 &8 8 &8 s .Value
e & & & 5 &6 6 8 8 8 8 8 o lconsequence

.-...u.......-.Optimization

lll‘l.l..ll.lllutility
cssssssssssssssgame theory
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[[a fortiori analysis]]

A fortiori analysis is a method of treating uncertainty that

stacks the cards against one alternative (often the one intui-

tively preferred) by resolving questions of uncertainty in favor
of another alternative. If the initially preferred alternative
is still preferable, one has a stronger case in its favor.

See also: sensitivity analysis, contingency analysis,

[[alternative]]

One of the mutually exclusive courses of action that are

considered as means of attaining the objectives. Typically, the

alternatives differ in their nature or character, not only in
quantitative details. By mutually exclusive we mean that the al-
ternatives are competitive in the sense that if A is selected,’ B
cannot be chosen. A course of action that combines features
selected from both A and B would be a new alternative. (The
synonym "option" 1is often used in association with the decision

maker, as in "the decision maker's options were...¥)



[[consequencel]

A consequence is a result of a course of action (or of a de-

cision) taken by the decision maker (Synonym: outcome; see

impact).

In analysis, the consequences of a course of action are

determined (predicted) by the use of models.

The consequences that one would like to have, particularly

those that contribute positively to the attainment of objectives,

are referred to as [[benefits;]] the consequences that one would

like to avoid or minimize are [[costs.]]

The consequences that do not bear very much on the main ob-
jectives and are not evaluated in the analysis but that may af-

fect the objectives of other groups of people are referred to as

spillovers or externalities.

A [[consequence treel]l is a graph showing what further

consequences 'will be <caused by some direct consequence of a
course of action. For example, one alternative to stimulate the
economy may be ta lower taxes. This will result in an increase
of'average family income, which will in time influence the number

of cars, which will have an impact on traffic conditions, on en-

vironmental pollution, and so on.

In the literature on decision theory it 1is customary to




speak about one [[multiattribute consequence]] of a course of ac-

tion instead of saying "the action has several consequences." Ac-

cordingly, the term [[single-attribute consequencel] is used when

the course of action has only one consequence that is being con-
sidered (e.g., monetary profit). Within the context of decision
theory, attributes are those fe;tures of a consequence that are
taken into account in the evaluation of this consequence by the

decision maker , One speaks, more precisely, about

[[value-relevant attributes.,]]

In mathematical formulations one speaks about a mapping from

the space of courses of action [[(action space)]] into the space

of consequences [[(consequence space).]] In a deterministic case

the mapping. from action space to consequence space is a point-
to-point mapping. This means that a given course of action has a

Ziven and certain consequence. In a case of risk or uncertainty

the mapping from action space to consequence space 1s a point-
to-set mapping; that is, a ziven course of action may have any

one of the conseguences contained in a given set.

In analysis, the mapping from action space to consequence

space 1is described by a model.



[[constraint]]

Constraints are limitations imposed by nature or by man that
do not permit certain actions to be taken. Constraints may meén

that certain objectives cannot be achieved.

The actions, alternatives, consequences, and objectives that

are not precluded by the constraints are referred to as

[[feasible.]]

In a particular analysis study, some constraints may have to
be considered [[stiffll or unquestionablé, others - from among
those imposed by prior decisions - may be [[elastic]] or remov-
able if the adalysis proves a good case for it. For example, the
natural water supply in a region is a stiff constraint, while the

money or manpower allocated to fulfill a certain task may be an

elastic constraint.

It is useful to distinguish [[short-runl]l]l and [[long-run]]
constraints: for example, existing legislation is a constraint in

the short run, but not necessarily in the long run.

In wathematical terms, if the notions of action space,

consequence space, and objective space are introduced, the con-

straints determine a [[feasible set]] in each of those spaces.,



[[contingency analysis]]

Contingency analysis is a method of treating uncertainty

that explores the effect on the alternatives of changes in the

environment in which the alternatives are to function. This is a

"what-if" type of analysis, with the what-ifs being external to

the alternative, in contrast to a sensitivity analysis, where the

parameters of the alternatives are varied.

See also: a fortiori analysis.

[[course of action]]

A means available to the decision maker by which the

objectives may be attained.

A systems analysis wusually considers several possible

courses of action, which are then referred to as alternatives or

as the decision makers's options.

[[eriterion]]

A criterion is a rule or standard by which to rank the

alternatives in order of desirability. The use of "criterion" to

mean "objective” is incorrect.

See objective.



[[decision maker]]

A decision maker is a person, or group of people (e.g., a

committee), who makes the final choice among the alternatives.

Synonymn: decision taker.

[[decision theory]]

Decision theory is a body of knowledge and related analyti-
cal techniques of different degrees of formality designed to help

a decision maker choose among a set of a;ternatives in 1light of

their possible consequences. Decision theory can apply to condi-

tions of certainty, risk, or uncertainty. [[Decision wunder._

certainty]] means that each alternative leads to one and only one
consequence, and a choice among alternatives is equivalent to a

choice among consequences. In [[decision under risk]] each al-

ternative will have one of several possible consequences, and the
probability of occurrence for each consequence is known. There-
tore, each alternative is associated with a probability distribu-
tion, and a choice among alternatives is equivalent to a choice
émong probability distributions. When the probability distribu-

tions are unknown, one speaks about [[decision under

uncertainty.]]

\

Decision theory recognizes that the ranking produced by us-



1

ing a criterion has to be consistent with the decision maker's

objectives and preferences. The theory offers a rich collection

of techniques and procedures to reveal preferences and to intro-
duce them into models of decisions. It is not concerned with de-
finingz objectives, designing the alternatives or assessing the

consequences; it usually considers them as given from outside, or

previously determined.

Given a set of alternatives, a set of consequences, and a
correspondence between those sets, decision theory offers concep-
tually simple-procedures for choice. In .a decision situation
under certainty the decision maker's preferences are simulated by

a single-attribute or multiattribute value function that intro-

duces ordering on the set of consequences and thus also ranks the

alternatives.

Decision theory for risk conditions is based on the concept
of utility (see utility, sense B). The decision maker's prefer-
ences for the mutually exclusive consequences of an alternative

are described by a utility function that permits calculation of

the expected utility for each alternative. The alternative with

the highest expected utility is considered the most preferable.

For the case of uncertainty, decision theory offers two main

approaches. The first exploits criteria of choice developed in a

-7 -



broader context by game theory, &s for example the [[max-min

rule,]] where we choose the alternative such that the worst pos-
sible consequence of the chosen alternative is better than (or
equal to) the worst possible consequence of any other alterna-

tive, or the [[max-max rule]] where we choose the alternative

such that the best possible consequence of the chosen alternative

is better than (or equal to) the best possible consequence of any

other alternative,

The second approach is to reduce the uncertainty case to the

case of risk by using [[subjective probabilities,]] based on ex-
pert assessments or on analysis of previous decisions made in

similar circumstances.

See also: game theory, optimization, utility, value.

[[(Delphi method]]

A technique to arrive at a group position regarding an issue
under investigation, the Delphi method consists of a series of
repeated interrogations, usually by means of questionnaires, of a
group\of individuals whose opinions or judgments are of interest.
After the initial interrogation of each individual, each subse-
quent intefrogation is accompanied by information regarding the
preceding round of replies, wusually présented anonymously. The

individual is thus encouraged to reconsider and, if appropriate,



to chanze his previous reply in light of the replies of other
members of the group. After two or three rounds, the group posi-

tion is determined by averaging.

[[demand]]

[A) As a term in economics, demand means the amount of a
commodity (good or service) that would be purchased at a given

price. An associated term is [[demand function,]] which presents

the demand-versus=price relationship. A demand function for a
given commodity 1is compared with a corresponding [[(supply

function]] to determine the [[equilibrium price:]] a price at

wiich the supply offered matches the demand.

(B] In another usase, demand means the amount of a commodity
required for a certain purpose. It often relates to the future,
as’ in: "the world energy demand in the year 2030 will be 35
terawatts." Implicit in this statement is that the price of ener-

gy as well as other economic conditions will be such that 35

terawatts will be consumed (purchased) if technically available.

[[discount rate]]

It is assumed that a wonetary unit received today 1is worth

more than a monetary unit to be received a year from now. This



assumption requires that, in order to determine the present value
of future sums, the analyst wuse an interest rate to discount
these future sums. If 1 1is the assumed annual interest or
discount rate, expressed as a decimal, the present value of x
monetary units to be received n years from now is giﬁen by the

fofmula:

Present value = X

(l+i)n

Discount rates are used when couwparing alternatives that differ
in the <time-character of their flows of costs and benefits; to
compare them, costs and benefits are discounted to the same year.

There are no <clearcut rules as to what an appropriate discount

rate should be in a given case.

[{[dominance]]

An alternative is said to be dominant with respect to a

second alternative whenever one or more of the consequences of

the first are superior (i.e., preferred according to some

criterion) to the corresponding consequences of the second, and

all others are equally valued.



[[economy of scale]l]

Relative saving ("economy") realized when the size of a
plant, enterprise, etc., is increased. For example, lower pro-
duction cost of an automobile due to production of a large number

of cars of the same type is due to economy of scale.

There may also exist a [[diseconomy of scale,]] where the

increased size contributes to an increase in unit cost.

[[effectiveness]]

In systems analysis, the effectiveness of an alternative is

usually represented by an aggregative expression approximating
the totality of output or performance aspects of that alternative
that are relevant to goal attainment. Ideally, it is a single
quantitative measure that can be used to evaluate the performance

level achieved in attaining the objectives.

[[efficiency]]

Program A is said to be more efficient than program B if,
for a given <cost, a chosen aggregated measure of its positive

results (such as effectiveness or benefit) is greater than that

for program B.



[[environment]]

Enviromment is wost often used as a synonymn of state of na-
ture, a concept wuseful 1in modeling. It embraces all external
factors or forces that are beyond the influence of the decision

magker but nevertheless affect the consequences of his action.

Environment is also occasionally used as a synonym of state

of the world. The difference between the two concepts is that

state of the world can include the consequences of a course of
action as well as the external factors, while the state of nature

comprises the external factors only.

[[evaluation]]

Evaluation as used in a technical sense in the United States
means assessment of a government program's past or ongoing per-

formance. The key issue in [[program evaluation]] is to deter-

mine the extent to which the program, rather than other factors,

has caused any changes that have been observed.

[[experimentation]]

In systems analysis, experimentation is the process of

determining the results of a proposed course of action or program
, = 9% Y el
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by conducting an experiment on a smaller scale in which the
course of action is applied to a sample drawn from the future
target group. An example would be a test of a new health policy
in a restricted region instead of the whole country, or a test on
a randomly selected sample of the population., The results are
best when the experiment is controlled -- i.e., when the test and
control groups 4are chosen before program implementation in such a
way that they are as siwilar as possible. In this way, any
differences that are observed during the experiment c¢an be as-

cribed to the program.

Experimentation 1is used whenever current knowledge and
understanding of factors such as social attitudes and group

preferences are not sufficient to provide dependable model-based

predictions. (See: model)

[[externality]]

An externality is a consequence not considered in analysis.

An externality that affects the interests of other groups of peo-

ple or other decision makers is referred to as a [[spillover.]]

If the effects of an externality are appreciable, it may have to

be taken into account (internalized) in the analysis.

The term externality derives from economics, where external-

ites are costs or beanefits not taken into account in a transac-
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tion or system of transactions. For example, the cost borne by
others when an industry pollutes a stream would be referred to as

an externality.

[[forecast]]

A forecast is a statement, wusually in probabilistic terwms,
about the future state or properties of a system based on a known

past and present.

A [[conditional forecast]] states in probabilistic terms

what the future will be if a course of action is taken.

A forecast that states with a high degree of confidence what

the future will be is referred to as [[prediction.]]

A forecast that is a hypothesis rather than a formally jus-

tified inference from past data is referred to as a scenario.

Forecasting techniques range from expert Jjudgements to

mathematical forecasting models. The [[forecastinz lead]] (fore-

casting horizon), 1is the length of time ahead of now for which
one can make a reasonable forecast. It depends, in the general

sense, on available data.

A forecast that makes ;tself come true is referred to as a

[[self-fulfilling forecast.]] For example, a forecast for the ra-
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pid growth of a certain city .wmay encourage business to locate

there, thus causing the forecast to be realized.

[[game theoryll]

Game theory is a branch of mathematical analysis developed

to study decision making in [[conflict situations.]] Such a si-

tuation exists when two or more decision makers who have dif-

ferent objectives act on the same system or share the same

resources. There are [[two-person]] and [[multiperson games.]]

Game theory provides a mathematical process for selecting an

([optimum strategyl] (that is, an optimum decision or a sequence

of decisions) 1in the face of an opponent who has a strategy of

his own.

In game theory one usually makes the followinz assumptions:

(1) Each decision maker [["player"]] has available to him two
or more well-specified choices or sequences of choices

(called [["plays").]]

(2) Every possible combination of plays available to the
players leads to a well-defined end-state (win, 1loss, or

draw) that terminates the game.

- 15 =



(3) A specified payoff for each player is associated with each

end-state (a [[zero-sum game]] means that the sum of

payoffs to all players is zero in each end-state).

(4) Each decision maker has perfect knowledge of the game and
of his opposition; that is, he knows in full detail the
rules of the game as well as the payoffs of all other

players.

(5) All decision makers are rational; that is, each player,
given two alternatives, will select the one that yields

him the greater payoff.

The last two assumptions, in particular, restrict the appli-
cation of game theory 1in real-world conflict situations.
Honetheless, game theory has provided a means for analyzing many
problens of interest in economics, management science, and other

fields.

[[impact]]

Impact is used in three different ways:

[A] as synonymous with conseguence;

[B] to mean any conseguence (beneficial or adverse) that

reaches beyond the direct purpose of a given course of action, as
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in: "the impact of the new steel plant on employment opportuni=-

ties in the region;"

[C] as in [B}, but the meaning restricted to adverse conse-
quences, as in: "the impact of industrial growth on the ecologi-

cal environment."

[[implementation]]

Implementation means the process of carrying out a course of
action. Implementation starts at the decision and terminates

when the objectives are attained.

{{input=output (Leontief) analysis]]

Input-output (Leontief) analysis is a technique developed
for quantitatively analyzing the interdependence of producing and
consuming units in an economy. Input-output analysis studies the
interrelations among producers as buyers of each other's outputs,
as users of resources, and as sellers to final consumers. For
example, if a planner wishes to expand the activities of some in-
dustry, or some component of final consumption, an input-output
analysis can tell what amount of other manufactured goods,

resources, and labor this requires.
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In an [[input=-output model]] the output product of each sec~

tor of the economy is set egual to the input consumption of that
product by other industries plus the consumption by final consu-
mers. All 1inputs and outputs are expressed in'the same units
(usually in monetary units per unit of time, for example in
schillings/year). Cne denotes aij the worth of output product of
sector i required as input by sector j to produce one unit's
worth of its product. Then, if we denote XprXgreeaX the output

products of the sectors, the basic relation of the model is:

n
Xi= Z ai5%5 tyy
j=1
where Yy is the consumption of product i by final consumers. In

a model with three sectors, we have, for example, for the output

product Xo1

Xo = 8j1X) *+ ayy%; + ay3x3 +y,

which reads: "out of the total output X, the amount a,1%y is used

by sector 1 to produce output Xireeey and the amount Yo is con-
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sumed by final consumers."

The parameters aij are referred to as [[technological

\

coefficients.]] They are usually arranged into a table called the

[ [technological interdependence matrix]] for the system being

modeled,

[[iterative process]]

An iterative process is a process for calculating a desired
result by means of a repeated cycle of operations. An iterative
process should be convergent, i.e., it should come closer to the

desired result as the number of iterations increases.

[ [modell]

A model is a device, scheme, or procedure typically used in

systems analysis to predict the consequences of a course of
action; a model usually aspires to represent the real world (to
the degree needed in analysis) -- for example, a relation between

some observed phenomena.

A model can be [[formal]] (e.g., a mathematical expression,

a diagram, a takle) or [[judgmental]] (e.g., as formed by the

deductions and assessments contained in the mind of an expert).
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Some models are [[causall] -- i.e., they reflect cause-

effect relationships. Others are [[correlation models,]] which

do not necessarily reveal whetner some of the observed phenomena
are the cause of the others., An example is correlation models
used for weather forecasting; note that the farmer who predicts
rain on the basis of some observed phenomena and his past experi-

ence 1s usingz a judgmental correlation model.

A [[deterministic model]] generates the response to a given

input by one fixed 1law; a [[stochastic model]] picks up the

response from a set of possible responses according to a fixed
probability distribution (stochastic models are used to simulate

the behavior of real systemns under random conditions.

A [[dynanic modell] can describe the time-spread phenomena

(dynamic processes) in a system. A [[static model]] describes

the system at a given instant of time and in an assumed state of

equilibrium.

Among the formal, wathematical models an [[analytic model]]

is formed Dby explicit equations. It may perwmit an analytic or

numerical solution,

An analytic model is [[linear]] if all -eguations in the

model are linear.

We speak of a [[simulation modell]] if the solution, 1i.e.,
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the answer to the question which the analyst has posed, is ob-
tained by experiments on the model rather than by an explicit

solution algorithm, A typical example is [[stochastic

simulation,]] where one wants to obtain probabilistic properties

of a system's response by evaluating the results of a large

number of simulation runs on the model.

In some analyses the model by which one predicts the outcome
of a «course of action must take into account that this outcome
depends also on actions taken by other decision makers. If the
assumption can Dbe made that those decision makers optimize some
defined objective functions, and all the other aspects of the

system can also be formalized, an [[optimization modell] (e.g., a

linear programming model) can be used to determine the system's

response to a course of action. 1In [[role-playing models]] those

decision makers (and perhaps some other elements of the system as

well) are simulated by human actors.

In a [[man-machine model]] an actor or actors play roles

while other parts of the model are implemented on a computer.

A formal model has a [[structurel] (the form of an equation,

for example) and [[parameters]] (the values of coefficients in an

equation, for example). Determination of both the structure and

parameters 1is [[model identification;]] determination of parame-

ters on the basis of experimental data is [[model estimation.]]




The check of a proposed model against experimental data other

than those used for parameter estimation is model validation.

See also verification.

[fobjectivel]

An objective is somethingz that a decision maker seeks to ac-

couplish or to obtain by .weans of his decision. A decision maker

may have more than one objective (the [[multiple-objectives]]

case).

An objective may be specified in a more or 1less general

fashion, may be quantified or not quantified, and is usually part

of a [[hierarchy of objectives.]] The term [[goall]l]l is sometimes
used to denote a very general objective (at the top of the
hierarchy) and [[target]] is used to mean a very definite objec-
tive. Example: "The goal of allocating money to tihe municipality
was Lo increase the quality of urban life. The immediate objec-
tives were to improve public transportation and fire services. A
10% reduction of average travel time from home to work and a 70%
decrease of average alaru-to-action time taken by the fire bri-

gades were set forth as targets".

The multiple objectives of a single decision maker are usu-

ally [[competitive:]] i.e., the improvement in one of them is as-

sociated with a deterioration in another (usually because of lim-
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ited resources or because of other constraints).

Competitive objectives are sometimes referred to as

[[conflicting objectives.]] However, one should speak about a

conflict and about conflicting objectives only if there are two
or more decision makers who have different‘objectives and who act
on the same system or share the same resources. In the example
given above, the director of urban transportation and the direc-
tor of city fire services have conflicting objectives, At the
same time the mayor of the city, if he were the single decision

maker, would look at these objectives as competitive,

If the two directors are left without a coordinating influ-
ence by the mayor (who would, for example, decide how to allocate

the resources), a conflict situation may result. (see ame

theorY).l

With the mayor's interventions, the system becomes a hierar-

chy of decision makers, and the conflict may be resolved.

When the extent to which an objective is attained is measur-
able on some appropriate scale, one can speak about the degree of

attainment of the objective.

In systems analysis, one often uses [[proxy objectives:]]

objectives other than the original ones, but such that are
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measurable and can be quantitatively discussed. A proxy objec-
tive should at least point in the same direction as the original
one; for example, "reduction of mean travel time" in urban tran-

sportation is a proxy for "improved services."

In a mathematical description, the measures of the multiple
objectives Ql'Qz"“'Qn are considered to be coordinates of a

point in the n-dimensional [[objective space.]] Then, the

[[target values]] T,,Th,cee,T prescribed for the n objectives
1’2 n

are considered to be coordinates of the [[target point]] in this

space. When the target value reguirements are set forth as some
intervals rather than single numbers, they define a region in the

objective space that is referred to as a [[target set.]]

{[operations research]]

Operations research (operational research in Britain) as un-—

derstood today is essentially identical to systems analysis. His-

torically, it was a narrower area of activity that stressed gquan-

titative methods and did not concern itself with trade-offs

between objectives and means or with problems of equity. It was

defined by the Operational Research Society of Great Britain as

follows (Operational Research Quarterly, 13(3): 282, "1962):
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Operational research is the attack of modern science on
complex problems arising in the direction and manage-
ment of large systems of men, wachines, materials and
inoney 1in industry, business, government and defence.
Its distinctive approach is to develop a scientific
model of the system, incorporating measurements of fac-
tors such as chance and risk, with which to predict and
compare the outcomes of alternative decisions, stra-
tegies or controls. The purpose is to help management

determine its policy and actions scientifically.

[[opportunity cost]]

Opportunity cost 1is defined as the advantage forgone as the

result of the acceptance of an alternative. It is measured as the

benefits that would result from the next best alternative use of
the same resources that wus rejected in favor of the one accept-

ed., Opportunity cost is difficult, perhaps impossible, to meas-

ure precisely.

[[optimization]]

Optimization is an activity that aims at finding the Dbest
(i.e., optimal) solution to a problem. For optimization to be

meaningful there anust be an objective function (see below) to be




optimized and there must exist more than one [[feasible
solution,]] i.e., a solution which does not violate the

constraints,

The term optimization does not apply, usually, when the
number of solutions permits the best to be chosen by inspection,

using an appropriate criterion (see decision theory).

One distinguishes [[single-objective]] and [[multiobjective

optimization.]] In the first case the objective is

[[scalar-valued]] (it can be measured by a single number); in the

second, the objective 1is [[vector-valued]] (its value is ex~-

pressed:- by an n-tuple of numbers).

In mathematical terms, the formulation of an optimization

problem involves [[decision variables,]] X11XgreesrX the

n'
[[objective function,]]

Q = f(xllxzpcoo'xn)
and constraint relations, usually of the form
gi(xl'x2'°"'xn)$ O, 1i=1,2,ce0,m

The [[optimal solution]] (or "solution to the optimization

problem") are values of decision variables il,iz,...,in that

satisfy the constraints and for which the objective function at-
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Lains a maximum (or a minimuw, in a minimization problem).

Very few optimization problems can be solved analytically,
that is, by means of explicit formulae. In most practical cases
appropriate computational techniques of optimization (numerical
procedures of optimization) must be used. Among those techniques

[[linear programmingl]] permits the solution of problems in which

the objective function and all constraint relations are linear;

[[nonlinear programmingl] does not have this restriction, but can

manage many fewer decision variables and constraints; [[integer

programmingl]] serves to solve problems where the decision vari-

ables can take only integer values; [[stochastic]] or

[[probabilistic programmingl]] wust be used for problems where the

objective function or constraint relations contain random-valued
parameters (in the latter case, the problem is referred to as a a

[[chance-constrained problem).]]

A special class is [[dynamic optimization problems,]] where

the Jecision variables are not real numbers or integers but func-
tions of one or wmore independent variables -~ functions of time
or space coordinates, for example. Dynamic optimization problems
are sometimes referred to as "optimal control problems."™ There

exist special techniques to solve such problems; they often make

use of [[discretization]] of the independent variables, for exam-
ple dividing the time axis into a number of intervals and consid-

ering the solutions to be constant over those intervals.
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A single-objective optimization problen may have (and usual-

ly does nave) a single-valued, unique solution.

The solution to a multiobjective problem is, as a rule, not
a particular value, but a set of values of decision variables
such that, for each element in this set, none of the objective
functions can be further increased without a decrease of some of
the remaining objective fuﬁctions (every such value of a decision

variable is referred to as [[Pareto-optimal).]]

[[resource analysis]]

The process of determining the economic resource impacts of
alternative proposals for future courses of action. While in
resource analysis, physical quantities are often ultimately
translated into monetary terms, the real aim is to measure the
probable "resource drain" on the economy that would result from
various possible actions. The resource analyst must not only
give attention to economic costs but also has to determine if it

is feasible to obtain needed physical material and manpower in

the required time period.

I

[[risk]]

[A]l] In decision theory and in statistics risk means
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uacertainty for which tile probability distribution is known.- Ac-

cordingly, [[risk analysis]] means a study to determine the out-

comes of decisions along with their probabilities ~- for exanmple,

answering the quesstion: "what is the likelihood of achieving a

1,000,000 schilling profit in this alternative?"

In systems analysis, a decision maker 1is often concerned

with the probability that a project (the chosen alternative) can-
not be carried out with the time and money available. This risk

of failure may differ from alternative to alternative and should

be estimated as part of analysis.

(B] In another usage, risk means an uncertain and strongly
adverse impact, as 1in "the risks of nuclear power plants to the
population are...." In that case, risk analysis or [[risk

assessment]] is a study composed of two parts, the first dealing

with the identification of the strongly adverse impacts, and the

second with determination of their respective probabilities.

Compare risk-benefit analysis,

[[role-playingl]

A type of simulation 1in which persons (referred to as

[[actors]] or players), sometimes with the aid of computers; act

out roles as parts of the system being analyzed.



For example, experts in different fields wmay be called upon
to simulate the ©behavior (to predict the response) of specific

segments of a regional or national economy being studied,

A-role-playing simulation in waich the actors (players) act

out roles as decision makers is called [[gaming.]] In gaming, the

players usually have different and conflicting objectives (in

business gaming and war gaming, for example). The players nay

act as individuals or may be combined into ccalitions, or oppos-

ing teams.

[[satisficing]]

Satisficing is an alternative to optimization for cases

where there are multiple and competitive objectives in which one

gives up the idea of obtaining a "best" solution.

In this approach one sets lower bounds for the various ob-
jectives that, if attained, will be "good enough" and then seeks
a solution that will exceed these bounds. The satisficer's phi-
losophty 1is that in real-world problems there are too many uncer-
tainties and conflicts in values for there to be any hope of ob-
taining a true optimization and that it is far more sensible to

set out to do "well enough" (but better than has been done previ-

ously).

- 30 -



[[scenarioll

A scenario is an outline of a hypothesized chain of events.
The term is used to denote [A] a forecast based on loose assump-
tions rather than on a more formal inference from the past or [B]

a synopsis of a proposed course of action.

[[secondary decision]]

Secondary decisions are those choices inade by the analyst

that determine the way in which systems analysis of a given prob-

lem or issue will be performed. They include making the simpli-
fying assumptions by which a complex issue will be made tractable
in analysis, choosing the forms of models, selecting the tech-

niqués of computation and simulation, deciding what data have to

be acquired, Jjudging what support by experts of various discip-

lines to use in performing the analysis, and so on.

The secondary decisions are distinguished from [[primary
decisions,]] that is, the decisions to be taken by the decision

maker and related to the object problem or issue to which a sys-

tems analysis is applied.

- 31 -



[[sensitivity analysisl]]

A procedure to determine the sensitivity of the outcomes of

an alternative to changes in 1its parameters (as opposed to

changes in the environment; see contingency analysis, a fortiori

analysis). If a small change in a parameter results in relative=~
ly large changes in the outcomes, the outcomes are said to be
sensitive to that parameter. This may mean that the parameter
has to be determined very accurately or that the alternative has

to be redesigned for low sensitivity.

[[simulation]]

Simulation is the term applied to the process of modeling
the essential features of a situation and then predicting what is
likely to happen by operating with the model case by case -~
i.e., by estimating the results of proposed actions from a series
of imaginary experiments (imaginary because they are performed on
the representation of the situation, the model, rather than on

the situation itself).

Most frequently, the simulation is a [([computer simulation]]

in which the representation is carried out numerically on a digi=-
tal computer. It may also be done on an analogue computer or by
means of a physical representation, say by a wooden airfoil in a

wind tunnel. [ [Man-machine simulation]] is a simulation that em-
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ploys a man-machine model.

Also see: role playing, gaming.

[[state of the world]]

State of the world, in connection with a course of action,
means the aggregate of natural, economic, social, cultural, and

other conditions on which the presuined consequences must depend

and to which the course of action must be matched. A forecast of

the state of the world is required to predict the results of any

course of action.

See environment.

[[suboptimization]]

Suboptimization refers to the analysis to assist a lower
level decision as a step towafd the attainment of a higher level
objective to which the lower level decision is to contribute.

Thus, an optimization of a city's streetcar operations would be a

suboptimization if the higher level aim is to optimize the entire

public transport system.

Analysts and decision makers must always suboptimize -- that
is, consider actions that pertain to only part of the elements

that enter a problem -- neglecting some things and fixing others




arbitrarily. Even if all suboptimization problems relevant for a
higher level problem are successfully solved, this will not mean,
usually, that the higher level problem will be optimized. One
could wusually do better by treating all partial problems and

their interrelationships, simultaneously.

[[systems analysis]]

This term has many different meanings. In the sense adopted
for the Handbook, systems analysis is an explicit formal inquiry

carried out to help someone (referred to as the decision maker)

identify a better course of action and make a better decision
than he wmight otherwise have made. The characteristic attributes
of a problem situation where systems analysis is called upon are
complexity of the issue and uncertainty of the outcome of any

course of action that might reasonably be taken.

Systems analysis usually has some combination of the follow-

ing: identification (and re-identification) of objectives,

constraints, and alternative courses of action; examination of

the probable consequences of the alternatives in terms of costs,

benefits, and risks; presentation of the results in a comparative

framework so that the decision maker can make an informed choice

from among the alternatives.

The typical use of systems analysis is to guide decisions on
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issues such as national or corporate plans and programs, resource
use and protection policies, research and develbpment in technol-
ogy, regional and urban development, educational systems, and
health and other social services. Clearly, the nature of these

problems requires an interdisciplinary approach.

There are several specific kinds or focuses of systems

analysis, for which different terms are used.

A systems analysis related to public decisions is often re-

ferred to as a [[policy analysis]] (in the United States the

terns are used interchangeably).

A systems analysis that concentrates on comparison and rank-
ing of alternatives on the basis of their known characteristics

is referred to as [[decision analysis.]]

That part or aspect of systems analysis that concentrates on

finding out whether an intended course of action violates any

constraints is referred to as [[feasibility analysis.]]

A systems analysis in which the alternatives are ranked in
terms of effectiveness for fixed cost or in terms of cost for

equal effectiveness 1is referred to as [[cost~-effectiveness

analysis.])

[[Cost-benefit analysis]] is a study where for each alterna-

tive the time stream of costs and the time stream of benefits

- 35 -



(both in monetary units) are discounted (see: discount rate) to

yield their present values. The comparison and ranking are made

in terms of net benefits (benefits minus cost) or the ratio of

benefits to costs,

In [[risk-benefit analysis,]] cost (in monetary units) is

assigned to each risk, so as to make possible a comparison of the
discounted sum of thése costs (and of other costs as well) with
the discounted sum of benefits that are predicted to result from
the decision. The risks considered are usually events whose pro-
bability of occurrence 1is low, but whose adverse consequences
would be important (e.g., events such as an earthquake or explo-

sion of a plant).

See: operations research.

[[trade-off]]

Trade-off means an exchange of one quality or thing for
another. Thus, in comparing alternative configurations for tran-
sport aircraft, it may be possible to trade off speed for payload
and still maintain the same total transport capability per month

in the systen.

In value analysis and decision theory the concept of trade-

offs in the decision maker's preferences is used extensively as a

basis for establishing multiattribute wvalue functions and
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multiattribute utility functions.

See: value, utility.

[[uncertaintyl]

Because of an unfortunate use of terminology, 1in systems
analysis discourse, the word "uncertainty" has both a precise
technical meaning and its loose natural meaning of an event or

situation that is not certain.

In decision theory and statistics a precise distinction is

made between a situation of risk and one of uncertainty. There
is an uncontrollable random event inherent in both of these si-
tuations. The distinction is that in a risky situation the un-
controllable random event comes from a known probability distri-

bution, whereas in an uncertain situation the probability distri-

bution is unknown.

((utility]]

[A] In economics, utility means the real or fancied ability
of a good or service to satisfy a human want., An associated term

is [[welfare functionl] (synonym: utility function -- not to be

confused with utility function in decision theory; see below),

which relates the utility derived by an individual or group to
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the goods and services that it consumes. [[Marginal utility]] is

the change in utility due to a one-unit change in the quantity of

a good or service consumed.

[B] In decision theory, utility is a measure of the desira-

bility of consequences of courses of action that applies to deci-

sion making under risk -- that is, under uncertainty with known

probakbilities.

The concept of utility applies to both single-attribute and

multiattribute consequences.

The fundamental assumption in [[utility theory]] is that the

decision maker always chooses the alternative for which the ex-

pected value of the utility [[(expected utility)]] is maximum,

If that assumption is accepted, utility theory can be used
to predict or prescribe the choice that the decision maker will
make, or should make, among the available alternatives. For that
purpose, a utility has to be assigned to each of the possible
(and mutually exclusive) consequences of every alternative. A

[[utility function]] 1is the rule by which this assignment is

done, and depends on the preferences of the individual decision

maker.

In utility theory, the utility measures u of the conse-
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guences are assumed to reflect a decision maker's preferences in

the following sense:

(i) the numerical order of utilities for consequences
preserves the decision maker's preference order among the

consequences;

(ii) the numerical order of expected utilities of alternatives
(referred to, in utility theory, as gambles or
[[lotteries)]] preserves the decision maker's preference

order among these alternatives (lotteries).

For example if alternative A can have three mutually ex-
clusive consequences, x,Y,Z, and the decision maker prefers z to
Yy and y to x, the utilities Ujslqsug assigned to x,y,z must be

such that u3>u2>u1.

If the probabilities of the consequences X,¥Ye2 are
91'92'1'91'92' respectively, the expected utility of alternative

A is calculated as

E(ulP) = pyu; + pyu, + (1-py-py)lu;
where P means the probability distribution, characteristic for
the alterrative (i.e. pl,p2,1~p1~p2).

If the decision maker prefers alternative B, which has pro=-

bability distribution Q, to alternative A, the utility assign-
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ments in both alternatives must be such that

E(ulQ) > E(ulpP).

Utility theory provides a basis for the assignment of utili-
ties to consequences by formulating necessary and sufficient con-

ditions to satisfy (i) and (ii).

A utility function is defined mathematically as a function
u(<) from the set of consequences Y into the real numbers that

provides for satisfaction of (i) and (ii).

There exist various methods for constructing utility func-
tions. The best-known method is based on indifference judgments
of the decision maker about specially constructed alternatives

(lotteries).

Utility theory permits one to distinguish [[risk-prone,]]

[[risk~neutral]] and [[risk-averse decision makers.]]

For example, if the mutually exclusive payoffs X rXqrXq of
an alternative A are all expressed in the same units (e.g.,
schillings), the decision maker is risk-prone if he prefers the
alternative A (prefers the lottery) to receiving, with no risk,
the expected value of the payoffs (calculated directly as E(x|P)

Py1X; + PyX, + (1-p;=P,)x3). This preference can also be ex~

pressed as
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ECulP) > u(E(x|P))

l.e., the expected utility of the lottery to the risk-prone deci-

sion maker is larger than the utility of the expected value of

the consequence,

The risk-neutral and risk-averse decision makers are defined

accordingly.

Tne [[multiattribute utility function]] 1is defined as a

function wu(.) from the set of multiattribute consequences into

the real numbers. This means that it applies to cases where each
of the mutually exclusive consequences has several attributes.
Multiattribute utility functions, besides having properties (i)

and (ii), also express the decision maker's trade-offs among the

attributes (compare multiattribute value function). Several spe-

cial forms of mwultiattribute wutility functions have Dbeen

developed, including the additive and the multiplicative forms.

[[validation]]

Validation is the process of increasing the confidence that
the outputs of the model conform to reality in the required
range. In some cases the model's output can be compared to data
from historical sources or from an experiment conducted for vali-

dation. A model can never be completely validated; we can never
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prove that its results conform to reality in all respects; it can
only be invalidated. Predictive models can be validated only by

judzgment, since a model may fit past data well without having

good predictive qualities.

[[value]]

Value can be either objective or subjective; in the 1latter

1

case 1t means subjective worth or importance. For example, "the

value of future benefits to the decision maker,"” "the value of

clean air to the society".

For the purposes of analysis, the subjective values must be
measured on some scale. These measures of value should be based

on preferences expressed by the person or group of interest,

In [[value analysis,]] one considers that the value v is re-

lated to the physical or other objective measure y of a conse-

quence by a subjectively defined ([{value function,]] so that

v = f(y). A value function usually departs from proportionality,

i.e., it usually is a nonlinear dependence.

A typical example is the subjective value of money to an in-
dividual: the first 1,000 schillings in his savings account are

probably of more value to him than the 1,000 schillings that
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would increase the state of his account from 100,000 to 101,000

schillings. -

The value of a multiattribute conseguence with

value-relevant attributes Yir¥oreeerY, can be expressed by a

[[multiattribute value function,l] v(y;,¥qreesy,)s

A multiattribute value function must satisfy the following

condition:

V(YIIYZI."Iyn) 2 V(Yi'Yi'---rYA)

if and only if the multiattribute consequence (yl,yz,...,yn) is

preferred or indifferent to (yi,yi,...,yﬁ).

Several theories exist according to which a multiattribute
value function v(+) can in appropriate cases be expressed as an
aggregate of single-attribute functions vi('). For'example, the

additive [[conjoint measurement theory]] assumes that

n

V(yl, Yoreses yn)' = E vi (yi).

i=1

See also: utility, decision theory.
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[[verification]]

A (computer) model is said to be verifiéd if it behaves in
the way that the model builder wanted it to behave. This means
that the instructions are correct and have been properly pro-
grammed. One check for verification is to hold some of the vari-
avles constant to determine whether the output changes in antici-
pated ways as other variables are changed. Another typical check
is to test how the model behaves in limit situations.

Compare: validation.
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action, feasible **p (kwic for: feasible action) Ent: constraint
action sgace, *X Ent: constraint

action scace **E Ent: conseguence

actor **c Ent: role-playing

actor >y Ent: model

alternative *X Ent: dominance
alternative?" *X Ent: risk

alternative *X Ent: sensitivity analysis
alternative *x Ent: ctility

alternative *X Ent: a fortiori analysis
alternative *X Ent: effectiveness
alternative, *X Ent: opportunity cost

alternative *E
alternative, feasible **c (kwic for: feasible alternative) Ent: constraint
alternacives *X Ent: decision theory

alternatives, *X Ent: constraint
alternatives *X Ent: contingency analysis
alternztives *X Ent: courze cf action
alternztives *X Ent: criterion
alternatives. *X Ent: cdecision maker

analysis, a fortiori **E (kwic for: a2 fortiori analysis)

analysis, contingency **E (kwic for: contingency analysis) -

analysis, cost-benefit **E (kwic for: cost-benefit analysis) Ent: systems analysis

analysis, cost-effectiveness **C (kwic for: cost-effectiveness analysis) Ent: systems analysis
enrzlysis, decision **£ (kwic for: decision aralysis) Ent: systems analysis

'sis, ‘feasibility **E (kwic for: feasibility analysis) Ent: systems analysis

sis, inzut-cutput (Leontief) **E (kwic for: input-output (Lecrtiel) analysis)

&nai

g
&nai

analysis, Leontief **35 (kwik for: Leontief analysis) Ent: input-output (Leontief) analysis Syn. for: input-~output (Leontief)

o]

analys:is, policy **E (kwic ftor: policy analysis) Ent: systems analysis

analysis, resource **E (kwic for: resource analysis)

analysis, ricsk **E (kwic for: risk analysis) Ent: risk

analysis, risk **3 (kwik for: risk analysis) Ent: risk Syn. for: risk assessment
anzlyesis, risk-benefit **¢ (kwic for: risk-benefit analysis) Ent: systems analysis
zgnalysis, sensitivity **E (kwic for: sensitivity analysis)

anz2lysis, value “*F (kwic for: value analysis) Ent: value

analvtic model *E ' Ent: rodel

attribute, value-relevant **E {kwic for: value-relevant attribute) Ent: conseguence
benefit Ar[ Ent: consecuence

benefit *xxX Ent: efficiency

tenefit *ex Ent: discount rate

benefits *X Ent: externality

tenefics *X Ent: value

teneiits *X Ent: opportunity cost

rtenefits, *X Ent: systems analysis

causal noagel **E Ent: nodel

chance-constrained protlen **T Ent: optimization

coefficient, technological **E (kwic for: technological coefficient) Ent: input-output (Leontief)
competitive rultiple objectives *x*r Ent: objective

competltive otjectives *X Ent: satisficing

conputer simulation *E Ent: simulation

conditional forecest *E Ernt: forecast

conflict situation *X Ent: objective

analysis
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conflict situation **E -Ent: game theory
conflicting objectives. *E Ent: objective

conjoint measurement theory *E Ent: value
consoguence *X Ent: externality
conseguence: *X Ent: impact

conseguence  *E
conseguence, feasible **E(kwic for: feasible consequence) Ent: constraint

conseguence, multiattribute **E(kwic for: multiattribute consequence) Ent: conseguence
conseguence, single-attribute **C (kwic for: single-attribute conseguence) Ent: conseguence
consevtence space, *X Ent: constraint

conceguonce sgace *ap Ent: consequence

conseguence tree *E Ent: consecguence

contegueLnTes. *X Ent: decision theory
*X Ent: doninance
*X Ent: envirorment
*X Ent: state of the world
*X Ent: utility

*X Ent: constraint

*X Ent: model
*X Ent: systems analysis

*hyY Ent: optimization
*E
raint, elastic **E (kwic for: elastic constraint) Ent: constraint

constraint, long-run **[ (kwic for: long-~run constraint) Ent: constraint :
constraint, renovable **5 (kwik fnr: removable constraint) Cnt: constraint Syn. for: elastic constraint
constraint, short-run **E (kwic fo:: short-~run constraint) Ent: constraint

constraine, stiif **E (kwic for: stiff constraint) Ent: constraint

conctraint, tnguestionatle, **S (kwik for: unguecstionable constraint) Ent: constraint Syn, for: stiff constraint
CunstILints). *X Ent: objective

constralnts, *% Ent: systems anzlysis

contingency analysis, *X Ent: sensitivity analysis

contingency analysis. *X Ent: a fortiori analysis

contingency analysis *E -
correlation model **p Ent: model

cest **F Znt: conseguance

ccst *wN Ert: discount rate R

cost, oprortunity **& (kwic for: opportunity cost) -
cost~bencfit analysis *RE Znt: systems analysis

cost=effectiveness analysis. *E Ent: systems analysis

custs *X Ent: externality

conseg

o
D
1]
4]

FrOO00000
o N o
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costs, *X Ent: systems analysis

course of action *X Ent: experimentation
course of acticn, *X Ent: state of the worlad
ccurse of zction *X Cnt: cecnzecuence

cuurse of actiocn; *X Znt: rodel

coarse ¢f action. *% Ent: scenario

cuvurse of action *X tnt: systems analysis
ccurse of action **X Ent: imgpact

course of action *E

courses cf action *X Ent: alternative
courses of action. *X Ent: resource analysis
criterion *X Ent: decision theory

criterion *x Ent: optimization

criterion **X Ent: dominance

criterion *E

decision analysis. *e Ent: systems analysis

.
-
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decision maker, *X Ent: alternative

decision maker *X Ent: decisicn theory
decision maker *X Ent: environment
decision maker *X Ent: risx

c¢ecision maker *X Ent: secondary decision
decision maker *X Ent: utility

decision maker,” *X Lnt: value

decision maker *X Ent: consequence
declision naker *X Ent: course of action
declision maker *X Ent: objective

éecision maker **¥  Ent: systems analysis
decision maker **X Ent: externality
decision naker **X Ent: jame theory
édecision maker *E

gecision maker, risk-averse **+- (kwic for: risk-averse decison maker)
decis:on moker, risk-neutrzal **> (kwic for: risk-neutral decision maker)
decision maker, risk-prone **y (kwic for: risk-prone decision maker)

decisicn makers *X Ent: role-glaying
decision naker's *X Ent: trade-off

ceclsion, primary **E (kwic for: primary decision) Ent: secondary decision
Ent: secondary decision

declsion, secondar **F (kwic for: secondary decision)
Y Y

decision taker *AxG Ent: decision maker Syn. for: decision maker
decision thecry *X Ent: risk

decision theory *X Ent: trade-off

decision theory *X Ent: uncertainty )

decis:ivon theory, *X Ent: utility

cdecision thecry; *X Ent: utility

decision theorv, *X Ent: value

c¢ecision theory *X Ent: consccuence

decision thedry). *X Ent: optimization

decicsion theory *E
decirsion under certainty **c Ent: decision theory

decision under risk *E Ent: cecision theory
dec1sion under uncertainty. *C Ent: decision theory
decision variables, *E Ent: optimization

Celphl method *C

deirarnd *E

desiand function, *E Ent: demand
ceterministic model *E Ent: model
discount rate =~ **X Ent: systems analysis
aiscount rate *E

alscretization *E Ent: optimization

diseccnemy of scale, *E Ent: economy of scale
dominance *E

ayramnic model *E Ent: model

cynanic optimization problem **E Ent: optimization
econony of scale *E

effectiveness *X Ent: efficiency

effectiveness *E
efficicncy *E

elastic constraint **p Ent: constraint
environnent; *X Ent: sensitivity analysis
environnent. *X Ent: state of the world
environment *X Ent: contingency analysis

environnent *E
¢guilibraun price: *E Ent: demand

Ent: utility
Ent: utility
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estimaticn, rodel **E(kwic for: model estimation) Ent: model
evaluation *E

excected uvtility *X Ent: decision theory

exrected utidity **E  Ent: vtility

exgerinentation *E

exterralities, *X Ent: conseguence

externality *E

feasibility analysis. *E Ent: systems analysis

feasible action **E Ent: constraint
feasible alternative **E (kwic for: feasible alternative) Ent: constraint
fcesible conseguence **E (kwic for: feasible conseguence) Ent: constraint

feasible objective **E (kwic for: feasible objective) Ent: coastraint
feasitle set *E Ent: constraint

feasible solution, *E Crnt: optimization

fcrecast *X Ent: stete of the world

forecast *X Ent: scenario

forecast *E

forecast, conditional **o (kwic for: conditional forecast) Ent: forecast
forecast, self-fulfilling **E(kwic for: self-fulfilling forecast) Ent: forecast
forecasting horizon *RNG Ent: forecast Syn. for: forecasting lead .
forecasting lead *E Cnt: forecast

- mocel *wg Ent: molel

cle ***5 Ent: utility Syn. for: lottery

e, meltigerson **E (kwic for: multiperson game) Ent: game theory

game theory, *X Ent: decision theory

game theory, *X Ent: decisioa *“heory

same theory). *X Ent: objective

game theory *E

;are, two-person **E (kwic for: two-rerson game) Ent: game theory

yame, zerc-sum **L(kwic for: zero-sum game) Ent: game theory

j&rning. *X Ent: simulation .

gaming **E  Ent: role-playing

goal *E Ent: objective

hierarchy of objectives. *c Ent: objective

horizon, forecasting **5 (kwik for: forecasting horizon) Ent: forecast Syn. for: forecasting lead
identification, model **g (kwic for: model identification) Ent: model

i *X Ent: risk

*X Ent: conseguence

L
[T )

[Te}

impact *E

irpacts *X Ent: resource analysis

imzlementaticn *E -

input-outgut (Leontief) analysis *C

irput=-outgput model *E Ent: input-output (Leontief) analysis

integer programming *E Ent: optimization

interderendience matrix, technological **E(kwic for: technological interdependence matrix) Ent: input~output (Leontief)
interest rate ***S Ent: discount rate Syn. for: discount rate

lterctive process *E

jussaentel rodel **E Ent: model

Leonticf analysis **S (kwik for: Leontief analysis) Ent: input-output (Leontief) analysis Syn. for: input-output (Leon=-
linear model **E Ent: model

linear programming *E Ent: optimization

linear proyramming *X Ent: model .

long~-run constraint ol Ent: constraint

lottery **E  Ent: utility

man~inachine model *E Ent: model

f.an~-machine nodel. "X Ent: simulation
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man~tachine simulation **P Ent: simulation
marginal utility **E  Ent: utility
max-max rule *E Ent: cecision theory

rax=-min rule, *E Ent: decision theory

model *X Ent: input~output (Leontief) analysis

mouel *X Ent: simulation

medel *X Ent: validation

mocel *X Ent: verification

model., *X Ent: consequence

model **X Ent: experimentation

molel *C

model, analytic **L (kwic for: analytic model) Ent: model
mocdel, causecl *Af (kwic for: causal model) Ent: model

Ent: model
Ent: model

**i (kwic for: correlation model)
rmodel, aeterministic **E (kwic for: deterministic model)
mocel estimation, *E Ent: model

recel, formal **F (kwic for: formal model)

mozel, correlation

Ent: mcdel

model identification; * fat: molel

model, inzut-output **P (kwic for: input-output model) Ent: input-outpu
medel, judgimental **+£ (kwic for: judgmental model) Ent: model
model, linecar **0 (kwic for: linear nodel) Ent: model

rodel, man-machine **f (kwic for: man-machine model) Ent: model
mocel, optimization **p (kwic for: optimization model) Ent: model
rcdel parameters *rg Bht: nodel

mcdel, role-playing **C (kwic for: role-playing model) Ent: mocel
nelel, simelaticn **pl{kwic for: simulation model) Ent: mocdel
mccel, stetic **E (kwic for: static model) Ent: model

mecie2l, stochastic **E (kwic for: stochastic model) Ent: model
mciel struecture **E Ent: model

nodels *X Ent: decision thcory

models, *X Ent: secondary decision

mcdels. *X Ent: conseguence

models, *X Ent: forecasc

multiattribuete consequence *E Ent: consequence

multlattr1“u~e consequence **X Ent: utility
multlattribute utility function *E Ent: utility
smultilattribute vtility functions. *X Ent: trade-off’

itiattribute value function, *E Ent: value
rulrtiattribute value function *X Ent: decision theory
multiattribute value function). *X Ent: utility
multiattribute value functions *X Ent: trade-off
meltiobjective optimization. *C Ent: optimization

multiperson yanme *ep
nultiple objectives o

Ent: gome theory
Ent: objective

multiple objectives * ey Ent: satisficing
nonlinear gprogramming *E Ent: ostimization
ckjective. *7 Ent: criterion

ocjective **X Ent: role-playing

ccjective *E

otjective, fcasitle **C (kwic for: feasible objective)
cojective function, *E Ent: optimization
objective, proxy **F (kwic for: proxy okjective) Ent: objective
objective, scalar-valued **t£ (kwic {for: scalar-valued objective) Ent:
objective spaoce. *E Ent: objective

objective sgace X Ent: constraint

ckjective, vector-valued **C (kwic for: vector=-valued objective)

Ent: constraint

Ent:

t {Leontief) analysis

optimization

optimization
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objectives. . *X Ent: alternative
objectives *X Ent: decision theory
okjectives *X Ent: game theory
objectives *X Ent: operations research

objectives, *X Ent: conseguence
objectives *X Ent: constraint
otjectives *X Ent: course of action
objectives. *X Ent: effectiveness
objectives, *x Ent: systems analyvsis

otjectives, conflicting **t (kwic for: conflicting objectives.) Ent: objective

okbjectives, hierarchy of *#*p (kwic for: hierarchy of objectives) Ent: objective
okjectives, rmultiple **E(kwic for: multiple obiectives) Ent: objective

orerational research ***3 Ent: operations research Syn. for: operations research

crerat:ions research. *X Ent: systems analysis

operztions rescarch *E

oprertunity cost *E

optiral countrol problem *rug Ent: optimization Syn. for: dynamic optimization

ogtinal solution *E Ent: optimizetion

ogt:imlzation, *X Ent: cecision theory

optinization *X Ent: satisficing

ogtimizaticn *X Ent: suboptimization

optimization *E

cotimization model *E Ent: model

optimization, multiobjective **C (kwic for: multiobjective optimization) Ent: optimization
optim:ization problem, dynamic **2 (kwic for: dynamic optimization problemn) Ent: optimization
optimization, single~objective **LC(kwic for: single-objective optimization) | Ent: optimization
optirum strategy *E Ent: game theory

ogtion ***S Ernt: alternative Syn. for: alternative

orticns. *X Ent: course of action

outcome bl Ent: consequence Syn. for: conseguence

outcoimes *X Ent: sensitivity analysis

Pareto optimal **E Ent: optimization .

play **p Ent: game theory

player **£ Ent: game theory

player ***S Ent: role-plaving Syn. for: actor

golicy analysis *E Ent: systems analysis

crediction. *E Ent: forecest

price, eguilibrium **i, (kwic for: equilibrium price) Ent: demand

prirary decision **E  Ent: secondary decision

probaebilistic programming *E Ent: optimization

probtability, subjective **E(kwic for: subjective probability) Ent: cdecision theory
protlem

program evaluation *E Ent: evaluation

progsramming, integer **E(kwic for: 1nteger programming) Ent: optimization
programming, lirear **E(kwic for: lincar programming) Ent: optimization
rrogramming, nonlinear **L (kwic for: nonlinear programming) Ent: >ptimization
projrarming, stochastic **: (kwic for: stochastic programming) Ent: optimization
proxy objective **gp Ent: objective

reindvatle constraint Fhrg Ent: constraint Syn. for: elastic constraint
resource analysis *E

risk, *X Ent: decision theory

risk *x Ent: uncertainty

Lick *X Ent: utility

risk *X Ent: conseqguence

risk *E

risk analysis *C Ent: risk
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risk analysis ***3 Ent: risk Syn. for: risk assessment

risk assessment *E Ent: risk :
risk, éecision under »*p (kwic for: decision under risk) Ent: decision theory
risk-averse ceciscn maker **E  Ent: utility

risk-tenefit analysis. *X Ent: risk

risk=terefit analysis **E Ent: svstems analysis

risk-neutral decision maker **E  LEnt: utility

risk-zrone decision maker **5  Ent: utility

risks: *X Ent: systems analysis

role playiny, *x Ent: simulaticn

trole~-playing *E

role-plaving model **F Ent: model

satisficing *E

sczler-velued objective **p Ent: ortimization

scernario. *X Ent: forecast

scenario *Eb

secondery decision *E

seli-tulfilling forecast. *C eEnt: forecast
sensitivity analysis, *X Ent: a fortiori analysis
sens:itivity analysis, *X Ent: contingency analysis
senaitivity analysis *E

sncre-run constraint **E Ent: constraint
sinelation *X Cnt: role-playing N
simulation, *X Ent: secondary decision

alation *E

simulation, computer **E(kwic fcr: computer simulation) Ent: simulation
simulation, man-machine **c (kwic for: man-machine simulation) Ent: simulation
simulation model *E Ent: model

sinulaticn, ctochastic **2 (kwic for: stochastic simulation) Ent: model
singie~2trribute conseguence *z nt: conseguence

single-attritbute consecuences **X Ent: utility

single-otjective optimization **E Ent: optimization

scillover. *E Ent: externality

spgillovers *X Ent: conseguence

state of nature ***S Ent: environment Syn. for: environment -
state of the world **X Ent: environaent

state of the world *E

static model *z Ent: model

stiff constraint *hp Ent: constraint

stochzastic wrodel *E Ent: model .
stcchestic programming *4f Int: optimization

stochastic simulation, *p Ent: nodel

strategy, optimum **FE (kwic for: °Psi¢um strategy) Ent: game theory
subjuctive prebability **E Ent: deflsion theory

sutoptinization *g

suwszly function *E Ent: denand

systems analysis, *X Ert: experimertation
systems analvsis, *X Ent: operations research
cystemss é&nalysis, *X Cnt: risk

systems &znalysis *X Ent: secondary decision
systems analysis  #X Ent: course Of action
systexs anzlysis, *X Ent: eff~<tlveness
systens analysis *X Ent: modl&

systems analysis,  *X Ent: objoctive

systems analysils *E
target L Ent: objective
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Ent: objective
Ent: objective
Ent: objective
**E  Ent: input-output (Leontief) analysis
Ent: input-output (Leontief) analysis

tarcet point . *E
target set. *E

target value **E
technological coefficient
technological interdependence matrix *E

tief) analysis

rade-off *E

traue=-cffs *X Ent: operations research
trade-offs *X Ent: utility

Twe=LCrIon gane **C Ent: game theory
unccetsinty. X £nt: cecision theory
LnCertelnly *X Ent: risk

uncertointy *X Ent: veility

cnolrtainey X Ent: conscguence
uncertainty LB Ert: contingency analysis

Lnoertalnty  *E

decision unler **E (kwic for: decision under uncertainty)
t

inletteinty,

L. enetianalle constroan rarg Ent: constraint Syn. for: stiff constraint
utility, *X Ent: decision theory

ciiilty, X Ent: tralde-off

vtilisy, *A Ent: velue

ctility *E .

utility, exgected **F (kwic for: expected utility) Ent: utility

utility fuanction *X Cnt: decision theory

vtility functien **E Int: uvtility

util:ty function ***S5 Ent: utility Syn. for: welfare function

vtility function, mult:aztribute **C (kwic for: multiattribute utility function)
vtility, marginel **Z(kxwic for: marginal utility) Ent: utility

vtility theory *g Znt: uvtility

valication, *X Ent: verification

velication. *X Ent: model

valication *E

valuee. *X £nt: decision theory

velue, *X Ent: trace-off

value *E

vzlue analysis, *E Znt: value

vclue enalysis *X Ent: trade-off

value furnction, *z Ent: value

value function, multiattribute **E(kwic for: multiattribute value function)
value-relevant attribute g Ent: consequence

velue-relevent attribute **Y Ent: value

vector-valued objective **E Ent: optimization

veri1fication. *X Ent: model
verification *E

welifare function *E Ent: utility
zero~sum game *E Ent: game thecry

Ent:

|4

=

nt

Ent: decision theory

utility

value



