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Problems of Modeling and Decision Making
in Health Care

INTRODUCTION

The presentprocessof health care developmenthas been

characterizedby several features, one of which is the increasein

the amount and variety of neededpersonnel,beds and other re-

sources. Becauseof this, more and more people have become in-

volved in the decision making processin the various levels of

the health care system.

In order to deal with this increasingnumber of decision

makers, it is necessaryto review their functions and problems,

and to develop new technologiesfor the decision making process.

Models are one of the prime means for aiding the decision maker

in the managementprocessand if properly applied can be of great

benefit in the solution of many of the problems that arise today

in health care systerns. [ 1 ]

THE DECISION MAKER: HIS PROBLEMS AND MEANS FOR SOLUTIONS

A health manager faces many different problems. These can

be combined into several general types as shown in Figure 1. All

of these problems in turn consist of different subproblemsand

tasks such as those listed below.

Operationalproblems:

estimationof the health statusof the population

estimationof the environmentalcondition

estimationof resourcesand their utilization

estimationof the relation between health, resources,

and environment

comparativeanalysis

Tactical problems:

short-term forecastingof health indices, environmental
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parameters,resourcedemands

constructionof health care establishments

Strategicproblems:

long-term forecastingof health, environmental, and

resourcedemand indices

reorganizationof the health care system

developmentof new scientific directions.

The mix of operational, tactical, and strategicproblems

facing the decision maker varies according to the hierarchical

level of the health care system for which he is responsible. The

general practitionerdeals mainly with operationalproblems; on

the national level the decision maker deals with tactical and

strategicproblems. He faces many different problems that must

be classifiedas to their importanceand complexity. In some

cases, the health managermakes decisionson the basis of his

own intuition and experience. Many times he consultsother deci-

sion makers in order to obtain expert advice. He also uses in-

formation acquired from routine "statistics", special studiesor

Problems

Goals

Operational Tactical strategic

Figure 1: Different general problems faced by the health manager.
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surveys, and natural experiments. For many problems routine

information concerningindividual health, medical proceduresand

administrativepolicy is enough to make a decision. For other

problems, special comprehensivestudiesof health care or natural

experimentswith real medical proceduresare needed. In all these

casesthe decision maker builds in his own imagination the method

of decision and/or solution of managementproblems by means of

acquired information and his own experience (his mental model).

Another method of analyzing a problem which is open to the

decision maker is the mathematicalcomputer model. This method,

however, is ｮ ｯ ｾ as commonly used becauseonly a limited number

of models exist that are applicable to presenthealth management

problems. It is also true that the decision maker has a certain

mistrust of mathematicalmodels becausethesemodels have been

built according to the model builder1s own point of view of the

health care systemand its problems.

Most decision makers believe in the importanceof mathemati-

cal and computer modeling but the main difficulties at present

are to find a way for combining the computer model with their

mental model.

The first step to the successfulresolution of this task is

a detailed analysisof the individual decision maker1s problems

and their classificationas to importanceand complexity. Such

a classificiationwill permit .the model builder to distribute

more rationally his time and the time of his colleaguesand allow

him to concentratehis attention only on the more important prob-

lems.

The work of classifying problems may be done by a group of

expertsworking independentlywith the aid of the following table

(Table 1). In this table all problems are rated at specified

levels which are scaled according to their importanceand com-

plexity.

The secondstep deals with the organizationof special timing
procedures.



Table 1: Definition of the Complexity and Importanceof the Problemsof the Lower Level.
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THE INTERACTION BETWEEN DECISION MAKERS AND MODEL BUILDERS
AS A BASIS FOR MODEL DEVELOPMENT

When developing a computer model for a complex system, the

modeler often meets with incomprehensionon the part of the

decision ｭ ｡ ｫ ･ ｾ Ｎ This incomprehensionexists becauseof the dif-

ferent perspectivesfrom which the modeler and the customerview

the system. The decision maker concentrateson experienceand

intuition to form his mental, nonformal model which he consciously

or subconsciouslyused to make his decision. The computer model

suggestedby the modeler must correspondto the decision maker's

intuitive conceptionsof the problems and their sOlution. The

correspondenceof the model to these intuitive conceptionsmay be

set by special proceduresin the model's II tuningII in order to

gain the decision maker's confidence in the model's performance

(Figure 2).

Gaining this confidencemay be achievedby two means. The

first and traditional way, consistsof testing the model, and

adopting identification proceduresbasedon retrospectivesta-

tistical-eta-ta. _ Pl Thl.s is the most:-appropriatewayfor--countries

Medical
Experience

No Mathematical
Knowledge

DM

Mental
Model

ｉ ｮ ｣ ｯ ｭ ｰ ｲ ･ ｨ ･ ｮ ｳ ｩ ｯ ｮ ｾ

Computer
Model

Mathe-
matical
Experience
No Medical
Knowledge

Figure 2: The necessityof interaction betweenmental and
computer models.
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with developedinformation services. The second and non-traditional

way, consistsof using the experienceand intuition of the manager.

noth approachesshould be applied, starting with the identifica-

tion methods which use formal criteria and retrospectivQdata to

implement the preliminary model tuning and ending with the fine

tuning with the decision maker (Figures 3 and 4).

MB

Comparison Comparison

Tuning

fixed
con-
trol

Computer
Model

Tuning

fixed
con-
trol

Computer
Model

Figure 3: Two ways of tuning the model.

--
Medical
Information

JMB
Tuning Tuning F (CO) - F(C1

CO' C1 ' C2· .Cn Block llII

" JComputer DM
fixed.... ....I!!:I:

control" Model

.. mental
model '-

Figure 4: Combined way of tuning the model.
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MODELING

Basic Principles

When developing a set of models for a manager, a model

builder may use the basic principles followed by the decision

maker as a guide for the model. These principles include:

a) the manager'stasks and objectives;

b) the manager'spossibility to influence the system, i.e.

the control possibilities;

c) knowledge of the system, its structure,peculiarities,

laws of functioning; and

d) the technical possibilitesof modeling.

The implementationof these basic principles is not a formal

process,but one basedon the experienceand intuition of the

modeler. The decision maker's objectivesare formulated in quan-

titative terms, thus making it possible to define a set of vari-

ables for the model's output. The set of input and control vari-

ables is determinedby the many possibilitesthe decision maker

has to manage the system.

Becauseof the existenceof statisticaldata on the system's

inputs and outputs it is possible to use the simplest methods of

cybernetics (black box techniques) to build regressionmodels

(Figure 5). If the model built in such a way satisfies the manager

in the sensethat it achievesthe objectives and solves the tasks,

then the processof tuning the model may be terminated. If sub-

sequentmodel-tuning is needed in order to fulfill requirements

of the man-machineprocedure, no change in the structureof the

model is necessary.

If the model of the black box type does not satisfy the

manager, then the modeler is required to rebuild a model bearing

in mind all available information concerningvariables and links

in the system. In this case the black box becomestransparent.

The considerationof the system'slinks and exogeneousinfluences

leads to the necessityof introducing new variablesdescribing

both internal parametersand characteristicsof the systemand



The possibilities
of Control

Input
Variables
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The Aims of
Control

x ?
•

Black Box

y

Figure 5: Black Box technique in modeling.

external subsystems. This leads to the creation of the so-called

"systemmodels". One may arrangethe models in sets of classes.

Each class differs in the complexity of its structure. The most

complex class of models is defined by the boundariesof knowledge

about the systemor the technical possibilitesof the modeling.

The models within each class also may be arrangedsystematically.

Traditional Methods of Identification

When implementing traditional approachesto tune health care

systemand subsystemmodels the following mathematicaldifficulties

occur:

a) the need to develop special methods to identify non-

linear systems, and

b) the need to develop special methods to identify the sys-

tems that are describedby jumplike processes.

These difficulties can be overcomeby using the modern

theory of stochasticprocessesand mathematicalstatisticsin-

cluding the theory of conditional Markovian processes,stochastic
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differential equations,and Martingale Theory. Important equa-

tions of identification can be derived by these methods. Many

of these equations (specifically formulas for the estimationof

jumplike processes)appear to be a new contribution to the mathe-

matical theory of identification.

Some ideas on estimationalgorithms may be given by the fol-

lowing example: 8 is a parameterof some queueingsystem that

may attain one of the N possiblevalues and then become a pseudo-

Poisson jumplike processdescribing the input flow of demands in

the system.

In this simple case the posterior probabilities of the param-

eter'svalues the IT j (t) = p(8 = ｪＯｾｯｴＩ satisfy the equations:

IT. (t)
J

ｱｾ Ｍｾ (j)
T T

ｱｾ Ｍｾ
T T

Ｈ､ｾ
1"

qC" _C" dT) + IT. (0)
"'T "'1" J

Here the stochasticintegral over the process ｾ Ｇ ｴ is a Stieltjes

integral at any w, q = ｍＨｧＯｾｯｴＩＮ [3]

Under some general condtions the posterior probabilities

tend to the unit on the set {8 = j} which warrants consistency

of optimal estimatesin the mean square.

Man-Machine Tuning Procedures

Tuning of the computer model is performed by means of in-

teractive man-machineproceduresbasedupon the method of mathe-

matical programming. These make use of the fact that the decision

maker can distinguish and compare the simulational abilities of

different models in order to decide which of the models is more

adequatefor his needs. The existenceof such a systemof pref-

erencesunder certain conditions is similar to the existenceof a

function (criterion) which generatesthis systemof preference

dependingon the parametersof the model. An explicit definition

of this function remains unknown, but it is not essentialbecause

only the most extreme point is of interest.
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The ability of the decision maker to distinguish and compare

the simulation possibilitesof the model's correspondingdiffer-

ent value parametersis equivalent in a way to his subconscious

use of the certain function L(C) which possessesthe following

property: if from the decision maker's point of view the model

with parameterC1 is preferableto the model with parameterCo

then L(C
1

) < L(C
O

) and vice versa: if for certain values of

parametersC1 and'CO' L(C 1) < L(CO) then the model with param-

eter C
1

is more adequatethan the model with parameterCo (Figure

6) •

L(C)

C
C*

Figure 6:

Hypothesis:

The tuning procedure.

The systemof preferences(on the set of models)
is equivalent to the existenceof the function
L(C), where C characterizesthe tuning model's
parameterand C* the most--preferred-point.

The searchfor the most adequatemodel is focused on the

problem of finding point C*, which minimizes the function L(C).

The systemof preferencemade by the decision in this man-machine
procedureenablesthe man-to-find-this maximum ｰ ｯ ｬ ｮ ｴ ｾ Ｍ Ｍ Ｍ Ｇ Ｍ ｔ ｨ ｵ ｳ Ｌ the----

decision maker becomesthe person responsiblefor determining

which of the two models is more preferable. The computational

task concludeswith the choice of a step'ssize in the parameter
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spacewhich will converge into the iterational procedureat the

point of optimal preference. This procedureshould be continued

until the simulation possibilitesof the model satisfy the deci-

sion maker; or until time constraintsforce him to ｴ ･ ｲ ｭ ｾ ｮ ｡ ｴ ･ the

processof improving the model's quality.

The Use of the Model with One FeedbackLoop Control System
in Decision Making

The implementationof models in decisionmaking reflects the

need to compare the effects of different alternativedecisions.

Such comparisonsare easily made if one has a single criterion for

measuring the functioning of health care systems. Unfortunately,

despite the multilateral efforts to introduce common indices of

health state criteria, a general criterion does not exist.

At the same time, the experienceof managing the system allows

the decision maker to appreciateand to comparedifferent situa-

tions in health care and therefore to implement various controls

in managementdecisions. Here also the actions of the manager

may be modeledwith the help of some function (F(v)), where v

deDe :es the different versions of controls. This function helps

the decision maker to compare the results of his managerialac-

tions. Such an explicit function again is unknown.

The man-machineprocedureof decisionmaking, with the im-

plementationof the manager'ssystemof preference,consistsof

a two stage successivechange. In the first stagedecisionsare

comparedand the computer is given the results. This action is

undertakenby the manager. In the second stage, the computer

suggestsanother, more preferable,variant of managementdecisions.

Under some conditions, these two stagesgive sufficient

results. The need for further tuning of the model may arise when

these results are applied to the problem at hand. This need, as

a rule, arises after comparing the resultswith the real system.

This interactionbetweenman and computer generatesa series

of obvious demands: for a dialogue language and-for the technical

equipment that is the computer. The computer should give the
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results in a convenient form, that is, in the form of tables,

graphs, and charts. The man participating in the dialogue should

use the specified computer language.

Decision Making in Multivariant Hierarchy Systems

It is believed that the ｾ ｳ ･ of subsystem｣ ｯ ｭ ｰ ｵ ｴ ｾ ｲ models in

decision making for different hierarchical levels in the health

control systemwould improve the entire system. It is important,

however, that the models and the decisionsreflect the structure

of the system.

Let us describean example of this using managersfrom two

different levels and the computer. Let us assumethat the manager

of the upper level applies an aggregatemodel to his systemof

control. He will apply the methods describedabove, check the

decision, and find the preferablesolution. Let us denote this

decision with V*. This decisionwill constrain the managerson

the lower level of the hierarchy DMII
1

and DMII 2 . (For simplicity

let us restrict ourselvesto the considerationof only two deci-

sion makers on the second level of hierarchy (as shown in Figure 2).

Each DMII i , i = 1,2, constitutesthe model that may be used

tG analyze the consequencesof decisionsnoted by u 1 and u2 re-

spectively. By using the preferabledecision, the managerson

the secondhierarchy level work out the decisions u
1

and u
2

• The

indices of the second level models are accumulatedin the aggrega-

tion block and are reported to the DMI.

The DMI comparesthe values of indices of the aggregation

block's output and the aggregatemodel's output. The results

may be different. If the indices of the aggregationblock's out-

put are not "worse" than those of the aggregatedmodel's output,

the procedureof decision making is terminated. Otherwise, an

overhaul of the model structureor the coordinationof the non-

formal objectives of the DMII with those of the DMI must be under-

taken.

First, the DMI checks the existenceor nonexistenceof a

balancebetween the actual behavior of DMII. (i = 1,2) and the
1
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Aggregate
Model

DMI

r

subsystem's
Model

,
I

Subsystem's ｾ
Model

Aggregationf-----------------J
Block

Figure 7: Decision making in multivariant hierarchy systems
through the use of models.

formal objectivesof behavior reflected in the aggregatemodel.

Having cleared the causesof possible imbalance, the DMI may

either alter the formal objectives according to the actual behav-

ior of DMII or changehis behavior.

It is possible that after such an exchangeof opinions both

the formal objectivesof the DMII. (i = 1,2) in the model and the
1

nonformal objectivesof the DMI are altered. After this the entire

procedureis repeatedand an optimal solution is sought again;

this decision is reported to the DMII. (i = 1,2), who in turn seeks
1

the optimal solutions u 1 and u2 , aggregatesindices, and presents

them again to the DMI.

If the indices of the aggregationblock essentiallydisagree

with the indices of the aggregatemodel, the DMI may undertake

once more the analysis of the structure and parametersboth of
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his model and the subsystem,lower level models and repeat the

procedure. At a certain stage, the difference between the in-

dices of the aggregationblock and the aggregatemodel may be

attributed to the difference in the degreesof aggregatingthe

models and the comparing proceduremay be terminated.

SOME EXAMPLES OF DECISION-MAKER-MODEL INTERACTION IN THE
MODELING PROCESS

As previously mentioned, the solution of managementproblems

requires several models (Figure 8). Becauseit is impossible to

describeall of these models in this paper we will discussonly

three types: the regressionmodel, the systemmodel and the

problem-orientedOglobalmodel.

Tree of Problems

Tree of Models

Figure 8: Tree of problems and models.

The ｾ ･ ｧ ｲ ･ ｳ ｳ ｩ ｯ ｮ Model

A regressionmodel may be employed in the analysisof short-

term forecastingof morbidity allowing for the changeof environ-

mental factors. This man-machinemodel is basedon modified

methods of regressionanalysis and is useful in forecastinghealth

care indicators within a five-year period. A basic hypothesis



-16-

for regressionalforecasting, however, is the stability of the

main structural parameterswithin the system.

In order to illustrate such a model, let us supposethat

our objectivesconsist of forecastingshort-termvalues for a

number of health care system indices. A set of factors that in-

fluence the values of these indices are known. Our goal is to

attain an explicit forecast for different time intervals using

the statisticaldata of precedingyears. It is necessaryto stress

that the modeler usually has much more information about the pro-

cessesin the system than is-ernployed-Iii --the- ｢ ｦ ｡ ､ ｾ Ｍ -60£ ap-proach:--

Also, many of the intermediatemechanismsof the processesare

often known. Nevertheless,in the first stage it is more efficient

to withhold some of the known information for the model building

becausethe modeling objectives sometimesmay be achievedby a

rather simple model.

It would be natural to apply the methods of regressionanal-

ysis to these tasks. But the classicalapproachleads to some

difficulties. The problem is that it is not explicitly known

whether all of these factors affect the indices. Using a criterion

of aggreementto check an hypothesisis necessarybecauseof the

great number of factors involved and becausestatistical criteria

are not always clearly seen by decision makers. The decision maker,

as a rule, prefers to make decisionsabout the significanceof

factors himself. Therefore, the computer model must provide the

managerwith the opportunity of participation in the tuning pro-

cess. Such an approachsolves the psychologicalproblem of allow-

ing the decision maker to become accustomedto the model and to

gain confidencein the computer model.

The linear regressionapproach,however, is restrictedby

the number of influencing factors and the quantity of the needed

information for building the model.

The real links between the indices and factors may be non-

linear. The usual linear extrapolationbasedon previous informa-

tion may lead to forecastingerrors even in the presenceof only

ｳ ｭ ｡ ｬ ｾ mistakes in measurements. Becauseof this it is advantageous
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to decreasethe number of observationpoints when building the

linearized model. If we have exact observations(i.e. without

noise) we may build a linearized model on the basis of the measure-

ments of only the two last time points. In practice we must use

more than the last two points becausethe measurementsderived

from actual data are disturbed by noise. Therefore we need a

larger number of points of observationin order to build a linear-

ized model. The optimal number of observationpoints is deter-

mined by the propertiesof the noises and the type of nonlinearity

describing the systemunder investigation.

In this task, the factors and type of nonlinearity are un-

known beforehand. For tuning the model we suggestmethods of

choosing the points of observationby using retrospectivedata

and dialogue with the manager (Figure 9). The results produced

may be test forecasted,thus allowing the comparisonof the model

results with actual data.

outdated
information

Figure 9:

;lmodel basedon overallV information

:-----== mistakesof
ｾ ｦ ｯ ｲ ･ ｣ ｡ ｳ ｴ ｩ ｮ ｧ

ｾ ｾ

model basedon
restrictedinformation

real unknown
dependence

\ /
points for current control forecasting

Short-time forecastingof non-linear
dependency.
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The SystemModels

The secondgroup of models is intended for long-term health

care forecasting. For these purposes,the method of regression

analysis is inapplicablebecauseit often produces considerable

divergencesin long-term forecasting.

Models of this type may also be used to simulate separate

diseases. They are basedon the principle of dividing the popula-

tion into an interacting group, correspondingto the different

stasesof diseaseand the relation to the health care system

(Figure 10). For example, one model of tuberculosisepidemiology

deals with a systemconsistingof nine population groups with

functional links between them. This model enablesone to make a

forecastof the epidemiological tuberculosisproblem while con-

sidering various preventive/curativemethods. [4] [5]

The Problem-OrientedGlobal Models

A mathematicaldescriptionof the second loop of the con-

trol systemrequires the use of a great quantity of information

about the health of the population, the dynamics of changing

factors of the environmentand the influence of these factors on

demographicand medical indices. [1] The use of this informa-

tion in modeling health care systemsis called problem-oriented

modeling. The main point of this approachis to choose a more

detailed'descriptionof a central problem within the model and

to analyze it in detail.

We have built such a model for health care, taking into con-

siderationthe factors of technologicalprogressand environment.

We will also briefly show how the health care system influences

the economicsof industry and agriculture. The restrictedpos-

sibilities of the health care systemand the actual nonlinear

feedback loops are also taken into consideration.

The indices of the performanceof the health care system

showing the quality of medical servicesare chosen. The popula-

tion is divided into four groups according to its stateof health:



Exogenous
Varl.ables

Possibilities
of

Control

Input
Variables

'Information)1
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Structure
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Control
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I.....
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Figure 10: Problem-orientedsystemmodeling. A calculationof exogenousvariables.
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the healthy,

the latent ill,

the detectedbut treatedsick, and

the patientsbeing treated in medical institutions.

The division of the populationsby sex, age, and ｳ ｾ ｡ ｴ ･ of health

are describedin the model by the following systemof partial

differential equations:

aU(j,t,x) - au (' t ) ｾ (u-+"± R) UC' t )at - - ax J"x .L
1

q .. x, ,'l., J"x
J= ｾ ｊ

U(i,x,O) = f. (x), U (i,o,t)
ｾ

K Ioo

= L
i=1 o

<p. • (R,x , t) U (i, t , x) dx
ｾ ｊ

where K = 4 is the number of state-of-healthcategories,and

U(j,t,x) is the number of population in the state-of-healthcate-

gory in age x and at time t. q .. (x,U,Z,R) is the transientprob-
ｾ ｊ -+

ability dependingon the general caseof the vector U = (U(1,x,s)

...U(K,x,s)), 0 < X '< 00, s < 0 < t, R are external factors and

<p .• (R,x,t) is the fertility function.
ｾ ｊ

The influence of pollution on the environmentand nutrition

are consideredby the coeffients q ... The outputs of the sys-
ｾ ｊ

tern, in their turn influence such external forces as labor re-

sourcesand indices of social performancein health care. Labor

resourcesare divided into industry and agriculture. The models

of these subsystemsare specifiedwith Cobb-Douglasproduction

functions. The effects of industrial activities can be related

to environmentalpollution and the effect of rural agriculture

can be related to the supplies of nutrition to the population of

the region.

CONCLUSION

Successin the developmentof improved health care models

dependson all of the elements involved in the modeling process

(Figure 11). There are many problems linked with the participa-

tion of the decision maker in the modeling process. However, if
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one acknowledgesthat the decision maker can make good use of a

set of computer models, in order to derive the appropriatemodels,

one must first classify the decision maker according to his job

description and then createa standardset of models for the

managementof standardproblems.

The educational level of both the decision maker and the

model builder is also very important and therefore it is necessary

to use them both--first in system analysis methodology and, second,

in understandingthe health care problem. Otherwise the initial

mental models of the health managerand the model builder will

-be quite different and their collaborationwill be much less

effective.

D.M.
/

modeling

M.B.

Figure 11: Elements in the modeling process.
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