
The Averaging Method Applied 
to the Investigation of 
Substantial Time Varying 
Systems of a Higher Order

Vorontsov, N.V.

 

IIASA Professional Paper
September 1977

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by International Institute for Applied Systems Analysis (IIASA)

https://core.ac.uk/display/33892219?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Vorontsov, N.V. (1977) The Averaging Method Applied to the Investigation of Substantial Time Varying Systems 

of a Higher Order. IIASA Professional Paper. Copyright © September 1977 by the author(s). 

http://pure.iiasa.ac.at/747/ All rights reserved. Permission to make digital or hard copies of all or part of this 

work for personal or classroom use is granted without fee provided that copies are not made or distributed for 

profit or commercial advantage. All copies must bear this notice and the full citation on the first page. For other 

purposes, to republish, to post on servers or to redistribute to lists, permission must be sought by contacting 

repository@iiasa.ac.at 

mailto:repository@iiasa.ac.at


PP-77-8

THE AVERAGING ｾｬｬｩｔｈｏｄ APPLIED TO THE INVESTIGATION OF

SUBSTANTIAL TIME VARYING SYSTEMS OF A HIGHER ORDER

N. Vorontsov

September1977

ProfessionalPapersare not official publicationsof the InternationalInstitute
for Applied Systems Analysis, but are reproducedand distributed by the
Institute as an aid to staff membersin furthering their professionalactivities.
Views or opinionsexpressedherein are those of the authorand shouldnot be
interpretedas representingthe view of either the Institute or the National
MemberOrganizationssupportingthe Institute.





Abstract

This paper presentsan analytical method to solving

a systemof differential equationsdescribing a substantial

time-varying feedback automatic control system. The method

provides good results for systemswhose characteristic

equationshave dominant complex conjugatedroots. As an

example, a five-order systemwas investigated. The results

of the computer simulation proved the validity of applying

this method to the above mentionedclass of systems.
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The Averaging Method Applied to the Investigationof

ｓ ｾ ｢ ｳ ｴ ｡ ｮ ｴ ｩ ｡ ｬ Tiree Varying Systemsof a Higher Order

It is well known that the averagingmethod originated in

the area of planetarymechanicsand that its developmentwas

connectedmainly with problems in this area. To solve these

problems different methods of averagingwere applied (those of

Gauss, Delone, and others). The main idea of the averaging

method is that the right parts of complicateddifferential

equationswhich describeoscillation or rotation were substituted

by flattened averagedfunctions which dontain ｮ ｾ ｩ ｴ ｨ ･ ｲ time in an

obvious form nor quickly changing parameters.

The resulting equationsfrom averagingcan be either exactly

integratedor simplified, and after that an important conclusion

concerning the movement investigatedboth of qualitative and

quantitativecharactermay be drawn.

The well known works of the Dutch scientistVan-der-Pole

are consideredas a basis for the systematicalapplication of

the averagingmethod for investigatingnon-linear oscillatory

processesin the field of mechanics, radio- and electro- engineering.

He found a basic method for solving non-linear differential

equationsdescribingoscillatory processesin a one-dimensional

system. Due to its simplicity and descriptivecharacterone

then began to ｡ ｾ ｰ ｬ ｹ his metnod for investigatingoscillatory processeE

Significant results were obtained in the developmentof

averagingby N.M. Krylov and N.N. Bogoliubov [1], who proved that

the method could be applied when the right parts of averaging
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differential equationsare quazi periodical time functions.

They also found a general approach for investigatingnon-linear

equations. The main idea of this approachis to substitute

variables in such a way that allows for the separationof

"slow changeable"from "quick changeable"variables. Such a

substitutionallows for the solution of these equationsto be

representedas an asymptoticalseries, the first part of which

coincideswith the solution of Van-der-Pole'smethod.

The Krylov-Bogoliubov method is worked out by applying those

systemswhich are describedby non-linear equations:

2
X + £f(x,x) + waX = 0

here £ is a small parameter,and

Wo is some constant.

The first approximatesolution to equation (1) is

(1 )

x(t) = a(t)Sin[Wot + <I>(t)] (2)

Here the amplitude a(t) and phase <I>(t) can be determinedby

equations

where

ｾ Ｈ ｴ Ｉ =

.
<I> (t) = £

27Tawo

J
27T

ｦＨ｡ｓｩｮｾＬ｡ｷ｣ｯｳｾＩ｣ｯｳｾ､ｾ
o

J
27T

ｦＨ｡ｓｩｮｾＬ｡ｷ ｣ｯｳｾＩｓｩｮｾ､ｾ

o

(3 )

(4 )
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The main advantageof equations (3) and (4) which result

from averaging is that they do not contain time in an obvious

form in their right parts.

The best results of this method used for solving equation

(1) were obtained when the small parameter£ is nearly or equal

to zero.

Apart from the equationsof the (1) type there is a wide

class of linear second-orderdifferential equationswith time

varying parameterssimilar in form to equation (1) for which

solution the averagingmethod can also be applied [2, 3].

The second-orderdifferential equation

2 2
X - 2ax + (a + w )x = a (5 )

which describesa linear time varying systemsimilar to (1) can

be shown as

2 2 2) • 2
X + [a + w - Wo x - 2ax] + wox = a

where

, (6)

and

£f(x,x)

a = a(t)

:1 2 2 •= (a + w - wo)x - 2ax

, w = w(t)

(7)

are time functions.

In this case equations (3) and (4) may be written as follows:

• ｣ｯｳｾ､ｾ = aa

.
a = 1

27TWo c 2
[ (a

,

2
+ W

:1

- ｷｯＩ｡ｓｩｮｾ - Ｒ｡｡ｷｯ｣ｯｳｾ｝

(8)
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. 1 J2 ｾ 2 2 2
cI> = [ (0 + W - w )aSin'¥ - 20aw cos'll]

2nawo 0 00
(9 )

1 2 2 2. Sin'¥d'l' = 2wo
(0 + W W )

0

As a result of integrating the equations (8) and (9), the

approximatesolution of equation (2) can be found:

here ao' 9 0 are constantsof integration, and

(10)

After double differentiation of (10) we have

x = a o {exp(J
t

01dt)COS(J
t

w1dt + ｣ｉ＾ｯＩｷｾ + 0 1
o 0

(11)

• exP(Jt 01dt)Sin(Jtw dt + cI> )}
001 0

exp(J: 01dt)COs(J:
.

exp(J:w1dt + cI>0) + 01 0 1dt)

·Sin{ 2 Jt 01dt)Sin(I:w1dt + cI>0) + 0 1 exp( w dt10

+ cI>0) + 01 eXP(Jt 01dt)COS(J
t

w1dt + cI>0)w1} • (12)
o 0
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Equation (5) when taking into account (11) and (12) under

the conditions

i)

(13)

ii) t = 0

provides the following system:

(14 )

2
Having solved this systemof equationsrelative to a

1
and WI' and

neglecting the values of higher order we obtain

i) a
1 = a - WI

2w1

2
cr

2
ii) WI = + W

(15)

The differentiating of (15, ii) gives

Finally, (15) can be-shown as

.
wwa 1 = a - .

w
2

)2(a +

2 . 2

WI = a + w

(16)

In the casewhere the functions a(t) and w(t) change ?lowly

a ｾ wｾ 0, and so according to (16) a
1

= a, WI = w.
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Thus, the approximatesolution to equation (5) may be

written in the following form:

x (t ) = a 0 exp (ft a (t) dt) Sin (ft w (t) d t + ¢ ) (1 7 )

o 0

where a(t) and w(t) are monotonoustime functions.

In the work [3] it was shown that this method could be

applied to investigating time varying systemswhich are described

with high-order linear differential equationswith time varying

coefficients.

where

(18)

d
S = dt (K=O,l. .. ,n)

From the solution of equation (18) in the form (17) one

may presume that the dominant roots in a characteristic

equation

n
F(S) = ｾ ｾｫｳｫ = 0

k=O

correspondto the second-orderequationwith monotonous

coefficients

2 2 2
S - 2aS + a + w = 0

(19)

(20)
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where

o = 0(t) , w w (t)

The main advantageof this method is the fact that

restrictionsare only put on the speedof real and imaginary

changing parts of dominant complex conjugatedroots, but not

on the speedof changing parametersin the system. This is

especially important for investigating systemswhich have a

rather high speedof changing their parameters.

Suppose that the differential equationof a considered

time varying system in referenceto output x has the following

. form:

(21)
+ao(t)x=O

And the systemhas such parametersthat the trajectoriesof moving

roots of a proper characteristic equation for the whole

interval consideredto' t(t o = 0, t = 4 sec) can be illustrated

as shown in Figure 1. (The curves are calculatedby applying

the method of "fixed parameters".)

For the solution of a differential equation (21) in the

form of (17) we write the second-orderequation (20) corresponding

to the dominant complex conjugatedroots (Sl' 82 ),

Having determinedthe law of changing parameters0(t) and

w(t), the equation (20) on the whole time interval considered

enablesone to find the system'sresponserelative to the output

x.
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The dependenceof variables a(t) and wet) from time is

shown in Table 1.

In order to obtain a solution to equation (21) in a

closed analytical form we approximatethe step functions

of Table 1 by polynomials of the third-order. So for this

variable one may write

a (t) (22)

The coefficients of the polynomial should be chosen so

that the expression (23) has the minimal value

m
o = L:

i=l
(23)

By putting the coordinatesof points (a., t.) in the
1 1

equation (22) one gets m equationswith four unknown variables.

3 Z
Cot

1 + C
1
t

1
+ C t + C

3
a

12 1

3 2
Cot 2 + CIt z + Cztz + C

3
= a

2 .........

3 z (24)
Coti + C t. + C t. + C = a

1 1 2 1 3 3
. . . . . .. . .

3 2

cotm + CItm + C
2

t m + C = a
3 m

According to Legendr'sprinciple the systemof conditional

equations (24) in which the number of unknown variables is less

than the number of equationscan be reduced to a systemof

linear equations
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m m m m
2 3

C
3

+ C
2

l: t. + C l: t
1

+ Co l: t. = l: a.
1 1. 1 i=l 1 i=l 1

i=l 1=

m m m 3
m

ｾ2

C
3

l: t. + C l: t. + C l: t. + C l: t.
1 2 i=l 1 1 i=l 1 0 i=l 1

i=l

m
= l: a.t.

i=l 1 1
(25)

m m m
ｾ

m
2 3 5

C3
l: t. + C

2
l: t. + C

1
l: t. + Co l: t.

i=l 1 i=l 1 i===l
1 i=l 1

m
2

=== l: a.t.
i=l

1 1

m
3

m .. m
5 m

6
C l: t. + C

2
Z t. + C

1
l: t. + Co l: t.

3. 1 1 i=l 1 i=l 1 i=l 1
1=

m 3
=== l: .t.

i=l a1 1

where the number of unknown variables is equal to the number of

equations. At the same time the minimum of 8 is guaranteed.

The systemof equations (25) can be solved by one of the known

methods. In the same way one can approximatethe function w{t) .

As a result we find

a(t)

w{t)

3 2
= 0,1455t - 0,7306t + 1,0919t - 3,8284

3 2= -0,0042t + 0,0792t - 0,0493 + 3,0116

The curves a(t) and w{t) are representedin Figure 2.

The approximatesolution to equation (21) in the form

(17) was found for the following initial conditions:

X(a) = °
x (O) = 0,105-1-

sec
a{O) = -3,8284

w{O) = 3,0116

(26)
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Here a o and ¢o can be found as a result of differentiating

(17) and substitutingthe initial conditions (26) both in the

expressionreceived after the differentiation and the equation

(17) .

Finally, the approximateexpressionfor the response

function related to the output in the five-order systemcan be

written:

x(t)
lJ 3 2

= 0,1701 exp(0,0364t 0,2435t + 0,5459t

- 3,82845t)Sin(-O,OOllt
lJ

+ 0,0264t
3

2
- 0,0246t + 3,9116t + 0,6661)

(27)

The estimatedaccuracyof solving equation (21) is done by

comparing the results (21) with the results of the computer

simulation.

To solve the equacion (21) by a numerical method on a

digital computer one should bring this equation to a normal

linear form [4]. In order to do this we shall introduce new

unknown functions

ZlJ = x

IV
Zs = x

These unknown functions ZI' Z2' Z3' zlJ' Zs suit the linear

system

·ZI = Z2

·Z2 = Z3 (28)

· cont'd.
Z3 = zlJ
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cont'd (28)

- a (t) z - a (t) z - a (t) z - a (t) z ]
.. 2 3 3 2 .. 1 5

a a (t)

This systemcan be written in a matrix form:

z = B(t)z

Here the matrix is

(29)

o

o

B(t) = 0

o

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

-a.. (t) -a3 (t) -a2 (t) -a1 (t)

a a (t) a a (t) a a (t) a a (t)

The structural schemeof the received normal linear system

can be shown in Figure 3.

We integrate the system of linear differential equations

with time varying coefficients (29) under the following initial

conditions:

= 0,105-1-
sec

Z2 (0) = 0

z (0) = 0.. z (0) = 0
5

In Figure 4 the curves are drawn showing the response

functions of the system. (1 was obtained by applying the

averagingmethod, and 2 as a result of digital simulation).

It is obvious that the error which is introduced by

averagingmethod takes place in the first stageof the system's

response. Later on both curves will practically coincide.
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Table 1. Dependenceof Variables o(t) and w(t) from Time.

t(sec) a (t) w (t) t(sec) a (t) w (t)

0 -3,5836 2,9768 2.2 -3,2827 3,2290

0.2 -3,5674 2,9909 2.4 -3,2304 3,2685

0.4 -3,5502 3,0070 2.6 -3,1697 3,3119

0.6 -3,5311 3,0241 2.8 -3,0979 3,3604

0.8 -3,5104 3,0428 3.0 -3,0117 3,4173

1.0 -3,4878 3,0631 3.2 -2,9064 3,4820

1.2 -3,4624 3,0849 3.4 -2,7753 3,5570

1.4 -3,4345 3,1073 3.6 -2,6074 3,6439

1.6 -3,4031 3,1332 3.8 -2,3860 3,7426

1.8 -3,3681 3,1621 3.9 -2,2454 3,7979

2.0 -3,3284 3,1940 4.0 -2,0772 3,8560
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