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## PREFACE

The use at time $t$ of available observations from a time series to forecast its value at some future time t+ provides an important basis for planning and control. The obtaining of good forecasts is an important part of model building at IIASA.
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## Abstract

Exponential smoothing procedures, in particular those recommended by Brown [3] are used extensively in many areas of economics, business and engineering. It is shown in this paper that:
i) Brown's forecasting procedures are optimal in terms of achieving minimum mean square error forecasts only if the underlying stochastic process is included in a limited subclass of ARIMA ( $p, d, q$ ) processes. Hence, it is shown what assumptions are made when using these procedures.
ii) The implication of point (i) is that the users of Brown's procedures tacitly assume that the stochastic processes which occur in the real world are from the particular restricted subclass of ARIMA ( $p, d, q$ ) processes. No reason can be found why these particular models should occur more frequently than others.
iii) It is further shown that even if a stochastic process which would lead to Brown's model occurred, the actual methods used for making the forecasts are clumsy and much simpler procedures can be employed.

1. The class of autoregressive integrated moving average processes and their minimum mean square error forecasts

An approach to the modelling and forecasting of stationary and nonstationary processes, such as commonly occur in business, economics and engineering, is discussed by Box and Jenkins [2]. Utilizing earlier work by Kolmogorov [7,8], Wold [12], Yaglom [13], Yule [14], it uses a three stage iterative model building procedure of identification, estimation and diagnostic checking.

The class of autoregressive integrated moving average (ARIMA) models of order ( $p, d, q$ ) which is discussed in [2] can be written

$$
\begin{equation*}
\varphi_{p+d}(B) z_{t}=\phi_{p}(B)(1-B) d_{z_{t}}=\theta_{q}(B) a_{t} \tag{1.1}
\end{equation*}
$$

where
i) $z_{t}$ is a discrete stochastic process
ii) $\phi_{p}(B)=1-\phi_{1} B-\ldots-\phi_{p} B^{p}$

$$
\begin{aligned}
& \theta_{q}(B)=1-\theta_{1} B-\ldots-\theta_{q} B^{q} \\
& \varphi_{p+d}(B)=\phi_{p}(B)(1-B)^{d}=1-\varphi_{1} B-\ldots-\varphi_{p+d} B^{p+d}
\end{aligned}
$$

and $B$ is the backshift operator: $B^{m} z_{t}=z_{t-m}$
iii) $\left\{a_{t}\right\}$ is a white noise sequence

$$
E a_{t}=0 \quad \text { and } \quad E a_{t} a_{t-k}=\left\{\begin{array}{cc}
0 & k \neq 0 \\
\sigma_{a}^{2} & k=0
\end{array}\right.
$$

The roots of $\phi_{p}(B)=0$ and $\theta_{q}(B)=0$ are assumed to lie outside the unit circle.

ARIMA ( $p, d, q$ ) processes provide a class of models capable of representing time series which, although not necessarily stationary, are homogeneous and in statistical equilibrium.

The stochastic process in (1.1) can equivalently be written in terms of current and previous shocks $a_{t}$

$$
\begin{equation*}
z_{t}=a_{t}+\sum_{j \geq 1} \psi_{j} a_{t-j} \tag{1.2}
\end{equation*}
$$

where

$$
\psi(B)=1+\sum_{j \geq 1} \psi_{j} B^{j}=\varphi_{p+d}^{-1}(B) \theta_{q}(B)
$$

or in terms of a weighted sum of previous values of the stochastic process and the current shock $a_{t}$.

$$
\begin{equation*}
z_{t}=\sum_{j \geq 1} \pi_{j} z_{t-j}+a_{t} \tag{1.3}
\end{equation*}
$$

where

$$
\pi(B)=1-\sum_{j \geq 1} \pi_{j} B^{j}=\varphi_{p+d}(B) \theta_{q}^{-1}(B)
$$

## Forecasts of ARIMA ( $p, d, q$ ) processes:

Minimum mean square error forecasts for linear stochastic processes are given by the conditional expectation of future observations

$$
\begin{equation*}
\hat{z}_{t}(\ell)=\left[z_{t+\ell}\right]=E\left\{z_{t+\ell} \mid z_{t}, z_{t-1}, \ldots\right\} \tag{1.4}
\end{equation*}
$$

Forecasts are calculated using the difference equation form of the model

$$
\begin{aligned}
\hat{z}_{t}(\ell)=\left[z_{t+\ell}\right]= & \varphi_{1}\left[z_{t+\ell-1}\right]+\ldots+\varphi_{p+d}\left[z_{t+\ell-(p+d)}\right] \\
& +\left[a_{t+\ell}\right]-\theta_{1}\left[a_{t+\ell-1}\right]-\ldots-\theta_{q}\left[a_{t+\ell-q}\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& {\left[z_{t+j}\right]= \begin{cases}z_{t+j} & \text { for } j \leq 0 \\
\hat{z}_{t}(j) & \text { for } j>0\end{cases} } \\
& {\left[a_{t+j}\right]= \begin{cases}a_{t+j} & \text { for } j \leq 0 \\
0 & \text { for } j>0\end{cases} }
\end{aligned}
$$

Forecasts can equivalently be expressed as a linear function of previous observations

$$
\begin{equation*}
\left[z_{t+\ell}\right]=\sum_{j \geq 1} \pi_{j}\left[z_{t+\ell-j}\right]+\left[a_{t+\ell}\right] \tag{1.6}
\end{equation*}
$$

In particular, for $\ell=1$

$$
\hat{z}_{t}(1)=\sum_{j \geq 1} \pi_{j} z_{t+1-j}
$$

Forecasts can be updated from one time origin to the other by

$$
\begin{equation*}
\hat{z}_{t+1}(\ell)=\hat{z}_{t}(\ell+1)+\psi_{\ell} a_{t+1} . \tag{1.7}
\end{equation*}
$$

Although forecasts are calculated and updated most conveniently from the difference equation form (1.5), from the point of studying the nature of the forecasts it is profitable to consider the explicit form of the forecast function. The eventual forecast function is the solution of the difference equation

$$
\hat{z}_{t}(\ell)-\varphi_{1} z_{t}(\ell-1)-\ldots-\varphi_{p+d^{2}} z_{t}(\ell-p-d)=0 \text { for } \ell>q
$$

and is given by

$$
\begin{equation*}
\hat{z}_{t}(\ell)=b *(t) f_{1}^{*}(\ell)+\ldots+b_{p+d}^{*}(t) f_{p+d}^{*}(\ell) \text { for } \ell>q-p-d \tag{1.8}
\end{equation*}
$$

$\mathrm{f}_{\mathrm{F}}^{\ldots}(\ell), \ldots, \mathrm{f}_{\mathrm{p}+\mathrm{d}}^{*}(\ell)$ are functions of the lead time $\ell$ and depend only on the autoregressive part of the model $\varphi_{p+d}(B)$. In general, these functions can be polynomials, exponentials, sines, cosines or combinations of these functions.

For a given forecast origin $t$, the coefficients $\underset{\sim}{b} *(t)=\left[b *(t), \ldots, b_{p+d}^{*}(t)\right]^{\prime}$ are constants and are the same for all lead times $\ell$; however they change from one forecast origin to the next and as shown by Box and Jenkins [2] they can be updated by

$$
\begin{equation*}
\underset{\sim}{b} *(t)=L^{* \prime} \underset{\sim}{b} *(t-1)+\underset{\sim}{g}\left[z_{t}-\hat{z}_{t-1}(1)\right] \tag{1.9}
\end{equation*}
$$

where

$$
\mathrm{L}^{* '}=\mathrm{F}_{\ell}^{*-1} \mathrm{~F}_{\ell+1}^{*}
$$

$$
\mathrm{F}_{\ell}^{*}=\left[\begin{array}{llc}
\mathrm{f}_{1}^{*}(\ell) & \cdots & \mathrm{f}_{\mathrm{p}+\mathrm{d}(\ell)}^{*} \\
\cdot & & \cdot \\
\cdot & \cdot \\
\mathrm{f}_{1}^{*}(\ell+\mathrm{p}+\mathrm{d}-1) & \ldots & \mathrm{f}_{\mathrm{p}+\mathrm{d}}^{*}(\ell+\mathrm{p}+\mathrm{d}-1)
\end{array}\right]
$$

and

$$
\begin{gathered}
\underset{\sim}{g}=\mathrm{F}_{\ell}^{*-1}{\underset{\sim}{\psi}}_{\ell} \quad \text { with }{\underset{\sim}{\psi}}_{\ell}=\left[\psi_{\ell}, \psi_{\ell+1}, \ldots, \psi_{\ell+p+d-1}\right]^{\prime} \\
\text { for any } \ell>q-p-d .
\end{gathered}
$$

## 2. Exponential smoothing forecast procedures

Exponential smoothing techniques have received broad attention in the existing literature, especially in the area of management science. These procedures are fully automatic which means that once a computer program has been written, forecasts for any time series can be derived without manual intervention. The fact that they are automatic has been put forward as an advantage of the scheme. However it can equally well be argued that this is a great disadvantage since it discourages the use of the human mind in circumstances where this instrument could be used with profit.

The basic exponential smoothing equation replaces an observed series $z_{t}$ by a smoothed series $\bar{z}_{t}$, an exponentially weighted average of current and past values of $z$.

$$
\begin{equation*}
\bar{z}_{t}=\alpha \sum_{j \geq 0}(1-\alpha)^{j} z_{t-j} \tag{2.1}
\end{equation*}
$$

The latest available smoothed value is used to forecast all future observations

$$
\begin{equation*}
\hat{z}_{t}(\ell)=\bar{z}_{t} \tag{2.2}
\end{equation*}
$$

This basic exponential smoothing procedure by Holt [6], Winters [11], Brown [3] was, and still is, used frequently to derive forecasts of economic and business data. Muth [9] investigated the conditions under which this procedure provides minimum mean square error forecasts. He showed that the underlying process has to be given by the ARIMA $(0,1,1)$ process

$$
\begin{equation*}
(1-B) z_{t}=(1-(1-\alpha) B) a_{t} \tag{2.3}
\end{equation*}
$$

Generalizations of exponential smoothing procedures have been considered by Brown [3], Brown and Meyer [4]. They select fitting functions $\underset{\sim}{f}(\ell)=\left[f_{1}(\ell), \ldots, f_{m}(\ell)\right]^{\prime}$ from the class of functions

$$
\begin{equation*}
\underset{\sim}{f}(\ell+1)=\operatorname{Lf}_{\sim}^{f}(\ell) \tag{2.4}
\end{equation*}
$$

$L$ is a $(m \times m)$ non singular transition matrix and $\underset{\sim}{f}(0)$ is specified. The coefficients $\underset{\sim}{b}(t)=\left[b_{1}(t), \ldots, b_{m}(t)\right]^{\prime}$ of the forecast function

$$
\begin{equation*}
\hat{z}_{t}(\ell)=\hat{p}(t, \ell)={\underset{\sim}{b}}^{\prime}(t) \underset{\sim}{f}(\ell) \tag{2.5}
\end{equation*}
$$

are fitted by discounted least squares minimizing

$$
\sum_{j \geq 0} \beta^{j}\left[z_{t-j}-\hat{p}(t,-j)\right]^{2}
$$

The fitting functions are chosen by visual inspection and the smoothing constant $\beta(0<\beta<1)$ is assumed to be known. Brown suggests picking $\beta$ between .7 and .9 .

The coefficients $b(t)$ are updated from one time origin to the other by

$$
\begin{equation*}
\underset{\sim}{b}(t)=L \cdot \underset{\sim}{b}(t-1)+\underset{\sim}{h}\left[z_{t}-\hat{\mathrm{p}}(t-1,1)\right] \tag{2.6}
\end{equation*}
$$

where

$$
\underset{\sim}{h}=F^{-1} \underset{\sim}{f}(0)
$$

and

$$
F=\sum_{j \geq 0} \beta^{j} \underset{\sim}{f}(-j) \underset{\sim}{f}(-j)
$$

3. Equivalence theorem for forecasts derived from exponential smoothing forecast procedures and forecasts from ARIMA models.

Summary of the equivalence theorem:

In the appendix we prove the following theorem.
Brown's exponential smoothing forecast procedures with specified fitting functions $\underset{\sim}{f}(\ell)$ and smoothing parameter $\beta$ will provide minimum mean square error forecasts if and only if the underlying stochastic process follows the ARIMA model

$$
\begin{equation*}
\varphi(\mathrm{B}) \mathrm{z}_{\mathrm{t}}=\varphi(\beta \mathrm{B}) \mathrm{a}_{\mathrm{t}} . \tag{3.1}
\end{equation*}
$$

The roots of $\varphi(B)=0$ lie on the unit circle and the eventual forecast function of (3.1) is given by the forecast function of Brown's model.

Some examples:

1. Constant model
$f(\ell)=1 \quad \forall \ell$ and smoothing parameter $\beta$
$\hat{p}(t, \ell)=b_{1}(t) \quad$.

The equivalent ARIMA model is given by
$(1-B) z_{t}=(1-\beta B) a_{t}$.
2. Linear model

$$
\begin{aligned}
& \underset{\sim}{f}(\ell)=\left\{\begin{array}{l}
1 \\
\ell
\end{array}\right\} \text { and smoothing parameter } \beta \\
& \hat{p}(t, \ell)=b_{1}(t)+b_{2}(t) \ell
\end{aligned}
$$

The equivalent ARIMA model is given by

$$
(1-B)^{2} z_{t}=(1-\beta B)^{2} a_{t}
$$

3. 12-point sinusoidal model
$\underset{\sim}{f}(\ell)=\left\{\begin{array}{l}1 \\ \sin \frac{2 \pi}{12} \ell \\ \cos \frac{2 \pi}{12} \ell\end{array}\right\}$ and smoothing parameter $\beta$.

The equivalent ARIMA model is given by

$$
(1-B)\left(1-\sqrt{3} B+B^{2}\right) z_{t}=(1-\beta B)\left(1-\sqrt{3} \beta B+\beta^{2} B^{2}\right) a_{t}
$$

Interpretation and shortcomings of Brown's exponential smoothing method:

In the light of the above theorem the shortcomings of Brown's forecasting procedure are threefold.
i) The class of fitting functions decides the form of the left hand side of the difference equation model (3.1) (autoregressive operator). In Brown's method the fitting functions are chosen by visual inspection of the time series itself. As is shown in Box and Jenkins [2] visual inspection of the time series alone can be quite misleading and more reliable identification tools such as sample autocorrelation and sample partial autocorrelation function have to be considered.
ii) The exponentially discounted least squares procedure then forces the right hand side of the difference equation (moving average operator) to be of the form $\varphi(\beta B)$. It is thus automatically determined by the autoregressive part on the left hand side of model (3.1) and is a function of the smoothing constant only.
iii) The smoothing constant $\beta$ is assumed to be known. Brown states that the smoothing constant should be picked between . 7 and .9. Actual study of time series, however, gives no empirical support to this assertion and no theoretical reasons seem to be available for discussion. The supposition that $B$ ought to be picked in this range appears strange.

The $\pi$-weights implied by Brown's model

The $\pi$-weights for the ARIMA model (3.1) are given by

$$
\begin{array}{ll}
\pi_{1}=(1-\beta) \varphi_{1} \\
\pi_{j}=\beta \varphi_{1} \pi_{j-1}+\beta^{2} \varphi_{2} \pi_{j-2}+\ldots+\beta^{j-1} \varphi_{j-1} \pi_{1}+\left(1-\beta^{j}\right) \varphi_{j} & 2 \leq j \leq n \\
\pi_{j}=\beta \varphi_{1} \pi_{j-1}+\beta^{2} \varphi_{2} \pi_{j-2}+\ldots+\beta^{n} \varphi_{n} \pi_{j-n} & j \geq n+1
\end{array}
$$

It is instructive to look at the $\pi$-weights since they show how past observations are discounted to derive one step ahead minimum mean square error forecasts

$$
\hat{z}_{t}(1)=\sum_{j \geq 1} \pi_{j} z_{t+1-j}
$$

One must ask the question: "Is there any reason to believe that the world behaves according to this class of weight functions given in (3.2)?" Pandit [8] has tried to find some theoretical reasons why business, economic, and quality control systems can be predicted by exponential smoothing methods, giving it a "spring-dashpoint" interpretation. The analogy
seems strange and is contradicted by many time series, which have been modelled by the three stage iterative Box-Jenkins method.

The data themselves should determine the form of the model and the value of its parameters. The $\pi$-weights should depend on the underlying process which has to be identified properly.

## Computation of the forecasts

Brown's forecasting procedures are claimed to be computationally efficient. It is easily seen, however, that the forecasts can be derived more readily directly from the difference equation of the equivalent ARIMA model (3.1). Thus, even if one believed in the adequacy of Brown's implied model, one should not use his method to calculate and update the forecasts.

These points are best brought out by consideration of specific examples.

## 4. Illustrative examples

Example 1: Daily IBM common stock closing prices. The data is given in Box and Jenkins [2]. After inspection of the series, Brown [3] argued that short pieces of the data could be represented by quadratic curves and that one, therefore, ought to consider quadratic fitting functions given by

$$
\begin{equation*}
\hat{p}(t, \ell)=b_{0}(t)+b_{1}(t) \ell+b_{2}(t) \ell^{2} . \tag{4.1}
\end{equation*}
$$

He updates the coefficients of the forecast function by discounted least squares and chooses a smoothing constant of $\beta=.9$.

The forecasts for this form of Brown's model are shown
for several time origins and for lead times $\ell=1,2,3$ in the first column of Table 1.

If Brown's model were to be used then it would be much more convenient to use the theory developed in this paper and to calculate the forecasts directly from the equivalent difference equation given below

$$
\begin{equation*}
(1-B)^{3} z_{t}=(1-.9 B)^{3} a_{t} \tag{4.2}
\end{equation*}
$$

The forecasts are given in the second column of Table 1.
In fact, however, as was shown originally by Box and Jenkins [2], Brown's model seems to be totally inadequate. This is seen for example by the much larger mean square error of the one, two, and three steps ahead forecasts given in Table 1. Identification using Box-Jenkins methods leads to consider an ARIMA $(0,1,1)$ model with the moving average parameter estimated close to zero

$$
\begin{equation*}
(1-B) z_{t}=(1+.087 B) a_{t} \tag{4.3}
\end{equation*}
$$

It was noted that the model in (4.3) is very nearly a random walk as originally suggested by Bachelier [1]. This model implies that the best forecasts of future observations are very nearly the current value of the stock price. This is very different from Brown's model which implies that information about the next value is not only contained in the current observation but also in the observations before.

The $\pi$-weights for the models (4.2) and (4.3) are shown in the diagram in Table 2.

The autocorrelation of the one step ahead forecast errors for models (4.2) and (4.3) are given in Table 1. It can be seen that there is significant autocorrelation among the one step ahead forecast errors for the difference equation model
(4.2) which is implied by Brown's forecasting procedure in (4.1). For the model (4.3) the autocorrelations are essentially zero.

## Calculating the forecasts

It is worth emphasizing again that if forecasts were to be derived from Brown's model, one should not use Brown's method of calculating and updating, which is extremely laborious. It is much easier to calculate the forecasts directly from the equivalent difference equation. This will give the same result, except for rounding errors, as it is shown in Table 1.

The same point can be made in terms of a further example. Example 2: Warmdot filter sales. This series is given in Brown [3].

Brown chooses the simple 12 -point sinusoidal model

$$
\begin{equation*}
\hat{p}(t, l)=b_{0}(t)+b_{1}(t) \sin \frac{2 \pi}{12} \ell+b_{2}(t) \cos \frac{2 \pi}{12} \ell \tag{4.4}
\end{equation*}
$$

and updates the coefficients of the forecast function by discounted least squares with smoothing constant $\beta=.9$. The forecasts for this form of Brown's model are shown in the first column of Table 3.

There is no point in going through the Box-Jenkins three stage iterative method for this series because this appears to be an artificial series which has been manufactured from the model (4.4).

However if at the moment we suppose that forecasts of this type are needed, the theory of this paper supplies a much simpler method of obtaining the forecasts. The stochastic difference equation which would provide minimum mean square error forecasts for the procedure (4.4) is given by

$$
\begin{equation*}
(1-B)\left(1-\sqrt{3} B+B^{2}\right) z_{t}=(1-.9 B)\left(1-\sqrt{3}(.9) B+(.9)^{2} B^{2}\right) a_{t} . \tag{4.5}
\end{equation*}
$$

Table 3 shows that except for rounding errors the forecasts using the stochastic difference equation coincide with the forecasts derived by Brown.


Table l: Forecasts, observed mean square error of the forecasts and autocorrelation among one step ahead forecast errors for Brown's model (4.1), using both Brown's method of calculating the forecasts and the equivalent difference equation form (4.2), and for model (4.3) suggested by Box-Jenkins procedures.
$\pi$-weights implied by Brown's model

| $\mathbf{j}$ | $\pi_{\mathbf{j}}$ |
| ---: | :--- |
| 1 | .300 |
| 2 | .240 |
| 3 | .190 |
| 4 | .146 |
| 5 | .114 |
| 6 | .086 |
| 7 | .063 |
| 8 | .044 |
| 9 | .030 |
| 10 | .018 |


| $\mathbf{j}$ | $\boldsymbol{\pi}_{\mathbf{j}}$ |
| :---: | ---: |
| 11 | .008 |
| 12 | .000 |
| 13 | -.001 |
| 14 | -.001 |
| 15 | -.012 |
| 16 | -.015 |
| 17 | -.016 |
| 18 | -.016 |
| 19 | -.017 |
| 20 | -.016 |

$\pi$-weights of the fitted ARIMA ( $0,1,1$ ) model (4.3) suggested by Box and Jenkins




Table 2: The $\pi$-weights implied by Brown's model (4.2) and for the fitted ARIMA ( $0,1,1$ ) model (4.3) suggested by Box and Jenkins.

Forecasts for the model (4.4)
$\begin{array}{cc}\text { time } & \text { lead } \\ \text { origin } & \text { time }\end{array}$
using Brown's method of forecasting with smoothing constant $\beta=.9$

Forecasts for the model (4.4) using the equivalent difference equation (4.5) for the calculation of the forecasts

| 80 | 1 | 130.01 | 130.12 |
| :--- | :--- | ---: | ---: |
|  | 2 | 151.16 | 151.27 |
|  | 3 | 169.64 | 169.73 |
| 90 | 1 | 101.48 | 101.52 |
|  | 2 | 114.61 | 114.67 |
|  | 3 | 135.23 | 135.28 |
| 100 | 1 | 105.71 | 105.72 |
|  | 2 | 98.66 | 98.68 |
|  | 3 | 102.36 | 102.37 |
| 110 | 1 | 132.17 | 132.17 |
|  | 2 | 102.98 | 102.98 |
|  | 3 | 81.52 | 81.52 |
| 120 | 1 | 163.80 | 163.80 |
|  | 2 | 149.53 | 149.53 |
|  | 3 | 133.03 | 133.03 |

Table 3: Forecasts for the Warmdot filter sales using Brown's model (4.4): Comparison of Brown's method of calculating the forecasts and the forecasts derived from the equivalent difference equation (4.5).

## APPENDIX

Proof of equivalence theorems for forecasts derived from exponential smoothing forecast procedures and forecasts from ARIMA models.

Theorem 1.
Model A: Consider the Brown model with fitting functions

$$
\begin{aligned}
{\underset{\sim}{f}}^{\prime}(\ell)=\left[u_{1}^{-l}, \ldots, u_{n}^{-l}\right] & \text { with }\left|u_{i}\right| \geq 1 ; \quad u_{i} \neq u_{j} \text { for } i \neq j ; \\
& \text { and }\left|u_{i} u_{j}\right|<1 / \beta \text { for } 1 \leq i, j \leq n .
\end{aligned}
$$

The coefficients of the forecast function

$$
\begin{equation*}
\hat{p}(t, \ell)=b_{1}(t) u_{1}^{-l}+b_{2}(t) u_{2}^{-l}+\ldots+b_{n}(t) u_{n}^{-\ell} \tag{A.1}
\end{equation*}
$$

are estimated by discounted least squares with smoothing constant $\beta$; $O<\beta<1$.

Model B: ARIMA model

$$
\begin{equation*}
\prod_{i=1}^{n}\left(1-\frac{1}{u_{i}} B\right) z_{t}=\prod_{i=1}^{n}\left(1-u_{i} B B\right) a_{t} . \tag{A.2}
\end{equation*}
$$

Then, Brown's forecasting procedure using the forecast function (A.1) in model A will provide optimal forecasts in terms of minimizing the mean square forecast error if and only if the underlying stochastic process follows the ARIMA model in (A.2). Proof. In the proof of theorem 1 we use the following result about the inverse of a Vandermonde matrix:

$$
A=\left[\begin{array}{llll}
1 & 1 & \ldots & 1 \\
a_{1} & a_{2} & \cdots & a_{n} \\
\vdots & \vdots & & \\
a_{1}^{n-1} & a_{2}^{n-1} & \ldots & a_{n}^{n-1}
\end{array}\right] \text { where } a_{i} \neq a_{j} \quad(\text { for } i \neq j)
$$

It is easily shown that the inverse of $A$ is given by

$$
A^{-1}=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right]
$$

where $a_{i j}$ are the coefficients in the expansion

$$
P_{i}(x)={\underset{\substack{k=1 \\ k \neq i}}{n} \frac{x-a_{k}}{a_{i}-a_{k}}=a_{i 1} x^{0}+a_{i 2} x^{1}+\ldots+a_{i n} x^{n-1} \quad(1 \leq i \leq n)}_{(A .3)}
$$

Theorem 1 is proved by showing that model A and model $B$ have
i) the same form of the forecast function
ii) the same updating formula for the coefficients of the forecast function.
ad (i). The eventual forecast function for model $B$ is the solution of

$$
\prod_{i=1}^{n}\left(1-\frac{1}{u_{i}} B\right) \hat{z}_{t}(\ell)=0 \quad \text { for } \quad \ell>n
$$

and is given by

$$
\begin{equation*}
z_{t}(\ell)=b_{1}^{*}(t) u_{1}^{-\ell}+b_{2}^{*}(t) u_{2}^{-\ell}+\ldots+b_{n}^{*}(t) u_{n}^{-\ell} \text { for } \ell>0 \tag{A.4}
\end{equation*}
$$

which coincides with the forecast function of model A given in (A.1).
ad (ii). The updating algorithm for the coefficients of the forecast function $\underset{\sim}{b}(t) \underset{\sim}{f}(\ell)$ for model $A$ is given by

$$
\begin{equation*}
\underset{\sim}{b}{ }^{\prime}(t)=L^{\prime} \underset{\sim}{b}(t-1)+\underset{\sim}{h}\left[z_{t}-\hat{p}(t-1,1)\right] . \tag{A.5}
\end{equation*}
$$

Dobbie [5] showed that for the case of exponential fitting functions $\underset{\sim}{h}=\left(h_{1}, h_{2}, \ldots, h_{n}\right)$ is given by

$$
\begin{equation*}
h_{i}=\left(1-\beta u_{i}^{2}\right) \underset{\substack{k=1 \\ k \neq i}}{n} \frac{1-\beta u_{i} u_{k}}{1-\frac{u_{i}}{u_{k}}} \quad 1 \leq i \leq n \tag{A.6}
\end{equation*}
$$

The updating algorithm for the coefficients of the eventual forecast function of the ARIMA model in (A.2) is given by:

$$
\begin{equation*}
\underset{\sim}{b} *(t)=L^{\prime} \underset{\sim}{b} *(t-1)+\underset{\sim}{g}\left[z_{t}-\hat{z}_{t-1}(1)\right] . \tag{A.7}
\end{equation*}
$$

Choosing $\ell=1$ in (1.9), it is seen that

$$
\underset{\sim}{g}=F_{1}^{*-1}{\underset{\sim}{*}}_{1}=\left[\begin{array}{cccc}
a_{1} & a_{2} & \cdots & a_{n}  \tag{A.8}\\
a_{1}^{2} & a_{2}^{2} & \cdots & a_{n}^{2} \\
\vdots & & & \\
a_{1}^{n} & a_{2}^{n} & \cdots & a_{n}^{n}
\end{array}\right]^{-1}\left[\begin{array}{c}
\psi_{1} \\
\psi_{2} \\
\vdots \\
\psi_{n}
\end{array}\right]
$$

where $\quad a_{i}=\frac{1}{u_{i}} \quad 1 \leq i \leq n$
and

$$
\psi_{\mathrm{k}}(1 \leq \mathrm{k} \leq \mathrm{n}) \text { are the } \psi \text {-weights in }
$$

$$
\begin{equation*}
\psi(B)=\frac{\prod_{k=1}^{n}\left(1-\beta u_{k} B\right)}{\prod_{k=1}^{n}\left(1-\frac{1}{u_{k}} B\right)}=\frac{\prod_{k=1}^{n}\left(1-\frac{\beta}{a_{k}} B\right)}{\prod_{k=1}^{n}\left(1-a_{k} B\right)} \tag{A.9}
\end{equation*}
$$

In order to prove theorem 1 we have to show that

$$
\begin{aligned}
& \underset{\sim}{g}=\underset{\sim}{h} \text { or equivalently that } \\
& \underset{\sim}{d} \doteqdot\left[\begin{array}{llll}
1 & 1 & \cdots & 1 \\
a_{1} & a_{2} & \cdots & a_{n} \\
\vdots & & & \\
a_{1}^{n-1} & a_{2}^{n-1} & \cdots & a_{n}^{n-1}
\end{array}\right]^{\Psi_{1}}=\left[\begin{array}{c}
a_{1} h_{1} \\
a_{2} h_{2} \\
\vdots \\
a_{n} h_{n}
\end{array}\right]
\end{aligned}
$$

where $\underset{\sim}{d}=\left[d_{1}, \ldots, d_{n}\right]^{\prime} ; d_{i}=a_{i 1} \psi_{1}+a_{i 2} \psi_{2}+a_{i n} \psi_{n}$ and $a_{i j}$ are the elements of the inverse of matrix $A . d_{i}$ is the coefficient of $x^{O}$ in $\frac{1}{x} P_{i}\left(\frac{1}{x}\right) \psi(x)$, where $P_{i}(x)$ is given in (A.3). Using (A.3) and (A.9)

$$
\begin{equation*}
\frac{1}{x} P_{i}\left(\frac{1}{x}\right) \psi(x)=\frac{1}{x^{n}\left(1-a_{i} x\right)} \frac{\prod_{k=1}^{n}\left(1-\frac{\beta}{a_{k}} x\right)}{\prod_{k \neq i}\left(a_{i}-a_{k}\right)} \tag{A.10}
\end{equation*}
$$

It therefore remains to show that the coefficient of $x^{0}$ in

$$
\begin{align*}
& v_{i}(x) \doteq \stackrel{\prod_{k=1}^{n}\left(1-\frac{\beta}{a_{k}} x\right)}{x^{n}\left(1-a_{i} x\right)} \text { equals } a_{i} h_{i} \prod_{k \neq i}^{\Pi}\left(a_{i}-a_{k}\right) \\
&=a_{i}^{n}\left(1-\frac{\beta}{a_{i}^{2}}\right)  \tag{A.11}\\
& \prod_{k \neq i}^{\Pi}\left(1-\frac{\beta}{a_{i} a_{k}}\right)
\end{align*}
$$

However,

$$
\begin{aligned}
v_{i}(x)=\frac{\prod_{k=1}^{n}\left(\frac{1}{x}-\frac{\beta}{a_{k}}\right)}{\left(1-a_{i} x\right)}= & {\left[1+a_{i} x+a_{i}^{2} x^{2}+\ldots\right] } \\
& \times\left[\left(\frac{1}{x}\right)^{n}+c_{1}\left(\frac{1}{x}\right)^{n-1}+\ldots+c_{n-1}\left(\frac{1}{x}\right)+c_{n}\right]
\end{aligned}
$$

where the $c_{j}$ 's are the coefficients in the expansion of $\underset{\prod_{k=1}^{n}}{n}\left(\frac{1}{x}-\frac{\beta}{a_{k}}\right)$ given by

$$
\left\{\begin{array}{l}
c_{1}=-\beta \sum_{k=1}^{n} \frac{1}{a_{k}}  \tag{A.13}\\
c_{2}=\beta^{2} \sum_{k<\ell} \frac{1}{a_{k} a_{\ell}} \\
c_{3}=-\beta^{3} \sum_{k<\ell<m} \frac{1}{a_{k} a_{\ell} a_{m}} \\
\vdots \\
c_{n}=(-1)^{n} \frac{\beta^{n}}{a_{1} a_{2} \cdots a_{n}}
\end{array}\right.
$$

Furthermore

$$
\begin{equation*}
\prod_{k \neq i}\left(1-\frac{\beta}{a_{i} a_{k}}\right)=1+e_{1}^{(i)}+\ldots+e_{n-1}^{(i)} \tag{A.14}
\end{equation*}
$$

where the coefficients $e_{j}^{(i)}(1 \leq j \leq n-1)$ are given by

$$
\left\{\begin{array}{l}
e_{1}^{(i)}=-\frac{1}{a_{i}} \sum_{k \neq i} \frac{\beta}{a_{k}}  \tag{A.15}\\
e_{2}^{(i)}=\frac{1}{a_{i}^{2}} \sum_{\substack{k<\ell \\
k \neq i \\
l \neq i}} \frac{\beta^{2}}{a_{k} a_{\ell}} \\
e_{3}^{(i)}=\frac{1}{a_{i}^{3}} \underset{\substack{k \neq l, l \neq m, m \neq i}}{ } \frac{\beta_{k}^{3}}{a_{k} a_{\ell} a_{m}} \\
\vdots \\
e_{n-1}^{(i)}={(-1)^{n-1} \frac{1}{a_{i}^{n-1}} \beta^{n-1} \prod_{k \neq i} \frac{1}{a_{k}}}^{l}
\end{array}\right.
$$

Therefore, the right hand side of (A.11) is given by

$$
\begin{equation*}
a_{i}^{n}\left(1-\frac{\beta}{a_{i}^{2}}\right) \prod_{k \neq i}\left(1-\frac{\beta}{a_{i} a_{k}}\right)=a_{i}^{n}\left(1-\frac{\beta}{a_{i}^{2}}\right)\left(1+e_{1}^{(i)}+\ldots+e_{n-1}^{(i)}\right) \tag{A.16}
\end{equation*}
$$

Since the relation between the coefficients in (A.13) and (A.15) is

$$
\left\{\begin{array}{l}
c_{1}=a_{i} e_{1}^{(i)}-\frac{\beta}{a_{i}}  \tag{A.17}\\
c_{2}=a_{i}^{2} e_{2}^{(i)}-\beta e_{1}^{(i)} \\
c_{3}=a_{i}^{3} e_{3}^{(i)}-\beta a_{i} e_{2}^{(i)} \\
\vdots \\
c_{n-1}= \\
c_{n}=a_{i}^{n-1} e_{n-1}^{(i)}-\beta a_{i}^{n-3} e_{n-2}^{(i)} \\
-\beta a_{i}^{n-2} e_{n-1}^{(i)}
\end{array}\right.
$$

the coefficient of $x^{0}$ in $V_{i}(x)$ is given by

$$
\begin{equation*}
a_{i}^{n}+a_{i}^{n-1} c_{1}+\ldots+a_{i} c_{n-1}+c_{n}=a_{i}^{n}\left(1-\frac{\beta}{a_{i}^{2}}\right)\left[1+e_{1}^{(i)}+e_{2}^{(i)}+\ldots+e_{n-1}^{(i)}\right] \tag{A.18}
\end{equation*}
$$

This equals (A.16), thus proving the claim that $\underset{\sim}{g}=\underset{\sim}{h}$.
q.e.d.

Furthermore it is easily seen that Brown's forecast procedure with forecast function $\underset{\sim}{b}(t) ' \underset{\sim}{d}(\ell)$, where $\underset{\sim}{d}(\ell)$ is any non singular linear combination of the exponential fitting functions $\underset{\sim}{f}(\ell)$ of theorem 1 ,

$$
\underset{\sim}{f}(l)=\operatorname{Rd}_{\sim}^{d}(\ell)
$$

will provide minimum mean square error forecasts if and only if the underlying process follows the ARIMA model B.

Sinusoidal fitting functions which are frequently considered by Brown can be written as linear combinations of such exponential functions.

For example the fitting functions $d(\ell)=\left\{\begin{array}{l}1 \\ \sin \omega \ell \\ \cos \omega \ell\end{array}\right\}$
in $\hat{p}(t, \ell)=b_{1}(t)+b_{2}(t) \sin \omega \ell+b_{3}(t) \cos \omega \ell$ can be written as

$$
\underset{\sim}{f}(\ell)=\operatorname{Rd}(\ell)
$$

where

$$
\left[\begin{array}{l}
1  \tag{A.19}\\
e^{-i \omega \ell} \\
e^{i \omega \ell}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & -i & 1 \\
0 & i & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
\sin \omega \ell \\
\cos \omega \ell
\end{array}\right]
$$

Equation (A.19) shows that the roots of the characteristic equation for the ARIMA model which is implied by the sinusoidal
fitting functions of Brown's forecasting scheme are lying on the unit circle.

In the following corollary we use the fact that if the characteristic equation of the ARIMA model has a complex root, the conjugate complex will be a solution, too.

## Corollary 1:

Model B: We consider the ARIMA model

$$
\varphi(B) z_{t}=\varphi(\beta B) a_{t}
$$

where the coefficients of $\varphi(B)$ are real.

Furthermore it is assumed that the roots of $\varphi(B)=0$ are distinct and lie on the unit circle, and that the eventual forecast function is given by

$$
\hat{z}_{t}(\ell)=b_{1}^{*}(t) f_{1}(\ell)+\ldots+b_{n}^{*}(t) f_{n}(\ell)
$$

Model A: Consider the Brown forecasting procedure with fitting functions

$$
{\underset{\sim}{f}}^{\prime}(\ell)=\left[f_{1}(\ell), \ldots, f_{n}(\ell)\right]
$$

The coefficients of the forecast function

$$
\hat{z}_{t}(\ell)={\underset{\sim}{b}}^{\prime}(t) \underset{\sim}{f}(\ell)
$$

are fitted by discounted least squares with smoothing coefficient $\beta, 0<\beta<1$. Then the Brown forecasting procedure with fitting functions as specified in model A will provide minimum mean square error forecasts if and only if the underlying stochastic process is given by the ARIMA model B.

In the following theorem we relax the assumption of distinct roots of $\varphi(\mathrm{B})=0$.

## Theorem 2:

Model B: $\quad \varphi(\mathrm{B}) \mathrm{z}_{\mathrm{t}}=\varphi(\beta \mathrm{B}) \mathrm{a}_{\mathrm{t}}$ as specified in corollary 1, however we allow the possibility of multiple roots of $\varphi(B)=0$ on the unit circle.

Model A: Brown model as specified in corollary 1.
Then model A and model $B$ are equivalent in terms of having
(i) the same form of forecast function
(ii) the same recursive updating formula for the coefficients of the forecast function $\underset{\sim}{b}(t)$.

Proof: The only part which remains to show is (ii). We can write

$$
\varphi(B)=\prod_{i=1}^{s} \varphi_{i}(B) \quad \text { where } \quad \varphi_{i}(B) \quad 1 \leq i \leq s
$$

are real valued polynomials in $B$ with distinct roots on the unit circle;

Model B can be written as

$$
\varphi_{1}(\mathrm{~B}) \varphi_{2}(\mathrm{~B}) \ldots \varphi_{\mathrm{s}}(\mathrm{~B}) z_{\mathrm{t}}=\varphi_{1}(\mathrm{BB}) \varphi_{2}(\mathrm{BB}) \ldots \varphi_{\mathrm{s}}(\beta \mathrm{~B}) \mathrm{a}_{\mathrm{t}}
$$

or

$$
a_{t}=\frac{\varphi_{1}(B)}{\varphi_{1}(\beta B)} \frac{\varphi_{2}(B)}{\varphi_{2}(\beta B)} \cdots \frac{\varphi_{S}(B)}{\varphi_{S}(\beta B)} z_{t}
$$

We define $\alpha_{t}^{(s)}=\frac{\varphi_{S}(B)}{\varphi_{S}(\beta B)} z_{t}$ and through continued application of corollary 1 the claim is proved.
q.e.d.
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