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FOREWORD 

The last decade has produced several profound a l~d  exciting results in computer 
science theory and applicatio~l. Some of these results have preparcd the ground for 
disciplines now recognized as significant branches of computer based science: the theory 
of formal grammars and automatic compiler construction, information retrieval and data 
base management, the theory of cornmunication and computer networks, and problem 
solving and artificial intelligence are examples of new computer sciences. 

In the area of artificial intelligence (AI), theoretical and applied research related 
to knowledge representation in computers, natural language analysis, deductive inference 
and automatic learning represent the most interesting topics and promise t o  becomc the 
basis for a new style of computer use. The general idea of this style consists in allowing 
the user to teU the computer "what t o  do" instead of "how to  do". The computer 
system in this case behaves as an intelligent adviser and interpreter of predefined rules 
of the game in any particular problem area. Its advantages over human advisers and 
interpreters are based on the ability to store and handle grgantic amounts of structured 
data of which the end user can have only a vague idea. This approach becomes partic- 
ularly attractive in different areas of applied systems analysis where computer program- 
med mathematical models give additional analytical power to an "intelligent" computer 
system. 

The challenging and promising features of A1 research resulted in the organization 
by IIASA of an international Conference on Artificial Intelligence and Question- 
Answering Systems in June 1975. This Conference was held in accordance with the long 
range research strategy of the Computer Science Project and attracted 27 computer 
specialists from 12 National Member Organizations. Two basic points were discussed: 
scientific problems and basic results in the development of question-answering systems 
with natural language input and inference capability, and possible IIASA efforts in 
establishing an intellgent question-answering system with a data base for IIASA's applied 
projects. 

This publication contains papers devoted mostly to the first point. The partic- 
ular subjects that were covered include natural language analysis, knowledge represents. 
tion and deductive inference mechanisms. 



An important practical consequence of the Conference was a proposal from the 
Conference Working Group to IlASA for the implementation of a question-answering 
system for data base management at IlASA. 

Apart from the ohvious scientific rc:sults, the meeting also helped to establish 
contacts bctween the NMO's involved in A1 research. Participants agreed on future 
cooperation among their institutions in various A1 areas. 

Several people put considerable effort into the preparation of the Conference and 
the handling of its results. Bertram Raphael from the Stanford Research Institute initi- 
ated the discussion on the importance of A1 research for IIASA. Alexander Butrimenko, 
leader of the IIASA Computer Sciencse Project, and F. Klix from the Academy of Sciences 
of the GDR were the main initiators of the Conference and contributed greatly to its 
organization. Ilse Beekey devoted much of her time and energy to arrangements for the 
Conference; and Yuri Kriukov from the USSR helped in preparing the papers for presen- 
tation and publication. Our thanks are also due to the Computer Science secretaries for 
their faithful help, and to the IIASA editorial staff. 

On behalf of the Working Group 
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Introduction to the Conference 

F. Klix 

1. Opening Remarks 

Dear Colleagues: 

Before we go into details, I would like to make some com- 
ments on the history and aim of our conference. It was in the 
autumn of 1971 at the foundation meeting for IIASA when 
Professor- Raiffa, the proposed first director, asked me which 
project I would like to work on as an experimental and mathe- 
matical psychologist. My choice was for selected topics of 
artificial intelligence. My reasons were the following: A1 is 
an interdisciplinary field within the modern sciences that has 
more than one applicational value which makes it interesting 
for IIASA. As an interdisciplinary research field, A1 connects 
computer science, mathematical logic and automata theory, experi- 
mental and mathematical psychology, linguistics, and other fields. 
A1 is specific basic research work which grows quickly. The 
feedback of these developments encourages a greater use of com- 
puter power that is now underexploited. In order to obtain the 
basic support of IIASA, it was necessary to indicate the possible 
value of A1 research within the frame and the policy of that 
institute. The various aspects of A1 research had to be evalu- 
ated under these and other conditions. 

What should be selected from the different possible approaches 
that are embraced under the roof of artificial intelligence? 

To outline some aspects of these evaluation procedures: 
first there is the domain of pattern recognition and classifica- 
tion systems. These are well-established application fields, 
e-g., the identification of type- and handwritten letters, pic- 
ture classification and scene analysis algorithms, medical diag- 
nosis, etc. Until now, there has been no inner tie to a well- 
founded project at IIASA. 

Second, there is the field of heuristic programming and 
search techniques, which were regarded for a long time as a key 
for understanding of problem solving processes. Heuristic pro- 
gramming is now videly applied in CAD (Computer Aided Design), 
or in fully automated industrial design projects. General search 
techniques are incorporated and refined in systems for theorem 
proving and automatic programming, which are supported by newly 
emerging high-level languages for problem solving. Some of these 
developments were integrated in big projects, but these projects 
do not appear to be of special interest to IIASA. 



T h i r d ,  t h e r e  i s  t h e  development o f  fo rma l  and e s p e c i a l l y  
o f  programming languages and o f  methods t o  d e s c r i b e  t h e i r  s t r u c -  
t u r e  and semant i cs .  The main a p p l i c a t i o n  f i e l d s  a r e  i n  problem- 
o r i e n t e d  computer d e v i c e s ,  t h e i r  s o f t w a r e  o r g a n i z a t i o n ,  t h e  op- 
t i m i z a t i o n  o f  man-machine sys tems,  etc. These a r e  a l s o  f i e l d s  
and t a s k s  t h a t  have no s u f f i c i e n t  background a t  IIASA. 

Four th ,  t h e r e  a r e  moto r -ac t ion  systems a s  p a r t  o f  A 1  re- 
s e a r c h .  These a r e  components o f  r o b o t s ,  e s p e c i a l l y  i n  i n t e r -  
l i n k a g e  w i t h  p a t t e r n  r e c o g n i t i o n ,  s c e n e  i d e n t i f i c a t i o n ,  and 
c l a s s i f i c a t i o n  d e v i c e s .  

A s  a  f i f t h  p o i n t ,  we cou ld  ment ion f a c t  s t o r a g e  and r e t r i e v -  
a l  sys tems.  Of c o u r s e ,  t h e y  would be  t h e  most i n t e r e s t i n g  p a r t  
of  A I ,  b u t  t h e r e  a r e  w e l l - e s t a b l i s h e d  d e s i g n s  f o r  s t o r i n g  and 
u s i n g  d a t a  f i l e s .  I t  seems t o  m e ,  however, t h a t  a s  a  r e s e a r c h  
t a s k  t h e y  a r e  n e a r l y  o u t  o f  o u r  range  of i n t e r e s t .  So, from t h e  
s c i e n t i f i c  a s p e c t ,  t h e r e  i s  r e a s o n  t o  p u t  a s i d e  such a  p r o p o s a l  
a l t h o u g h  t h e  p r a c t i c a l  v a l u e  of such a n  i n f o r m a t i o n  s t o r a g e  and 
r e t r i e v a l  sys tem goes  w i t h o u t  q u e s t i o n .  T h i s  now l e a d s  t o  t h e  
f i n a l  p r o p o s a l .  

S i x t h ,  t h e r e  is a  modern development i n  A 1  r e s e a r c h  which 
h a s  t o  d o  w i t h  t h e  r e p r e s e n t a t i o n ,  man ipu la t ion ,  and u s e  of 
knowledge. Up t o  a  c e r t a i n  d e g r e e ,  t h i s  a s p e c t  i s  r e p r e s e n t a -  
t i v e  f o r  A 1  r e s e a r c h  a s  a  whole,  a s  Raphael (1974) and N i l sson  
(1974) have po in ted  o u t ,  and t h e  paradigm o f  r e p r e s e n t a t i o n ,  
man ipu la t ion ,  and u s e  o f  knowledge i n  t o d a y ' s  r e s e a r c h  i s  t h e  
ques t ion -answer ing  syst.em (QAS) . 

The main r e a s o n  why I d i r e c t e d  t h e  a t t e n t i o n  of some IIASA 
s t a f f  members t o  QAS i s  t h a t  QAS h a s  b o t h  b a s i c  and i n t e r e s t i n g  
r e s e a r c h  a s p e c t s ,  and it can ex tend  a p p l i c a t i o n  f i e l d s  o f  com- 
p u t e r  c a p a b i l i t i e s .  T h i s  should  a l s o  be  o f  i n t e r e s t  t o  n e a r l y  
a l l  NMO c o u n t r i e s .  The main p o i n t  i s  t h a t  a l t h o u g h  A 1  r e s e a r c h ,  
i n  g e n e r a l ,  canno t  become a  p r o j e c t  of i t s  own, s p e c i a l  a s p e c t s  
o f  A 1  r e s e a r c h  r e l a t e d  t o  QAS c a n  s u p p o r t  s u b s t a n t i a l  p r o j e c t s  
of IIASA a s  w e l l  a s  l i n k  r e s e a r c h  a c t i v i t i e s  which a r e  go ing  on 
i n  d i f f e r e n t  NMO c o u n t r i e s .  An i n t e r n a t i o n a l  c o o r d i n a t i o n  o f  
r e s e a r c h  a c t i v i t i e s  i n  t h i s  f i e l d  cou ld  enhance t h e  e f f i c i e n c y  
and lower t h e  e x p e n d i t u r e  o f  r e a l i z i n g  such  a  system.  These a r e  
t h e  main r e a s o n s  why I have proposed t h e  r e a l i z a t i o n  of  a  QAS 
a t  IIASA. I hope t h a t  t h i s  c o n f e r e n c e  c a n  be  t h e  beg inn ing  o f  
such a  p r o j e c t .  

Be fo re  I c o n t i n u e  and d e f i n e  t h i s  p r a c t i c a l  a s p e c t ,  l e t  m e  
p r e s e n t  some r e s e a r c h  a s p e c t s  t h a t  w i l l  b e  handled d u r i n g  t h e  
c o n f e r e n c e  and t h a t  should  be t h e  c o r e  o f  t h e  d i s c u s s i o n  because 
t h e y  a r e  n e c e s s a r i l y  t h e  c r u c i a l  p o i n t s  w i t h  r e g a r d  t o  t h e  ex- 
t e n s i o n  o f  t h e  a p p l i c a t i o n  f i e l d  i n  q u e s t i o n  a s  ment ioned above. 



2. QAS and Some Important Research Aspects to be Discussed 

During the Conference 

The general architecture of a QAS is defined by the follow- 
ing conditions and components: 

a) Weak standardized, approximately normal, and well-formed 
sentences in a living language, used as inputs as well 
as outputs. 

b) A parsing procedure (incorporating or interacting with 
a formally described grammar), which decomposes the 
input string into a syntax tree or another arrangement 
of syntactic constituents (substrings). 

C) A procedure for semantic interpretation of the syntactic 
structure. It has to find out the meaning of a sentence 
which will be represented in the form of a tree or a 
network (particularly labeled by concept words) that 
can be stored in the knowledge base. 

d) Searching and transformation procedures which allow the 
transformation of surface properties of the input sen- 
tence until they fit a given entry structure. 

e) Transformation procedures on the entries within a given 
structure until they fit a given input (often realized 
as theorems to be proved with given clauses). 

£1 Identification procedures which allow detection and 
deduction of implicitly given information such as frame 
data, causality directions, and time relations. 

g) As far as possible to bring into being the self-extensi- 
bility of the system: to organize new data (fitting 
given arguments or relating new entries to the appro- 
priate conceptual graph structure). 

h )  The mapping of an item (explicitly stored in, or deriv- 
able from the knowledge base) that represents the mean- 
ing of the answer into a language construction (at least 
a kernel sentence; surface transformation should be 
applied if possible). This last step is necessary to 
enable the user to communicate with the QAS completely 
in dialogue mode. 

i) Other abilities, such as more sophisticated learning 
capabilities and decision procedures for the forgetting 
of facts or relations, have not been essential to such 
a system until now. 

Altogether, we see that each question-answering system can 
be considered as being composed of three main components, namely: 



a )  A co rpus  o f  knowledge abou t  a  more o r  less extended 
p a r t  o f  r e a l i t y  a s  t h e  d i s p o s i t i o n  o f  t h e  system. I t  
i s  s t o r e d  a s  a  s t r u c t u r e d  set o f  in fo rmat ion  and u s u a l l y  
c a l l e d  t h e  d a t a  base  o f  t h e  system. I t  c o n s t i t u t e s  t h e  
semant ic  r e p r e s e n t a t i o n  o f  t h e  d i s c o u r s e  a r e a ,  t h e  s o  
c a l l e d  ' u n i v e r s e  of  d i s c o u r s e ' .  

b )  There is  a system of  mechanisms o r  p rocedures  f o r  t h e  
o r g a n i z a t i o n  and l i n k i n g  o f  t h a t  knowledge. It is 
r e a l i z e d  by programs and r e p r e s e n t s  t h e  i n f e r e n t i a l  
c a p a c i t y  of t h e  system.  

C )  Mechanisms f o r  t h e  t r ans fo rma t i on  o f  language u n i t s  
i n t o  concep ts  and concep tua l  p r o p e r t i e s  o f  t h e  s t o r e d  
knowledge. The semant ic  r e p r e s e n t a t i o n  is  t aken  a s  t h e  
b a s i s  f o r  t h e  d e s c r i p t i o n  o f  t h e  meaning o f  s t r u c t u r a l  
o r  ph rase  components o f  normal language sen tences .  I n  
t h i s  sense ,  t h e  semant i c  r e p r e s e n t a t i o n  is  t h e  c o r e  of 
t h e  QAS because it med ia tes  between t h e  language i n p u t  
and t h e  language o u t p u t .  

Desp i t e  t h e  g i ven  agreements  on t h e  g e n e r a l  a r c h i t e c t u r e  o f  
a  quest ion-answer ing system,  t h e r e  a r e  ve r y  d i f f e r e n t  approaches 
a s  t o  t h e  d e t a i l .  As t h e s e  d e t a i l s  a r e  ve r y  impor tan t  i n  v iew 
of t h e  p r a c t i c a l  u s e f u l n e s s  of  t h e  whole system, t hey  should  be  
d i s c u s s e d  du r i ng  t h e  con fe rence .  I would l i k e  t o  go  a b i t  more 
i n t o  d e t a i l  on t h i s  t o p i c  and i n d i c a t e  some s p e c i a l  approaches 
w i t h i n  t h e s e  components. 

3 .  Component: The I n t e r n a l  Rep resen ta t i on  o f  Knowledge 

F i r s t  I would l i k e  t o  i n d i c a t e  t h a t  t h e r e  have been r e a l  
developments w i t h i n  t h e  l a s t  t e n  y e a r s .  Together  w i t h  t h e  
p r o g r e s s  i n  language a n a l y s i s  and language p rocess ing ,  which 
began w i t h  t h e  hand l ing  o f  .words and g roups  of  words and p rogressed  
t o  t h e  hand l ing  of complete  s e n t e n c e s  and e v e n t u a l l y  t o  sen tence  
sequences,  t h e r e  has  a l s o  been r e a l  p rog ress  i n  t h e  mode of  t h e  
concep tua l  r e p r e s e n t a t i o n  o f  i t s  c o n t e n t  o r  meaning. I t  goes  
from t h e  a d j o i n i n g  of  p r o p e r t i e s  w i t h  words ( r ep resen ted  by se- 
quences of symbols) t o  tree s t r u c t u r e s .  From t h a t  p o i n t  
(and I am s imp l i f y i ng  t h e  r e a l  p rog ress )  t h e  r e s e a r c h  p rogressed  
t o  t h e  r e p r e s e n t a t i o n  o f  s u r f a c e  s t r u c t u r e s .  Today, t h e  c e n t r a l  
a t t e n t i o n  h a s  t u rned  t o  t h e  e x t r a c t i o n  o f  deep  s t r u c t u r e s  f rom 
s u r f a c e  s t r u c t u r e s .  The aim i s  t o  map t h e  deep  s t r u c t u r e  o f  a  
g i ven  normal sen tence  i n t o  a  l o g i c a l l y  unequivocal  r e p r e s e n t a t i o n  
i n  t h e  form of a  semant i c  n e t  o r  a  set of  l o g i c a l  axioms (most ly  
i n  t h e  p r e d i c a t e  c a l c u l u s  fo rm) .  The p o i n t  I would l i k e  t o  
stress i s  t h a t  t h e  development obv ious ly  i s  removed from t h e  
r e p r e s e n t a t i o n  o f  knowledge by language ph rases ,  and t h e  a b i l i t y  
of language unders tand ing  by mapping word chunks i n  a  semant ic  
n e t  r e p r e s e n t a t i o n  i s  r evea led  w i t h  new and compl icated problems: 
t h e r e  a r e  t h e  mutual  i n t e r r e l a t i o n s  between s y n t a c t i c  and seman- 
t i c  a s p e c t s ,  t h e  semant i c  d isamb igua t ion  o f  ph rases ,  and t h e  
semant ic  r o l e  o f  morpholog ica l  p r o p e r t i e s  comp l i ca t ing  t h e  a t t a c h -  
ment o f  l i n g u i s t i c  u n i t s  t o  concep t s  a s  u n i t s  of t h e  n e t .  Forward 



and backward p rocedures  have t o  be  implemented f o r  c l e a r i n g  
c o n t e x t  dependenc ies,  and,  i f  I am informed c o r r e c t l y ,  t h e s e  
d i f f i c u l t i e s  a r e  i n  no c a s e  comple te ly  so lved .  D i f f e r e n t  
approaches a r e  proposed. I n  g e n e r a l ,  they  demons t ra te  p a r t i a l l y  
s u i t a b l e  s o l u t i o n s .  Le t  m e  i n d i c a t e  some examples. 

There a r e  s e v e r a l  i d e a s  a s  t o  how t o  encode p r o p o s i t i o n s  
w i t h i n  t h e  d a t a  base.  Sandewal l  i n d i c a t e d  t h a t  such a  represen-  
t a t i o n  i s  s u f f i c i e n t  on ly  i f  l o g i c a l  r u l e s  o f  i n t e r p r e t a t i o n  
( f o r  i n s t a n c e  a s  a  set of l o g i c a l  axioms) a r e  added. 

When comparing d i f f e r e n t  p roposa l s  f o r  knowledge represen-  
t a t i o n  it is impor tan t  t o  n o t e  c a p a b i l i t i e s  and i n c a p a b i l i t i e s  
f o r  r e f l e c t i n g  t h e  v a r i o u s  p a r t s  and p r o p e r t i e s  of t h e  r e a l i t y .  
Th i s  now l e a d s  t o  compe t i t i ve  forms of  knowledge r e p r e s e n t a t i o n .  
Bes ides  t h e  dominat ing semant ic  network approach t h e r e  a r e  o t h e r  
approaches:  I t  is  p o s s i b l e  t o  r e p r e s e n t  t h e  knowledge base  by 
a  set of d i s c o u r s e  s p e c i f i c  p r e d i c a t e  c a l c u l u s  axioms o r  t o  
imbed it i n  d a t a  and program s t r u c t u r e s  of h i ghe r  l e v e l  languages 
of A 1  e.g .  PLANNER o r  QA4. 

I f  it i s  ou r  aim t o  p l an  a  QAS f o r  IIASA, w e  should  t r y  
du r i ng  t h e  d i s c u s s i o n  t o  c l e a r  which mode of  r e p r e s e n t a t i o n  is  
p r e f e r r e d .  There a r e  no c o n t r a d i c t i o n s  i n  each c a s e .  Some 
forms of r e p r e s e n t a t i o n  a r e  nea r l y  e q u i v a l e n t  o r  a l i k e  i n  t h e i r  
e f f i c i e n c i e s .  The p ros  and cons ,  however, should  be  t aken  i n t o  
accoun t  du r i ng  t h e  d i s c u s s i o n .  

Fo l lowing i s  an  o u t l i n e  cons ide r i ng  some a s p e c t s  f o r  t h e  
d i s c u s s i o n  w i t h  r ega rd  t o  t h e s e  t h r e e  modes of knowledge repre -  
s e n t a t i o n .  

a )  The semant i c  n e t  r e p r e s e n t a t i o n  is  a  graph w i th  nodes 
and l a b e l e d  edges o r  a r e a s .  The nodes r e p r e s e n t  t h e  
concep ts  ( i n d i v i d u a l s )  and t h e  edges r e p r e s e n t  semant i c  
r e l a t i o n s .  Genera l l y ,  they  a r e  denominated. I n  t h e  
formal  sense ,  such a  n e t  can  be  i n t e r p r e t e d  a s  a  c o l l e c -  
t i o n  o f  r e l a t i o n a l  t r i p l e t s  R ( x , y ) ,  where R i s  t h e  name 
of a  b i na ry  r e l a t i o n ,  and x  and y  a r e  two i n d i v i d u a l  
c o n s t a n t s .  Such a  s t r u c t u r e  is  more a p p r o p r i a t e  f o r  
r e p r e s e n t i n g  r e a l  o b j e c t s  and t ime - i nva r i an t  r e l a t i o n -  
s h i p s .  Under t h e s e  c o n d i t i o n s ,  t h e  a t tachment  t o  t h e  
l e x i c a l  e n t r i e s  i s  r e l a t i v e l y  s imple.  Re la t i onsh ips  
between concep t s  can  be  rep resen ted  i n  t h e  same way a s  
has  been i n d i c a t e d  by Schank and Rieger .  There a r e  
a l s o  d i f f i c u l t i e s  t h a t  a r e  due t o  t h e  l i m i t e d  expres-  
s i v i t y  power of t h e  r e l a t i o n a l  l o g i c .  I am no t  i n  a  
p o s i t i o n  t o  e v a l u a t e  t h e  e f f i c i e n t  t r i a l s  which have 
been under taken f o r  e n l a r g i n g  t h i s  power, i . e . ,  t o  u s e  
h i ghe r  o r d e r  l o g i c  c a l c u l i  t o  exp ress  p r o p o s i t i o n s  on 
p r o p o s i t i o n s .  

b )  Now l e t  u s  cons ide r  some c r i t i c a l  a s p e c t s  of knowledge 
r e p r e s e n t a t i o n  w i t h  t h e  h e l p  of l o g i c a l  axioms. Th is  
mode of r e p r e s e n t a t i o n  can  s c a r c e l y  be s e p a r a t e d  from 



t h e  man ipu la t ion  o f  t h e  s t o r e d  i n f o r m a t i o n .  I t  is  most  
s u i t a b l e  f o r  u s i n g  r e s o l u t i o n - o r i e n t e d  theorem p r o v e r s  
a s  d e d u c t i v e  components. The d a t a  b a s e  is o r g a n i z e d  a s  
axioms, which a r e  g i v e n  i n  a  sko lemized c l a u s e  form. 
The b a s i s  i s  t h e  f i r s t  o r d e r  p r e d i c a t e - f u n c t i o n  c a l c u -  
l u s .  The f i r s t  o r d e r  p r e d i c a t e  c a l c u l u s  is  s u i t a b l e  t o  
r e p r e s e n t  many g e n e r a l  p r o p o s i t i o n s  b u t  it might  be  
d i f f i c u l t  t o  e x p r e s s  i n t e n s i o n a l  c o n s t r i c t i o n s .  I t  
seems p o s s i b l e  t o  a p p l y  h i g h e r  l e v e l  l o g i c  c a l c u l i  
w i t h i n  t h i s  r e p r e s e n t a t i o n  mode. It c o u l d  be h i g h l y  
impor tan t  i f  p a r t i c i p a n t s  o f  o u r  c o n f e r e n c e  have e x p e r i -  
ence  i n  t h i s  f i e l d .  U n t i l  now, it h a s  n o t  seemed q u i t e  
c l e a r  i f  d e d u c t i v e  p r o c e d u r e s ,  based  on t h e  p r i n c i p l e s  
o f  g e n e r a l  theorem p r o v e r s ,  c a n  b e  improved s o  f a r  a s  
t o  s u f f i c e  t h e  e f f i c i e n c y  r e q u i r e m e n t s  of  a n  u s a b l e  QAS. 
But methods have been deve loped which now a l l o w  one t o  
economize t h e  s t o r a g e  volume (e .g . ,  by s h a r i n g  o f  common 
s u b s t r u c t u r e s  o f  d i f f e r e n t  l o g i c a l  t e r m s )  and t h e  same 
e f f i c i e n c y  (by a p p l y i n g  v a r i o u s  s p e c i a l  s t r a t e g i e s  
o r i e n t e d  on s y n t a c t i c a l  c r i t e r i a ) .  

c)  Now l e t  u s  c o n s i d e r  some a s p e c t s  o f  knowledge r e p r e s e n -  
t a t i o n  by immediate ly  encoding it i n  h i g h e r - o r d e r  pro- 
graming languages .  Languages such  a s  MICROPLANNER, 
PLANNER, QLISP, AND QA4, c a n  be  regarded  t o  have some 
impor tan t  p r o p e r t i e s  o f  h i g h e r  l e v e l  l o g i c a l  l anguages .  
I n  t h e  programing sys tems a r e  implemented d e d u c t i v e  
c a p a b i l i t i e s  a s  w e l l  a s  mechanisms f o r  e l a b o r a t i n g  and 
e s t a b l i s h i n g  a  s p e c i f i c  d a t a  b a s e .  A b i l i t i e s  o f  t h i s  
k ind  c a n  be  used i n  QAS sys tems.  One of  t h e  most  
i n t e r e s t i n g  p o i n t s  a r e  t h e  p rocedures  of  pat tern-depen-  
d e n t  p r o c e d u r e - a c t i v a t i o n  which c a n  be  used f o r  goa l -  
dependen t  d e d u c t i v e  p r o c e s s e s .  Most o f  t h e s e  languages  
a r e  based on LISP, b u t  t h e y  have a  more comp l i ca ted  
command s t r u c t u r e ,  a  g r e a t e r  v a r i a b i l i t y  of  d a t a  t y p e s  
and a l t o g e t h e r  a  more power fu l  d e s c r i p t i v e  c h a r a c t e r  
t h a n  LISP. Such a form of  knowledge r e p r e s e n t a t i o n  
w i t h i n  a  s u c c e s s f u l  QAS was e l a b o r a t e d  by Winograd 
(1971)  and based on MICROPLANNER. It a l l o w s  u s  t o  
d e s c r i b e  f a c t s  w i t h i n  t h e  d i s c o u r s e  a r e a  and u s e  h e u r i s -  
t i c s  i n  t h e  form o f  recommendations f o r  j o i n i n g  d a t a .  
P rocedures  o f  t h i s  k i n d  a r e  ex t reme ly  power fu l ,  b u t  
t h e i r  complex i ty  is v e r y  h i g h .  The a n a l y s e s  o f  t h e i r  
behav io r  may become d i f f i c u l t  even f o r  t h e  d e s i g n e r  
h i m s e l f .  

4. Deduc t i ve  P r o c e s s e s  

Now l e t  u s  check some a s p e c t s  o f  d e d u c t i v e  p r o c e s s e s .  
Deduc t i ve  p r o c e s s e s  i n  QAS a r e  determined by sets o f  p r o p o s i t i o n s  
--axioms and theorems.  They have t o  be  l i n k e d  i n  a  g o a l - d i r e c t e d  
manner. The main problem i s  t o  d e c i d e  which p r o p o s i t i o n  h a s  t o  
be  jo ined .  Deduct ive  p rocedures  a r e  n o t  o n l y  n e c e s s a r y  w i t h  
r e g a r d  t o  q u e s t i o n s  which have t o  b e  answered, b u t  a l s o  t h e y  a r e  
n e c e s s a r y  f o r  t h e  u n d e r s t a n d i n g  o f  s e n t e n c e s ,  i .e . ,  f o r  r e s o l v i n g  



anaphor ic  re fe rences ,  f o r  t h e  complet ion of incomplete s t a t e -  
ments ( t h e  use of p resuppos i t i ons ) ,  and f o r  r e j e c t i n g  s ta tements  
which a r e  i n  con t rad i c t i on  wi th  t h e  s to red  knowledge. More in -  
format ion has t o  be a c t i v a t e d  f o r  understanding sentences  than 
is  given e x p l i c i t l y  i n  t h e  i npu t  s t r i n g s .  

With regard t o  answering ques t i ons ,  t h e  d e r i v a t i o n  of sup- 
plementary ques t i ons  is  most important .  Search procedures i n  
a n  extended d a t a  base a r e  necessary i n  handl ing d e c i s i v e  ques- 
t i o n s .  

Within t h e  i n f e r e n t i a l  p rocesses  t o  be conceived f o r  g e t t i n g  
new s ta tements  f o r  t h e  g iven ones i n  t h e  d a t a  base,  t h e  deduc t ive  
p rocesses  a r e  used t o  an overwhelming degree.  There a r e  a l s o  
d i f f e r e n t  s tandpo in t s  w i th  regard t o  t h e  genera l  appropr ia teness  
of reso lu t i on -o r i en ted  theorem provers .  Can they be t h e  deduc- 
t i v e  v e h i c l e  of a  QAS? A t  t h e  moment, t h e  e f f i c i e n c y  does no t  
seem t o  be s u f f i c i e n t .  Research work seems necessary i n  o rder  
t o  l e a r n  more about semant ica l l y  o r i en ted  c r i t e r i a  (no t  j u s t  
s y n t a c t i c  ones)  and h e u r i s t i c  p r i n c i p l e s  f o r  theorem-proving 
s t r a t e g i e s .  I am very  cu r i ous  whether a r e p o r t  on t h i s  w i l l  be 
presented i n  t h e  next few days.  

With regard t o  psychologica l  a s p e c t s ,  more and more power- 
f u l  i n f e r e n t i a l  c a p a b i l i t i e s  seem t o  e x i s t .  Unt i l  now, in fe rences  
due t o  ana log ies ,  i nduc t i ve ,  and abduct ive forms have no t  been 
used. This  i n d i c a t e s  a research  a r e a  on common p r i n c i p l e s  i n  
human and a r t i f i c i a l  i n f e r e n t i a l  a b i l i t i e s .  

Up t o  t h i s  p o i n t ,  I have presented some aspec ts  of QAS wi th 
regard  t o  d i f f e r e n t  f unc t i ona l  o r  procedura l  aspec ts .  P r o p e r t i e s  
were e s p e c i a l l y  i nd i ca ted  where d i f f e r e n t  s tandpo in ts  and posi -  
t i o n s  a r e  g iven and where a common s tandpo in t  should be elabo- 
r a t e d  with regard  t o  t h e  des ign  of a  r e a l  system f o r  IIASA. 

But t h e r e  is  a l s o  another  po in t  where d i f f e r e n t  p o s i t i o n s  
w i l l  come i n t o  being (and w i th  regard  t o  t h i s  same requ i rement ) .  
This  aspec t  concerns t h e  des ign  of t h e  system a s  a whole. 
Because it i s  a l s o  necessary t o  dec ide  t h i s  ques t ion  i n  favor  
of one system, I would l i k e  t o  ske tch  t h e  main p o s s i b l e  a l t e r n a -  
t i v e s ,  and I would l i k e  t o  do t h i s  w i th  regard  t o  t h e  l i t e r a t u r e  
a s  it was a v a i l a b l e  t o  me. 

5. On D i f f e ren t  Approaches i n  t h e  Design of a  QAS 

With t h e  cons t ruc t i on  i deas  of a  QAS, t oday ' s  des igne rs  
use-- in a d i f f e r e n t  degree--experiences of d i f f e r e n t  s c i e n t i f i c  
a reas :  in format ion processing,  l o g i c ,  l i n g u i s t i c s ,  and psychology, 
t o  mention a few. A s  a consequence, va r i ous  types  of QAS may be 
d i f f e r e n t i a t e d .  

a )  There i s  t h e  endeavor t o  t a k e  a l ready  r e a l i z e d  and 
checked t r a d i t i o n a l  in format ion r e t r i e v a l  systems a s  
a b a s i s ,  us ing r e l a t i v e l y  homogeneous, s t r u c t u r e d  d a t a  
f i l e s  and a query language which i s  modif ied i n  t h e  



d i r e c t i o n  of normal language u t te rances .  Improved 
in format ion access  i s  t h e  main purpose of t h e s e  develop- 
ments (Kel logs (1 968; Woods (1 967,1972) ) .  

b)  There is another  t ype  of system des ign ,  t r i e d  and 
developed by Schank e t  a l .  (1971) ,  Simmons e t  a l .  (1972),  
Friedman and Woods (1972) ,  and o t h e r s .  They p r e f e r  t h e  
most e f f i c i e n t  procedures of language processing and 
use  completely normal sen tences  of t h e  Engl ish language. 
Some aspec ts  e s p e c i a l l y  s e r v e  t o  check l i n g u i s t i c  models, 
i . e . ,  wi th  regard t o  t h e  s y n t a c t i c a l  and semantic analy- 
sis of language comprehension o r  t o  t h e  genera t ion  of 
paraphrases.  The gene ra l  purpose is  t o  r e a l i z e  language 
understanding,  bu t  s e v e r a l  of t h e  developed procedures 
a r e  s u i t a b l e  a s  components of quest ion-answering systems 
( see  Schank).  The unp leasnat  s i t u a t i o n  is  t h a t  t h e s e  
language-or iented models seem t o  be r e l a t i v e l y  weak i n  
t h e i r  i n f e r e n t i a l  power. 

C )  Within another  group of systems, t h e  deduc t ive  o r  
problem-solving a b i l i t i e s  p lay  t h e  most impor tant  r o l e .  
Here t h e  range of t h e  d a t a  base a s  we l l  a s  t h e  l i n g u i s t i c  
v a r i a b i l i t y  of t h e  allowed input  sen tences  a r e  smal l  o r  
weak, respec t i ve l y .  I ns tead ,  t h e  dominant tendency is  
t o  develop, t oge the r  w i th  h e u r i s t i c  problem-solving 
programs, very gene ra l  methods f o r  rep resen t i ng  d i f f e r -  
e n t  d a t a  s t r u c t u r e s  i n  a s t r i c t  i n v a r i a n t  manner. 
Simultaneously,  e f f i c i e n t  methods a r e  developed which 
a r e  app rop r i a te  f o r  d e r i v i n g  goa l -o r ien ted  sea rch  pro- 
grams, s i m i l a r  t o  those which a r e  used i n  problem- 
so l v i ng  s t r a t e g i e s .  The d a t a  base is  handled a s  a prob- 
lem space. Search a lgor i thms work a s  goa l -o r ien ted  
h e u r i s t i c  programs. Higher programing languages l i k e  
PLANNER o r  QA4 a r e  s u i t a b l e  f o r  r e a l i z i n g  such proce- 
dures .  

d )  Another group of systems has  been predominantly devel -  
oped under psychologica l  aspec ts  (Rumelhart and Norman 
(1 973) , Q u i l l i a n  and C o l l i n s ,  Anderson and Bower (1 973) ,  
Newel1 e t  a l . ,  and o t h e r s ) .  Spec ia l  i n t e r e s t  is  g iven 
t o  t h e  ref inement  of hypotheses on human long-term 
memory a s  we l l  a s  on t h e  in terdependencies of shor t - term 
and long-term memory wi th  regard t o  language under- 
s tand ing .  The concept of semantic n e t s  seems t o  have 
a powerful h e u r i s t i c  va lue  e s p e c i a l l y  f o r  t h e  under- 
s tand ing  of language comprehension. Spec ia l  c l a s s e s  of 
psycho log ica l l y  motivated systems a r e  t h e  c l a s s  of so- 
c a l l e d  b e l i e f  systems (Abelson, 1973).  The eva lua t i on  
of concepts and r e l a t i o n s  p lays  an important r o l e  i n  
t h e s e  s imu la t ion  programs. 

Although none of t h e s e  models can be used a s  complete 
quest ion-answering systems, I am convinced t h a t  t h e s e  dev ices  
possess  a g r e a t  h e u r i s t i c  va lue  f o r  revea l i ng  e f f i c i e n t  mecha- 
nisms of symbol manipulat ion and t h e  organ iza t ion  of l a r g e  d a t a  



bases .  P r o p e r t i e s  o f  s t o r a g e  o r g a n i z a t i o n ,  remembering, cogni-  
t i v e  l e a r n i n g  d e v i c e s ,  f o r g e t t i n g  p r i n c i p l e s ,  a s  w e l l  a s  proce- 
d u r e s  o f  s e l f - o r g a n i z a t i o n  and e x t e n s i o n  of  knowledge s t r u c t u r e s  
can  be  i n v e s t i g a t e d  w i t h  t h e  h e l p  o f  t h e s e  systems.  

These a r e  some t o p i c s  which r e v e a l  p r o p e r t i e s  and f a c i l i t i e s  
o f  i n f o rma t i on  p rocess ing  systems under  s p e c i a l  a s p e c t s .  I n  
g e n e r a l ,  t h e  main reason  f o r  each approach is n o t  t o  exhaus t  t h e  
p o s s i b l e  r eachab le  e f f i c i e n c y  o f  a  QAS pe r  s e ,  b u t  t o  demons t ra te  
s p e c i a l i z e d  p rocedures  o r  t echn iques  which can  be  a p p l i e d  o r  used 
i n  QAS. Obviously,  t h e  b e s t  s o l u t i o n  seems t o  be a compromise 
among t h e  d i f f e r e n t  des igns .  I have mentioned t h e s e  d i f f e r e n t  
approaches w i t h  r ega rd  t o  t h e  purpose of  ou r  con fe rence .  Our 
d i s c u s s i o n  shou ld  a l s o  g i v e  h i n t s  a s  t o  t h e  b e s t  compromise, 
i - e . ,  which s p e c i a l  procedures o r  t echn iques  shou ld  be  a p p l i e d  
i n  a  p o s s i b l e  IIASA-relevant QAS. 

With r ega rd  t o  t h i s  q u e s t i o n ,  ou r  a l t e r n a t i v e  seems n o t  t o  
be among t h e s e  f o u r  approaches.  E s p e c i a l l y  i n  view o f  t h e  g i ven  
p r a c t i c a l  demands, two d i f f e r e n t  approaches a r e  p o s s i b l e ,  and it 
might be t h a t  t hey  a r e  handled a s  two s t e p s  i n  our  d i r e c t i o n .  
The f i r s t  one i s  t o  deve lop  a u n i v e r s a l l y  expandable p ro to t ype  
such a s  M I N D ,  CONVERSE, REL, etc. It is c h a r a c t e r i z e d  by pro- 
cedu res  w i t h  s y n t a c t i c a l ,  morphological-semant ic a n a l y s i s ,  de- 
d u c t i v e  con jo i n i ng ,  and any semant ic  n e t  r e p r e s e n t a t i o n  and pro- 
cedu res  which a l l ow  u s  t o  g e n e r a t e  answers,  pa raph rases ,  etc. 
I f  it should  be dec ided  t o  pursue  t h i s  approach, t h e  d e c i s i o n  
on which d i s c o u r s e  a rea- - i .e . ,  which IIASA p r o j e c t  is most appro- 
p r i a t e  w i t h  r ega rd  t o  such a system--should be  made s imu l taneous ly .  

The o t h e r  p o s s i b l e  approach is t o  deve lop  a system w i t h i n  
a. g i ven  p r o j e c t ,  i .e . ,  w i t h  r ega rd  t o  i ts  requ i rements  f o r  l e x i c a l  
e n t r i e s ,  r e l a t i o n s h i p s  between them, and on ly  a  sma l l  p a r t  o f  
i n f e r e n t i a l  power. The v a r i a b i l i t y  o f  i n p u t  sen tences  can  be  
s t r o n g l y  r e s t r i c t e d .  Th is  is  o f  g r e a t  importance f o r  t h e  com- 
p l e x i t y  o f  t h e  p a r s i n g  procedure,  f o r  n e t  s t r u c t u r e  a s  t h e  f rame 
f o r  t h e  d a t a  r e p r e s e n t a t i o n ,  and f o r  t h e  answer g e n e r a t i o n  dev i ce .  
Systems of  t h i s  t y p e  have been developed by Woods (19721, Badre 
(19721, Coles (19721, Carbonel  e t  a l .  (1971) ,  and o t h e r s .  I f  
t h i s  t y p e  of a  system is p r e f e r r e d ,  t h e  f i r s t  d e c i s i o n  t o  be made 
is  which IIASA p r o j e c t  should  be t h e  p r e f e r r e d  d a t a  base o r  d i s -  
cou rse  a r e a ,  and recommendations a s  t o  which approach w e  t a k e  
should  be made. 

6.  Some Sugges t ions  f o r  t h e  Workshop 

The purpose of  t h i s  con fe rence  h a s  t o  be seen  from d i f f e r e n t  
approaches.  With r ega rd  t o  t h e  main g o a l ,  which is  t o  b r i n g  A 1  
r e s e a r c h  a t  IIASA i n t o  be ing ,  it seems necessary  t o  v iew t h e  con- 
t e n t s  o f  t h e  r e p o r t s ,  a s  w e l l  a s  t h e  c o n t e n t s  of t h e  d i s c u s s i o n ,  
a long  t h e  f o l l ow ing  l i n e s :  

a1 To exchange in fo rmat ion  and exper ience  ga thered  w i t h  
QAS t h a t  a r e  s u c c e s s f u l  i n  p r a c t i c a l  use .  One of  t h e  
main p o i n t s  o f  i n t e r e s t  should  be t h e  demons t ra t ion  o f  



d i f f e r e n t  p r i n c i p l e s  w i th  regard t o  t h e i r  s p e c i a l  
e f f i c i e n c i e s .  Information should be g iven on computer 
c a p a b i l i t i e s  necessa r i l y  needed t o  r e a l i z e  a g iven task .  

b )  To inform and t o  exchange i deas  on t h e  f e a s i b i l i t y  of 
d i f f e r e n t  poss ib le  implementation languages. The prac- 
t i c a b l e  way seems t o  be t h e  d i scuss ion  of s e l e c t e d  
examples. They should be l inked wi th t h e  representa-  
t i o n  of semant ic  p r o p e r t i e s  of t h e  i npu t  language. 
With regard t o  t h e  programing language, t h e  so-ca l led  
h igher - leve l  languages such a s  PLANNER, CONNIVER, QLISP, 
and o t h e r s  should be considered w i th  a view t o  t h e i r  
s p e c i a l  e f f i c i e n c i e s .  

C )  Of t h e o r e t i c a l  a s  we l l  a s  of p r a c t i c a l  i n t e r e s t  is t h e  
exchange of in format ion on t h e  complexi ty problem, by 
which I mean t h e  r e l a t i o n s h i p s  between t h e  s i z e  of t h e  
d a t a  base,  i ts  s t r u c t u r e ,  t h e  i n fe rence  modes, and t h e  
s to rage  capac i ty .  The in format ion should inc lude tech-  
n iques of economical s t o r a g e  p r i n c i p l e s  and chunking 
r u l e s ,  t h e  incorpora t ion  of h e u r i s t i c  p r i n c i p l e s  i n  t h e  
s tandard  mechanisms of h igher  l e v e l  language processors .  

d )  Together wi th  t h e  e labo ra t i on  of proposals  f o r  IIASA, 
we should work o u t  some proposa ls  f o r  t h e  N M O ' s  on t h e  
coord ina t ion  of resea rch  work i n  A 1  between groups i n  
d i f f e r e n t  coun t r i es  and a l s o  under t h e  aspec t  of t h e  
es tab l i shment  of an in-house QAS f o r  IIASA. 

The t ime of ou r  conference i s  very l im i ted .  U n t i l  now I 
have mentioned only  a few a s p e c t s  of t h e  r e p o r t s  and t h e  d iscus-  
s i on  of some c r u c i a l  p o i n t s .  

The main purpose I have i n  mind i s  t o  b r ing  a scheme work 
i n t o  being between an IIASA group and resea rch  groups i n  NMO 
c o u n t r i e s .  This  could be done w i th  t h e  fo l lowing two subgoals :  

a )  t o  begin wi th  a c l a s s i c a l  f a c t  r e t r i e v a l  system f o r  a 
s p e c i a l  IIASA p r o j e c t  a s  an in-house t a s k ;  

b)  t o  coord ina te  t h e  work of d i f f e r e n t  research  groups i n  
d i f f e r e n t  NMO c o u n t r i e s  which a r e  working on QAS wi th  
t h e  purpose of extending t h e  e f f i c i e n c y  of t h e  f a c t  
r e t r i e v a l  system s tepwise  by i n s e r t i n g  i n f e r e n t i a l  
c a p a b i l i t i e s  and a n a t u r a l  language understanding and 
genera t ing  p a r t .  



DILOS - Dia log  System f o r  I n f o r m a t i o n  R e t r i e v a l ,  

Computat ion and L o g i c a l  I n f e r e n c e  

V.M. B r i a b r i n  and D.A .  Pospelov  

1 . I n t r o d u c t i o n  

There a r e  two main o b j e c t i v e s  f o r  c r e a t i n g  t h e  sys tem de-  
s c r i b e d  below. F i r s t ,  t h e  p r o c e s s e s  o f  d e v e l o p i n g  t h e  s y s t e m ' s  
i d e o l o g y ,  i t s  imp lementa t ion ,  and i t s  e x p e r i e n c e  f o r  i t s  f u r t h e r  
u t i i i z a t i o n  a r e  t h e  p e r f e c t  s u b j e c t s  f o r  computer s c i e n c e  and 
a r t i f i c i a l  i n t e l l i g e n c e  r e s e a r c h ,  and a s  such  c o u l d  be  proposed 
a s  t o p i c s  f o r  a  computer s c i e n c e  p r o j e c t  a t  IIASA [ 7 ] .  Second, 
t h e  sys tem i s  o r i e n t e d  toward becoming an i n s t r u m e n t  f o r  a p p l i e d  
r e s e a r c h  based on  d i f f e r e n t  k i n d s  o f  knowledge r e p r e s e n t a t i o n  i n  
computer d a t a  b a s e ,  and,  t h e r e f o r e ,  it has  t h e  d e s i r a b l e  p o s s i -  
b i l i t y  o f  b e i n g  used a s  a s u p p o r t i n g  computer sys tem f o r  o t h e r  
IIASA p r o j e c t s  [ U ] .  

P r e l i m i n a r y  d i s c u s s i o n s  have shown t h a t  a t  l e a s t  two IIASA 
p r o j e c t s  c o u l d  have immediate p r o f i t  f rom promot ing and coopera-  
t i n g  w i t h  t h e  proposed computer sys tem deve lopment :  t h e s e  a r e  
"u rban  prob lems"  and "wa te r "  p r o j e c t s .  S p e c i f i c  p r o j e c t  o r i e n -  
t a t i o n  i s  r e f l e c t e d  i n  t h e  f o l l o w i n g  p a r t s  o f  o u r  system: 

a )  a " p r o f e s s i o n a l "  d i c t i o n a r y  c o n t a i n i n g  a  set o f  s p e c i f i c  
terms t o g e t h e r  w i t h  t h e i r  semant i c  i n t e r p r e t a t i o n ;  

b )  a  set of  grammat ica l  r u l e s ,  r e f l e c t i n g  s p e c i f i c  forms 
o f  language o r  p a r t i c u l a r  p h r a s e s  by means o f  which end- 
u s e r s  would l i k e  t o  i n t e r a c t  w i t h  t h e  sys tem;  

C )  a set of  p rocedures  f o r  c a l c u l a t i n g  s p e c i f i c  r e s u l t s  
( u s u a l l y  n u m e r i c a l )  from t h e  g i v e n  arguments ;  examples 
o f  such p rocedures  a r e  machine code  s u b r o u t i n e s  o r  pro-  
grams i n  h i g h - l e v e l  l anguage  f o r  l i n e a r  programing,  
m a t r i x  m a n i p u l a t i o n ,  d i f f e r e n t i a l  c a l c u l u s ,  e t c ;  

d )  a  d e s c r i p t i o n  o f  s t r u c t u r e  and c o n t e n t s  o f  t h e  d a t a  
bank which has  t o  keep a l l  t h e  o b j e c t s  ( w i t h  p r o p e r t i e s )  
b e i n g  r e l e v a n t  t o  t h e  g i v e n  problem a r e a ;  

e) a set of " a x i o n s "  and r u l e s  o f  i n f e r e n c e  t o  b e  used f o r  
t h e  c r e a t i o n  and l o g i c a l  a n a l y s i s  o f  a  semant i c  model 
f o r  t h e  s p e c i f i c  problem domain. 

Sw i t ch ing  t o  a n o t h e r  p r o j e c t  means t h e  n e c e s s i t y  o f  tho rough  
t h i n k i n g  abou t  t h e  form and c o n t e n t s  o f  knowledge t o  be  f i t  i n t o  
t h e  computer sys tem.  A c t u a l l y ,  t h i s  work i s  a form o f  sys tems 
a n a l y s i s  and h o p e f u l l y  w i l l  h e l p  a p p l i e d  sys tems a n a l y s i s  t o  c l e a r  
up t h e i r  own v iews a t  t h e  a p p r o p r i a t e  problem domain. 



2. System C o n f i g u r a t i o n  and Func t ion  

A l l  system f u n c t i o n s  a r e  performed by a  set o f  p rocedures  
which a r e  grouped i n t o  f o u r  main s u b s e t s  c a l l e d  " p r o c e s s o r s "  
( F i g u r e  1 ) : 

a )  d i a l o g  l i n g u i s t i c  p r o c e s s o r  (DLP), 

b )  i n f o r m a t i o n  r e t r i e v a l  p r o c e s s o r  ( I R P ) ,  

C )  computa t iona l  p r o c e s s o r  (CP) ,  

d )  l o g i c a l  p r o c e s s o r  (LP) . 
Each o f  t h e s e  p r o c e s s o r s  m a n i p u l a t e s  i n f o r m a t i o n  s t o r e d  i n  

t h e  d a t a  b a s e  (DB) which is s p l i t  i n t o  d i v i s i o n s .  Each d a t a  
b a s e  d i v i s i o n  (DBD) h a s  a  name and a  set of a c c e s s  f u n c t i o n s  
which c o n t r o l  a l l  o p e r a t i o n s ,  such  a s  o b j e c t  a d d i t i o n ,  s e a r c h ,  
and removal .  Access f u n c t i o n s  a l s o  p rov ide  a  h i e r a r c h y  o f  a c c e s s  
between d i f f e r e n t  DBD's. 

Each DBD c o n t a i n s  a  set of d a t a  base  o b j e c t s  (DBO's) each 
o f  which is  c h a r a c t e r i z e d  by: 

a )  name, 

b )  d e s i g n a t i o n  o f  v a l u e  t y p e ,  

C )  s t a n d a r d  v a l u e  ( o p t i o n a l )  , 

d )  p r o p e r t y  l i s t  ( o p t i o n a l ) .  

Each p r o p e r t y  i n  i ts  t u r n  i s  c h a r a c t e r i z e d  by a n  i n d i c a t o r  
( cons ide red  a s  a n  e x t e n s i o n  t o  t h e  DBO-name) and p r o p e r t y  v a l u e .  

The main " u s e r s "  v a l u e  t y p e s  a r e :  c h a r a c t e r  s t r i n g ,  b i t s  
s t r i n g ,  l i s t  o f  numbers ( p o s s i b l y  one  number) ,  l i s t  o f  p o i n t e r s  
t o  o t h e r  DBD's o r  DBO's ( p o s s i b l y  one  p o i n t e r ) .  Bes ides  t h e s e  
t y p e s ,  a d d i t i o n a l  "sys tems"  t y p e s  show t h a t  a  g i v e n  DBO v a l u e  
shou ld  b e  i n t e r p r e t e d  i n  a  d e f i n i t e  manner: f o r  example,  one 
t y p e  s a y s  t h a t  a  v a l u e  o f  g i v e n  DBO i s  a c t u a l l y  a  DBD d e s c r i p t o r ,  
a n o t h e r  t y p e  s a y s  t h a t  it is  a  p rocedure  body, etc. 

I n  t h e  p r o c e s s  o f  working w i t h  t h e  system t h r e e  b a s i c  s t a g e s  
c o u l d  be o u t l i n e d  : 

a )  system c o n s t r u c t i o n ,  performed by systems programmers; 

b )  sys tem s p e c i f i c a t i o n ,  performed by systems a n a l y s t s ;  

C )  system u t i l i z a t i o n ,  performed by end-users .  

S t a g e  ( a )  means b u i l d i n g  up a l l  t h e  n e c e s s a r y  p rocedures  t o  
p r o v i d e  f o r  f u r t h e r  work by sys tems a n a l y s t s  and end-users .  I t  
i s  c l e a r  t h a t  f o r  t h e  b e n e f i t  o f  sys tem p o r t a b i l i t y  and e a s i n e s s  
o f  amendment and documentat ion,  a l l  t h e  p rocedures  p r e f e r a b l y  
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shou ld  b e  w r i t t e n  i n  h i g h - l e v e l  imp lementa t ion  languages .  We 
choose  f o r  t h i s  pu rpose  t h e  f o l l o w i n g  comb ina t ion  o f  programing 
languages :  LISP 131, MACROCODE 151, and LORD [2]. A l l  t h e s e  
languages  a r e  a v a i l a b l e  a t  t h e  p r e s e n t  t i m e  on t h e  BESM-6 comput- 
e r  and c a n  b e  t r a n s p o r t e d  t o  t h e  360-type computers .  

S t a g e  ( b )  c r e a t e s  i n t e r n a l  sys tem knowledge abou t  t h e  
s p e c i f i c  problem domain. I t  means f i l l i n g  up a l l  t h e  n e c e s s a r y  
p a r t s  o f  t h e  DB w i t h  r e l e v a n t  t e r m s ,  p r o c e d u r e s ,  axioms, r u l e s  
o f  i n f e r e n c e ,  e t c .  T h i s  f i l l i n g  i s  performed w i t h  t h e  a i d  o f  
s p e c i a l  p r o c e d u r e s  s t o r e d  i n  t h e  DB. Formal a c c e s s  language  is  
used a t  t h i s  s t a g e ;  it c o u l d  b e  c a l l e d  " s p e c i f i c a t i o n  language . "  

S t a g e  (c )  i m p l i e s  u s i n g  t h e  sys tem f o r  a p p l i e d  r e s e a r c h .  
Tha t  means runn ing  r e s u l t s  f rom t h e  g i v e n  arguments ,  s e a r c h i n g  
i n  t h e  d a t a  bank f o r  o b j e c t s  and t h e i r  p r o p e r t i e s ,  answer ing 
q u e s t i o n s  a b o u t  i n t e r r e l a t i o n s  among d i f f e r e n t  o b j e c t s  i n  t h e  
s e m a n t i c  model ,  making l o g i c a l  i n f e r e n c e  w i t h  t h e  pu rpose  o f  
f i n d i n g  t h e  s o l u t i o n  and/or  p l a n n i n g  t h e  sequence  o f  c a l c u l a t i o n  
f o r  t h e  g i v e n  problem. Access t o  t h e  sys tem a t  t h i s  s t a g e  is 
go ing  t o  b e  done i n  r e s t r i c t e d  n a t u r a l  l anguage ,  which i s  t r a n s -  
formed by DLP i n t o  t h e  language  o f  " fo rmal  i n t e r f a c e "  ( F i g u r e  1 )  
between DLP and o t h e r  p r o c e s s o r s .  

I n  t h e  rest of  t h i s  p a p e r ,  w e  d i s c u s s  t h e  g e n e r a l  i d e a s  f o r  
imp lementa t ion  o f  sys tem p r o c e s s o r s ,  c o n t e n t s  o f  t h e  a p p r o p r i a t e  
DB d i v i s i o n s ,  examples o f  u s e r  a c c e s s  language ,  and c o r r e s p o n d i n g  
fo rma l  i n t e r f a c e  e x p r e s s i o n s .  

3. D ia log  L i n g u i s t i c  P r o c e s s o r  

A t  t h e  s t a g e  o f  u t i l i z a t i o n ,  t h e  a c c e s s  t o  t h e  sys tem is  
go ing  on  th rough  DLP which c o n v e r t s  i n p u t  p h r a s e s  i n t o  e x p r e s s i o n s  
o f  fo rma l  i n t e r f a c e  ( $ - e x p r e s s i o n s ) .  

DLP works on  i n p u t  p h r a s e  i n  t h r e e  s t a g e s :  

a )  Morpho log ica l  a n a l y s i s  d i s c o v e r s  morpho log ica l  cha rac -  
t e r i s t i c s  o f  t h e  words,  s e a r c h e s  i n  t h e  d i c t i o n a r y  f o r  
t h e i r  s y n t a c t i c a l  and p o s s i b l e  semant i c  i n t e r p r e t a t i o n ,  
and l e a v e s  a t  t h e  o u t p u t  a  sequence o f  morphemes t o -  
g e t h e r  w i t h  t h e  l is ts o f  d i s c o v e r e d  morpho log ica l ,  syn- 
t a c t i c a l ,  and semant i c  a t t r i b u t e s .  

b )  S u r f a c e  s y n t a c t i c a l  a n a l y s i s  b u i l d s  u p  a  s y n t a c t i c  tree 
w i t h  t h e  nodes--morphemes o r  g roups  o f  morphemes and 
a r c s - - s y n t a c t i c a l  r e l a t i o n s .  

C )  Deep s y n t a c t i c a l  a n a l y s i s  t r a n s f o r m s  a  s y n t a c t i c  tree 
i n t o  $ -express ion  o r  a  sequence o f  $ - e x p r e s s i o n s  which 
is an o u t p u t  o f  DLP. 

$ -express ion  h a s  a  f u n c t i o n a l  fo rmat  which l o o k s  l i k e  t h e  
f o l l o w i n g :  



where f  i s  a f u n c t i o n  name; a l , a 2 ,  ..., an  -- arguments  d e r i v e d  
from t h e  i n p u t  p h r a s e .  

Each argument c o u l d  b e  a n  atom (name o f  o b j e c t  o r  l i t e r a l ) ,  
o r  a  s t r u c t u r e d  l is t  i n  t h e  s e n s e  of  LISP language ,  o r  a  c h a i n  
o f  t h e  form: 

where a and 0 a r e  a toms,  o r  l ists, o r  syn tagmat i c  c h a i n s ;  p- 
p r e d i c a t e  name r e f l e c t i n g  t h e  semant i c  r e l a t i o n  between u and 0 
[ G I .  

I n  some c a s e s  f o r  t h e  pu rpose  o f  c l e a r  documentat ion and 
e a s i n e s s  o f  i n t e r p r e t a t i o n ,  arguments  a r e  p r e f i x e d  by key words 
fo l l owed  by "=" s i g n .  The sequence o f  such "key arguments"  l o o k s  
l i k e  t h e  f o l l o w i n g :  k l  = a l l  k2 = a 2 ,  .... 

A f u n c t i o n  name i s  d e r i v e d  f rom t h e  i n p u t  p h r a s e  o r  g e n e r a t e d  
by  DLP. I t  shows a n  a c t i o n  t o  b e  performed o v e r  t h e  arguments .  
A l i s t  of p o s s i b l e  f u n c t i o n  names i s  f i x e d ,  and each name s e r v e s  
a s  a n  i n d i c a t o r  d i r e c t i n g  $ -express ion  t o  a  c o r r e s p o n d i n g  p roces -  
s o r .  

DLP is s u p p o r t e d  by t h e  c o n t e n t s  of  s e v e r a l  d i v i s i o n s  i n  
t h e  DB i n c l u d i n g :  

a )  d i c t i o n a r y ,  

b )  s e t  o f  p r o c e d u r e s  f o r  morpho log ica l  and s y n t a c t i c a l  
a n a l y s i s ,  

C )  grammat i ca l  r u l e s  c o n t r o l l i n g  a l l  s t a g e s  o f  i n p u t  t r a n s -  
f o r m a t i o n  performed by DLP. 

One e s s e n t i a l  p o i n t  a b o u t  DLP i s  t h a t  it c a n  i n t e r a c t  w i t h  
t h e  u s e r  by means o f  a u x i l i a r y  q u e s t i o n s  i n  o r d e r  t o  g e t  f u l l  
" u n d e r s t a n d i n g "  o f  t h e  i n p u t  p h r a s e .  

4 .  I n f o r m a t i o n  R e t r i e v a l  P r o c e s s o r  

One of  t h e  most f r e q u e n t l y  needed p o s s i b i l i t i e s  p rov ided  
by a  computer sys tem t o  t h e  end-users  i s  an  a c c e s s  t o  t h e  l a r g e  
d a t a  bank c o n t a i n i n g  d i f f e r e n t  s o r t s  o f  s t a t i s t i c a l  i n f o r m a t i o n ,  
r e f e r e n c e  l i s ts ,  and o t h e r  t y p e s  o f  encyc loped ic  d a t a .  The 
f o l l o w i n g  f u n c t i o n s  shou ld  be p rov ided  by IRP: 

a )  P u t  a  new o b j e c t  ( w i t h  p r o p e r t i e s )  i n t o  a n  a p p r o p r i a t e  
d i v i s i o n  of t h e  d a t a  bank.  



b )  F ind  a n  o b j e c t  by i t s  name (and p o s s i b l e  by a  d e s c r i p t o r )  
and g e t  i t s  s t a n d a r d  v a l u e  o r  t h e  v a l u e  (s )  of  i t s  
s p e c i f i e d  p r o p e r t y  ( ies) . 

C )  D e l e t e  an  o b j e c t  from t h e  DBD. 

d )  Change s t a n d a r d  v a l u e  o r  p r o p e r t y  v a l u e  o f  t h e  g i v e n  
o b j e c t .  

e)  Per form s p e c i a l  o p e r a t i o n  ( e . g . ,  un ion ,  i n t e r s e c t i o n ,  
e x c l u s i o n )  o v e r  t h e  o b j e c t  s t a n d a r d  o r  p r o p e r t y  v a l u e s .  

IRP c o u l d  produce a s  a n  o u t p u t :  

a )  a n  o b j e c t  s t a n d a r d  o r  p r o p e r t y  v a l u e  (s) ; 

b )  a  l i s t  of r e f e r e n c e s  t o  t h e  o b j e c t s  s a t i s f y i n g  t h e  
g i v e n  s e a r c h  c r i t e r i a ;  

C )  SUCCESS o r  FAIL s i g n a l s  i n d i c a t i n g  whether  t h e  s e a r c h  
was s u c c e s s f u l  o r  n o t .  

4.1 Examples 

a )  The q u e s t i o n ,  'What was t h e  Moscow p o p u l a t i o n  i n  1945?" 
cou ld  be t rans fo rmed  by DLP i n t o  @ - e x p r e s s i o n :  

GET MOSCOW POPULATION. 1945. 

F u n c t i o n  GET h e r e  h a s  two arguments :  t h e  name of d i v i s i o n  
(MOSCOW) , and t h e  name of  o b j e c t  (POPULATION) ex tended  by t h e  
p r o p e r t y  i n d i c a t o r  (1 9 4 5 ) .  Cor responding IRP p r o c e d u r e  s e a r c h e s  
i n  t h e  g i v e n  d i v i s i o n  f o r  t h e  o b j e c t ,  e x t r a c t s  i t s  p r o p e r t y  
v a l u e  and t y p e s  it o u t .  

b )  The p h r a s e ,  "Give m e  t h e  numbers o f  a l l  f l i g h t s  and 
t r a i n s  c o n n e c t i n g  Moscow and Len ing rad , "  c o u l d  be t r a n s -  
formed by DLP i n t o  : 

T h i s  e x p r e s s i o n  i m p l i e s  t h a t  IRP s e a r c h e s  i n  t h e  FLIGHTS 
and TRAINS d i v i s i o n s  f o r  t h e  s t a n d a r d  v a l u e s  o f  FROM-MOSCOW and 
TO-LENINGRAD OBJECTS, pe r fo rms  two i n t e r s e c t i o n s  and un ion  o f  
t h e i r  r e s u l t s  a s  i n d i c a t e d  by b r a c k e t s ,  and t y p e s  o u t  t h e  f i n a l  
l i s t  of  f l i g h t s  and t r a i n s  c o n n e c t i n g  Moscow and Len ingrad.  

Each o b j e c t  i n  t h e  DB h a s  a  un ique p o i n t e r  which c a n  b e  used 
i n s t e a d  of o b j e c t  name where n e c e s s a r y  ( i n  t h e  p r o p e r t y  l is ts,  i n  
t h e  semant i c  model, e t c . ) .  S p e c i a l  p rocedures  hand le  o b j e c t  names 
and /o r  p o i n t e r s  p r o v i d i n g  a c c e s s  t o  o b j e c t  s t a n d a r d  v a l u e  o r  prop- 
e r t y  v a l u e s .  



5.  Computat iona l  P r o c e s s o r  

At t h e  p r e s e n t  t i m e ,  most a p p l i e d  sys tems  a n a l y s i s  r e s e a r c h  
i s  based on a  series of c a l c u l a t i o n s  performed by programs w r i t t e n  
i n  h i g h - l e v e l  a l g o r i t h m i c  l anguages .  Every s u c h  program cou ld  b e  
c o n s i d e r e d  a s  a  p rocedure  which t a k e s  some i n p u t  d a t a  (arguments)  
and p roduces  o u t p u t  d a t a  ( r e s u l t s ) .  One p r o c e d u r e ' s  r e s u l t s  cou ld  
become a n o t h e r  p r o c e d u r e ' s  arguments  o r  c o u l d  b e  p r i n t e d  o u t  as 
a f i n a l  d a t a  r e q u e s t e d  by t h e  end-user .  

T h i s  ph i l osophy  c o n s t i t u t e s  a  b a s i s  f o r  CP o p e r a t i o n .  I ts 
t a s k  is t o  i n t e r p r e t  p rocedure  c a l l s  w i t h  t h e  n e c e s s a r y  s u b s t i -  
t u t i o n  of  arguments  and t o  h a n d l e  t h e  r e s u l t s  o f  c a l c u l a t i o n .  

Each a p p l i e d  program i s  s t o r e d  i n  t h e  DB and accompanied 
by s p e c i a l  o b j e c t - - " a p p l i e d  program module d e s c r i p t o r "  (APMD). 
T h i s  o b j e c t  c o n t a i n s  t h e  f o l l o w i n g  p r o p e r t i e s :  

a )  program name ( c o i n c i d i n g  w i t h  APMD name) ; 

b )  t y p e  of  c a l c u l a t i o n  ( t h e  name o f  programming s y s t e m ) ;  

C )  l i s t  of arguments  ( p o s s i b l e  w i t h  t h e i r  t y p e s ) ;  

d )  l i s t  of r e s u l t s  ( p o s s i b l y  w i t h  t h e i r  t y p e s ) ;  

e) l o c a t i o n  o f  i n p u t  a r e a ;  

f )  l o c a t i o n  o f  o u t p u t  a r e a ;  

g )  DB p o i n t e r  t o  APM body ( t h e  body c o u l d  b e  s t o r e d  i n  
symbol ic  o r  machine code  r e p r e s e n t a t i o n ) .  

P r o p e r t i e s  ( a  - f )  a r e  p rov ided  by e x p e r t s  d u r i n g  t h e  d e f i n i -  
t i o n  of  APM and l o a d i n g  it i n t o  t h e  DB; ( g )  is g e n e r a t e d  by t h e  
sys tem.  

CP o p e r a t i o n  s t a r t s  when DLP p roduces  a  @ - e x p r e s s i o n  of t h e  
form : 

CALL ARG = ( x l  , x 2 , .  . . ,xm) RES = ( y l  , y 2 , .  . . , yn )  , ( 3 )  

where z-program name; ~ 1 ~ x 2 ,  ..., xm--objects which a r e  g o i n g  t o  
b e  s u b s t i t u t e d  i n s t e a d  of  arguments ;  y l , y 2 ,  . . . , y  n - -ob jec ts  which 
a r e  go ing  t o  r e c e i v e  new v a l u e s  a f t e r  per forming c a l c u l a t i o n  and 
g e t t i n g  t h e  r e s u l t s .  

CP p i c k s  up a l l  argument v a l u e s  ( w i t h  t h e  n e c e s s a r y  t y p e  
c o n v e r s i o n s )  and c o l l e c t s  them i n  t h e  i n p u t  a r e a .  Then CP l o a d s  
APM body a s  it is r e q u i r e d  by t h e  programing sys tem and makes a  
c a l l  f o r  a p p r o p r i a t e  t r a n s l a t o r .  

T r a n s l a t o r  h a n d l e s  APM body t o g e t h e r  w i t h  d a t a  from i n p u t  
a r e a ,  and t h i s  c o m p u t a t i o n a l  p r o c e s s  is supposed t o  produce re- 
q u i r e d  r e s u l t s  i n  t h e  o u t p u t  a r e a .  



The f i n a l  s t a g e  o f  CP o p e r a t i o n  c o n s t i t u t e s  i n  d i s j o i n i n g  
c o n t e n t s  o f  o u t p u t  a r e a  i n t o  s e p a r a t e  p i e c e s  and a s s i g n i n g  them 
a s  new v a l u e s  t o  t h e  o b j e c t s  y l  , y 2 , .  . . ,yn  announced i n  ( c )  . 
Thus APM o p e r a t i o n  cou ld  be c o n s i d e r e d  a s  a  p r o c e s s  which con- 
v e r t s  a  set of  i n p u t  o b j e c t  v a l u e s  ~ 1 ~ x 2 ,  ..., xm i n t o  a  set of 
o u t p u t  o b j e c t  v a l u e s  y l , y 2 ,  . . . , y  n. 

CP cou ld  d i s c o v e r  t h a t  i n  o r d e r  t o  g e t  t h e  v a l u e  of some 
o b j e c t  xi,  i t  i s  n e c e s s a r y  t o  suspend t h e  c u r r e n t  c a l c u l a t i o n  
and make a  c a l l  f o r  a n o t h e r  p rocedure  p r o v i d i n g  t h e  r e q u i r e d  xi 
v a l u e .  T h i s  t y p e  o f  o p e r a t i o n  i s  performed by means o f  CP s t a c k  
mechanism. 

6 .  L o g i c a l  P r o c e s s o r  

I n  many c a s e s ,  e n d - u s e r ' s  i n q u i r e s  w i l l  imply d i r e c t  IRP  o r  
CP o p e r a t i o n  based on preprogramed knowledge a b o u t  t h e  problem 
domain. On t h e  o t h e r  hand, it i s  l i k e l y  t h a t  some i n q u i r e s  w i l l  
r e q u i r e  a  p r e l i m i n a r y  s t a g e  o f  sys tem opera t ion - - look ing  f o r  t h e  
p o s s i b i l i t y  of g e t t i n g  t h e  s o l u t i o n  and g e n e r a t i n g  a  p l a n  f o r  
o b t a i n i n g  t h e  n e c e s s a r y  r e s u l t s .  T h i s  p a r t  o f  sys tem o p e r a t i o n  
is performed by LP. 

LP i s  r e s p o n s i b l e  f o r  c o n s t r u c t i o n ,  amendment, and a n a l y s i s  
of semant i c  model which i s  r e p r e s e n t e d  i n  computer memory i n  a  
form of o r i e n t e d  g raph .  Each p a i r  o f  nodes i n  t h i s  graph connect -  
ed by a n  a r c  ( p )  r e p r e s e n t s  a  syntagrnat ic  c h a i n  co r respond ing  t o  
a n a l y t i c a l  e x p r e s s i o n  ( b ) .  Semant ic i n t e r p r e t a t i o n  o f  such a n  
e x p r e s s i o n  depends on t h e  meaning of p .  Examples o f  semant i c  
i n t e r p r e t a t i o n  a r e :  

a )  "a i s  t h e  name of  B " ;  

b )  "a i m p l i e s  0" ;  

C )  "a i s  p a r t  o f  0 " ;  

d )  "a has  p r o p e r t y  B", etc. 

Semant ic models c o n t a i n  axioms abou t  t h e  problem domain a s  
w e l l  a s  r u l e s  o f  i n f e r e n c e  g i v i n g  t h e  p o s s i b i l i t y  of d e d u c t i n g  
new f a c t s  o u t  o f  e x i s t i n g  axioms and temporary  r e s u l t s .  

R e s o l u t i o n  p r i n c i p l e s  o r  STRIPS implementat ion c o u l d  be good 
examples of LP p rocedures .  

Bes ides  t h e  g o a l  of f i n d i n g  t h e  s o l u t i o n  o r  p l a n  g e n e r a t i o n  
f o r  t h e  s p e c i f i c  t a s k ,  LP c o o p e r a t e s  w i t h  DLP i n  p r o v i d i n g  ques-  
t i on -answer ing  f a c i l i t i e s  which a r e  based on p a t t e r n  s e a r c h  and 
l o g i c a l  a n a l y s i s  of t h e  semant i c  memory c o n t e n t s .  

LP i s  implemented a s  a set of LISP [ 3 ]  and LORD [ 2 1  proce- 
d u r e s  w i t h  a  heavy a c c e n t  on p a t t e r n  s e a r c h  and p a t t e r n - d r i v e n  
p rocedure  i n v o c a t i o n  t e c h n i q u e  which i s  becoming popu la r  i n  t h e  
r e c e n t  developments o f  A 1  programing systems [ I ] .  



7. Conclusion 

The proposed system will be capable of providing the 
"intelligent" computer service for three main kinds of end-user 
inquires: information retrieval and data bank management, compu- 
tation of specific results from the given arguments, semantic 
model creation and analysis with the purpose of problem solving 
or question answering. There are some theoretical and technical 
difficulties in developing the system. Prototype implementation 
and application to specific problem domain will give the neces- 
sary experience for further system development and utilization. 
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Some Comments on E f f i c i e n t  

Question-Answering Systems 

H i r o j  i Nish ino 

1 .  I n t r o d u c t i o n  

The r e s e a r c h  and development of a  QAS u s i n g  n a t u r a l  language 
i s  one  of  t h e  most a c t i v e  and hope fu l  f i e l d s  i n  a r t i f i c i a l  i n t e l -  
l i g e n c e  ( A I )  r e s e a r c h .  The rev iew paper  on A 1  g i v e n  by 
N . J .  Ni lson  a t  1974s IF IP  c o n f e r e n c e  g i v e s  u s  a  we l l - ske tched  
overv iew of t h e  r e s e a r c h  on n a t u r a l  language u n d e r s t a n d i n g  [ 7 ] .  
The f i r s t  peak o f  t h e  r e s e a r c h  i n  1970s decade  was SHRDLU d e v e l -  
oped by T. Winograd [ l o ] .  I n s p i r e d  by h i s  s u c c e s s ,  many r e s e a r c h -  
ers have been hoping t h a t  a  QAS f o r  p r a c t i c a l  u s e s  w i l l  be  r e a l -  
i z e d  i n  t h e  n e a r  f u t u r e .  I n  c o n n e c t i o n  w i t h  F i g u r e  1 ,  F i g u r e  5 
shows a n  en la rged  r e c e n t  h i s t o r y  o f  QA r e s e a r c h  s i n c e  T. Winograd. 

I would l i k e ,  however, t o  ment ion some p r a c t i c a l  approaches ,  
d i f f e r e n t  from A 1  approaches ,  w i t h  r e s p e c t  t o  t h e  f o l l o w i n g  
s t a n d p o i n t s .  The b a s i c  f e a t u r e s  o f  t h e  systems proposed f o r  
p r a c t i c a l  u s e s  a r e  a s  f o l l o w s :  

a )  They make u s e  of e x i s t i n g  l a r g e  d a t a  b a s e s ,  c r e a t e d  
mos t l y  by c o n v e n t i o n a l  methods. 

b )  The u s e  of a  n a t u r a l  language is j u s t  a  convenience f o r  
nonprogrammers a s  end-users .  The d i r e c t  o b j e c t i v e  i s  
n o t  a  s o p h i s t i c a t e d  u n d e r s t a n d i n g  of n a t u r a l  language. 

2 .  Development S t r a t e g y  

Although t h e y  a r e  c l o s e l y  r e l a t e d  t o  each  o t h e r ,  t h e  prob- 
l e m s  concern ing  a  QAS a r e  rough ly  d i v i d e d  i n t o  t h e  f o l l o w i n g  
t h r e e  a r e a s  shown i n  F i g u r e  1  : 

a )  s e n t e n c e  a n a l y s i s  and g e n e r a t i o n  ( l i n g u i s t i c  s t u d i e s ) ,  

b )  i n f e r e n c e  and d e c i s i o n  ( d i s c o u r s e  a n a l y s i s  and psycho- 
l o g i c a l  s t u d i e s  o f  c o g n i t i o n ) ,  

C )  d a t a - b a s e  management ( s t o r a g e  and r e t r i e v a l  o f  knowledge).  

The f i r s t  a r e a ,  i n  which l i n g u i s t s  a r e  main ly  concerned,  h a s  
a  l o n g  t r a d i t i o n a l  h i s t o r y .  A l i n g u i s t  t e n d s  t o  make a mammoth 
s y n t a x  a n a l y z e r  i n  o r d e r  t o  e x p e c t  t h e  comp le teness  based on 
l i n g u i s t i c  v iewpo in ts .  To my t h i n k i n g ,  such a n a l y z e r s  s e e m  t o  
be t o o  s o p h i s t i c a t e d  f o r  o u r  purpose and f u r t h e r m o r e  canno t  h a n d l e  
t h e  f u l l  complex i ty  o f  n a t u r a l  language.  More compact and e f f i -  
c i e n t  a n a l y z e r s  a r e  d e s i r a b l e .  



Recent works on a n a t u r a l  language unders tand ing  i n  A 1  
r e s e a r c h  a r e  most ly  concen t ra ted  i n  t h e  second a r e a .  There is 
a broad spect rum rang ing  from t h e  s i m p l e s t  i n f e r e n c e  t o  t h e  
most s o p h i s t i c a t e d  one. The r e c e n t l y  a c t i v e  s t u d i e s  on psycho- 
l o g i c a l  c o g n i t i o n  a r e  a t  an  extreme end. I f e e l ,  however, t h a t  
t h e s e  s t u d i e s  a r e  s t i l l  i n  t h e  pure  r e s e a r c h  s t a g e .  

The t h i r d  a r e a  is a l s o  con ta ined  i n  t o d a y ' s  computer t ech -  
no log ies  and is a h o t  t o p i c  a t  t h a t .  I n  most c a s e s  of  QAS's i n  
A 1  r e s e a r c h ,  t h e  d a t a  base  is  sma l l .  Converse ly ,  t h e  d a t a  base  
r e q u i r e d  i n  p r a c t i c a l  u s e s  is u s u a l l y  l a r g e .  No t i ce  t h a t  an  
a p p r o p r i a t e  method f o r  a  sma l l  system is,  i n  g e n e r a l ,  no t  neces- 
s a r i l y  e f f i c i e n t  f o r  a  l a r g e  one. However, t h e  method of 
e f f e c t i v e l y  s t o r i n g  and r e t r i e v i n g  t h e  knowledge is common i n  bo th  
c a s e s .  

From t h e s e  above-descr ibed reasons ,  a  l o o s e l y  coupled system 
i s  recommended. The b a s i c  f u n c t i o n s  of each  subsystem and t h e  
i n t e r f a c e s  among them a r e  b r i e f l y  i l l u s t r a t e d  i n  F i gu re  2 .  

I t  may be c l e v e r  t o  adop t  two d i f f e r e n t  approaches a t  t h e  
same t i m e  i n  o r d e r  t o  promote i ts  development. One approach i s ,  
of  c o u r s e ,  t h e  A 1  approach.  The o t h e r  one  i s  a da ta -base  o r i e n t e d  
one ,  and t h e  emphasis i s  p laced  on managing a r e a l  d a t a  base .  
T h i s  paper  i s  mainly concerned w i th  t h e  l a t t e r  approach.  

3 .  Design C r i t e r i a  

I n  p r a c t i c a l  computer t echno log ies ,  s e v e r a l  k i nds  of query  
languages f o r  d a t a  bases  have been proposed and implemented. 
They c o n t a i n :  

a )  a  series of p rocedura l  o p e r a t o r s ,  o r  

b )  t h e  r e p r e s e n t a t i o n  of p r e d i c a t e  c a l c u l u s ,  o r  

C )  a r e s t r i c t e d  s u b s e t  of a  n a t u r a l  language. 

I t  i s  p a r t i c u l a r l y  n o t i c e a b l e  t h a t  c e r t a i n  exper imenta l  
systems be long ing  t o  t h e  t h i r d  ca tego ry  a r e  q u i t e  r e c e n t l y  i n -  
c r e a s i n g  [2,5,6,91. I n  t h i s  c a s e ,  t h e  g e n e r a l  scheme of  t h e  QAS 
i s  shown a s  something l i k e  F i g u r e  3 .  F i g u r e  3 shows a l o s s e l y -  
coupled system w i t h  two subsystems.  The upper p a r t  is a p re -  
p rocesso r  f o r  a  n a t u r a l  language unders tand ing  fo l lowed by t h e  
lower p a r t ,  a  conven t iona l  da ta -base  system. I n  o r d e r  t o  keep 
t h e  c l o s e  i n t e r f a c e  between them, t h e  query  language i s  t o  be 
open-ended. 

Although t h e  g e n e r a l  scheme of a  QAS seems t o  be f a i r l y  
c l e a r ,  it i s  ex t reme ly  d i f f i c u l t  t o  s p e c i f y  t h e  e x t e r n a l  s p e c i f i -  
c a t i o n  of t h e  d i a l o g  between t h e  machine and t h e  u s e r  a t  t h e  
d e s i g n  s t a g e .  



The d i s a d v a n t a g e  o f  a  r e s t r i c t e d  n a t u r a l  language and a  
n a t u r a l  l a n g u a g e l i k e  query  l anguage  i s  t h e  f a c t  t h a t  t h e  c a s u a l  
u s e r  f o r g e t s  t h e  r e s t r i c t i o n  because  o f  t h e  s i m i l a r i t y  t o  a  
n a t u r a l  language.  

From t h e  p r a c t i c a l  v i e w p o i n t ,  it is ,  however, s u f f i c i e n t  
enough t o  make t h e  u s e r  o n l y  a n  " i l l u s i o n "  i n t e r a c t i n g  w i t h  t h e  
machine i n  a  n a t u r a l  way. I n  t h i s  c a s e ,  t h e  o u t p u t  r e s p o n s e s  
f rom t h e  machine may b e  employed f o r  c l a r i f y i n g  t h e  meaning o f  
t h e  u s e r ' s  q u e s t i o n s ,  i . e . ,  ( a )  t h e  amb igu i t y  o f  t h e  meaning,  
and ( b )  t h e  meaning o f  words n o t  found i n  t h e  d i c t i o n a r y ,  and 
SO on.  

For  example: 

a )  "Which do  you mean by 5 ,  51 o r  52?" 

b )  "Sor ry ,  I d o n ' t  know t h e  word Y. P l e a s e  t e l l  m e  i n  
o t h e r  words. " 

Fur the rmore ,  t h e  c h o i c e  o f  t h e  d e c i s i o n  by i n f e r e n c e  may b e  
he lped  by t h e  u s e r  a s  f o l l o w s :  

"Can I assume t h a t  you mean Z?" 

Such c l a r i f y i n g  r e s p o n s e s  w i l l  b e  e f f e c t i v e  t o  s i m p l i f y  t h e  
upper  p a r t  o f  F i g u r e  3 and p a r t i c u l a r l y  t h e  d i c t i o n a r y .  The de- 
t a i l e d  mechanism of  t h i s  p a r t ,  which i s  o m i t t e d  h e r e ,  w i l l  b e  
enhanced s t e p  by s t e p  by a d o p t i n g  t h e  r e s u l t s  of A1 r e s e a r c h .  

How t o  r e p r e s e n t  knowledge-- i .e . ,  fo rmal ism of  knowledge-- is  
one  o f  t h e  most i m p o r t a n t  t o p i c s ,  n o t  o n l y  i n  a  n a t u r a l  l anguage  
u n d e r s t a n d i n g ,  b u t  a l s o  i n  o t h e r  f i e l d s  o f  A1 r e s e a r c h .  Most 
r e p r e s e n t a t i o n s  have a  l i s t  s t r u c t u r e  o r  s e m a n t i c  network s t r u c -  
t u r e  o f  v a r i a t i o n s  o f  t h e s e .  I n  some c a s e s ,  t h e y  have t h e  forms 
o f  p r i m i t i v e  a s s e r t i o n s  o r  p r e d i c a t e  c a l c u l u s .  Newly proposed 
c o n c e p t s ,  such a s  f rame o r  schemata,  w i l l  g i v e  u s  more f l e x i b l e  
s t r u c t u r e s  f o r  t h e  r e p r e s e n t a t i o n  of knowledge. 

I n  computer t e c h n o l o g i e s ,  t h e r e  a r e  s i m i l a r  c i r c u m s t a n c e s .  
There were s e v e r a l  d a t a - b a s e  management sys tems  (DBMS) rev iewed 
i n  t h e  CODASYL r e p o r t  p u b l i s h e d  i n  1971 [ 3 1 .  Now o n l y  a  few of 
them s t i l l  rema in ,  and t h e  o t h e r s  a r e  a l r e a d y  o b s o l e t e .  There- 
f o r e ,  a t  f i r s t ,  w e  must s e l e c t  a  f l e x i b l e  da ta -base  model s u i t e d  
f o r  o u r  pu rposes .  

R e c e n t l y ,  s e v e r a l  new models o f  t h e  d a t a  b a s e ,  such  a s  a  
r e l a t i o n a l - d a t a  model [ U ] ,  a  d a t a - s e m a n t i c s  model [ I ] ,  a n  e n t i t y -  
d a t a  model [ 8 1 ,  e t c . ,  have been p roposed ,  and some of  them have been 
implemented.  A l though t h e s e  models a r e  f o r m a l i z e d  comparab le  t o  
t h e  ones  i n  A1 r e s e a r c h ,  t h e y  seem t o  be  f l e x i b l e  enough t o  s a t i s f y  
t h e  n e c e s s a r y  c o n d i t i o n s  f o r  o u r  pu rposes .  P a r t i c u l a r l y  t h e  re- 
t r i e v a l  e f f i c i e n c y  f o r  a  l a r g e  amount o f  knowledge i s  s e r i o u s l y  
c o n s i d e r e d .  



4. Implementat ion Method 

LISP is f r e q u e n t l y  used i n  t h e  r e s e a r c h  on n a t u r a l  language 
unders tand ing .  There fo re ,  L ISP's  u s e r s  ( r i g o r o u s l y  speak ing ,  
PDP-10 u s e r s )  a r e  suppor ted  by many u s e f u l  programs concern ing  
n a t u r a l  language unders tand ing .  

H igher - leve l  languages such a s  PLANNER, CONNIVER, etc.,  
which a r e  based on LISP and developed f o r  i n f e r e n c e ,  a r e  too 
i n e f f i c i e n t  i n  p r a c t i c a l  a p p l i c a t i o n s .  The execu t i on  t i m e  of  
PLANNER i s  approx imate ly  t e n  t i m e s  slower t h a n  t h a t  of LISP 
i n t e r p r e t e r ,  and CONNIVER i s  n e a r l y  t e n  times slower t han  PLANNER. 

A ded i ca ted ,  h i gh - l eve l  language machine which execu tes  t h e  
language d i r e c t l y  i s  t h u s  d e s i r a b l e .  Recen t l y ,  some p roposa l s  
have been r e p o r t e d .  

I n  a d d i t i o n ,  a ded i ca ted  da ta -base  machine is  a l s o  recom- 
mended. The t o t a l  system which o p e r a t e s  a s  a f u n c t i o n - d i s t r i b u t e d  
system i s  i l l u s t r a t e d  i n  F i gu re  4. 
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Partitioned Semantic Networks for 

Question-Answering Systems 

Gary G. Hendrix 

1. Basic Network Notions 

In its simplest form, a semantic network is a set of nodes 
interconnected by an accompanying set of arcs. A node may be 
used to represent an object--where an object may be virtually 
anything--including physical objects, relationships, sets, events, 
rules, and utterances. Arcs are used to represent certain 
"primitive" omnichronic (i.e., time invariant) relationships. 
(Such relationships may also be represented as nodes.) 

A feeli.ng for how nodes and arcs are organized to represent 
various facts may be gained by considering the network of 
Figure 1 . In this network, the node 'PHYSICAL.OBJECTS' repre- 
sents the set PHYSICAL.OBJECTS, the set of all physical objects. 
Likewise, node 'MACHINE.PARTS' represents the set of all machine 
parts. The arc labeled "s" from 'MACHINE.PARTS' to 'PHYSICAL. 
OBJECTS' indicates that MACHINE-PARTS is a subset of PHYSICAL. 
OBJECTS. Similarly, the network indicates that BOLTS is a sub- 
set of MACHINE.PARTS and that B, an element of BOLTS, is a par- 
ticular bolt. Following the hierarchy of another family, X is 
a particular box, an element of BOXES, a subset of CONTAINERS, 
a subset of PHYSICAL.OBJECTS. 

Node 'C' encodes a containing situation, an element of the 
situations set <sit-contain), a subset of SITUATIONS, the set of 
all situations. In particular, ' C '  represents the containing of 
bolt B by box X from time T1 until time T2. The various component 
parts of situation C are associated with it through special deep- 
case relationships. For example, in the network there is an arc 
labeled "content" from 'C' to 'B.' This arc indicates that B is 
the #@content of situation C, where the notation "#@content of C" 
means "the value ( # )  of the content attribute ( @ )  of C." Simi- 
larly, X is the #@container of C while T1 and T2 are the #@start- 
time and #@end-time, respectively. 

As a general principle, arcs encode only element, subset, 
and case relationships. (Under one interpretation, element and 
subset relationships may be viewed as deep cases also.) Arcs 
are never allowed to encode relationships such as ownership, which 
are time bounded. 

'single quotes are used to delimit nodes. 



S i g u r e  1.  A t y p i c a l  n e t  f r agmen t  



2. N e t  P a r t i t i o n i n g  

The c e n t r a l  i d e a  o f  n e t  p a r t i t i o n i n g  is  t o  s e p a r a t e  t h e  
v a r i o u s  nodes and a r c s  of  a  network i n t o  u n i t s  c a l l e d  s p a c e s .  
Every node and e v e r y  a r c  o f  t h e  o v e r a l l  network i s  a s s i g n e d  t o  
e x a c t l y  one s p a c e  w i t h  a l l  nodes and a r c s  t h a t  l i e  i n  t h e  same 
s p a c e  be ing  d i s t i n g u i s h a b l e  f rom t h o s e  of  o t h e r  s p a c e s .  While 
nodes and a r c s  of  d i f f e r e n t  s p a c e s  may be  l i n k e d ,  t h e  l i n k a g e  
must p a s s  th rough  c e r t a i n  boundar ies  t h a t  s e p a r a t e  one n e t  space  
f rom a n o t h e r .  

N e t  s p a c e s  a r e  t y p i c a l l y  used t o  d e l i m i t  t h e  scopes  of  quan- 
t i f i e d  v a r i a b l e s  and t o  d i s t i n g u i s h  a l t e r n a t i v e  hypo theses  
( d u r i n g  p a r s i n g  and p l a n n i n g ) .  However, b e f o r e  t a k i n g  up  such 
p r a c t i c a l  a p p l i c a t i o n s ,  c o n s i d e r  t h e  s i m p l e r  ( i f  a t y p i c a l )  ne t -  
work p a r t i t i o n i n g  e x h i b i t e d  i n  F i g u r e  2. A s  shown, e a c h  s p a c e  
o f  t h e  p a r t i t i o n i n g  i s  enc losed  w i t h i n  a  d o t t e d  l i n e .  For  example,  
s p a c e  S1 i s  a t  t h e  t o p  o f  t h e  f i g u r e  and i n c l u d e s  nodes 'PHYSICAL. 
OBJECTS,' 'BOLTS,' ' < s i t - c o n t a i n ) '  and 'BOXES.' S1 a l s o  i n c l u d e s  
t h e  two s a r c s  i n d i c a t i n g  t h a t  t h e  set of BOLTS and t h e  set of 
BOXES a r e  s u b s e t s  o f  t h e  set 'PHYSICAL.OBJECTS.' I n  o u r  d iagram- 
m a t i c  r e p r e s e n t a t i o n s  o f  semant i c  n e t s ,  a n  a r c  be longs  t o  a  s p a c e  
i f  t h e  a r c ' s  l a b e l  i s  w r i t t e n  w i t h i n  t h e  d o t t e d - l i n e  b o u n d a r i e s  
o f  t h e  space .  Thus t h e  e a r c  f rom 'B' t o  'BOLTS' l i es  i n  space  
S2. 

The v a r i o u s  spaces  of  a  p a r t i t i o n  a r e  o rgan ized  i n t o  a  
p a r t i a l  o r d e r i n g ,  such a s  t h a t  shown i n  F i g u r e  3 .  I n  v iewing 
t h e  semant i c  network from some p o i n t  S  i n  t h i s  o r d e r i n g ,  o n l y  
t h o s e  nodes and a r c s  a r e  v i s i b l e  t h a t  l i e  i n  S  o r  i n  a  s p a c e  
above S  i n  t h e  o r d e r i n g .  Thvs, f o r  example,  from s p a c e  S2 of  
F i g u r e s  2  and 3 ,  o n l y  t h o s e  nodes and a r c s  l y i n g  i n  52 o r  S1 a r e  
v i s i b l e .  I n  p a r t i c u l a r ' ,  it i s  p o s s i b l e  t o  see t h a t  B  i s  a  BOLT 
and t h a t  BOLTS a r e  PHYSICAL.OBJECTS, b u t  it i s  n o t  p o s s i b l e  t o  
see t h a t  X i s  a  BOX. From s p a c e  S5, i n f o r m a t i o n  i n  s p a c e s  S5, 
S3,  S2, and S1 i s  v i s i b l e .  Hence, f rom S5, t h e  whole o f  t h e  
semant i c  network of  F i g u r e  2  may be  seen .  (For c e r t a i n  a p p l i c a -  
t i o n s ,  t h e  n e t  may be i n s p e c t e d  one s p a c e  a t  a  t i m e .  For  example, 
it i s  p o s s i b l e  t o  query  t h e  n e t  i n  such  a  way t h a t  o n l y  nodes and 
a r c s  l y i n g  i n  space  52 a r e  v i s i b l e  even though i n f o r m a t i o n  i n  S1 
is  normal ly  v i s i b l e  whenever S2 i s  i n s p e c t e d . )  

I n  p r a c t i c e ,  p a r t i t i o n e d  networks a r e  c o n s t r u c t e d  by c r e a t -  
i n g  empty n e t  s p a c e s ,  add ing them t o  t h e  p a r t i t i o n  o r d e r i n g ,  and 
t h e n  c r e a t i n g  nodes and a r c s  w i t h i n  each newly c r e a t e d  space .  
The u s e  of  p a r t i t i o n i n g  i n  t h e  encoding o f  q u a n t i f i e d  s t a t e m e n t s  
and c a t e g o r i e s  i s  t h e  s u b j e c t  of  t h e  nex t  two s e c t i o n s .  

3. Q u a n t i f i e d  S t a t e m e n t s  

I n  a d d i t i o n  t o  a n  a b i l i t y  t o  encode s p e c i f i c  f a c t s  (such a s  
t h e  c o n t a i n i n g  e v e n t  encoded i n  F i g u r e  11,  a  semant i c  sys tem 
needs some f a c i l i t y  f o r  group ing s e t s  o f  s i m i l a r  f a c t s  i n t o  u n i t s ,  
a l l ow ing  t h e s e  f a c t s  t o  be  r e p r e s e n t e d  c o l l e c t i v e l y  th rough  some 
s h a r i n g  mechanism, and t o  be  c o n c e p t u a l i z e d  a s  an i n t e g r a t e d  



F igu re  2 .  A sample net -space p a r t i t i o n .  

F igure  3 .  A net-space p a r t i a l  o rde r i ng .  



whole. An ability to encode generalized information (in the 
form of quantified expressions) is of considerable importance 
since it is often impractical (or even impossible) to record 
the same information by a collection of individual specific 
statements, both because of the very number (possibly infinite) 
of statements required and because details of particular individ- 
uals may not be explicitly known. Further, since quantification 
is a component of language, an ability to encode quantifiers is 
vital to the understanding of certain classes of English sentences, 
e.g., "Are all subs in the Russian Fleet nuclear powered?" "Do 
some U.S. boats have more than five torpedo tubes?" 

As an example of how quantification is handled in parti- 
tioned networks, consider the network of Figure 4 that encodes 
the statement, "Every bolt in the box is 3/4 inch long and has 
a nut screwed onto it." In this network, the node 'GS' repre- 
sents the set of all general statements (the set of statements 
involving universal quantifiers or, under another interpretation, 
the set of recurring patterns of events.) The node 'g' repre- 
sents the particular statement (set of events) cited above. 

Characteristically, a general statement encodes a collection 
of separate circumstances, all of which follow the same basic 
pattern. This basic pattern is represented by the #@form of the 
general state117ent. The #@form of g is encoded by a net space, 
54, that lies just below S1 in the partition ordering. (When 
one net space is pictured inside another, the inner space is 
below the outer in the partition ordering.) This net space may 
be thought of as a supernode containing its own internal struc- 
ture and representing a composite variable that takes on a dif- 
ferent value for each of the instantiations of the recurring 
pattern. Each node and arc within the space of the supernode 
may be thought of as a subvariable. 

General statements are also typically associated with one 
or more universally quantified variables that are allowed to 
assume values from some specified range. Statement g, for 
example, has a universally quantified variable b given by its 
@Vv attribute. Note that variable b is necessarily a part of 
the #@form of g, i.e., 'b' lies in space 54. From node 'b' there 
is an e arc to the set the.bolts.in.the.box, indicating that 
the value of b (written #b) must be taken from the range set 
the.bolts.in.box. (The node 'the.bolts.in.the.boxl has been 
created especially to help encode the general statement. Its 
meaning may be inferred subsequently when the.bo1ts.in.box.X is 
defined by the network Figure 6.) 

The interpretation of a general statement is that for each 
assignment of the variables #@Vv to values in their corresponding 
ranges, there exist entities matching the structure of the #@form. 
For g this means that for every #b an element of the.bolts.in.the. 
box there exist, 

#n C NUTS , 
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F i g u r e  4 .  E v e r y  b o l t  i n  t h e  box  i s  3 / 4 - i n c h  
l o n g  a n d  h a s  a n u t  s c r e w e d  o n t o  i t .  



and the relations, 

#b is the #@obj of #h 

3/4 INCH is the #@measure of #h 

#b is the #@mt of #s (i.e., #b is the male- 
threaded part of #s) 

and #n is the #aft of #s. 

Thus, the interpretation of g is that for every #b in the.bolts. 
in.the.box, there exists a situation #h in which the length of 
OBJect #b is the MEASURE 3/4 inch. Since '3/4 INCH' lies out- 
side space S4, there is only one measure for all the bolts in 
the box. Further, for each bolt #b there is a nut #n (depending 
on the individual #b) which is in a situation of being screwed 
onto #b. (A screwed:simplistic connection may exist only between 
two threaded objects, one with male threads [the #@mt] the other 
with female threads [the #aft]. A screwed:simplistic connection 
may be contrasted with screwed:standard connections in which 
multiple unthreaded parts are held together by a bolt [or other 
threaded object] that passes through the unthreaded objects to 
engage a nut. ) 

Complex quantifications involving nested scopes may also 
be encoded by net spaces, as shown abstractly in Figure 5. 

A convenient method for organizing information in a semantic 
system is to divide the various objects (including physical ob- 
jects, situation, and event objects) in the semantic domain into 
a number of categories. Using categories, objects that are some- 
what alike become grouped together, allowing similar objects to 
be thought about and talked about collectively. The scheme is 
hierarchical, in that some categories may be subcategories of 
more general classes. The lower a class is in the category 
hierarchy, the more alike its members must be. The "likeness" 
arises in that members of each category possess certain common, 
characterizing properties (such as an association, with common 
attributes or deep conceptual cases.) 

The categorical system serves the important purposes of spot- 
lighting similarities among objects and compressing redundant 
information by recording common information at the category level 
rather than with the individual. If an object 2 is known to 
belong to some category K, then 2 is known to possess the common 
properties of K's members and the common properties of the members 
of each of K's supercategories. This ability to encode informa- 
tion at the category level rather than with each individual is of 
practical importance because it saves computer memory and because 



Figure 5.  ( Y a  E A ) ( 3 b  E B ) ( Y c  E C ) ( 3 d  E c ) [ ~ ( a , b , d ) l .  



a l l  t h e  e lements  o f  a  c a t e g o r y  (pe rhaps  be ing  i n f i n i t e  i n  number) 
may n o t  be e x p l i c i t l y  known. 

For  n a t u r a l  language p r o c e s s i n g ,  t h e  c a t e g o r y  system has  
t h e  i m p o r t a n t  f e a t u r e  t h a t  members o f  t h e  more s i g n i f i c a n t  c a t e -  
g o r i e s  ( t h e  c a t e g o r i e s  commonly h e l d  i n  t h e  minds o f  humans) a r e  
expressed  by t h e  same s e t  of  l i n g u i s t i c  p a t t e r n s .  A s  a n  elemen- 
t a r y  example,  s c r e w d r i v e r s ,  wrenches, hammers, and saws be long 
t o  a  c a t e g o r y  of  o b j e c t s  t h a t  may be  expressed  by noun p h r a s e s  
headed by t h e  noun " t o o l . "  Var ious  a t t a c h i n g  e v e n t s  may b e  ex- 
p r e s s e d  by complete  s e n t e n c e s  u s i n g  t h e  words " a t t a c h , "  "mount," 
o r  " f a s t e n "  a s  t h e i r  c e n t r a l  v e r b s .  

C e n t r a l  t o  t h e  n o t i o n  o f  a  c a t e g o r y  is t h e  n o t i o n  of  a  r u l e  
t h a t  s p e c i f i e s  a  necessary  and s u f f i c i e n t  test  f o r  c a t e g o r y  mem- 
b e r s h i p .  Necessary  r u l e s ,  which a l l  c a t e g o r y  members must obey,  
and s u f f i c i e n t  r u l e s ,  which can  prove t h a t  an o b j e c t  be longs  t o  
a  g i v e n  c a t e g o r y ,  a r e  a l s o  o f  impor tance.  

A s  a s i m p l e  example o f  a  c a t e g o r y  and i ts  d e f i n i n g  r u l e ,  
c o n s i d e r  t h e  c a t e g o r y  of  b o l t s  i n  box X .  T h i s  c a t e g o r y  i s  rep-  
r e s e n t e d  by node ' the .bo1 ts . in .box .X '  of  F i g u r e  6 w i t h  t h e  a s s o -  
c i a t e d  r u l e  be ing  encoded by n e t  s p a c e  52. The e n s  a r c  l y i n g  
i n  s p a c e  52 from node ' b '  t o  ' t he .bo1 ts . in .box .X '  i n d i c a t e s  t h a t  
' b '  r e p r e s e n t s  what may be though t  of  a s  an a r c h e t y p a l  e lement  
o f  t h e  c a t e g o r y .  (Symbol "ens"  means a r c h e t y p a l  "e lement ,  neces-  
s a r y  and s u f f i c i e n t . " )  Any o b j e c t s  w i t h  t h e  c h a r a c t e r i s t i c s  o f  
b  be long  t o  t h e  c a t e g o r y ,  and a l l  members o f  t h e  c a t e g o r y  have 
t h e  c h a r a c t e r i s t i c s  o f  b .  A s  encoded i n  s p a c e  S2, t h e  charac -  
ter ist ics of b  i n c l u d e  membership i n  BOLTS ( t h e  set of a l l  b o l t s )  
and invo lvement  a s  t h e  # @ c o n t e n t  i n  a  c o n t a i n i n g  s i t u a t i o n  i n  
which box X i s  t h e  # @ c o n t a i n e r .  
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F i g u r e  6 .  The n e c e s s a r y  and s u f f i c i e n t  r u l e  d e f i n i n g  
" t h e  b o l t s  i n  box x u .  



I n  n a t u r a l  language p r o c e s s i n g ,  p a r t i c u l a r l y  d u r i n g  t h e  
p a r s i n g  phase when s u r f a c e  s t r u c t u r e s  a r e  be ing t r a n s l a t e d  i n t o  
n e t s  and when t h e  semant ic  w e l l  formedness of s e n t e n c e s  and 
s e n t e n c e  f ragments  is be ing  t e s t e d ,  it i s  i m p o r t a n t  t o  know what 
a t t r i b u t e s  (deep c a s e s )  a r e  a s s o c i a t e d  w i t h  c e r t a i n  c a t e g o r i e s  
o f  o b j e c t s  ( e s p e c i a l l y  w i t h  e v e n t ,  s i t u a t i o n ,  and o t h e r  v e r b l i k e  
c a t e g o r i e s )  and what range  of  v a l u e s  each  a t t r i b u t e  may assume. 
T h i s  i n f o r m a t i o n  i s  of u t i l i t y  because a t t r i b u t e s  i n d i c a t e  t h e  
t y p e s  o f  p a r t i c i p a n t s  t h a t  a r e  invo lved  i n  p a r t i c u l a r  c a t e g o r i e s  
of s i t u a t i o n s  and because t h e r e  i s  o f t e n  a  d i r e c t  mapping from 
s y n t a c t i c  c a s e s  ( i n c l u d i n g  p r e p o s i t i o n a l  p h r a s e s )  t o  t h e s e  a t t r i  
b u t e s .  Knowing t h e  co r respondences  between s u r f a c e  c a s e s  and 
a t t r i b u t e s ,  and knowing t h e  r a n g e s  o f  v a l u e s  f o r  each  a t t r i b u t e  
a l l ows  some p a r s e s  t o  be  r e j e c t e d  on macrosemant ic grounds and 
p r o v i d e s  a  f a c i l i t y  f o r  p r e d i c t i n g  t h e  c i t i n g  o f  c e r t a i n  s i t u a -  
t i o n  p a r t i c i p a n t s  i n  t h e  s u r f a c e  language.  ( T h i s  p r e d i c t i o n  
a b i l i t y  is e s p e c i a l l y  impor tan t  f o r  speech  u n d e r s t a n d i n g . )  

The a t t r i b u t e - r a n g e  i n f o r m a t i o n  f o r  a  c a t e g o r y ,  c o l l e c t i v e l y  
r e f e r r e d  t o  a s  t h e  c a t e g o r y ' s  d e l i n e a t i o n ,  may b e  a s s o c i a t e d  
w i t h  t h e  c a t e g o r y  th rough  a  d e l i n e a t i o n  r u l e .  A d e l i n e a t i o n  
r u l e  i s  a  n e c e s s a r y  r u l e  t h a t  i n c l u d e s  range  i n f o r m a t i o n  abou t  
e v e r y  a t t r i b u t e  o f  t h e  d e l i n e a t e d  c a t e g o r y .  

A s  an example o f  a  d e l i n e a t i o n  r u l e ,  c o n s i d e r  t h e  d e l i n e a -  
t i o n  of c a t e g o r y  < to -bo l t ) ,  t h e  c a t e g o r y  of e v e n t s  i n  which two 
machine p a r t s  a r e  a t t a c h e d  by u s i n g  b o l t s  a s  f a s t e n e r s .  Del inea-  
t i o n  i n f o r m a t i o n  f o r  t h i s  c a t e g o r y  is encoded by t h e  network o f  
F i g u r e  7 .  I n  t h i s  network,  node '< to -bo l t ) '  is l i n k e d  t o  a  node 
' b '  by a n  ed a r c  which i n d i c a t e s  t h a t  b  i s  t h e  d e l i n e a t i n g  
"e lement"  of < to -bo l t ) .  Encoded w i t h i n  space  S4 i s  a t t r i b u t e -  
range  i n f o r m a t i o n  concern ing  each  of t h e  s i x  a t t r i b u t e s  possessed  
by members of < t o - b o l t ) .  I n  p a r t i c u l a r ,  t h e  r u l e  encoded by 
s p a c e  S4 i n d i c a t e s  t h a t  a  b o l t i n g  e v e n t  i n v o l v e s  a n  # @ a c t o r  
t a k e n  from t h e  set of INTELLIGENT.ANTIMATE.OBJECTS, a  #@minor-p 
and a  #@major-p t a k e n  from t h e  s e t  of MACHINE.PARTS, a  set of 
# @ f a s t e n e r s  t a k e n  from t h e  set of  BOLT/NUTS ( a  b o l t / n u t  i s  a  b o l t  
and a  n u t  t h a t  work t o g e t h e r  t o  form a  s i n g l e  f a s t e n e r ) ,  a  # @ t o o l  
t a k e n  from t h e  set of TOOLS (which i n c l u d e s  hands and f i n g e r s ) ,  
and a  # @ t i m e  t a k e n  from t h e  set  of  TIME-INTERVALS. 

Given t h e  two s e n t e n c e s ,  "I b o l t e d  t h e  pump t o  t h e  b a s e  
p l a t e  WITH 1 INCH BOLTS," "I b o l t e d  t h e  pump t o  t h e  b a s e  p l a t e  
WITH THE WRENCH,'' t h e  d e l i n e a t i o n  of < t o - b o l t )  may be  used t o  
de te rm ine  t h a t  t h e  WITH p h r a s e  i n  t h e  f i r s t  s e n t e n c e  s u p p l i e s  
t h e  # @ f a s t e n e r s  c a s e ,  w h i l e  i n  t h e  second s e n t e n c e  it s u p p l i e s  
t h e  # @ t o o l s  c a s e .  

The d e l i n e a t i o n  r u l e  o f  F i g u r e  7 shows a l l  d e l i n e a t i o n  
i n f o r m a t i o n  concern ing  < t o - b o l t )  t o  be  encoded i n  a  s i n g l e  r u l e  
l i n k e d  d i r e c t l y  t o  t h e  c a t e g o r y .  I n  p r a c t i c e ,  c a t e g o r i c a l  i n f o r -  
mat ion  i s  a lmos t  a lways d i s t r i b u t e d  among many p o i n t s  i n  t h e  
c a t e g o r i c a l  h i e r a r c h y .  To see how i n f o r m a t i o n  i s  d i s t r i b u t e d  
a t  v a r i o u s  l e v e l s ,  c o n s i d e r  t h e  h i e r a r c h y  o f  < t o - a t t a c h )  e v e n t s  
t h a t  i s  e x h i b i t e d  i n  F i g u r e  8.  The most g e n e r a l  c a t e g o r y  i n  t h e  



Figure 7. Del ineat ion of <to-bolt). 
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F i g u r e  8 .  The < to -a t tach )  fan i ly .  



h ie ra rchy  i s  ca tegory  U ,  t h e  u n i v e r s a l  s e t .  Even U has a d e l i n e -  
a t i o n  s i n c e  a l l  o b j e c t s  ( i nc lud ing  events  and s i t u a t i o n s )  e x i s t  
over  some (poss ib ly  one-point  o r  i n f i n i t e )  t ime i n t e r v a l .  A 
subse t  of U i s  <to-at tach) ,  t h e  s e t  o f  a l l  a t t a c h i n g  even ts  of 
any na tu re  whatever. Members o f  < to -a t tach)  i n h e r i t  t h e  t ime 
a t t r i b u t e  from supercategory U and add two a d d i t i o n a l  a t t r i b u t e s ,  
# @ p a r t s  and # @ a c t o r ,  o f  t h e i r  own. I n  gene ra l ,  each a t t a c h i n g  
event  invo lves  a s e t  of # @ p a r t s  t h a t  an  # @ a c t o r  b inds  t oge the r  
i n  some way. 

Two subcategor ies  of  < to -a t tach)  a r e  shown i n  t h e  f i g u r e .  
The f i r s t  i s  <to-screw:s i rnp l is t ic ) ,  which is  t h e  s e t  of even ts  
i n  which two threaded o b j e c t s ,  one ( # @ m t )  with male t h reads ,  t h e  
o t h e r  ( # a f t )  w i th  female t h reads  a r e  engaged by t w i s t i n g .  Not ice 
t h a t  t h e  d e l i n e a t i o n  r u l e  of t h i s  ca tegory  shows t h a t  t h e  # @ m t  
and # @ f t  a r e  both e lements of t h e  # @ p a r t s .  The c a r d i n a l i t y  of 
# @ p a r t s  i s  a t  most two (bu t  could be one a s  f o r  a garden hose 
w i t h  one end a t t ached  t o  t h e  o t h e r ) .  

A second subcategory of < to -a t tach)  is  <to-a t tach : fas tener ) ,  
t h e  ca tegory  of f as ten ing  even ts  i n  which t h e  # @ p a r t s  a r e  a t t ached  
w i th  f a s t e n e r s .  (Screwing a l i g h t b u l b  i n t o  a socke t  invo lves  
no f a s t e n e r s  and i s  a s i m p l i s t i c  screwing event .  Na i l ing  a s i g n  
t o  a p o s t  invo lves  a n a i l  a s  a f a s t e n e r . )  The d e l i n e a t i o n  of  
< to -a t tach : fas tener )  simply adds t h e  a t t r i b u t e  of @ f a s t e n e r s .  

Category < to -bo l t )  i s  a subcategory of  < to -a t t ach : t oo l )  
which is  a subcategory of < to -a t tach : fas tener ) .  The d e l i n e a t i o n  
of  < to -bo l t )  shown i n  F igure  8 i n d i c a t e s  how t h e  #@major-p and 
t h e  #@minor-p a r e  r e l a t e d  t o  # @ p a r t s  and t o  each o t h e r .  Fu r the r ,  
t h e  # @ f a s t e n e r s  used by b o l t i n g  even ts  a r e  r e s t r i c t e d  t o  be b o l t /  
nu t s  a s  opposed t o  any type  of  f a s t e n e r .  Linkage t o  a p rocess  
automaton t h a t  i n d i c a t e s  t h e  sequence of changes c h a r a c t e r i z i n g  
a b o l t i n g  event  might a l s o  be inc luded w i th  t h e  ca tegory  i n fo r -  
mation bu t  has been omi t ted here  f o r  s i m p l i c i t y .  

5. Abs t rac t i on  

Since a use r  may t h i n k  a t  vary ing  l e v e l s  of d e t a i l ,  it i s  
impor tant  i n  our second t a s k  domain f o r  t h e  semant ic  system t o  
be a b l e  t o  encode in format ion a t  mu l t i p l e  l e v e l s  of  a b s t r a c t i o n  
and have some c a p a b i l i t y  f o r  jumping from one l e v e l  t o  ano ther .  
F igure  9 shows one way i n  which n e t  p a r t i t i o n i n g  may be used t o  
encode an  a t t a c h i n g  event  A a t  two l e v e l s  of d e t a i l .  By viewing 
t h e  network from t h e  vantage of  space S2 (which l i e s  below S1 i n  
t h e  o rde r i ng  and is  a s i s t e r  space t o  S 3 ) ,  A i s  seen t o  be an 
element of < to-at tach)  s i n c e  t h e  e a r c , l y i n g  i n  S2 is v i s i b l e .  
S ince t h e  in format ion l y i ng  i n  S3 i s  i n v i s i b l e  from S2, A appears 
t o  have on ly  a n  # @ a c t o r  and a s e t  of # @ p a r t s  and i s  no t  seen t o  
invo lve  # @ f a s t e n e r s .  From S3, t h e  same event  may be viewed wi th  
more d e t a i l .  F i r s t ,  t h e  e a r c  from A t o  < to -a t tach)  i s  i n v i s i b l e  
and A i s  t hus  seen a s  an element of < to -bo l t ) ,  a subse t  o f  
< to-at tach) .  Fu r the r ,  a t  t h i s  f i n e r  l e v e l  o f  d e t a i l ,  t h e  
# @ f a s t e n e r s  involved i n  t h e  a t t a c h i n g  ( b o l t i n g )  event  a r e  v i s i b l e  
(as  a r e  t o o l s ,  and so  on, which a r e  omi t ted from t h e  f i g u r e  f o r  
s i m p l i c i t y .  ) 
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Figure 9. Viewinq a bolting at two levels o f  detall. 



6. Processes 

An important aspect of the workstation domain is that of 
change. Since sequences of change tend to follow certain regular 
patterns, it is conveninet to organize the recurring sequences 
of change into categories, grouping similar sequences together. 
Each category of sequential change is tantamount to an event 
category, the members of which may be thought of as individual 
enactments of a common plot or script that encodes a generalized 
pattern of change. For example, every event of tightening bolts 
follows the plot that consists of finding a wrench, putting the 
wrench on the bolt, twisting the bolt clockwise, and so on. Each 
enactment casts different actors in the various roles, but follows 
the sane basic pattern. 

Since the members of a particular event category may be 
distinguished as exactly those instantiations of sequential change 
that follow some particular script, the script itself forms the 
basis for a rule defining the event category. 
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The Choice o f  Semant ic R e p r e s e n t a t i o n  i n  a  QAS 

J.C. Simon 

1 .  I n t r o d u c t i o n  

It i s  now g e n e r a l l y  recogn ized  t h a t  a  quest ion-answer ing 
system h a s  t o  have some l i m i t a t i o n s  i n  o r d e r  t o  b e  r e a l i s t i c :  

a )  i n  t h e  o u t s i d e  u n i v e r s e  ( t h e  domain) ,  

b )  i n  t h e  language o f  communication ( i n p u t - o u t p u t ) ,  

C )  i n  t h e  a b i l i t y  o f  r e a s o n i n g  ( t h e  i n t e l l i g e n c e ) .  

At t h e  I n s t i t u t  d e  Programmation, we d e c i d e d  t o  s e l e c t  t h e  
r e s t r i c t e d  domains o f  l e a r n i n g  e lementa ry  a r i t h m e t i c  and s i m p l e  
s t o r i e s  ( f a b l e s )  i n  o r d e r  t o  bypass,  i n  a  way, t h e  l i n g u i s t i c  
problems o f  t h e  communication language and t o  restr ict t h e  
semant i c  r e p r e s e n t a t i o n s  t o  a  s t r i c t  model. 

I n  f a c t ,  t h e  c h o i c e  of  t h e  "deep s t r u c t u r e "  and o f  t h e  b a s i c  
o p e r a t o r s  a c t i n g  on it i s  made a  p r i o r i ,  w i t h  some l e a r n i n g  
a b i l i t i e s .  A c a p a c i t y  o f  p lanned e x t e n s i o n  seems e s s e n t i a l  t o  
any QAS and c a n n o t  reasonab ly  be  hoped f o r  i f  t h e  semant i c  
r e p r e s e n t a t i o n  is n o t  r e s t r i c t e d  t o  a  fo rma l i zed  s imp le  s t r u c t u r e .  
Another p o i n t  o f  impor tance is  t h e  n a t u r e  o f  t h e  implementat ion 
o f  t h e  semant i c  i n f o r m a t i o n .  I n  a  s e n s e ,  a  comparison may b e  
made w i t h  t h e  implementat ion o f  a  "computing f u n c t i o n n - - e i t h e r  
a n  a l g o r i t h m  o r  a  t a b l e .  The f i r s t  t y p e  is  q u i t e  g e n e r a l  and 
works on a l l  t h e  v a r i a b l e  space  ( p o s s i b l y ) ;  t h e  second is  more 
f l e x i b l e ,  b u t  no " e x t e n s i o n "  is  p e r m i s s i b l e  o u t s i d e  of  t h e  t a b l e  
e n t r i e s .  I n  r e p r e s e n t i n g  a  "semant i c  f u n c t i o n , "  t h e  same con- 
f l i c t  a r i s e s  between g e n e r a l i t y  and e x c e p t i o n s ;  a  l i n g u i s t ' s  
p r o v e r b  s a y s ,  "a grammar always l e a k s .  I' 

A compromise h a s  t o  be  dec ided  f o r  t h e  r e p r e s e n t a t i o n  of  t h e  
semant i c  s p a c e  and o p e r a t o r s  a c t i n g  on t h a t  space .  Bu i ld ing  it 
around a  theorem prover  means t h a t  one b e l i e v e s  t h a t  t h e  u n i v e r s e  
c a n  be  modeled by a l g o r i t h m s  r a t h e r  t h a n  by a  set o f  s p e c i f i c  
i n f o r m a t i o n s .  On t h e  o t h e r  hand, semant i c  n e t s  have been found 
o b j e c t i o n a b l e  because  o f  t h e i r  l i m i t e d  c a p a c i t y  f o r  r e a s o n i n g .  
Our c h o i c e  is  t o  b u i l d  up t h e  s e n a n t i c  i n f o r m a t i o n  i n t o  a n  improved 
semant i c  n e t ,  r e l y i n g  on t h e  i d e a  o f  c a t e g o r i e s  ( l a t e r  on a l s o  
c a l l e d  t y p e s  o r  c l a s s ) ,  and a l s o ,  a t  t h e  same t i m e ,  t o  b u i l d  up 
t h e  communication language.  



2 .  P r o j e c t  o f  J.P.  Jouannaud, G. Guiho, J .P.  T r e u i l  

The domain is f o rmat ion  concep t  i n  e lementa ry  a r i t h m e t i c .  
The d a t a  b a s e  is made of  " t ypes"  connected by l i a i s o n s .  These 
t y p e s  a r e  d e f i n e d  by some memory i n f o r m a t i o n  and/or  p r o p e r t i e s .  
They a r e  i n t e r p r e t e d  by a  s t r u c t u r e .  O p e r a t o r s  may a c t  on t h e  
d a t a  b a s e  and on t h e  i n t e r p r e t a t i v e  s t r u c t u r e .  A set of  h e u r i s -  
t ics  c o n t r o l s  t h e  l e a r n i n g  phase.  

Only q u e s t i o n s ,  s t a t e m e n t s ,  and answers  a r e  p lanned.  The 
d i f f i c u l t i e s  o f  t h e  communication language a r e  d e l i b e r a t e l y  by- 
passed.  I n  f a c t ,  we a r e  main ly  i n t e r e s t e d  i n  t h e  l e a r n i n g  
process- -here t h e  fo rmat ion  o f  c o n c e p t s .  

The o p e r a t o r s  a r e  r e p r e s e n t e d  i n  A-calculus formal ism,  con- 
v e n i e n t  a s  t h e  a tomic  t y p e s  a r e  s t r i n g s  o f  c h a r a c t e r s .  A t  t h e  
s t a r t ,  t h e  u s u a l  b a s i c  o p e r a t o r s  o f  A-calculus a r e  g i v e n .  

Only a  few t y p e s  e x i s t  a t  t h e  s t a r t ,  t h e  i d e a  be ing t o  
g e n e r a t e  new t y p e s  from t h e  b a s e  t y p e s ,  t h e  quest ion-answers ,  
and t h e  o p e r a t o r s .  H e u r i s t i c s  a l s o  a l l o w  g e n e r a t i n g  new opera -  
t o r s  and e s t i m a t i n g  them ( p a r t i a l l y ) .  

A new i n f o r m a t i o n  such a s  a  s t a t e m e n t  w i l l :  

a )  e i t h e r  be  p u t  i n  an e x i s t i n g  t y p e ,  

b )  modify t h e  s t r u c t u r e  and c r e a t e  new t y p e s .  

The "autonomous" work on t h e  semant i c  s t r u c t u r e  a l l o w s  : 

a )  c r e a t i n g  new o p e r a t o r s ,  

b )  b u i l d i n g  new l i n k s  between t y p e s ,  

c )  c r e a t i n g  new atomic  t y p e s  and p o s s i b l y  new h e u r i s t i c s  
o f  u t i l i z a t i o n .  

The A-ca lcu lus  i s  used i n  ( a )  and ( b ) ,  i n  p a r t i c u l a r  t h e  "combi- 
n a t o r s "  such a s  s u b s t i t u t i o n ,  a b s t r a c t i o n ,  and g e n e r a l i z a t i o n .  

H e u r i s t i c s  of f o r g e t t i n g  a r e  p lanned,  s o  a s  t o  l i m i t  t h e  
growth.  The i n t e r a c t i o n  w i t h  t h e  p r o f e s s o r  w i l l  a l s o  a l l o w  
p run ing  t h e  s t r u c t u r e  through t h e  human e v a l u a t i o n  o f  u s e f u l n e s s .  

3 .  P r o j e c t  o f  G.  Sabah, G. Loyo, M. Puz in  

T h i s  p r o j e c t  re l ies on t h e  f a c i l i t i e s  o f f e r e d  by SIMULA 67 ,  
which e a s i l y  a l l ows  s e t t i n g  up c a t e g o r i e s  by t h e  c l a s s  p r o c e s s .  
The c a t e g o r i e s  a r e  t ree s t r u c t u r e s  o f  c l a s s e s ,  each o f  which h a s  
a t t r i b u t e s  and/or  p rocedures .  By l i n k i n g  v a r i o u s  trees, a l a t t i c e  
s t r u c t u r e  may be o b t a i n e d .  



A  p h r a s e  i s  a g a i n  o n l y  a n  a s s e r t i o n ,  a  q u e s t i o n ,  o r  an 
answer.  The deep  s t r u c t u r e  i n t o  which t h e  i n t e r p r e t a t i o n  i s  made 
is unique.  Thus a  p h r a s e  h a s  t o  be  matched t o  t h e  deep  s t r u c t u r e .  
The o p e r a t o r s  a c t i n g  on t h e  semant i c  n e t  a r e  t h e  m o n i t o r ,  t h e  
a n a l y z e r  ( i n p u t - o u t p u t ) ,  and t h e  o p e r a t o r s  e x p l o i t i n g  o r  modify- 
i n g  t h e  memory s t r u c t u r e .  

G e n e r a l i z a t i o n  c a p a c i t y  i s  n a t u r a l l y  embedded i n  t h e  tree 
s t r u c t u r e  o f  t h e  c l a s s  c a t e g o r i e s .  The d i f f e r e n t  t y p e s  o f  
c l a s s e s  u t i l i z e d  a r e :  

a )  ELEMENT - a  word of  t h e  vocabu la ry ;  

b )  ASSERTION - c o n t a i n s  t h e  i n f o r m a t i o n  r e l a t i v e  t o  a  
s t a t e m e n t ;  

c )  OBPEN - t h e  d i f f e r e n t  nominal syntagms (N.S.) o c c u r r i n g  
i n  a  ph rase ;  

d )  PREDI - t h e  p r e d i c a t e  of  t h e  p h r a s e .  

Along w i t h  F i l l m o r e ,  Anderson, and Bower, we dec ided  t h a t  a  
p h r a s e  i s  a  " p r e d i c a t e "  abou t  an " o b j e c t  of  t h o u g h t , "  i n  a  con- 
t e x t  ( t i m e  and l o c u s ) .  T h i s  i s  r e p r e s e n t e d  by t h e  s imp le  r u l e s  

A s s e r t i o n  - ( c o n t e x t )  + N .  S. + P r e d i c a t e  

Con tex t  - (N.S. ) + (N.S. ) 

( s i g n i f i e s  one  o r  8 ,  { 1 one  o r  more. 

As a n  example,  l e t  u s  g i v e  t h e  composi t ion of  an o b j e c t  o f  t h e  
c l a s s  PREDI: 

Q u a l i f i c a t i o n  ( p o i n t s  toward a n  ELEMENT) 

Source 

P r i n c i p l e  a g e n t  

Theme 

Goal 

Secondary a g e n t  

Locus 

( p o i n t s  toward a n  OBPEN) 

r e p r e s e c t s  t h e  semant i c  r e l a -  
t i o n s :  t h e  c a s e .  



Most o f  t h e  t i m e ,  a n  o b j e c t  PREDI is a v e r b ,  though it a l s o  may 
be  a n  a d j e c t i v e  o r  a p r e p o s i t i o n .  For  a v e r b ,  f i v e  "cases"  a r e  
d i s t i n g u i s h e d .  

s t a t e  v e r b :  t h e  sky  i s  b l u e  

p r o c e s s e s  ve rb :  t h e  f o x  sees g r a p e s  

a c t i o n  v e r b :  Mary d a n c e s  

a c t i o n  p r o c e s s e s  v e r b :  Pau l  c u t s  a s t r i n g  

l o c u s  ve rb :  Pau l  i s  i n  t h e  garden .  

An incoming p h r a s e  w i l l  e i t h e r :  

a )  modify t h e  memory, 

b )  provoke an a c t i o n  ( r e a s o n i n g  w i t h  a p o s s i b l e  a n s w e r ) .  

The phase ,  " t h e  f o x  sees g r a p e s , "  be longs t o  ( a ) ~  t h e  words 
a r e  recogn ized  b u t  n o t  unders tood .  The p h r a s e ,  speak a b o u t  
t h e  g r a p e s , "  is unders tood i n  t h e  s e n s e  t h a t  it w i l l  be  fo l lowed 
by t h e  e x e c u t i o n  of a p rocedure  g i v i n g  a speech a b o u t  g r a p e s .  
The p h r a s e ,  " t h e  fox  i s  a n  a n i m a l , "  i s  unders tood  i n  t h e  s e n s e  
t h a t  t h e  o b j e c t  fox is  c r e a t e d  a s  t h e  sum o f  t h e  o b j e c t  an imal .  

The g e n e r a l i z a t i o n s  a r e  p o t e n t i a l l y  made by go ing up  and 
down a c l a s s  tree, a s  i n  NAGAO semant i c  trees. The r e s t r i c t i o n s  
a r e  made by i n t e r a c t i o n  w i t h  t h e  p r o f e s s o r .  

The t h r e e  main d i r e c t i n g  i d e a s  o f  t h i s  p r o j e c t  a r e :  

a )  t h e  e x i s t p n c e  o f  a minimum a p r i o r i  knowledge, 

b )  t h e  c h o i c e  of  a semant i c  deep  s t r u c t u r e ,  

C )  t h e  p o s s i b i l i t y  o f  a l e a r n i n g  f o r  t h e  o p e r a t o r s  modi- 
f y i n g  and hand l ing  t h i s  s t r u c t u r e .  

4 .  Conc lus ion 

To d a t e  ( J u n e  ' 7 5 ) ,  t h e  implementat ion by program o f  t h e  
two p r o j e c t s  i s  50% made up. The f i r s t  r e s u l t s  have been o b t a i n e d  
and a r e  encourag ing.  The emphasis o f  o u r  approach i s  on t h e  
c a p a b i l i t i e s  o f  t h e  semant i c  deep  s t r u c t u r e  and on i ts  e x t e n s i -  
b i l i t y .  Of c o u r s e ,  a t  t h e  s t a r t ,  t h e  l i n g u i s t i c  communications 
a r e  poor ,  i n  t h e  s e n s e  t h a t  t h e  QAS d o e s  n o t  unders tand  c e r t a i n  
t y p e s  o f  p h r a s e s .  The communication language  h a s  t o  be  l e a r n e d  
and r e f i n e d  d u r i n g  t h e  l e a r n i n g  phases.  



Analysis of Japanese Sentences by Using Semantic 

and Contextual Information 

Makoto Nagao and Jun-Ichi Tsujii 

1. Introduction 

We are developing a question-answering system with natural 
language input. In this paper, we describe the organization of 
the natural language parser, which we have developed in the past 
two years. The parser can transform a fairly complicated sen- 
tence into a deep case structure by utilizing detailed semantic 
descriptions in the dictionary and contextual information 
extracted from the preceding sentences. 

In most of the artificial intelligence approaches to the 
understanding of natural language, knowledge structures, which 
are convenient for logical operations, are used in order to 
represent both semantic and contextual information. In fact, 
logical expressions are suitable for solving some kinds of pro- 
blems in natural language, especially in the deep deductive 
stage of understanding. 

However, the intuitive reasoning, which is not well for- 
malized as logical operation, plays more important roles in the 
human understanding process. We think that intuitive 
reasoning is completely based on the language activity in the 
human brain, and the association functions such as semantic 
similarity among words, semantic deepness of an interpretation, 
probability of associative occurrence of events, etc., together 
with the knowledge structures and short-, intermediate-, and 
long-term memories, are inherent in the question-answering 
activities. Our approach to question-answering, therefore, is 
not based on formal logics, but on deep structures of natural 
language and some heuristics. 

We express the meaning of a word in view of how it is related 
to other words. The meaning of a verb is described in the form 
of "activity patterns" in the verb dictionary. Activity pattern 
is actually the case frame of a verb and its related additional 
information. Case frame represents itself as to what kind of 
cases the activity requires, and what kind of objects will be 
supplied for each case. Additional information concerns how an 
activity pattern is related to other activity patterns by 
causal relationships. By using this description, we can infer 
what activities and change will follow the present activity. 



The human abstraction process from a sentence to cognition 
consists of several stages. The logical expression may be used 
somewhere in the final stages. In the intermediate stages, we 
use several kinds of memory structures such as short-term memory, 
intermediate-term memory, and so on. We provide such memory 
structures in our system. By combining these structures with 
semantic descriptions of words, our system can analyze fairly 
complicated Japanese sentences. 

To start with the construction of a question-answering 
system, we have confined ourselves to the field of elementary 
chemistry where we can describe rather easily the semantic world 
in detail. From elementary and middle-school textbooks on 
chemistry, we chose sample sentences of natural language 
analysis. This choice was due to the small irregularity of the 
styles in these Japanese sentences, although they contain 
enough complexity of the Japanese language. 

The Japanese language is a typical SOV language. The word 
order is rather arbitrary except that the main verb comes last. 
The subject noun is often omitted when it can be easily surmised. 
Cases such as subjective case, objective case, and dative case 
are syntactically indicated by postpositions, but they can be 
ambiguously used for several cases. So the determination of the 
sentence structure is strongly dependent on semantics and 
contextual situations. This paper is an attempt to surmount 
these difficulties by an artificial intelligence approach. Use 
is made of chemistry semantics, contextual information, and so 
on, and the analysis program is written by PLATON (Programing 
LAnguage for Tree OperatioN), which we have developed on LISP. - 
It has the facilities of pattern matching and flexible back- 
tracking. A grammar written by PLATON not only maintains the 
clarity of syntax, but also provides adequate semantic and 
contextual representations. 

2. Lexical Descriptions of Words 

2.1 Noun Description 

Most nouns have definite meaning by themselves. We call 
them entity nouns. An entity noun is considered to represent a 
set of objects, and therefore is taken as a name of the set. The 
objects belonging to the set may share the same properties. By 
introducing another property, the set may be divided into a 
number of subsets, each of which is expressed by another noun. 
We describe such set-inclusion relationships and set properties 
in the noun dictionary. 

We represent a property of a noun by an attribute-value pair 
expressed simply by an abbreviated form (A V). For instance, 
the dictionary contents of the nouns "material" and "liquid" are: 



material: ( ( SP) (ATTR (STATE) (MASS) (COLOR) (SHAPE) . . .) ) 

liquid : ( ( SP material) (ATTR (STATE LIQUID) (SHAPE NIL ) ) ) . 
The descriptions (STATE)(MASS) and so on in the definition of 
"material," which lack the value part V, show that "material" 
may have arbitrary values of these attributes. In the definition 
of "liquid," there is a SP-link to "material," which means that 
"material" is a superset concept of "liquid," or that "liquid" 
is a subset or a lower concept of "material." The objects 
belonging to a subset are considered to have the same properties 
as the objects of the superset, in addition to the properties 
described explicitly in its definition. 

By the above descriptions, we can see that the value of the 
attribute STATE of "liquid" is LIQUID, and that of SHAPE is the 
special value NIL. The value NIL means "liquid" can not have 
any value of SHAPE. By tracing up the SP-links, we can retrieve 
all the (A V) pairs of an object, where we assume the value of 
an attribute of a lower concept has precedence over that of the 
upper concept. For instance, we can obtain the following full 
description of "liquid": 

liquid : ( (ATTR (STATE LIQUID) (SHAPE NIL) (MASS) (COLOR) . . . ) ) . 
These upper-lower relationships among entity nouns are not 

expressed by a tree structure. Some nouns may have properties 
of more than one different noun. "Water" is such an example. 
"Water" has the properties of both "liquid" and "compound." We 
permit a noun to have several upper concepts. The relationships 
are then represented by a lattice as shown in Figure 1. 

material  

chlor ide 
( s a l t )  

z inc 

s a l t  
so lut ion ammonia 

Figure 1. Upper-lower relationships among nouns. 



Although most nouns are regarded as entity nouns, there are 
a few nouns which have relational functions. We call them 
relational nouns. "Father" is a familiar example of such a word. 
In order to identify a person indicated by the word, we have to 
know whose father he is. In the chemical field, we can easily 
find such nouns, for example "weight," "temperature," "color," 
"mass," and so on. They are called attribute nouns. Their 
meanings are described in different ways from that of ordinary 
nouns. Figure 2 shows some examples. Here, A-ST designates 
the standard name of the attribute that is expressed by the word. 

( ONDO ( (NF N-A) (A-ST TEMPERATURE) (SP ZOKUSEI RYOU ) ) ) 
temperature a t t r i b u t e  quan t i t y  

( SHITSURYOU ( (NF N-A) (A-ST MASS) (SP ZOKUSEI RYO ) ) ) 

mass a t t r i b u t e  quan t i t y  

( OOKISA ( (NF N-A) (A-ST VOLUME MASS LENGTH AREA ) 
s i z e  (SP ZOKUSEI RYO ) 1)  

a t t r i b u t e  quan t i t y  

( IRO ( (NF N-A) (A-ST COMR) (SP ZOKUSEI SRITSU) ) ) 
co lo r  a t t r i b u t e  q u a l i t y  

An a t t r i b u t e  noun may express more than one standard a t t r i b u t e  
OOKISA ( s i z e )  expresses VOLUME, MASS, LENGTH, AREA, and which a t t r i b u t e  
it expresses depends upon what e n t i t y  noun i s  used with it. 

A t t r i b u t e  nouns a r e  fu r the r  c l a s s i f i e d  i n t o  two groups--quant i tat ive 
and q u a l i t a t i v e .  A q u a l i t a t i v e  a t t r i b u t e  noun cannot be a case element 
of t h e  verbs which requ i re  q u a n t i t a t i v e  nouns. The verbs "FUERU" ( increase)  
and "HERU" (decrease) a r e  such examples. 

Figure 2. Attribute nouns. 

"Liquid" is another example of relational nouns. The 
Japanese word which corresponds to "liquid" is "EKITAI." Though 
"liquid" in English represents two parts of speech, that is, 
noun and adjective, "EKITAI" in Japanese is categorized syntac- 
tically as a noun. But semantically "EKITAI" has two different 
meanings, one corresponding to the noun usage of "liquid," the 
other corresponding to the adjective usage. The noun "EKITAI" 
in the adjective usage is called a value noun of the attribute 
STATE. Another Japanes word "AKAIRO," which corresponds to 
"red color" in English is also a value noun of the attribute 
COLOR. Figure 3 shows the description of these nouns in the 
noun dictionary. 



( EKITAI ( (NF N-E) (SP BUSSHITSU) (ATR (STATE LIQUID) (SHAPE NIL) ) ) 

l i q u i d  mate r ia l  

( (NF N-V) (V-DESCRIPTION (STATE LIQUID))) 

( AKAIRO ( (NF N-E) (SP IRO ) ) ) 

red co lo r  

( (NF N-V) (v-DESCRIPTION (COLOR RED) ) ) 

Figure 3. Value nouns. 

There are other kinds of relational nouns in Japanese, e-g., 
action noun, prepositional noun, anaphoric noun, and function 
noun. Action noun is the nominalization of a verb. For example, 
"KANSATSU" (observation) is the nominalization of the verb 
"KANSATSU-SURU" (observe.) We describe this in the dictionary 
by giving the link to the original verb and other additional 
information. 

There are no words in Japanese which correspond to preposi- 
tions in English, but some special nouns play the role of prepo- 
sitions. We call such nouns prepositional nouns. Because a 
prepositional noun usually has more than one meaning, just as a 
English preposition has, we attach semantic conditions in order 
to disambiguate them. Figure 4 shows examples of lexical descrip- 
tions of prepositional nouns. Corresponding to each meaning of 
them, we give a triplet.. The first element of it is the semantic 
condition. If the condition is satisfied, the corresponding 
second element is adopted as the meaning. If not, the next 
triplet is tried. The second element of a triplet represents 
the whole meaning of the phrase. For example, the whole meaning 
of the phrase "TSUKUE (desk-entity noun) NO (of) UE (on-- 
prepositional noun)" (on the desk) is PLACE. The third element 
of a triplet expresses the relationship by which the other noun 
in the phrase may specialize the whole meaning. 

( MAE ( (NF. N-P) (F-DESCRIPTION) ) ) 
before 
i n  f r o n t  of ((CAT ACTION) TIME BEFORE) ) 

( (AND (CAT N-E) (LOWER W U G U  ) ) ) 

instrument 
( (BUSSHITSU) PLACE IN-FRONT-OF) 

mater ia l  

( NAKA ( (NF N-P) (F-DESCRIPTION) ) ) 
i n  

( OR (LOWER YOUKI ) (LOWER EKITAI) PLACE IN) 
conta iner  l i q u i d  

C 

Figure 4. Prepositional nouns. 



2.2 Verb Description 

Verbs, adjectives, and prepositions in English have relational 
meanings with nouns. A verb represents a certain activity, while 
the agent who causes the activity is not inherent to the meaning 
of the verb, the same with the object which the activity affects, and 
the other components. They appear in a sentence with certain 
loose relations to a verb of the sentence. In our system, the 
meaning of a verb is described by setting up several relational 
slots which will be filled in by nouns. In this sense, the 
meaning of a verb is not confined to itself, but is related to 
nouns. 

We describe these relations by using the case concept 
introduced by C.J. Fillmore. Case may be looked upon as a role 
which an object plays in an activity. Because several objects 
usually participate in an activity, there are several cases 
associated with an activity. An object is expressed by a noun 
phrase, and an activity by a verb in a sentence. A sentence 
instantiates an activity by supplying noun phrases to the cases 
associated with the activity. We call such instantiated activity 
an event. The problem is to decide what case a noun phrase takes 
to a verb in a sentence. 

Though there are usually some syntactic clues in a sentence 
as to how it instantiates an activity, they are not enough to 
decide the case relationships between noun phrases and a verb. 
To do it, we need not only syntactic information but also a 
semantic one. A verb has its own special usage patterns. That 
is, certain kinds of cases are necessary for the activity, and 
certain kinds of objects are preferable as the case elements. 
We call these patterns case frames of verbs, and express them 
by a list of case pairs such as (CASE-ELEMENT: NOUN). A verb 
usually has more than one case frame corresponding to the dif- 
ferent usages of it. A typical description of a verb is shown 
in Figure 5. 

( TOKASU (CF 
melt  ( ( ACT NINGEN ) ( O W  KOTAI) ( I N  E K I T A I )  ) ) ) 
d isso lve  human being s o l i d  l iqu id  

( (ACT NINGEN ) (OW KOTAI) (INST) ) 
human being s o l i d  

( (ACT SAN ) ( O W  KINZOKU 11 
acid metal 

Figure 5. A typical description of a verb. 



According to this description, we understand that the verb 
"TOKASU" (melt, dissolve) has two different usages. In one 
usage, the verb takes the ACTOR case, and prefers to take the 
subconcepts of the noun "NINGEN" (human being) as the case 
element. In such a way, case frame descriptions are closely 
connected with the noun descriptions, especially of the upper- 
lower concept relationships among nouns. 

There are two kinds of cases, intrinsic case and extrinsic 
case. The intrinsic cases of a verb are essential ones for the 
activity, but extrinsic cases are not. For example, the cases 
of TIME and PLACE, which express when and where an event occurs, 
are extrinsic ones for ordinary verbs. Most activities can be 
modified by these extrinsic cases, but the kinds of nouns pre- 
ferred for these case elements do not strongly depend on the 
kinds of activities. Therefore, we describe only the intrinsic 
cases in the verb dictionary. We set up fourteen cases, as 
shown in Table 1, for the analysis of sentences in the textbook 
of elementary chemistry. 

In order to resolve the syntactic ambiquities of a sentence, 
it is also necessary to utilize contextual information obtained 
by the preceding sentences. When one knows a certain event has 
occurred, he can expect what events will occur in succession, 
and what changes the objects participating in the event will 
suffer. This kind of expectation plays an important role in 
understanding sentences. Various kinds of associations cluster 
richly around an individual activity such as human knowledge. 
One can perform contextual analysis of language by using these 
associations. 

We append this kind of individual knowledge to a case frame 
of a verb. The following two items are described for each verb 
in the verb dictionary. 

1) CON: this means the consequent activities which may 
probably follow the activity of the verb, but not 
necessarily. 

2) NTRANS: this means the resultant relations which may 
hold between the activity and the objects in view of 
how theobjects will be influenced by the activity. 
In our system, the influence on the objects is described 
by the following three expressions. 

a) (ADD case a-set-of- (A V) -pairs) 

b) (DELETE case a-set-of-attributes) 

By a), we mean that the object in the case indicated by the 
second element comes to have a set of properties indicated by the 
third element; b) is for the deletion of a set of properties 



Table 1. 

1) ACT: ACTor is  respons ib le  f o r  ac t ion .  

KARE- GA IOU -0 SHIKENXAN-NI IRERU . 
(he)-(ACT) (su l fu r ) - (OW)  ( t e s t  tube)- ( IN,  PLACE, e t c . )  (put  i n )  

( % p u t s  s u l f u r  i n  a t e s t  tube. )  

I n  t h e  chemical f i e l d ,  a chemical o b j e c t  is o f t e n  regarded a s  ACTor 
of an a c t i o n ,  though it does no t  exerc i se  i n t e n t i o n  t o  do t h e  act ion.  For 
example, t h e  underl ined word i n  t h e  fol lowing sentence is regarded a s  ACT. 

ENSAN -WA DOU -0 TOKASU. 
(hydroch lor ic  ac id )  - ( a l l  cases)  (copper) - (OW) (melt)  

(Hydrochloric ac id  me l t s  copper.) 

2 )  SUBS: SUEUect is one which is t h e  main o b j e c t  of t a l k  i n  a sentence. 

a )  KITAI-NO TAISEKI - GA FUERU. 
(gas) (volume) - (SUBS) ( inc rease)  

(The volume of t h e  gas  increases.  ) 

b)  IOU - WA KIIROI. 
( s u l f u r )  - (SUBJ) (yellow) 

(Sul fur  is yellow.) 

C)  KITAI- GA HASSEI-SURU~ 
(gas)  - (SUBS) (be c rea ted)  

(e is created. )  

'1n Japanese, t h i s  sentence is not  i n  pass ive voice. 

3 )  OM: OBJect is t h e  rece iv ing end of an a c t i v i t y .  I t  is  a f fec ted  
by t h e  a c t i v i t y .  

a )  KARE- GA MIZU - 0 NESSURU. 
(he)-  (SUM) (water)  - (OW) (hea t )  

(He hea ts  t h e  water. ) 

b)  ENSAN - G A E  - OTOKASU. 
(hydrochlor ic ac id ) -  (ACT) (z inc )  - (OW) (mel t )  

(Hydrochloric ac id  me l t s  zinc.) 



Table 1 (continued). 

4)  IOBJ: This case i s  semantically t he  most neutral case. I t  is an 
object or  concept which i s  affected by an ac t i v i t y ,  and which 
is not OBJect. This case is usual ly special ized by other 
cases such as  PLACE, TO, I N ,  and so on, depending on the  
semantic in terpretat ion of the verb i t s e l f .  

WU - 0 ENSAN-NI TSUKERU. 
(copper) - (OW) (hydrochloric acid) - ( I O B J )  (dip) 

( I N )  

(Someone dips copper i n  hydrochloric acid.) 

5) FROM: FROM describes a former posit ion or  s ta te .  By the physical 
objects with verbs: put, give, receive, and so on, FROM is 
the  previous location of the  OBJECP. 

a)  SHIKENKAN-KAFW BEAKER-E EKITAI-0 
( t e s t  tube) - (FROM) (beaker) - (PLACE) ( l iquid)  - (OBJECP) 

UTSUSU. 
(pour) 

((Someone) pour the  l iquid from the  t e s t  tube i n t o  the  beaker. 

b) KAGOUBUTSU-KAFW SUISO -GA HASSEISURU. 
(compound) - (FROM) (hydrogen) - (SUBJ) (be generated) 

(Hydrogen i s  generated from the  compound. ) 

'1n Japanese, t h i s  sentence i s  not in  the passive voice. 

6) RESULT: RESULT is t o  the  future a s  FROM i s  t o  the  past.  

MIZU - GA SUIJOUKI-NI NARU . 
(water)- (SUM) (steam) (RESULT) (become) 

(The water becomes steam.) 

7)  INST :  INSTrument is an object used a s  a tool.  

GAS-BURNER-DE MIZU - 0 NESSURU. 
(gas burner) - (INST) (water) - (OM) (heat) 

((Someone) heats water by a gas burner.) 



Table 1 (con t inued) .  

8) TO: T h i s  is a dest inat ion of s o m e t h i n g  i n  the  a c t i o n .  

a )  SUIBUN - GA NAKUNARU TOKI MADE NESSHI TSUZUKERU. 
( w a t e r ) - ( S U B J )  ( b e  g o n e )  (time) ( t i l l )  ( h e a t )  ( c o n t i n u e )  

( C o n t i n u e  t o  heat ( i t )  till w a t e r  is gone. 

b )  MIZU-o loOc-NI HIYASU. 
( w a t e r )  - ( O M )  (lO°C) - (TO) ( r e f r i g e r a t e )  

( ( S o m e o n e )  refrigerates t he  w a t e r  t o  B. 

KORE - 0 SHITSURYOUHOZON-NO HOUSOKU- TO I U .  
( i t )  - ( O M )  ( t h e  c o n s e r v a t i o n  of m a s s )  ( l a w )  - (FACT) ( c a l l )  

(We cal l  it the  l a w  of c o n s e r v a t i o n  of m a s s . )  

1 0 )  PLACE: 

ALCOHOL-LAMP-NO YOKO -N I  BEAKER-0 OKU . 
( a l c o h o l  l a m p )  ( s i d e )  - (PLACE) ( b e a k e r )  - ( O W )  ( p u t )  

( ( S o m e o n e )  puts a b e a k e r  o n  the  side of a n  alcohol l a m p . )  

1 1 )  I N :  T h i s  is t he  case w h i c h  is m o r e  specif ic t h a n  PLACE. 

MIZU - 0 SHIKENKAN-NI IRERU . 
( w a t e r )  ( O M )  ( t e s t  t u b e )  - ( I N )  ( p o u r )  

( ( S o m e o n e )  pour w a t e r  i n  a tes t  tube. ) 

1 2 )  SOURCE: T h i s  s h o w s  m a t e r i a l s  of c o m p o u n d s .  

ENSOSANNATRIUM -WA ENSO, SANS0 , NATRIUM -KARA 
( s o d i u m  c h l o r a t e )  - (SUBJ) ( c h l o r i n e )  ( o x y g e n )  ( n a t r i u m )  - (SOURCE) 

DEKITEIRU. 
( c o n s i s t )  

( S o d i u m  chlorate c o n s i s t s  of c h l o r i n e ,  oxygen, a n d  n a t r i u m . )  



Table 1 (concluded) . 

1 3 )  CAUSE: T h i s  s h o w s  a r e a s o n  or cause of the ac t iv i t y .  

NESSHITA-TAME - N I  HAGESHIKU KAGOUSURU. 
( h e a t )  - ( r e a s o n )  - (CAUSE) ( v i o l e n t l y )  ( r e a c t )  

( B e c a u s e  ( s o m e o n e )  heats ( t h e m )  , ( t h e y )  react v i o l e n t l y .  

1 4 )  TIME: 

NESSHITA-TOKI -N I  SANSO-GA HASSEISURU . 
( h e a t )  ( t i m e )  - (TIME) ( o x y g e n )  - ( S U B J )  ( b e  g e n e r a t e d )  

( O x y g e n  is g e n e r a t e d  w h e n  ( s o m e o n e )  heats ( i t )  . 

from the object; c) shows that some objects will be created by 
the activity. 

A typical example using CON expression is shown in Figure 6. 
When we have completed the analysis of the sentence: 

IOU-0 SHIKENKAN-NI IRERU. 
sulfur - (object) test tube-(in, result, etc.) put in 

(Someone puts sulfur in test tube.) 

each case of the case frame of the verb "IRERU" (put in) is 
instantiated by an object referred to in the sentence. Then we 
can instantiate the expression of CON, and we conclude, "the 
sulfur is in the test tube." Figure 7 shows an example using 
NTRANS expression. From this expression, one can see the verb 
"tokasu" has two different meanings. One corresponds to "melt," 
and the other to "dissolve in" in English. When we analyze the 
sentence : 

DOU-0 TOKASU . 
copper- (object) dissolve, melt 

(Someone melts copper.) 

we adopt the first case frame of "TOKASU" (melt), because it 
gives the highest matched value against the sentence (See section 
3.4). As the result of evaluating the NTRANS expression in the 
case frame, we conclude that the copper is now in the liquid 
state. In the lexical description, copper is a lower concept of 
solid, so that copper in general behaves as a solid object. 



( IRERU ( C F  
p u t  i n  

( A m  NINGEN) ( O B J  BUSSHITSU)  ( I N  YOUKI) ) ) 
( h u m a n  b e i n g s )  ( m a t e r i a l )  ( c o n t a i n e r )  

( CON (ARU (SOW ( 0 1 3 ~ 1  (PLACE (IN ( IN) ) )  ) 1 )  

T h e  f unc t i on  retrieves the d e s i g n a t e d  c a s e - e l e m e n t  of the  
of the cur ren t  f r a m e .  

F i g u r e  6. 

(TOKASU ( C F  
m e l t  
dissolve 

( ACT NINGEN) ( O B J  KOTAI)  ( I N S T )  1 )  
( h u m a n  b e i n g s )  ( s o l i d )  

(NTRANS (ADD OBJ (STATE EKITAI) 1 )  
( l i q u i d )  

( ACT NINGEN) ( O B J  KOTAI )  ( I N  E K I T A I )  
( h u m a n  b e i n g s )  ( s o l i d )  ( l i q u i d )  

(NTRANS (CREAT YOUEKI) 
( s o l u t i o n )  

( SOLVER ( I N )  ) 

( SOLVENT ( O N )  ) 

F i g u r e  7. 



But t h e  copper  i n  t h e  above s e n t e n c e  h a s  t h e  a t t r i b u t e  v a l u e  
p a i r  ( STATE LIQUID ) and w i l l  behave a s  l i q u i d  i n  t h e  succeed ing  
s e n t e n c e s .  

On t h e  c o n t r a r y ,  when we a n a l y z e  t h e  s e n t e n c e :  

SHIO-0 M I Z U - N I  TOKASU. 
( s a l t -  ( o b j e c t )  water -  ( i n ,  p l a c e ,  e t c .  ) m e l t  d i s s o l v e  

(Someone d i s s o l v e  s a l t  i n  w a t e r . )  

t h e  second c a s e  f rame of  "TOKASU" ( d i s s o l v e  i n )  g i v e s  t h e  
h i g h e s t  v a l u e .  A f t e r  t h e  s e n t e n c e  i n s t a n t i a t e s  t h e  c a s e  f rame,  
a  new o b j e c t - - t h a t  is, a  m i x t u r e  which c o n s i s t s  o f  s a l t  and 
wa te r - -w i l l  b e  c r e a t e d .  

CON and NTRANS a r e  t h u s  i m p o r t a n t  i n  t h e  c o n t e x t u a l  a n a l y s i s  
o f  s e n t e n c e s .  The d e t a i l e d  a n a l y s i s  p rocedure  u s i n g  t h e s e  
e x p r e s s i o n s  i s  d e s c r i b e d  i n  s e c t i o n  4 .2 .  

3 .  A n a l y s i s  o f  Noun P h r a s e  

3.1 P r o p e r t i e s  o f  a  Noun P h r a s e  

I n  J a p a n e s e ,  two o r  more nouns a r e  o f t e n  c o n c a t e n a t e d  by 
t h e  p o s t p o s i t i o n  "NO" t o  form a  noun ~ h r a s e .  Because t h e r e  a r e  
many d i f f e r e n t  semant i c  r e l a t i o n s h i p s  among nouns c o n c a t e n a t e d  
by "NO," w e  must  d e c i d e  what r e l a t i o n s h i p s  may be h e l d  among t h e  
nouns. T y p i c a l  examples a r e  shown i n  F i g u r e  8 .  The p h r a s e  
"NOUN+NO" c a n  modi fy,  i n  p r i n c i p l e ,  a l l  t h e  succeed ing  nouns i n  
J a p a n e s e ,  s o  t h a t  many d i f f e r e n t  p a t t e r n s  o f  m o d i f i c a t i o n  
r e l a t i o n s h i p s  a r e  s y n t a c t i c a l l y  p e r m i t t e d .  W e  must d e c i d e  which 
one  is  c o r r e c t ,  by c o n s i d e r i n g  semant i c  r e s t r i c t i o n s .  

EKITAI -NO JOUTAI -NO SANSO-NO TAISEKI 
(liquid)-NO (state) -NO (oxygen)-NO (volume) 

(the volume of  the oxygen in the state of  liquid) 

HANNOU -NO AT0 -NO NATRIUM -NO TAISEKI -NO HENKA 
(reaction) -NO (after) - (natriuml -NO (volume) -NO (change) 

(changes of the natrium's volume after the reaction) 

SANKADOU - NO KANGEN 
(oxidized-copper) -NO deox idizat ion 

(deoxidization of oxidized copper1 

F i g u r e  8 .  



We extracted sixteen semantically acceptable combinations 
of two nouns. They are shown in Table 2. Corresponding to these 
relationships, we prepared sixteen primitive functions. These 
functions are applied in turn to a noun phrase to decide what 
relationship is held between two nouns. The order in which these 
functions are applied is based on the frequency and the tightness 
of the relations. The scope within which the relations are 
checked is relatively short and each function checks only one 
semantic relation. In order to illustrate how these functions 
perform their tasks, we will show an example of "noun t 
prepositional noun" phrase. 

Table 2. Admissible noun-noun combinations. 

1) (va lue  noun) + ( a t t r i b u t e  noun) 

(ex )  10Ogr - NO SHITSURYO 
(mass) 

(ex )  KOTAI - N O  JOUTAI  
( s o l i d )  ( s t a t e )  

2 )  (va lue  noun) + ( e n t i t y  noun) 

(ex )  AOIRO - N O  KOTAI 
(blue--noun) ( s o l i d )  

( ex )  E K I T A I  - NO IOU 
( l i q u i d )  ( s u l f u r )  

3 )  ( e n t i t y  noun) + ( a t t r i b u t e  noun) 

(ex )  DOU - NO SHITSURYOU 
(copper) (mass) 

(ex )  E K I T A I  - NO IRO 
( l i q u i d )  ( co lo r )  

4 )  (noun) + (p repos i t iona l  noun) 

(ex )  S H I W N K A N  - NO NAKA 
( t e s t  tube) ( i n )  

( ex )  HANNOU - NO MAE 
( r eac t i on )  (before)  

5 )  (anaphoric noun) + (noun) 

(ex )  MOT0 - NO BUSSHITSU 
(former) (mater ia l )  



Table 2 ( c o n t i n u e d ) .  

6 )  ( a t t r i b u t e  noun) + ( e n t i t y  noun) 

(ex)  (100gr -NO) SHITSURYOU - NO DOU 
(mass) (copper)  

(TAKAI) ONDO - NO EKITAI 
(h igh)  ( tempera ture)  ( l i q u i d )  

I n  t h i s  usage,  t h e  a t t r i b u t e  noun should be modi f ied by another  noun 
o r  a d j e c t i v e ,  which s p e c i f i e s  t h e  v a l u e  of t h e  a t t r i b u t e .  

7 )  (noun) + ( a c t i o n  noun) 

(ex )  SAM(AWU - NO KANGEN 
(ox id ized copper)  (deox id i za t i on )  

IRO - NO HENKA 
( c o l o r )  (change) 

8) ( t ime)  + (noun) 

(ex )  (HANNOU -NO) MAE-NODOU 
( r e a c t i o n )  (be fo re )  (copper)  

The noun-noun combinat ion,  " ( react ion)-NO ( b e f o r e ) "  exp resses  t h e  
"t ime" b e f o r e  t h e  r e a c t i o n .  

9 )  ( p l a c e )  + (noun) 

(ex)  (SHIKENKAN - NO) NAKA-NO EKITAI 
( t e s t  t ube )  ( i n )  ( l i q u i d )  

The noun-noun combinat ion,  " ( t e s t  tube)-NO ( i n ) "  expresses t h e  "place" 
i n  t h e  t e s t  tube.  

lo) (noun) + (con junc t ion  noun) 

(ex )  SANKA - NO TAME 
( o x i d i z a t i o n )  i n  o r d e r  t o  

by reason o f  

(ex )  HANNOU - NO TOKI 
( r e a c t i o n )  (when) 

In Japanese,  some nouns a r e  used t o  e l u c i d a t e  t h e  case  r e l a t i o n s h i p s  
between a  noun ph rase  and a  verb .  The noun "TAME" i n  t h e  f i r s t  example 
exp resses  t h e  c a s e s  such a s  CAUSE, PURPOSE, and s o  on,  and t h e  noun "TOKI" 
i n  t h e  second example exp resses  t h e  case  TIME. 



Table 2 (concluded) . 

11) ( e n t i t y  noun) + ( e n t i t y  noun) 

(ex)  Natrium - NO KAGOUBUTSU 
(compound) 

The f i r s t  e n t i t y  noun expresses t h e  element of t h e  o b j e c t  expressed by 
t h e  second noun. 

12)  ( e n t i t y  noun) + ( e n t i t y  noun) 

(ex)  SANKADOU - NO SANS0 
(ox id ized copper)  (oxygen) 

The second noun is t h e  element of t h e  o b j e c t  expressed by t h e  f i r s t  noun. 

13)  ( e n t i t y  noun) + ( e n t i t y  noun) 

(ex)  SHIKENKAN - NO SOKO 
( t e s t  t ube )  (bottom) 

The second noun is  t h e  p a r t  of t h e  f i r s t  noun. 

14)  ( e n t i t y  nouns) + ( e n t i t y  noun) 

(ex)  Karium, Natrium - NADO - NO KINZOKU 
( e t c . )  (meta l )  

The nouns "Karium" and "Natrium" a r e  t h e  lower concept  nouns o f  t h e  
l a s t  noun "metal .  " 

15)  (name) + (noun) 

(ex)  SHITSURYOUHOZON - NO HOUSOKU 
( t h e  conservat ion  of mass) ( law) 

16)  O the rs  

(ex)  la112 ATARI - NO CHIKARA 
(pe r  la1121 (p ressu re )  

The noun "MAE" is a prepositional noun, and the semantic 
description of it is shown in Figure 4. It is easily seen that 
this word has two different meanings. 



JIKKEN-NO MAE 
experiment time: before 

place: in front of 

The function for the analysis of this kind of phrase checks at 
first whether the second noun "MAE" is a prepositional noun. 
If it is not, then this function fails, and returns the value 
NIL. In this example, because the word "MAE" is a prepositional 
noun, the checking proceeds further. The description in Figure 
4 shows that if the preceding noun is an action noun, that is, 
if it is a nominalization of a verb, then "MAE" has the first 
meaning. Because the noun "JIKKEN" (experiment) satisfies this 
condition, the checking succeeds, and the function returns the 
value T. The result of the analysis is shown in Figure 9,a. 
On the other hand, if the input is: 

TSUKUE-NO MAE 
desk before, in front of , 

then the word "TSUKUE" (desk) satisfies the condition of the 
second meaning, and the result is such as shown in Figure 9,b. 

In this way, the sixteen checking functions not only test 
whether a certain semantic relationship holds among input words, 
but also disambiguates the meanings of input words. 

a) J IKKEN -NO 
experiment. (o f )  

in  front o f :  place the I 
TIME 

before experhent 

TSUKU - NO 
desk (o f )  before: 

in  front o f :  place 

PLACE 

/ i n  front of - desk 

Figure 9. Results of analyses. 



3.2 Analysis of a Noun Phrase 

We analyze a noun phrase by using the above sixteen checking 
functions and the projection rule. As stated before, the phrases 
"noun + postposition NO" and adjectives can modify only the 
succeeding nouns. We stack in the temporary pile the noun 
phrases and adjectives which require the noun to be modified by 
them. The analysis of a noun phrase is carried out by scanning 
words one by one from left to right. If we scan an adjective 
or a determiner, we stack the word in the temporary pile. If 
we scan a noun, we pick up a word from the stack and check 
whether it can modify the noun. This checking is done by the 
above functions if the picked-up word is a noun. We also have 
the checking functions between a noun and an adjective or a 
determiner. The dictionary content of an adjective is just the 
same as that of a value noun. The semantic checking function 
between an adjective and a noun will test whether the noun can 
have the attribute which is modifiable by the adjective. 

The checking of the determiner is a little different and is 
explained later. The checking process will stop when there are 
no words in the temporary pile or a picked-up word fails to 
modify the noun. Then the noun is stacked in the temporary pile. 
If the temporary pile contains only one noun and there are no 
words to be scanned in the noun phrase, the analysis succeeds 
and returns the noun in the stack as the result. The returned 
noun is called the head noun of the noun phrase. These processes 
are illustrated in Figure 10. 

SHIKENKAN- NO NAKA-NO AKAIRO-NO EKITAI 
t e s t  tube- NO i n  -NO red -NO l iqu id  

1) Temporary stack = empty 

t e s t  tube-NO in-NO red-NO l iqu id  
t 

scannh  word 

2)  TS = --I 
t e s t  tube-NO in-NO red-NO l iqu id  

t 
dcanned word 

Checking semantic relat ionship between " t e s t  tube" and " in" is  
performed . 

Figure 10. 



3 )  TS = -1 
t e s t  tube-No in-NO red-NO l i q u i d  

t 
scanned word 

The phrase " t e s t  tube-NO in"  i s  transformed i n t o  t h e  form 
PLACE 

V i n  

( t e s t  tube 

Checking semantic r e l a t i o n s h i p  between "place" and "red" is performed. 

4) TS = Ired I p lace  / 

t e s t  tube-NO in-NO red-NO l i q u i d  

7' 
scanned word 

The checking between "red" and "place" f a i l e d  t o  e s t a b l i s h  a new 
concept. Therefore,  t h e  TS con ta ins  t h e  two words--"redn and "place." 

5) TS = / l i qu id  I 
t e s t  tube-NO in-NO red-NO l i q u i d  

1' 
scaAned word 

There a r e  no words t o  be scanned, and t h e  TS conta ins only one word. 
So t h e  ana lys is  of t h i s  noun phrase succeeds. 

The r e s u l t  i s  a s  fol lows: The head noun of t h i s  noun phrase i s  
" l i q u i d .  " 

l i q u i d  

COLOR 

p lace  red  

I t e s t  tube 

Figure 10 (conc luded) .  



If there are no words to be scanned next and the temporary 
pile contains more than one word, then the analysis fails and 
backtracks to the decision points of the program. A decision 
point in the analysis of a noun phrase is the point at which 
two nouns have been related by a certain semantic relationship. 
The established relationship between two nouns during the 
analysis is by the function which succeeds first. Because the 
order of checking functions is somewhat arbitrary, in some cases 
the relationship which has not been checked may be more 
preferable than the established relationship. We will show such 
examples. 

EKITAI- NO JOUTAI-NO HENKA 
liquid (of) state (of) change 

(the change of the state of the liquid) 

EKITAI- NO JOUTAI-NO SANSO 
liquid (of) state (of) oxygen 

(oxygen in the liquid state) 

In the first example the word "JOUTAI" (state) designates 
the attribute of "EKITAI" (liquid). And the "EKITAI" corresponds 
to a visible, real object. On the other hand, "JOUTAI" (state) 
in the second example designates the attribute of "SANSO" 
(oxygen), and the word "EKITAI" does not correspond to a real 
object. It is used to specify the attribute 'state" of the 
oxygen. These examples show that the word "EKITAI". (liquid) 
has two different usages. According to these usages, there are 
two different semantic constructions of the phrase "EKITAI-NO 
JOUTAI" as shown in Figure 11 .  

EKITA I  ( l iqu id)  -NO JOUTAI ( s t a t e )  

1 )  2 )  

I A  TR -ATR 

l iqu id  L IQUID  

indicates 
an object 

Figure 1 1 .  Two different deep structures for 
the phrase EKITAI NO JOUTAI. 



Because we analyze a noun phrase from left to right, we 
cannot determine which one is correct until we recognize the 
next word "HENKA" (change, transition) or "SANSO" (oxygen) in 
the above examples. However, a semantic checking function 
disambiguates the multiple meanings of the word "EKITAI." If 
the disambiguation is recognized to be incorrect in the following 
processing, we must be able to backtrack to the decision point 
at which this temporary disambiguation was made. We implemented 
such a process by using PLATON's backtracking facilities. This 
process is illustrated in Figure 1 2 .  

Input: EKITAI - NO JOUTAI -NO HENKA 
liquid - NO state -NO transition 

result: P 
state 

IATR-ATR 
liquid 

Input: EKITAI - NO JOUTAI -NO SANSO 
liquid - NO state - NO oxygen 

Steps of analysis 

1) TS = empty 

liquid - NO state - NO oxygen 
1' 

scahed word 

liquid - NO state - NO oxygen 

t 
scanned word 

Figure 1 2 .  Example of backtracking in the 
analysis of a noun phrase. 



l i qu id  - NO s t a t e  - NO oxygen 

1' 
scanned word 

A t  t h i s  point ,  t he  f i r s t  meaning of " l iquid" is  adopted. That is,  
the  word " l iquid" ind icates a physical object.  

The semantic check between "s ta te"  and "oxygen" f a i l s  because t he  
a t t r i b u t e  noun "s tate"  has been l inked t o  t he  l iqu id  by t he  re l a t i on  IATR-ATR. 

I 

So the  program w i l l  go back t o  s tep  3. 

l i qu id  - NO s t a t e  - NO oxygen 
'r 

scLned word 

The semantic check between " l iqu idu and "s ta te"  proceeds fu r ther .  The 
semantic checking funct ion "VALUE ATRCHECK" succeeds. This funct ion adopts 
t he  second meaning of " l iqu id.  " 

l i qu id  - NO s t a t e  - NO oxygen 

'T 
scanned word 

A t  t h i s  time, because the  noun "s ta te"  is  l inked t o  t he  l iqu id by t he  
re l a t i on  VALUE, t he  check between "s ta te"  and "oxygen" succeeds. The 
r e s u l t  is a s  follows. Notice t h a t  t he  noun " l iqu id"  does not express a r e a l  
ob ject  but t he  value of t he  a t t r i b u t e  "s tate."  

oxygen 

L.,,,, 
F igu re  1 2  (conc luded)  . 



3.3 Analysis of Conjunctive Phrase 

The words in Japanese which correspond to "and" and "or" 
in English are categorized as special postpositions shown in 
Table 3. We call these postpositions conjunctive postpositions. 

Table 3. Conjunctive Postpositions in Japanese. 

Postposition I Corresponding English 

and 

and 

and 

or 

In Japanese as well as in English, it is difficult to determine 
the scope of a conjunction. There are some phrases which have 
the same syntactic structure but semantically different construc- 
tions. Some examples are shown in Figure 13. On the other 
hand, some phrases have different surface structures but convey 
the same meaning. Examples are shown in Figure 14. As there 
are few syntactic clues in these examples, we must analyze them 
by using semantic relationships among words. 

At the first stage of the analysis of a noun phrase, we try 
to find out conjunctive postpositions in the noun phrase. If 
we cannot find them, the normal analysis sequence described 
above is applied on the noun phrase. If there is a conjuncitve 
postposition, the following steps are performed. 

Step 1 :  Because the conjunctive postposition "TO" often has 
another corresponding postposition "TO" in the succeeding part 
(Figure 141, we search for this latter postposition in the 
succeeding part when we find a postposition "TO." If the 
corresponding postposition "TO" is found, then the noun before 
the first postposition and the noun phrase interposed between 
the first and the second postpositions are parallel. The 
normal noun phrase analysis is applied on this interposed phrase. 
Go to step 4. If we cannot find out such a postposition, then 
go to step 2. 

Ste If the postposition which is found in the phrase is not 
& ~ r  there is not the corresponding "TO," we will undertake 
the following substeps. (In the following explanation, we use 



I 
RYUKADOU -NO DOU 

(copper su l f i de )  (o f )  
-0u 

(copper) (and) (su l fu r )  

I 
I 

RYUKAWU -NO -TO SANS0 
(copper su l f i de )  (o f )  (copper) (and) (oxygen) 

copper copper 

E - m D  Er.,EMENT .fur E - M E m f l  z g e n  

copper su l f i de  copper su l f i de  

r I 
1 

SUISO -TO SANS0 
4- 

-NO TAISEKI -NO HI 
(hyrdrogen) (and) (oxygen) (o f )  (volume) (o f )  ( r a t i o )  

I --I 
SUISO -TO BEAKER -NO NAKA -NO EKITAI 

(hydrogen) (and) (beaker) (o f )  ( i n )  (o f )  ( l i qu i d )  

number hydrogen 

A (volume IUT1, volume) 

P 
7 - A T R  

IATR-ATR 

k 
hydrogen oxygen 

l i qu i d  

PLACE 

place 

IN 

beaker 

ENKANATORIUM-NO SUIYOUEKI-TO ENSOSAN-NATORIUM. 
(sodium chlor ide)  (o f )  ( so lu t ion )  (and) (sodium chlorate)  

ENKANATORIUM -NO TAISEKI -TO SHITSURYOU 
(sodium chlor ide)  (o f )  (volume) (and) (mass) 

so lu t ion  volume 

sodium chlor ide sodium 
ch lo ra te  

sodium 
chlor ide 

Figure  13 .  



SANSO -NO TAISEKI -TO SUISO -NO TAISEKI -(TO) 
(oxygen) (o f )  (volume) (and) (hydrogen) (o f )  (volume) 

SANS0 -TO SUISO -NO TAISEKI 
(oxygen) (and) (hydrogen) ( o f )  (volume) 

oxygen 0.' 
hydrogen 

SANSO -NO SHITSURYOU-TO SANSO -NO TAISEKI -(TO) 
(oxygen) (o f )  (mass) (and) (oxygen) (of ) (volume) 

SANS0 -NO SHITSURYOU - TO TAISEKI -(TO) 
(oxygen) ( o f )  (mass) (and) (volume) 

IATR - ATR 

IATR - ATR 
oxygen 

Figure 14. 

Noun-1 to designate the noun to which the first conjunctive 
postposition is attached.) 

a) We try to find out the same noun in the succeeding part 
as Noun-1. If we can find it, let it be Noun-2, and 
go to step 3. 

b) If Noun-1 is not an entity noun, then we try to find 
out the noun which belongs to the same category as 
Noun-1. If we can find out such a noun, let it be 
Noun-2, and go to step 3. 

C) We try to find out the noun which as an upper concept 
in common with Noun-1. If we can find out such a noun, 
let it be Noun-2 and go to step 3. 



Step 3: The phrase between the postposition and Noun-2 are 
analyzed by the normal sequence of the analysis of a noun phrase. 
This is the second phrase which constitutes the parallel phrases. 

Step 4: The phrase before the postposition is analyzed. 

Step 5: We have not determined the left end of the first phrase 
(Figure 1 5 ) .  In order to determine it, we pick up words one by 
one from left to right, and check whether each word can modify 
Noun-2. If we find the word which cannot modify Noun-2, it is 
considered as the left end of the phrase. 

For example, we show the analysis of the following phrase 
in Figure 16. 

RYUKADOU-NO DOU-TO IOU-NO SHITSURYO-NO HI 
copper sulfide (of) copper (and) sulfur (of) mass (of) ratio 

(The ratio between the mass of the copper and the sulfur which 
constitute copper sulfide.) 

Conjunction phrase: 

SHIKENKAN - NO NAKA - NO ENSAN - TO OOU -(TO) 
( t e s t  tube) ( i n )  (hydrochloric acid) (copper) 

Two d i f f e ren t  construct ions according t o  the two d i f f e r e n t  
determinations of the l e f t  end o f  the conjunction. 

hydrochloric acid 

p lace 

p -  0 iz;r 
I N  

t e s t  tube place 
t e s t  tube 

Figure 15. 



Phrase: 

RYUKADOU - NO DOU - TO IOU -NO 
(copper sul f ide)  (copper)-(conjunctive pp--and) (sul fur)  

SHITSURYOU -NO HI 
(mass) ( ra t io )  

meaning: the  r a t i o  of the masses of copper and sul fur  
of copper su l f ide  

sequence of analysis: 

1) Find the conjunctive postposit ion "TO." 

RYUKADOU - NO DOU TO IOU -NO SHITSURYOU -NO HI 
(copper sul f ide)  (copper) (sul fur)  (mass) ( ra t io )  

former par t  
I I 

l a t t e r  pa r t  

2)  Find from the l a t t e r  par t  the noun which belongs t o  the  same 
category a s  "copper." In the above phrase, the  noun "sulfur" 
is found. 

RYUKADOU - NO ( DOU - TO IOU -NO ) SHITSURYOU - NO HI 
(copper sul f ide)  (copper) 

temporarily determined scope 
of the  conjunctive phrase 

3) Analyze the  par t  before the postposit ion "TO." 

copper = TO IOU - NO) SEITSURYOU - NO 81 
(sul fur)  (mass ) ( ra t io )  

;*- 
copper su l f ide  

Figure 16 (continued) . 



4)  The second noun of t h e  conjunct ive phrase,  "su l fur "  is checked 
aga ins t  t h e  noun "copper s u l f i d e , "  which is r e l a t e d  t o  t h e  
f i r s t  noun of t h e  conjunct ive phrase, "copper;" we know 
"copper s u l f i d e "  is a l s o  c lose ly  r e l a t e d  t o  "su l fu r . "  Wc 
ob ta in ,  

copper - TO s u l f u r  - NO) SHITSURYOU - NO H I  r" (mass) ( r a t i o )  
ELEMENT 

. i " " "  l a t t e r  p a r t  

, copper s u l f i d e  I 
conjunct ive phrase 

5 )  The two nouns, "copper" and "su l fu r , "  i n  t h e  conjunct ive 
phrase a r e  checked aga ins t  nouns i n  t h e  l a t t e r  p a r t .  Because 
t h e  noun "mass" can be r e l a t e d  t o  on ly  one phys ica l  ob jec t ,  
we produce t h e  new noun "mass" f o r  "su l fur . "  

ELEMENT 

C 
s u l f u r  
9 

ELEMENT 

L-2 
copper s u l f i d e  

6 )  The noun " r a t i o "  can be r e l a t e d  t o  a  conjunct ive phrase. 
So we ob ta in  the  fol lowing r e s u l t .  

(mass mass 

IATR-ATR P IATR-ATR P 
copper P s u l f u r  

ELEMEPiT ELEMENT 

L-J 
copper s u l f i d e  

Figure 16 (concluded) . 



3.4 Analysis of a Simple Sentence 

Japanese is a typical example of SOV languages, in which 
ACTOR, OBJECT, and other case elements of a verb usually appear 
before the verb in a sentence. This makes Japanese very dif- 
ferent from English and European languages. A typical construc- 
tion of a Japanese sentence is shown in Figure 17. A verb may 
govern several noun phrases--case elements--preceding it. A 
relative clause modifying a noun may appear in the form " -  - - 
verb + noun - - -." The right end of the scope of the clause 
is easily identified by finding out the verb, but the left end 
of it is syntactically ambiguous. In Figure 17, the noun phrase 
NPi+ l  is a case element of the verb V 1 .  On the other hand, the 
noun phrase NPi is governed by the verb V2.  Because the 
projection rule is kept in Japanese as in other languages, all 
noun phrase between NP;+1 and V 1  are governed by Vl, and the 
noun phrases before NPi are governed by V2. However, in the 
course of analysis, such boundaries cannot be determined uniquely 
by syntatic clues alone. To determine them, we must use 
semantic relationships such as case relationships between noun 
phrases and verbs. 

In English, the case marker in a surface structure is the 
order of phrases. In Japanese, the order of phrases in a 
sentence is arbitrary, except that the main verb of a sentence 
comes at the end of the sentence. A postposition attached to a 
noun phrase usually shows the case which the noun phrase plays 
in the sentence. The postpositions usually used in Japanese 
and the deep cases corresponding to them are tabulated in Table 
4. From this table, one can see that a postposition in a 
surface structure does not necessarily correspond to a unique 
deep case. In the course of analysis, we must choose an 
appropriate case by considering the case frames of the main verb 
and the head noun of the noun phrases. 

A postposition also plays the role of a delimiter which 
shows the right end of a noun phrase. The outline of the 
analysis of a simple sentence is as follows. 

1 )  At first the program tries to find a verb in the input 
sentence. Because there may be embedded sentences, 
which modify nouns in the main sentence, there are 
usually more than one verb in the input sentence. The 
program picks up the leftmost verb of the sentence. 

2) The part before the verb is segmented into several parts 
by finding postpositions. 

3 )  Because each segment is supposed to form a noun phrase, 
they are passed to the program which analyzes a noun 
phrase. 



EX. 1) KARE-WA GAS - BURNER- DE SHIKENKAN-NI IRETA 
(He)  ( a l l  c a s e s )  ( g a s - b u r n e r )  - ( i n s t )  ( test  t u b e )  - (PLACE) ( p u t  i n )  

+ r e l a t i v e  c l a u s e  -4 - EKITAI-0 
NESSURU 

( l i q u i d ) -  (OBJ) ( h e a t )  

I mean ing :  He h e a t s  t h e  l i q u i d  w h i c h  i s  p u t  i n  t h e  test  t u b e .  

I I 
EX. 2)  KARE-GA BEAKER-N I NESSITA EKITAI-0 IRERU . 

(He)-(ACT, S U M )  ( b e a k e r ) -  ( I N ,  PLACE) ( h e a t )  ( l i q u i d ) - ( O B J )  ( p u t  i n )  

4 

m e a n i n g :  He p u t s  t h e  h e a t e d  l i q u i d  i n  a b e a k e r .  

I 
C . 3 ) ENSOSAN-NATRIUM-0 GAS-BURNER-DE (ENSOSAN-NATRIUM-0) 

1 

( n a t r i u m  c h l o r a t e )  - (OBJ) ( g a s - b u r n e r )  - ( INST) ( n a t r i u m  c l o r a t e )  - (OBJ) 

I u J 
SHIKENKAN-NI IRETE 

il 
NESSURU . 

( t e s t  t u b e ) - ( I N ,  PLACE, e t c . )  ( p u t  i n )  ( h e a t )  

mean ing :  (Someone)  p u t s  n a t r i u m  c h l o r a t e  i n  a test  t u b e  a n d  
h e a t s  it. 

1 ' u s u a l l y  t h i s  p h r a s e  i s  o m i t t e d  

F igu re  1 7 .  



Table 4 .  P o s t p o s i t i o n s  i n  Japanese and c a s e  r e l a t i o n s h i p s .  

P o s t p o s i t i o n  C a s e  

ACT. SUBJ 

NMoD (ACT. SUBJ) 

OBJ 

RESULT, I N ,  IOBJ,  TO, PLACE, CAUSE, TIME 

TO 

FACT, RESULT, TAISHO 

FROM, SOURCE, CAUSE, METHOD, PLACE, TIME 

FROM, SOURCE 

TO 

4 )  When a l l  t h e  segments a r e  ana lyzed  and t h e  head nouns 
a r e  determined,  t h e  program checks each  noun phrase  
a g a i n s t  t h e  ve rb ,  ask ing  whether a  c a s e  r e l a t i o n s h i p  
w i l l  be s a t i s f i e d  between t h e  noun phrase  and t h e  verb .  
The check ing is c a r r i e d  o u t  backward from t h e  phrase  
n e a r e s t  t o  t h e  ve rb .  

- WA a l l  cases 
1 

5)  When t h e r e  a r e  no noun ph rases  t o  be checked, o r  w e  
f i n d  a  noun ph rase  which canno t  be a  c a s e  e lement  o f  
t h e  v e r b ,  t h e  check ing is f i n i s h e d .  I f  t h e r e  remains 
an  i n t r i n s i c  c a s e  of t h e  v e r b  which has  n o t  been 
f i l l e d  i n  y e t ,  w e  sea rch  f o r  an a p p r o p r i a t e  noun t o  
f i l l  i n  t h e  c a s e  i n  t h e  preceding o r  succeeding 
sen tences .  Th i s  sea rch ing  p rocess  w i l l  be exp la ined  
i n  s e c t i o n  4 .  

-DAKE 

-MO 

-SHIKA 

--- 
I 

W e  dete rmine ,  based on t h e  fo l low ing  s y n t a c t i c  and semant ic  
c l u e s ,  whether a  noun phrase  can  be a  c a s e  element o f  a  ve rb .  

a l l  cases 
> 

1 )  The p o s t p o s i t i o n ,  which f o l l ows  t h e  noun phrase .  Th i s  
i s  a c a s e  marker i n  t h e  s u r f a c e  s t r u c t u r e .  

2 )  The c a s e  f rames of t h e  ve rb .  

3 )  The head noun of t h e  noun ph rase .  



The p o s t p o s i t i o n  g i v e s  a  set o f  p o s s i b l e  c a s e s  by which t h e  
noun p h r a s e  is r e l a t e d  t o  a  v e r b .  We must choose an a p p r o p r i a t e  
o n e  f rom t h i s  s e t ,  by u s i n g  t h e  second and t h i r d  i n f o r m a t i o n .  
The c a s e  e l e m e n t s  i n  a  c a s e  f rame o f  a  v e r b  a r e  r e l a t i v e l y  upper  
c o n c e p t  nouns.  Because a  r e a l  s e n t e n c e  is c o n s i d e r e d  t o  be an  
i n s t a n t i a t i o n  of a  c a s e  f rame,  t h e  nouns i n  a  s e n t e n c e  a r e  lower 
c o n c e p t  nouns o f  t h e  nouns i n  t h e  c a s e  f rame.  

Suppose we a n a l y z e  t h e  s e n t e n c e :  

SHOKUEN-0 M I Z U - N I  TOKASU . 
s a l t -  ( o b j e c t )  water -  ( i n ,  r e s u l t ,  t i m e ,  e t c . )  m e l t ,  d i s s o l v e  

(Someone d i s s o l v e s  s a l t  i n  w a t e r . )  

We check whether  t h e  s e n t e n c e  matches a g a i n s t  t h e  c a s e  frame of 
" TOKASU : " 

TOKASU: ( (ACT human) ( O B J  m a t e r i a l )  ( I N  l i q u i d )  ) . 
The check ing  is performed by c o n s i d e r i n g  whether  " s a l t "  is a  
lower c o n c e p t  noun o f  " m a t e r i a l , "  and whether  "wa te r "  i s  lower 
c o n c e p t  noun o f  " l i q u i d . "  

Because a  c a s e  f rame c o n t a i n s  o n l y  i n t r i n s i c  c a s e s  o f  a  
v e r b ,  we check e x t r i n s i c  o n e s  when a  noun p h r a s e  i s  found n o t  
t o  be an  i n t r i n s i c  c a s e  e lement  o f  t h e  v e r b .  Tha t  is,  we check 
whether  t h e  p o s t p o s i t i o n  c a n  be TIME o r  PLACE c a s e s ,  and whether  
t h e  noun p h r a s e  i s  an  i n s t a n c e  o f  t h e  noun " p l a c e "  o r  " t i m e . "  

The above p r o c e s s  i s  somewhat s t r a i g h t f o r w a r d .  But a  r e a l  
s e n t e n c e  h a s  s e v e r a l  a m b i g u i t i e s  a c c o r d i n g  t o  t h e  f o l l o w i n g  
r e a s o n s .  

1 )  A v e r b  may have more t h a n  one d i f f e r e n t  usage ,  i . e . ,  a  
v e r b  may have s e v e r a l  c a s e  f rames.  

2 )  A p o s t p o s i t i o n  c a n  i n d i c a t e  more t h a n  one  c a s e .  Some 
p o s t p o s i t i o n s  can t a k e  a lmos t  a l l  t h e  c a s e s .  "IJA" i s  
such an  example. 

3 )  The noun mod i f i ed  by an  embedded s e n t e n c e  is  u s u a l l y  
a  c a s e  e lement  o f  t h e  s e n t e n c e ,  b u t  we have no s y n t a c t i c  
c l u e s  a s  t o  what c a s e  t h e  noun p h r a s e  t a k e s  i n  t h e  
s e n t e n c e .  T h e r e f o r e ,  t h e  program d e r i v e s  a l l  p o s s i b l e  
r e l a t i o n s h i p s  between nouns and t h e  v e r b .  We choose 
t h e  most p r e f e r a b l e  one  by u s i n g  an e v a l u a t i o n  f u n c t i o n  
which is  e m p i r i c a l l y  e s t a b l i s h e d  i n  t h e  f o l l o w i n g  form. 

CFN, C1, C2, C3) = 
6 x C 1 + 2 x C 3  C2 

CFN + 1 



CFN: numer of intrinsic cases in a case frame 

C1: number of intrinsic case elements which are filled 
in by the noun phrases in the sentence 

C2: number of extrinsic case elements which are filled 
in by the noun phrases in the sentence 

C3: number of intrinsic case elements which are filled 
in by the noun phrases in the preceding sentences 

The value of this function indicates the degree of matching 
between sentence and a case frame. Among possible case relation- 
ships between noun phrases and a verb, we choose the one which 
gives the highest matched value, and proceed to the analysis 
of the remaining part. If it is found to be wrong during the 
succeeding analysis, control comes back to the point at which 
the decision was made, discards it, and chooses the one which 
gives the next highest value. 

4. Contextual Analysis 

4.1 Basic Approach to Contextual Analysis 

A man reads sentences from left to right, and understands 
them in succession. When he cannot understand a sentence 
satisfactorily, he goes back to the preceding sentences in 
order to obtain the keys for understanding. If he cannot 
discover the keys, he puts this pending question in his memory and 
proceeds to the next sentence. If he discovers a phrase or a 
sentence which seems to solve the question, he checks whether 
it can really resolve the question. If so, he properly organizes 
it into the previous context and deletes the question from his 
memory. However, this pending question does not stay in his 
memory very long. As time passes, the question disappears from 
his memory. 

We think this understanding process of language is not so 
complicated. It can be realized in an artificial intelligence 
approach. Though we recognize that some kinds of problems can 
be solved only by using complicated logical operations, we think 
most problems in language understanding can be solved by 
relatively simple operations. Logical operations can be applied 
only on the complete data base in which all the necessary axioms 
(corresponding to the human knowledge) are declared and no 
contradictory axioms exist. In the course of reading sentences, 
a man has only partial knowledge about the context, and, 
therefore, his knowledge is not complete. However, he can 
understand the meaning of sentences before he reads through all 
of them. This means that a man always does incomplete deductions. 
Because of this reason, we use, instead of logical operation, 
heuristically admissible operations which use a memory structure 
similar to that of human intermediate term memory, and various 
semantic relationships described in the dictionary. 



We can summarize our approach as follows. 

1 )  We memorize context in the form similar to the inter- 
mediate term memory of human beings. 

2) Two kinds of memories are prepared. One is to represent 
the current content, and the other is to sustain the 
pending problems. The former is further divided into 
the noun stack (NS) and the hypothetical noun stack (IINS) . 
The latter is called the trapping list(TL). 

3 )  Contextual analysis will be performed when a syntactic 
unit, such as a noun phrase and a sentence, which 
converys a unit of certain definite idea, has been 
extracted. 

U )  NS has the organization from which the theme words of 
the sentences can be easily retrieved. Here "theme 
words" mean the key subjects mentioned in the sentence. 

5) Sometimes we have to refer to the succeeding sentences 
in order to understand a sentence. In such cases, we 
do not immediately refer to the succeeding sentences, 
but instead, reserve a pending question in TL, and the 
question will be resolved in the course of analyzing 
the succeeding sentences. 

4.2 Memory Structure for Contextual Information 

The analysis of a sentence is primarily guided by the 
semantic description--case frame--of a main verb, while the 
contextual analysis is mainly guided by the information about 
nouns. What objects or concepts are the themes of the sentences, 
and what has been described about them are usually reflected by 
the nouns which appear in the sentences and offer important 
clues for the contextual analysis. 

We assign a different LISP atom (produced by the LISP 
function "gensyrn") to each noun in the sentences, and put various 
information about the noun on the property list. We call this 
LISP atom a "noun atom." The flags tabulated in Table 5 are 
used. We can retrieve all the descriptions about an object 
expressed by a noun. We stack these LISP atoms on NS and HNS. 



Table 5. Information attached to a noun atom. 

Re la t i on  Content  

LEX l i n k  t o  t h e  l e x i c a l  d e s c r i p t i o n s  

SATR ( A  V) p a i r s  which s p e c i f y  t h i s  o b j e c t  

CASE 

PRE 

l i n k  t o  t h e  case-frame i n  which t h e  
o b j e c t  appears  

l i n k  t o  t h e  noun atom which appears  i n  
t h e  prev ious  sen tence ,  and which repre-  
s e n t s  t h e  same o b j e c t  a s  t h i s  atom 

POST t h e  i n v e r s e  r e l a t i o n  of PRE 

SMOD 

PARA 

l i n k  t o  t h e  r e l a t i v e  c l a u s e  which 
modi f ies  t h i s  o b j e c t  

l i n k  t o  t h e  noun atoms which appear i n  
a con junc t i ve  ph rase  toge the r  w i th  t h i s  
o b j e c t  

4 . 2 . 1  Noun Stack (NS) 

When we start to analyze a sentence, we stack a list of noun 
atoms which are assigned to the nouns in the sentence. These 
noun atoms are reordered according to their degree of importance. 
NS has the construction shown in Figure 1 8 .  

( ( (  noun-atom-1,- - - - -, noun-atom-i) ( -  - - - ) ( -  - - ) )  I + l ist of noun atoms corresponding t o  nouns 
which appear i n  t h e  most r e c e n t  sentence 

Figure 1 8 .  Construction of NS. 

To decide how a word is important, we use the following 
heuristics: 



1 )  I n  J a p a n e s e ,  a  theme word is o f t e n  o m i t t e d  o r  e x p r e s s e d  
by a  pronoun i n  t h e  succeed ing  s e n t e n c e s  a f t e r  it a p p e a r s  
once i n  a  s e n t e n c e .  I n  o t h e r  words,  t h e  word which is 
o m i t t e d  o r  e x p r e s s e d  by a  pronoun is an  i m p o r t a n t  word 
f o r  t h e  unders tand ing  o f  a  s e n t e n c e .  

2 )  A  theme word is a l s o  used a s  a  " s u b j e c t "  i n  t h e  s u r f a c e  
s t r u c t u r e .  I f  w e  want t o  emphas ize a  word i n  OBJ-case 
o f  t h e  deep  c a s e  s t r u c t u r e ,  o r  i f  a  word i n  ACT-case 
is n o t  wor th  men t ion ing ,  w e  e x p r e s s  a  s e n t e n c e  i n  t h e  
p a s s i v e  v o i c e  i n  o r d e r  t o  p u t  t h e  s t r e s s e d  word i n  
s u b j e c t  p o s i t i o n  of  t h e  s e n t e n c e .  

3 )  The impor tance of  a  head noun i n  a  noun p h r a s e  is g r e a t e r  
t h a n  t h a t  of  o t h e r  nouns.  

A  s i m p l e  example is shown i n  F i g u r e  1 9 .  By s e e i n g  t h i s  example,  
one c a n  unders tand  t h a t  t h e  copper  a p p e a r s  i n  a l l  t h e  s e n t e n c e s ,  
and it is t h e  theme word i n  t h e s e  s e n t e n c e s .  

I n p u t  s e n t e n c e :  

N  1 N  2  N3 
RUTSUBO -NI 100gr-NO SHITSURYOU-NO 

( m e l t i n g  p o t )  - (PLACE, TIME, IORJ, e t c .  ) (mass)  

N4 N  5  
AEN -0 IRETE , GAS-BURNER-DE 

( z i n c )  - (OW, IOBJ) ( p u t  i n )  ( g a s  b u r n e r )  - (PLACE, INST, e t c . )  

NESSHI , TOKASHITA, 
( h e a t )  ( m e l t ,  PAST TENSE) 

Meaning o f  i n p u t  s e n t e n c e :  

S1: (someone) p u t  lOOgr o f  z i n c  i n  a  m e l t i n g  p o t .  

S2:  (someone) h e a t e d  it by  a  g a s  b u r n e r .  

S3:  (Someone) m e l t e d  it. 

Changes o f  NS 

Beg inn ing  o f  t h e  a n a l y s i s  o f  S1: ( ( N 4  N3 N2 N1) )  

End o f  t h e  a n a l y s i s  o f  S1: ( ( N 4  N 1  N3 N2) )  

Beg inn ing  o f  t h e  a n a l y s i s  o f  S2: ( (N5)  (N4 N 1  N3 N2) ) 

End o f  t h e  a n a l y s i s  o f  52 :  ( ( N 4  N5) (N4 N 1  N3 N2) ) 

Beg inn ing  o f  t h e  a n a l y s i s  o f  S3: (NIL (N4 N5) (N4 N 1  N3 N2) )  

End o f  t h e  a n a l y s i s  o f  S3: ( ( N 4 )  (N4 N5) (N4 N 1  N3 N2) )  

F i g u r e  1 9 .  Changes of  N S .  



4.2.2 Hypothetical Noun Stack(HNS1 

We first show examples which cannot be properly analyzed 
without HNS. 

a) SUISO-TO SANSO-0 2: 1-NO WARIAL-DE 
hydrogen- (and) oxygen (object) two to one- (of) ratio- (by) 

KONGO-SHI 
intermix 

(Someone intermixes hydrogen and oxygen by the ratio of 
two to one. ) 

KONO KONGOUKITAI-NI - - - - - 
this blend gas (place)- - - - 
( - - - -  in this blend gas.) 

b) SHOKUEN 5gr-0 MIZU 100cc-NI TOKASU. 
salt 5 gr -(object) water 100cc-(in) dissolve 

(Someone dissolves the salt of 5 grams into the water of 10Occ 

KONO SUIYOUEKI-WA - - - - - 
(the) solution 

In these two examples, though the word "KONO," which corresponds 
to the determiner "the" or "this" in English, is used, the 
referred object does not exist explicitly in the preceding 
sentece. The referred object is produced as the result of the 
event, which is expressed by the preceding sentence. As mentioned 
before, we attach to a case frame in the verb dictionary what 
object may be created if the case frame is used. 

"TOKASU" (dissolve) has the case frame 

( (ACT human) (OBJ material) (IN liquid) ) , 

and this case frame has an additional description 

(NTRANS (CREAT ' solution ( ' solvent ( IN) ) 

('solute (+OBJ)) ) ) .  

The symbol " " in this description is a LISP function, which 
retrieves the case element indicated by the argument from the 
current specialization of the case frame. The sentence, 

SHOKUEN 5gr-0 MIZU 100ccNI TOKASU , 
salt (object) water (in) dissolve 



invokes a specialization of the above case frame as the following, 
i.e., a new object has been produced, a solution whose solvent is 
water and whose solute is salt. We put this newly produced 
object in HNS instead of NS because of the following two reasons. 

a) As the description is based on uncertain knowledge, 
it is likely, but not necessary, that the object is 
produced in the real world. If we find out some 
descriptions about this object in the succeeding 
sentences, we will decide it really exists and 
transfer it from HNS to NS. 

b) Because the newly produced object is referred to in 
the succeeding sentences sometimes by different words 
or by syntactically different forms, it is convenient 
to stack them individually in HNS. 

4 . 3  Estimation of the Omitted Words 

In the analysis of a Japanese sentence, it is important 
to supply the omitted words from the preceding or succeeding 
sentences. To do this we must be able to, a) recognize that a 
word is omitted, and b) search for an appropriate word to supply 
the omitted part. 

We think that a certain syntactic unit such as a noun 
phrase and a simple sentence conveys a definite idea; a noun 
phrase may designate a certain definite object, a concept, and 
so on, and a simple sentence may express a definite event. In 
order that a simple sentence expresses a definite event, each 
case element of the case frame must be specified by the objects 
in the sentence. So we can detect an omitted word by finding 
an unspecified case element in a case frame. Moreover, we can 
suppose from the case frame what kind of noun should be supplied 
to the vacancy. 

In such a manner, we can detect and fill in an omitted 
word properly by using the semantic descriptions in the dictionary. 

4 . 3 . 1  Omitted Word in a Simple Sentence 

1  When we have finished the analysis of a simple sentence, 
we check whether there remain some intrinsic cases to be supplied. 
If there remain some, we search for appropriate words through 
the preceding sentences. The searching.process is carried out 
in the following way. 

a) We search through HNS first, because the newly created 
object by the preceding event is often the theme object 
of the present event. 

b) In Japanese, the sentences in succession are apt to omit 
the same case elements. So we search for the same case 
in the previous sentence as the omitted case in the 
present sentence through NS. 



C) If the above processes fail, then we check the words 
in NS one by one until we find out a semantically 
admissible word or all the words appeared in the three 
previous sentences. 

d) If we cannot find out a suitable one, we set up a 
problem in the trapping list TL (mentioned in the next 
section. ) 

Some results of the processing are shown in Figure 20. 

a )  Input sentence: 

AMMONIA - 0 MIZU - N I  
(ammonia) (OBJ, ION) (water)  -(PLACE, TIME, ION,  e t c . )  

TOKASHI , RITOMASUSHI - 0 TSUKERU 
(d isso lve ,  mel t )  ( l i tmus paper) (OW, ION) (soak, p u t ,  e t c . )  I 
meaning: (Someone) d i sso lves  ammonia i n  water,  and pu ts  a  

l i tmus paper ( i n  i t ) .  

Analysis process: I 
r e s u l t  of t h e  ana lys is  of t h e  f i r s t  sentence I 

NS= ( ( N l  N2)) 
ammo~ia water 

HNS= ( ( 3 ) )  
mixture ?- solution-N2 

in termediate  r e s u l t  of t h e  ana lys is  of t h e  second sentence I 
A& ak, putp;lE 

(someone) l i tmus paper 
\ 

( l i q u i d )  
N4 

Figure 20 (continued). I 



f i n a l  r e s u l t  o b t a i n e d  a f t e r  s e a r c h i n g  p r o c e s s  

V=TSUKERU ( s o a k ,  p u t  i n )  

. c A C E  

(someone) l i t m u s  p a p e r  m i x t u r e  
(N4) (N3) 

b )  I n p u t  s e n t e n c e :  

NAPHUTHALINE -0 SHIKENKAN - N I  
( n a p h t h a l e n e )  - (OM,  IOBJ) ( test  t u b e )  - (PLACE, IOBJ , I N ,  e t c .  ) 

IRE , GAS-BURNER -DE NESSHITE, TOKASHI, 
( p u t  i n )  ( g a s  b u r n e r )  - (INST, METHOD) ( h e a t )  ( m e l t )  

KANSATSUSURU 
( o b s e r v e )  

meaning:  (Someone) p u t s  n a p h t h a l e n e  i n  t h e  test t u b e .  

(Someone) h e a t s  ( i t )  by  a  g a s  b u r n e r .  

(Someone) m e l t s  ( t h e  n a p h t a l e n e )  . 
(Someone) o b s e r v e  ( t h e  n a p h t a l e n e )  . 

A n a l y s i s  p r o c e s s :  

r e s u l t  o f  t h e  a n a l y s i s  o f  t h e  f i r s t  s e n t e n c e  

(someone) ( n a p h t a l e n e )  ( tes t  t u b e )  

NS = ( (  N 1  N 2 ) ) ;  HNS = NIL 

t e m p o r a r y  a s s e r t i o n :  A EXIST 

Figure 20 (continued) 



i n t e r m e d i a t e  r e s u l t  o f  t h e  a n a l y s i s  of t h e  second s e n t e n c e  

A I N S T  A C T  
N 3 

(someone) (matber ia l )  ( g a s  b u r n e r )  

f i n a l  r e s u l t  a f t e r  s e a r c h i n g  p r o c e s s  

(someone) ( n a p h t a l e n e )  ( g a s  b u r n e r )  

Through t h e  t h i r d  and f o u r t h e r  s e n t e n c e s  have  a l s o  b l a n k  
c a s e s ,  t h e y  are p r o p e r l y  f i l l e d  i n .  The f o l l o w i n g  r e s u l t  
is o b t a i n e d .  

test  t u b e  

n a p h t a l e n e  

F i g u r e  2 0  ( c o n c l u d e d )  . 



4.3.2 Omitted Word in a Noun Phrase 

A noun is classified as either an entity word or a relational 
word. Most nouns have definite menaing by themselves, and are 
regarded as entity words. However, some kinds of nouns have 
relational meaning. That is to say, they have some slots in 
their meaning to be filled in by other words, in order that they 
express definite ideas. Sometimes a relational noun is used 
alone in a noun phrase. In this case, the relational noun must 
be semantically connected with other words which are omitted in 
the noun phrase. Such examples are shown in Figure 21. 

1 IOU - 0 NESSURU M K I  IRO - GA HENKASURU. 
( s u l f u r ) -  (OW, I O N )  ( h e a t )  (when) ( c o l o r )  - (SUM) (change)  

meaning: When (someone) h e a t s  s u l f u r ,  t h e  c o l o r  (o f  s u l f u r )  changes .  

The p h r a s e  "IRO - GA" is  a noun p h r a s e ,  b u t  it is a n  i n c o m p l e t e  
( c o l o r )  (SUW) 

o n e  by i t s e l f .  W e  c a n  e a s i l y  u n d e r s t a n d  t h e  c o l o r  mean " t h e  
c o l o r  o f  t h e  copper . "  

2 )  ENSAN SHIKENKAN-NI 
( h y d r o c h l o r i c  a c i d )  - (OW) ( t e s t  t u b e )  - (PLACE, TIME, etc. ) 

2 0 ~ ~  IRERU. 
( p u t  i n )  

meaning: (Someone) p u t s  20cc  o f  h y d r o c h l o r i c  a c i d  i n  a test  t u b e .  

The word 20cc is p u t  on a s e p a r a t e  p o s i t i o n  f rom t h e  ENSAN 
( h y d r o c h l o r i c  a c i d )  i n  t h e  s e n t e n c e .  I t ,  however, s p e c i f i e s  
t h e  a t t r i b u t e  o f  t h e  a c i d ,  VOL'JME. 

Figure 21 . 

At the final step of the analysis of a noun phrase, we 
check whether there remains a relational noun which does not 
have a definite meaning. If there is, we search through NS for 
a word which is suitable to fill in the slots of the noun. The 
searching process is the same as the omitted words in a simple 
sentence. Sometimes the omitted words exist in the succeeding 
sentences. So we can set up a problem in TL, if we cannot find 
out appropriate word in the preceding sentence. 



Most of anaphoric expressions and omitted words are well 
analyzed by searching through the preceding sentences. However, 
we need sometimes to refer to the succeeding sentences in order 
to analyze a sentence properly. The sentences shown in Figure 
2 2  are such examples. Because the preceding sentences have 
already been analyzed and both HNS and NS have been set up, it 
is easy to refer to the preceding sentences. To the contrary, 
we cannot refer to the succeeding sentences immediately when 
it is necessary. 

1) NESSERARETE, JOUTAI -GA HENKASURU KAGOUBUTSU-0 - - - 

meaning: - - - the compound which is heated and whose s t a t e  
changes - - - 

2) O m - 0  ITPEI -NI SHI , ATSURYOKU -0 

(temperature) (constant) - (PLACE, RESULT, e t c .  ) (pressure) - (OW) 

KUWAETA TOKI, KITAI-NO TAISEKI-WA - - - 

of "what" pressure 
of "what" temperature i s  kept constant is increased 

C .  meanlng: When the temperature i s  kept constant and the pressure i s  
increased, the volume of  gas - - - 

Figure 22. Examples that omitted words appear in 
the succeding sentence. 

To solve this we set up a trapping list TL. The basic 
organization of TL is shown in Figure 23.  A trapping element 
is a triplet and corresponds to a pending problem. When we 
cannot find out an appropriate word in the preceding sentences 
for an omitted word or an anaphoric expression, we put a new 
trapping element in TL. At this time the first of the triplet, 
N, is set to zero. When a noun phrase in the succeeding 
sentences is analyzed, we pick up a noun from the noun phrase 



one by one and check whether the present noun can resolve a 
pending problem in TL by evaluating the function FNI in a 
trapping element. 

( ( N (F1 arguments) (F2 arguments)) - - - - - 1 

N: number 

N1: arbitrary lisp function 

N2: arbitrary lisp function 

Figure 23. Construction of TL. 

We defined several LISP functions for the function FNI. 
These functions work as follows. 

a) They check whether a noun at hand can answer the problem 
in TL. 

b) If it can, they update the data (for example, if the 
function FNI is the function which searches the words 
in TL for filling in the omitted case element, then 
the function will put the present noun in the case 
frame), and return the value "DELETE." Then the 
system will delete the trapping element from TL. 

c) If it cannot, the system adds 1 to N, the first 
element of the trapping element. When N exceeds five, 
the trapping element is deleted from TL. That is, the 
problem corresponding to the trapping element can not 
be solved at all. Before the deletion of a trapping 
element, the third element of it, the function FN2, is 
evaluated. 

By using the idea of TL, we can separate various checking 
mechanisms from the main program. They can be invoked automat- 
ically when a noun appears in a sentence. 

4.4 Processing of Anaphoric Expressions 

In Japanese, an anaphora is expressed by using the articles 
"KONO," "KORE," or "KORERA," which correspond to the definite 



a r t i c l e  " t h e , "  " t h i s , "  o r  " t h e s e "  i n  E n g l i s h .  The pronoun 
"KORE" i s  used t o  d e s i g n a t e  a  s i n g l e  o b j e c t  i n  t h e  p r e c e d i n g  
s e n t e n c e s ,  and t h e  pronoun "KORERA" i s  used t o  d e s i g n a t e  p l u r a l  
o b j e c t s .  The a r t i c l e  "KONO" i s  used a s  a  c o n s t i t u e n t  o f  a  noun 
p h r a s e .  Though t h e  a r t i c l e  " t h e "  i n  E n g l i s h  m o d i f i e s  t h e  noun 
d i r e c t l y  f o l l o w i n g  t h e  a r t i c l e ;  "KONO" o f t e n  m o d i f i e s  a  noun 
f a r  removed from it. An example i s  shown i n  F i g u r e  24. 

noun noun noun 
KONO SHIKENKAN - NO NAKA-NO DOU 
( t h e )  ( t e s t  tube)-NO ( i n )  -NO (copper )  

( t h e  copper i n  a t e s t  t ube )  I 
F i g u r e  24. 

I n  t h i s  example,  t h r e e  nouns f o l l o w i n g  t h e  a r t i c l e  can  be 
mod i f i ed  s y n t a c t i c a l l y  by i t. W e  must d e c i d e  by u s i n g  c o n t e x t u a l  
i n f o r m a t i o n  which noun i s  mod i f i ed  by t h e  a r t i c l e .  A s  s t a t e d  
i n  t h e  a n a l y s i s  o f  a  noun p h r a s e ,  we s c a n  t h e  words i n  a  noun 
p h r a s e  one  by one  from l e f t  t o  r i g h t .  When w e  f i n d  t h e  a r t i c l e  
"KONO," w e  p u t  it i n  t h e  temporary  s t a c k .  The word i n  t h i s  
temporary  s t a c k  w i l l  b e  checked a s  t o  whether  it c a n  modi fy a  
noun i n  t h e  f o l l o w i n g  noun p h r a s e .  I n  t h e  above example,  when 
w e  s c a n  t h e  noun "SHIKENKAN" ( test  t u b e ) ,  w e  check whether  t h e  
o b j e c t  i n d i c a t e d  by it was a l r e a d y  ment ioned i n  t h e  p r e c e d i n g  
s e n t e n c e s .  I f  it was, t h e n  t h e  a r t i c l e  "KONO" i s  r e g a r d e d  a s  
mod i f y ing  t h e  noun " t e s t  t u b e . "  I f  n o t ,  t h e  a r t i c l e  is s t a c k e d  
a g a i n .  I n  t h i s  way, t h e  a r t i c l e  w i l l  b e  check a g a i n s t  t h e  nouns 
i n  t h e  noun p h r a s e  u n t i l  t h e  noun mod i f i ed  by it i s  found.  

The a r t i c l e  "KONO" i s  used i n  t h e  f o l l o w i n g  two d i f f e r e n t  
ways. 

a )  SANSO-GA ARU . KONO SANSO-0 - - - - 
oxygen- ( s u b .  a c t )  e x i s t  oxygen- ( o b j e c t )  

(There  i s  oxygen.) (The oxygen ------ ) 

The noun "SANSO" mod i f i ed  by t h e  a r t i c l e  "KONO" i s  t h e  same 
e n t i t y  noun which i s  a l r e a d y  ment ioned i n  t h e  f i r s t  s e n t e n c e .  

b )  SANSO-GA ARU . KONO TAISEKI-0 
- volume- ( o b j e c t )  

(There  i s  oxygen.)  (The volume o f  t h e  oxygen----) 



In this case, "KONO" itself designates that the entity noun 
"SANSO" appeared in the first sentence. The category of this 
usage is permitted only if the noun modified by it is a rela- 
tional one. If the noun has only a relational meaning, the 
second usage appears more often than the first. 

The meaning descriptions of these articles and pronouns are 
procedurally expressed by LISP functions. The functions in the 
dictionary will be evaluated if we find such words in a sentence. 
The function for "KONO" performs its task in the following way. 

1 )  It checks whether a succeeding noun is a relational 
one. If the noun has only a relational meaning, the 
function regards at first that the article "KONO" is 
of the second usage. Go to step ( 3 )  . If not, go to 
step (2). 

2) The first usage has the following three varieties. 

a) SANSO - GA ARU KONO SANSO-0 ----- 

(There is oxygen) (The oxygen------ 1 

The noun modified by the article is the same noun 
which appeared in the preceding sentence. 

b) SANSO-GA ARU. KONO KITAI-0 

(There is oxygen) (The gas - - - - - 1 

The noun "gas" modified by the article is an upper 
concept noun of the ref erred noun "oxygen. " 

C) SANSO - TO SUISO - 0 KONGOUSURU. 
(oxygen) (and) hydrogen (obj mix 

(Someone mixes oxygen and hydrogen.) 

KONO KONGOUKITAI-0 .... 
blend gas (obj) 

(The blend gas - - - - 1 

After the first sentence is analyzed and it instantiates 
the case frame of the verb "mix," we evaluate the NTRANS 
description of the case frame and obtain a new inferenced object 
"mixture," whose element is the oxygen and the hydrogen. The 
noun "blend" modified by the article is a lower concept noun of 
the inferenced noun (mixture) in HNS. 

According to these three varities, we perform the following 
three check routines. The order of checking is shown in 
Figure 25. 



check 1: whether there is in the list the same noun as 
the noun modified by "KONO." 

check 2: whether there is in the list the lower concept 
noun of the noun modified by "KONO." 

check 3: when the list is from HNS, whether there is in 
the list the upper concept noun of the modified 
noun, and the properties of it are consistent 
with those of the modified noun. 

NS: 

HNS : 

Figure 25. 

If we can find out the noun which satisfies one of these three 
conditions, we decide that it is the referred noun. If we 
cannot, the function for "KONO" returns the value NIL. 

3) If the noun which follows the article has a relational 
meaning, the meaning description of the noun has slots 
which must be filled in by other words. What kind of 
noun is preferable for the slots is described in the 
meaning description. We search through NS and HNS for 
the object which satisfies the description. 

For example, suppose the input is, 

SANSO-GA ARU . KONO TAISEKI - - - . 
oxygen (act. subj .) exist volume 

The noun "TAISEKI" is an attribute noun. So we look for the noun 
which may have the attribute and recognize the oxygen is appro- 
priate. Another example is, 

SHIKENKAN - GA ARU. ::ON0 NAKA-NI - - - - 
test tube (act. subj. ) exist in (place, result) 

(There is a test tube.) (In the test tube - - - )  



The noun "NAKA" (in) is a prepositional noun which requires a 
"container." We can easily recognize that "test tube" is a 
lower concept noun of container. Therefore we regard that the 
word "KON" is used for the test tube. If we cannot find out 
such nouns, we suppose that the article "KONO" is not of the 
second usage but of the first. So we will go to step 2. 

The pronoun "KORE" (this, it) is used in a sentence as a 
case element. We can expect the kind of objects designated by 
the pronoun by using the case frame description of the verb in 
a sentence. The postposition attached to the pronoun indicates 
a set of possible cases. By means of taking out from the case 
frames the cases which belong to the set, we can obtain the 
semantic descriptions which are satisfied by the object 
designated by the pronoun. So we search through HNS and NS for 
the object which satisfies the descriptions. A simple example 
is, 

MIZU 500cc - GA ARU. E - N I  SHOKUEN 
water (act, subj) exist place, result salt 

time, - - - 
2gr -0 IRERU 

(obj ) put in 

(There are 500cc water.) (In this water (someone) put in 
salt of 2 grams. ) 

The set of possible cases of the postposition "NI" is (PLACE, 
RESULT, TIME, BENEFICENT,- - - - ) ,  and the case frames of 
"IRERU" (put in) have the case "PLACE." We can expect the 
pronoun "KORE" (this, it) fills in the PLACE case in the 
sentence. The semantic description says that a lower concept 
noun of "container" or "liquid" is preferable as the PLACE case 
of the verb "IRERU" (put in). The object "water" which is a 
lower concept noun of "liquid" is found in NS, and is determined 
to be the object designated by the pronoun. 

We have some other pronouns and articles in Japanese which 
are analyzed in the same way. We provide different LISP 
functions according to different pronouns and put them in the 
dictionary definitions of these words. 

5. Analysis of Complicated Sentences 

In the previous sections, we described the semantic and 
contextual analysis procedure of our system. In this section, 
we explain, by using example sentences, how these functional 
units are organized in order to analyze fairly complicated 
sentences. 

Suppose the input sentence is, 



ASSHUKU-SARETE TAISEKI-GA HENKA-SURU TOKI-NO 
be compressed volume (subj. act.) change time, when 

SANSO-NO JOUTAI-0 KANSATSUSHI, SON0 ATSURYOKU-0 
oxygen state (obj) observe the pressure (obj) 

its 

SOKUTEISHI, SORE-0 GRAPH-NI ARAWASU. 
measure it (OBJ) graph (place express. 

result) 

(Someone observes the state of the oxygen when it is compressed 
and the volume of it changes, measures the pressure, and 
expresses it by a graph.) 

The sentence is analyzed by the following procedure. 

a) The program first tries to find out the leftmost 
verb, and analyzes the sentence part governed by the 
verb. The phrase "ASSHUKU-SARETE" (be compressed) is 
analyzed first. This has an irregular structure in 
the sense that there are no explicit case elements 
before the verb. All case elements are omitted in 
this sentence part. By seeing the inflection of the 
verb ("ASSHUKU-SURU" (to compress)--"ASSHUKUSAREW 
(to be compressed)), we recognize that the sentence 
is expressed in passive voice. The lexical 
description of the verb in the word dictionary 
indicates that it takes two intrinsic cases in the 
field of chemistry, ACTOR and OBJECT. In a Japanese 
sentence, especially in the field of chemistry, the case 
eler?ent of ACTOR is apt to be neglected. Therefore, we 
adopt the dummy assignment for the ACTOR as the author 
of the sentence or some other human being. As there are 
no preceding sentences, we cannot fill in the OBJECT 
case immediately. So we set up the pending problem in 
TL which will watch the analysis of the succeeding 
sentence part to fill in the case. 

b) The sentence part "TAISEKI-GA HENKA-SURU" will be 
analyzed next. The verb "HENKA-SURU" (change) 
requires only SUBJ case. The postposition "GA" 
attached to the noun "TAISEKI" (volume) possibly 
implies the case "SUBJ." The noun "TAISEKI" is a 
lower concept noun of "attribute," which satisfies 
the semantic condition of the case element. So this 
sentence is analyzed in a straightforward manner. 
However, because the noun "TAISEKI" is an attribute 
noun, we must find out the entity noun which corre- 
sponds to the noun "TAISEKI." That is, we must 
identify the object whose volume is meant by the word. 
As we cannot find out such an object in the preceding 
sentences, we set up a pending problem in TL. By 



checking the inflection of the verb "HENKASURU" 
(change) and the word order "--- verb + noun ---." 
it is syntactically recognized that this sentence is 
an embedded sentence and modifies the noun "TOKI" 
(time, when). We then connect this sentence part with 
the noun "TOKI" by using the relation "SMOD" 
(MODified by a Sentence) . 

C) When we analyze the next sentence part, 

TOKI - NO SANSO-NO JOUTAI-0 KANSATSU-SURU 
time oxygen- (of) state- (obj) observe 
when - (of) 

we first perform the analysis of the noun phrase 
"TOKI-NO SANSO-NO JOUTAI." The combination of the two 
nouns "TOKI" and "SANSO" is semantically permissible 
because "oxygen" is a lower concept noun of "material," 
and can be modified by a word which designates a 
special point of time. The noun "TOKI" is modified 
by the sentence part analyzed at step (b) , and 
designates the time when the event expressed by the 
sentence part occurs. The combination of "SANSO" 
(oxygen) and "JOUTAI" (state) is also permissible. 

The nouns "TOKI," "SANSO," and "JOUTAI" in the noun phrase 
activate the trapping elements in TL. The noun "SANSO" 
satisfies the conditions of the two trapping elements set up 
by step (a) and (b). That is, "SANSO" fills in the case OBJ 
of the first sentence part. "TAISEKI" (volume) in the second 
sentence is regarded as the volume of the oxygen. 

d) The next sentence part "ATSURYOKU-0 SOKUTEISHI" can be 
processed easily. However the noun "ATSURYOKU" 
(pressure) is used alone without "of what." We must 
find out the corresponding entity noun in the preceding 
sentences. "Oxygen" is easily found to satisfy the 
condition, and "ATSURYOKU" (pressure) means "of the 
oxygen. " 

e) The remaining steps will be easily understood. We 
show the result of the parsing of the whole expression 
in Figure 26. 

The next example shows how HNS is used. Suppose the input 
sentence is, 

SUISO - TO SANSO -0 KONGOUSHI, KONO KONGOUKITAI-NI 
hydrogen- (and) oxygen- (obj) mix the blend gas 

TENKASURU-TO BAKUHATSU-SHI, MIZU-GA DEKIRU. 
fire (if, when) explode (water (subj, act) be made 

(If someone mixes hydrogen and oxygen, and fires the blend gas, 
then (it) explodes and water is made.) 





The following steps are performed. 

a) When the analysis of the first sentence part, "SUISO- 
TO SANSO-0 KONGOUSHI" is finished, the case frames of 
the verb "KONGOUSHI" are instantiated. We will 
evaluate the NTRANS expression of the case frame which 
obtains the highest matched value. As the result, a 
new object "mixture" is created and the elements of 
the mixture are the hydrogen and the oxygen. This 
newly created object is put into HNS. 

b) Because the noun phrase "KONO KONGOUKITAI-NI" (to the 
blend gas) in the sentence part is modified by the 
anaphoric determiner "KONO" (the), it requires the 
object which is designated by this phrase. The noun 
"KONGOUKITAI" (blend gas) is a lower concept noun of 
"mixture," and the components of it are gaseous 
objects. We search for it in HNS and NS and find the 
object "mixture" in HNS, whose elements are the 
hydrogen and the oxygen. 

C) The object "blend gas" is the theme object in the 
succeeding sentences. It Eills in the omitted case 
ACT of the third sentence part and FROM case of the 
fourth sentence. Figure 27 shows the result of the 
parsing. 

Table 6 shows the score of the results obtained by 
applying our analysis scheme to the sentences in a textbook of 
junior high school chemistry. 

Table 6. Score of result. 

T o t a l  number S u c c e s s  F a i l u r e  

Noun p h r a s e  

C o n j u n c t i v e  
p h r a s e  

S e n t e n c e  



Figure 27. 
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(S meone) 1 water k 
Input sentence: 

SUISO - TO SANS0 - 0 KONGOUSHI 
(hydrogen) - (conjunctive pp - - -andl (oxygen) - (OBJI (mix) 

KONO KONGOUKITAI-NI TENKASURU -TO 
(this) (blend gas)-(OBJ, IOBJ, PLACE, etc.) (ignite)-(conjunctive pp - - - if, when) 

HAGESHIKU KAGAKUHENKASHI, MIZU - GA DEKIRU. 
(violently) (react) (water) - (ACT, SUBJ) (be produced) 

meaning: If (someone) mixes hydrogen and oxygen and ignites it, 
then the gas violently reacts and water is produced. 



6 .  Conclusion 

We can summarize the above procedure of our language analysis 
in the following way. 

a) By introducing the idea of case, we described the 
patterns of activities in the verb dictionary. The 
descriptions also contain the information as to how 
activities are connected with each other and how an 
activity changes the objects. 

b) The meaning descriptions of nouns are based upon the 
upper and lower concept relationships and the attri- 
bute value pairs. Some kinds of nouns are regarded 
as having relational meanings. Their meaning 
descriptions are similar to those of verbs, adjectives, 
and prepositions. By using these descriptions, we 
can analyze fairly complicated noun phrases where 
there are few syntactic clues. 

C) We do not use logical expressions to represent 
context. Instead, we represent contextual information 
in the memory structure similar to that of human 
intermediate term memory. The combination of it with 
the semantic descriptions of words has enabled us to 
perform efficient contextual analyses. 

d) We have developed a programming language which makes 
it easy to write natural language grammar and to 
control the analysis procedure. By using this 
language, we can incorporate semantic and contextual 
analyses with semantic ones. Semantic and contextual 
checking functions are rather simple and small. 

Our analysis program has obtained a fairly good result. 
However, the contextual analysis program can treat only a local 
context. In order to treat a more global one, we should improve 
our program in the following ways. 

a) Corresponding to human long-term memory, we must 
provide our system with an appropriate scheme to 
represent the state of the world. The system must 
have frameworks to express spacial relationships 
among objects, time relationships among events, and 
SO on. 

b) At the present stage, we have only one relationship 
"CON" to connect one activity with others. However, 
human knowledge of the world contains various kinds 
of relationships among activities, such as cause, 
purpose, reason, and so on. These relationships may 
play an important role not only in the analysis 
process of sentences, but also in the inference process 
in answering a question. 



c) In order that a system can communicate with a man in 
a flexible and natural manner, it must be able to 
perform inferences from incomplete data bases. 
Therefore, we will not use a uniform proof procedure 
such as the resolution proof procedure. 

d) It is necessary to apply our method on fields other 
than chemistry, and to test whether our semantic 
description method should be changed or not. 
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Parsina in OAS 

W.H. Paxton 

The activity of the parsing system can be described as the 
step-by-step construction of "interpretations" of utterances. 
An interpretation is a phrase of the root category of the language 
that spans the utterance and includes attributes such as ~emant ic  
representation. Phrases are created either by (a) recognizing a 
word in the input, or (b) applying a composition rule to constit- 
uent phrases. In the parser's searcn for an appropriate interpre- 
tation, phrases are incrementally formed, evaluated and combined. 
As this process goes on, the parser builds a data structure called 
the parse net, representing the growing collection of phrases, 
and maintains another structure, called the task queue, encoding 
the alternative operations available for taking another step 
toward understanding the input. Each entry in the task queue 
specifies a procedure to be performed at a particular location 
(node) in the parse net. The performance of such a procedure 
typically entails both modifying the parse net and scheduling 
new tasks to make further modifications. By factoring the 
parsing process into tasks that first make incremental changes 
and then spawn other tasks to be performed at unspecified later 
times, the parser is given a means of controlling the overall 
activity of the understanding system. Other components of the 
system, such as semantics, nay carry out large portions of a task, 
but it is the responsibility of the parser to decide when the task 
will actually be performed. Thus, instead of having a separate 
"control" component in the system, decisions regarding what to 
do next are made by the parser on the basis of a complex, heuristic 
parsing strategy described at length below. 

The control aspect of the parser's role is of great 
importance because only a subset of the scheduled tasks will 
actually prove to be necessary to understand the input; the 
others will be "false steps" leading toward potential interpre- 
tations but proving to be inappropriate for the particular 
utterance being parsed. Ideally, in deciding which task to 
perform next, the parser would always choose one of the necessary 
tasks and never take a false step. The. utterance would be 
understood with the unnecessary tasks still left in the queue. 
To approach this ideal, the actual system must spend some of its 
effort deciding which task to perform next. Such effort is well 
spent if it produces a net decrease in processing time. In 
other words, the efficiency of the system will be improved by 
decisions regarding the order in which tasks are performed if 
the cost of the decisions is less than the cost of the false-step 
tasks that would have otherwise been performed. Since the 



potential for wasting effort on unnecessary operations is 
particularly large in natural language understanding, the system 
can afford to carry out rather complex computations in deciding 
what to do next, and still get a big improvement in overall 
efficiency. In the current system, the decisions are based on 
the relative priorities assigned to the various tasks waiting 
in the queue. 

In establishing priorities, the parser gets important 
guidance from the "values" the language definition assigns to 
different interpretations. In addition to defining the possible 
phrases, the language definition also associates with each phrase 
a set of factors to be used in establishing its score with 
respect to particular inputs and contexts. In particular, each 
interpretation, being a root category phrase, gets a score in 
this manner. The interpretation value is a simple function of 
this root score. Other things being equal, a task will be 
favored if it appears to lead toward an interpretation with a 
higher value. To achieve this ranking, task priorities assigned 
by the parser tend to reflect the maximum value of the interpre- 
tations whose construction the task would lead to. 

In addition to interpretation value, response time is also 
an important concern. The parser must balance the goal of 
finding the interpretation with the highest value against the 
goal of making a prompt response. Our approach in dealing with 
these conflicting goals is to maintain a set of phrases, in the 
parser called focus phrases, that have been constructed in the 
parse and to concentrate on finding ways to extend them to a 
complete interpretation. This focusing of activity is brought 
about by inhibiting tasks looking for replacements for any of 
the focus phrases, unless the potential replacement promises to 
lead to a significant improvement in value for the final inter- 
pretation. Tasks conflicting with the focus of activity have 
their priority temporarily lowered so that the parser is biased 
toward building up a complete interpretation using phrases in 
focus rather than exploring competing interpretations that would 
not use focus phrases. If the focus is wrong, then the attempts 
to extend it to a complete interpretation will be unsuccessful. 
Eventually a task that conflicts with the focus will become the 
highest priority operation for the parser to perform in spite of 
the bias against it. As a result, the focus set will be modified 
so that it is consistent with the new task, and the parser will 
then concentrate on using the revised set of phrases. 

In addition to calculating priorities of tasks on the basis 
of interpretation values and focus of activity, the parser must 
ensure that the information gained through the performance of 
the tasks is used effectively. This is done by structuring the 
parse net and the tasks that operate on it in a way that brings 
together related activities and coordinates them to eliminate 
duplication of effort. By avoiding duplication, the system 
reduces the ill effects of the false steps it will inevitably 
take. Work done on a false path is not necessarily wasted, since 



it may produce a phrase that can be used in some other way. For 
example, a phrase constructed as part of an unsuccessful search 
for one type of sentence may later appear in the final interpre- 
tation as part of different kind of sentence. Also, false steps 
are not repeated, since the system only makes one attempt to 
build a particular type of phrase in a particular location in 
the utterance, regardless of how many large phrases might include 
it. Mistakes are inevitable, but at least the system will not 
make the same mistake twice in one parse. 

To summarize, the parser balances the desire to find the 
highest value interpretation of an utterance against the need 
to make a prompt response. In a step-by-step manner, phrases 
are created, evaluated, and combined. The choice of the next 
operation to carry out takes the form of assigning priorities 
to alternative tasks. Priorities reject both the expected values 
of interpretations toward which the task would lead and the 
relation of the task to the current focus of activity. Finally, 
the entire process is organized so that information gained in 
performing a task is shared and recorded in such a way that it 
does not have to be rediscovered. 
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Inpu t  Process ing i n  a German Language 

Question-Answering System 

Egber t  Lehmann 

1.  I n t roduc t i on  

For f a c t  r e t r i e v a l ,  it seems d e s i r a b l e  t o  develop a t r u l y  
mul t ipurpose quest ion-answering system (QAS) accep t i ng  a s  i npu t  
w r i t t e n  n a t u r a l  language t e x t .  By prov id ing d i f f e r e n t  f a c t u a l  
d a t a  bases  and d i c t i o n a r i e s  t o  such a system, it could be adapted 
t o  s a t i s f y  t h e  needs of very  d i f f e r e n t  groups o f  u s e r s .  User- 
ques t i ons  and a l s o  a g r e a t  p a r t  o f  t h e  s t o r e d  f a c t u a l  in fo rmat ion  
( i nc lud ing ,  i f  necessary ,  pragmatic in fo rmat ion  and d e f i n i t i o n s  
of f i e l d - s p e c i f i c  no t i ons )  should be g iven  t o  t h e  system i n  a 
uni form and convenient  manner, a t  l e a s t  very  s i m i l a r  t o  a n a t u r a l  
language. The system should be a b l e  t o  prov ide t h e  u s e r ,  on 
reques t ,  t h e  f a c t u a l  in format ion he needs. 

Because u l t i m a t e l y  a l o t  o f  knowledge must be incorpora ted  
i n  such a system, which may become enormously complex, an 
evo lu t i ona ry  approach s t a r t i n g  w i th  a minimum of l i n g u i s t i c  and 
world knowledge seems app rop r i a te  i n  developing it. Development 
(des ign ,  coding,  t e s t i n g ,  debugging) of a  c a r e f u l l y  predef ined 
gene ra l  knowledge base a s  we l l  a s  a n  app l i ca t i on -o r i en ted  d a t a  
base i s  a formidable t ask .  I t  can be cons iderab ly  s i m p l i f i e d  
i f  t h e  QAS is a l ready  p r i n c i p a l l y  a b l e  t o  work i n  a s imple manner 
when on ly  a very  l im i t ed  knowledge i s  a v a i l a b l e .  I t  has  t o  
understand l i t e r a l l y  t h e  meaning of o rd inary ,  no t  t o o  compl icated 
sen tences  ( a t  t h e  r i s k  of sometimes seeming a l i t t l e  s t u p i d  i n  
do ing so ! ) .  In t h i s  way, t h e  system would be able--by s t o r i n g  
f a c t s  and f i nd ing  answers t o  posed ques t i ons  by i n fe rence  from 
s t o r e d  f ac t s - - s tep  by s t e p  t o  extend and adap t  i t s  knowledge base. 
So, mainly by i ts  own exper iences ,  it would i n  t i m e  hecome more 
and more q u a l i f i e d .  Working w i th  t h e  system i n  an exper imenta l  
way can be ext remely va luab le  f o r  t h e  des igne r  because he g a i n s  
a v i v i d  impression from t h e  a c t u a l  working c a p a b i l i t i e s  and sho r t -  
comings of  t h e  system a t  each s t a g e  of development. I cons idered  
evo lu t i ona ry  p r i n c i p l e s  impor tant  i n  des ign ing  t h e  i npu t  language 
and t h e  language processor  of  our  QAS. The program f o r  i npu t  
a n a l y s i s  was programed by t h e  au thor  i n  LISP and has  been running 
on a RJAD R-40  computer w i th  512K by te  co re  memory. I t  i s  
p a r t  o f  a  complete German language ques t i on  answering system. 
The i d e a s  of  Sandewall, Palme, Woods, Winograd, Schank, and 
Simmons have s t r o n g l y  in f luenced t h i s  work. 



2. The I n p u t  Language: An E v o l u t i o n a r y  Approach f o r  Developing 

t h e  I n p u t  Language 

Because i n  t h e  beg inn ing  t h e  i n p u t  p r o c e s s o r  h a s  o n l y  a  v e r y  
poor semant i c  and f a c t u a l  knowledge, i s  h a s  t o  r e l y  s t r o n g l y  on 
s y n t a c t i c  c o n s i d e r a t i o n s .  F i r s t ,  i n  t h e  s p i r i t  of  Montague 
( 1 9 7 0 ) ,  a s i m p l e  b u t  s u f f i c i e n t l y  power fu l  f o rma l  l anguage  was 
deve loped ,  which c o r r e s p o n d s  t o  a  c e r t a i n  e x t e n t  t o  t h e  German 
language and c o n s t i t u t e s  a p o s s i b l e  s k e l e t o n  o f  it. T h i s  so- 
c a l l e d  c o r e  language  h a s  a  r a t h e r  s m a l l  v o c a b u l a r y  o f  s t r u c t u r a l  
words o r  p a r t i c l e s  (comparable t o  t h e  r e s e r v e d  symbols o f  a  
programing o r  l o g i c a l  l a n g u a g e ) .  These words a r e  o f  fundamenta l  
impor tance  f o r  language a n a l y s i s  and i n t e r p r e t a t i o n  and must be 
known a b s o l u t e l y  t o  t h e  language  p r o c e s s o r .  

T h i s  s t r i c t l y  fo rma l  l anguage  l a y o u t  d e c r e a s e s  t h e  r i s k  o f  
m isunders tand ing  (which o t h e r w i s e  would b e  v e r y  l a r g e  i n  absence  
o f  a voluminous knowlege b a s e )  and p e r m i t s  a s t r a i g h t f o r w a r d ,  
v e r y  e f f i c i e n t  p r o c e s s  of  language a n a l y s i s .  Our c o r e  language  
i s  comparab le  t o  and of  t h e  same l e v e l  as t h e  language  o f  
S a n d e w a l l ' s  (1972) PFC-2. 

By s u c c e s s i v e  e x t e n s i o n s  of  t h e  grammar, t h e  d i c t i o n a r y ,  and 
t h e  p a r s e r ,  we t h e n  t r i e d  t o  make o u r  i n p u t  l anguage  more and 
more s i m i l a r  t o  t h e  German language.  W e  o b t a i n e d  what we c a l l  
a  s t y l i z e d  w r i t t e n  German language.  By c o n t i n u i n g  t h i s  e f f o r t ,  
it u l t i m a t e l y  seems p o s s i b l e  t o  c o v e r  t h e  f u l l  n a t u r a l  language.  
I n  compar ison w i t h  t h e  German language ,  o u r  s y l i z e d  f a c t  i n p u t  
l anguage  FES (Fakten-Eingabe-Sprache) h a s  some n o t  s o  s e v e r e  
r e s t r i c t i o n s  (concern ing  some c o m p l i c a t e d  o r  e x t r a v a g a n t  language 
c o n s t r u c t s ,  which c a u s e  d i f f i c u l t i e s  i n  l anguage  p r o c e s s i n g )  and 
a  few a d d i t i o n a l  language e l e m e n t s  f o r  a v o i d i n g  l e x i c a l  o r  
s y n t a c t i c  a m b i g u i t i e s  ( f o r  i n s t a n c e ,  p a r e n t h e s e s  f o r  e x p l i c i t  
s t r u c t u r i n g  of complex s u b o r d i n a t e d  s e n t e n c e s  o r  complex noun 
p h r a s e s ) .  A l l  t h e s e  e x t e n s i o n s  and r e s t r i c t i o n s  t o g e t h e r  o n l y  
l e a d  t o  a moderate  d e v i a t i o n  from German. So t h e  i n p u t  l anguage  
FES rema ins  comprehens ib le  t o  a  n a t i v e  s p e a k e r / l i s t e n e r  o f  German 
and h a s  n e a r l y  t h e  s a m e  e x p r e s s i v e  power. Imbedded i n  t h e  FES 
i s  t h e  more r e s t r i c t e d  and a r t i f i c i a l  l o o k i n g  c o r e  language ,  
which i s  n o t  o n l y  e a s i e r  t o  implement,  b u t  is a l s o  v a l u a b l e  i n  
many communicat ive s i t u a t i o n s  f o r  a v i o d i n g  a m b i g u i t i e s .  Because 
b o t h  languages  can  be i n t e r m i n g l e d ,  t h e r e  are, a t  t h e  d i s p o s a l  
of t h e  u s e r ,  v e r y  f l e x i b l e  l anguage  t o o l s  c o v e r i n g  a  wide range  
between t h e  c o r e  language  and n e a r l y  t h e  f u l l  n a t u r a l  language.  

3 .  Elements  of  t h e  Core Language 

Most German c o n t e n t  words used  i n  s e n t e n c e s  o f  t h e  c o r e  
language  a r e  unknown t o  t h e  language  p r o c e s s o r .  T h e r e f o r e ,  t h e  
u s e r  h a s  t o  mark t h e  l e x i c a l  c a t e g o r y  of word c l a s s  of  each  
unknown word by p u t t i n g  one o f  t h e  f o l l o w i n g  r e s e r v e d  a r t i f i c i a l  
morphemes i n  f r o n t  o f  it: 



: ( f o r  p roper  names of  i n d i v i d u a l s ) ,  

V ( f o r  i n f i n i t i v e s  of v e r b s ) ,  

* ( f o r  nouns c h a r a c t e r i z i n g  c o u n t a b l e  o b j e c t s )  , 

+ ( f o r  nouns c h a r a c t e r i z i n g  s u b s t a n c e s  (mass t e r m s )  ) , 

/ ( f o r  a d v e r b s  and a d j e c t i v e s )  , 

F ( f o r  s u b s t a n t i v e s  w i t h  a  f u n c t i o n a l  meaning, a s  " f a t h e r , "  
" c a p i t a l " ) ,  

R ( f o r  s u b s t a n t i v e s  d e n o t i n g  r e l a t i o n s ,  a s  " p a r t ,  " 
" p r o p e r t y " ) .  

A l l  German c o n c e p t  words a r e  used i n  t h e  c o r e  language o n l y  
i n  t h e  b a s i c  form; i n f l e c t e d  forms a r e  n o t  p e r m i t t e d .  The 
f r e q u e n t l y  used p a r t i c l e s  a r e  v e r y  i m p o r t a n t  f o r  unders tand ing  
t h e  c o r e  language.  They a r e  mos t l y  adopted from German, and 
t h e y  a r e  p a r t l y  d e s i g n a t e d  by a  modi f ied o r  a r t i f i c i a l  name. I n  
t h e  s y n t a c t i c  p o s i t i o n  of d e t e r m i n e r s ,  w e  d i s t i n g u i s h  t h e  
f o l l o w i n g  f i v e  p a r t i c l e s :  

D (ana logous  t o  t h e  E n g l i s h  " t h e " ) ,  d e f i n i t e  d e t e r m i n e r ,  

E  ( E n g l i s h  " a " )  , s p e c i f i c  i n d e f i n i t e  d e t e r m i n e r ,  

C ( n o t  e x p l i c i t e l y  a v a i l a b l e  i n  German and E n g l i s h ) ,  a c t s  
a s  a  p l a c e h o l d e r  i n  NP's t h a t  d e s c r i b e  c o n c e p t s  in -  
s t e a d  o f  i n d i v i d u a l s ) ,  

I R G  ( " a n y " ) ,  u n s p e c i f i c  d e t e r m i n e r ;  q u a n t i f i e r ,  produc ing 
e x i s t e n t i a l  q u a n t i f i e d  v a r i a b l e s ,  and 

JED ( " e a c h " ) ,  q u a n t i f i e r ,  produc ing u n i v e r s a l  q u a n t i f i e d  
v a r i a b l e s .  

S e m a n t i c a l l y ,  "E" i n t r o d u c e s  new i n d i v i d u a l s  i n  t h e  semant ic  
r e p r e s e n t a t i o n ;  "D" is v e r y  impor tan t  a s  a  f r e q u e n t l y  used 
r e f e r e n c e - e s t a b l i s h i n g  mechanism, c r o s s i n g  t h e  s e n t e n c e  boundar ies  
i n  t h e  d i s c o u r s e  t o  r e f e r  back t o  a  p r e v i o u s l y  ment ioned ( o r  
known) i n d i v i d u a l .  A l l  d e t e r m i n e r s  can  be c o n s i d e r e d  f o r m a l l y  
a s  f u n c t i o n s  a c t i n g  on c o n c e p t  d e s c r i p t i o n s .  The b a s i c  a u x i l -  
i a r i e s  a r e  t h e  p a r t i c l e s :  

IST ( E n g l i s h  " i s " ) ,  t h e  b a s i c  a u x i l i a r y  e x p r e s s i n g  pre-  
d i c a t i o n  by a t t a c h i n g  c o n c e p t s  ( p r o p e r t i e s )  t o  
i n d i v i d u a l  o b j e c t s  ( e  .g . ,  " P e t e r  is t e a c h e r ,  " " t h e  
g i r l  is p r e t t y " ) ,  

TUT ( e n g l .  " d o e s " ) ,  t h e  b a s i c  a u x i l i a r y  f o r  d e s c r i b i n g  
e v e n t s ,  and 

PASS ( d e s c r i b i n g  e v e n t s  i n  p a s s i v e  mood.) 



The b a s i c  model a u x i l i a r i e s  a r e :  KANN ( " c a n " )  , WILL ( " w i l l " )  , 
SOLL ( " s h a l l " ) ,  DARF ( " i s  a l l o w e d " ) ,  MUSS ( " m u s t " ) ,  MAG ("may") .  
P r e p o s i t i o n s  i n  t h e  c o r e  language  ma in l y  c h a r a c t e r i z e ,  i n  a  
nonambiguous way, deep-case r e l a t i o n s ,  e . g . ,  

MIT ( " w i t h " ) ,  t h e  INSTRument; 

I N  ( " i n " ) ,  AUF ( " o n " ) ,  AN ( " a t " ) ,  t h e  Loca t ion ;  

NACH ( " t o " )  , t h e  ~ ~ R e c t i o n ,  

BE1 t h e  CIRCurnstances, and 

UEBER t h e  THEMA o f  a n  a c t i o n .  

T h i s  set o f  German p r e p o s i t i o n s  is ex tended  by m o d i f i e d  prepo-  
s i t i o n  names ( e . g . ,  ALS-T (SIMULTaneous), NACH-T ( " a f t e r " ) )  and 
by t h e  o r i g i n a l  names o f  t h e  a p p r o p r i a t e  deep-case r e l a t i o n s  
( e . g . ,  INSTR, LOCI D I R ,  CIRC, THEMA a s  w e l l  a s  AG, OBJ, DAT, e t c . )  
a p p e a r i n g  i n  t h e  semant i c  r e p r e s e n t a t i o n .  C o n j u n c t i o n s  and 
i n t e r r o g a t i v e  p a r t i c l e s  a l s o  c h a r a c t e r i z e  deep-case  r e l a t i o n s .  
Numerals a lways  a r e  w r i t t e n  a s  o r d i n a r y  numbers. 

I n  t h e  c o r e  language ,  t h e r e  a l r e a d y  a r e  a  few pronouns,  
which a r e  c o r e f e r e n t  i n  a  s imp le  way w i t h  l anguage  c o n s t r u c t s  
ment ioned b e f o r e  ( u s u a l  NP 's ) :  

DIES@ ( " t h i s ) ,  i s  c o r e f e r e n t  w i t h  t h e  whole p r e c e d i n g  
s e n t e n c e ,  

E R@ ( " i t " ) ,  is c o r e f e r e n t  w i t h  t h e  f i r s t  NP on t h e  
t o p  l e v e l  o f  t h e  p r e c e d i n g  s e n t e n c e  (no rma l l y  t h e  
grammat ica l  s u b j e c t  o f  t h i s  s e n t e n c e ) ,  

D@ i s  c o r e f e r e n t  w i t h  t h e  l a s t  NP on t h e  t o p  l e v e l  
o f  t h e  p reced ing  s e n t e n c e ,  

D 1 i s  a k ind  o f  r e l a t i v e  pronoun r e f e r i n g  t o  t h e  NP 
a p p e a r i n g  immedia te ly  l e f t  o f  i t, 

DORT ( " t h e r e " ) ,  i s  c o r e f e r e n t  w i t h  t h e  l a s t  l o c a t i o n  
ment ioned i n  t h e  p r e c e d i n g  t e x t ,  

DANACH ( " t h e n " ) ,  e s t a b l i s h e s  a  r e l a t i o n  o f  tempora l  o r d e r  
between t h e  t i m e  moments o f  b o t h  e v e n t s  d e s c r i b e d  
i n  t h e  a c t u a l  and i n  t h e  p r e c e d i n g  s e n t e n c e .  

SICH ( " o n e s e l f " ) ,  i s  c o r e f e r e n t  w i t h  t h e  f i r s t  NP ( s u b j e c t )  
o f  t h e  same s e n t e n c e  it a p p e a r s  i n ,  i f  it i s  n o t  
dominated by a  r e f l e x i v e  v e r b .  

Moreover, t h e r e  is  t h e  pronoun ESP, ( u n p e r s o n a l  " i t " ) ,  which 
is  o n l y  a  s y n t a c t i c  p l a c e h o l d e r  f o r  t h e  s u b j e c t  p o s i t i o n  i n  a  
s e n t e n c e .  !IAN o r  JEIQND ("someone, " f o r  p e r s o n s )  , and ETWAS 
( "someth ing , "  f o r  impersona l  e n t i t i e s )  w i t h  t h e  c o r r e s p o n d i n g  



sen tence-nega t ing  forms NIEMAND ("nobody") and NICHTS ( "no th ing" )  
a r e  u n s p e c i f i c  ( va r i ab l e -gene ra t i ng )  pronouns. 

Some unique a r t i f i c i a l  morphemes a r e  used f o r  e x p l i c i t  
c h a r a c t e r i z i n g  o f  some s p e c i a l  grammat ica l  phenomena : 

PLUR ( p l u r a l  o f  nouns, a p p r o p r i a t e  on l y  f o r  compound 
i n d i v i d u a l s ,  i . e . ,  f i n i t e  sets of s i n g l e  i n d i -  
v i d u a l s ) ,  

PRAET ( p a s t  t e n s e  of  v e r b s ) ,  

FUT ( f u t u r e  t e n s e )  , 

KONJTV ( sub junc t i ve  mood) 

INF ( i n f i n i t i v e  c o n s t r u c t i o n s )  , 

NICHT ( " n o t " ,  nega t i on )  . 
Because it i s  n o t  p o s s i b l e  he re  t o  d e s c r i b e  t h e  c o r e  language 
i n  g r e a t e r  d e t a i l ,  some a d d i t i o n a l  remarks and an example must 
s u f f i c e  f o r  t h e  moment. (For a formal  d e s c r i p t i o n  o f  t h e  syn tax  
see F igu re  1 ,  i n  s e c t i o n  8 ,  page 1 2 4 .  

An i n p u t  t e x t  i s  a sequence of main sen tences .  A main 
sen tence  may be a  p r e p o s i t i o n a l  sen tence ,  an open q u e s t i o n ,  a  
c l o s e d  ques t i on ,  o r  a  command. Subord ina te  sen tences  (sub- 
sen tences )  appear  normal ly  a t  t h e e n d  of o t h e r  (main o r  sub- 
o r d i n a t e )  sen tences .  t hey can  be r e c u r s i v e  up t o  an a r b i t r a r y  
dep th .  Subsentences,  which a r e  p a r t  o f  o t h e r  subsen tences ,  
a r e  sur rounded by a  p a i r  o f  pa ren theses  i n  o r d e r  t o  f a c i l i t a t e  
t h e  i n t e r p r e t a t i o n  o f  t h e  whole sen tence .  When more t han  one 
noun ph rase  (NP) , n o t  preceded by p r e p o s i t i o n s  appears  on t h e  
t o p  l e v e l  o f  an  a r b i t r a r y  sen tence ,  normal ly  t h e  f i r s t  one w i l l  
be  cons ide red  a s  d e s c r i b i n g  t h e  s y n t a c t i c  SUBject, t h e  l a s t  one 
t h e  d i r e c t  OBJect, and t h e  midd le  one ( i f  a v a i l a b l e )  t h e  DATive 
( i n d i r e c t  o b j e c t )  c a s e  of  t h e  sen tence .  

4 .  Syntax  of t h e  Core Language 

Text : : = (main sen tence .  . . ) 
main sen tence  : := ( {  [ p raep ]  {np 1 ?w 1 ?welch subs t )au f  z /au f  z np 1 

I B I T T E ~  [NICHT] 

{ [p raep ]  {np 1 advp) 1 .  . . [ v i .  . . 1 praepl  

[ , { s s l i n f c l ]  ... { .  I ? ( ! ) )  

ss ::= subkon j { [p raep ] {np(advp  u... [ v i ]  ... a u x [ ( { s s { i n f c ) ) ]  ... 
i n f c  : : = [ {UM I INF)] { [praep]  {np 1 advp) I . .  . [ v i ]  . . . Z U  v i  

[ ( { s s l i n f c ) ) ]  ... 



np : := proper  namelrefwordl { d e t l n u m b e r } [ ~ ~ ~ ~ ] [ a d j p l  ... { s u b s t l v i }  1 
[substanzmod l d e t  1 numberIuni tofmeas 1 s u b s t  I [ a d j p ]  . . . s u b s t a n z  1 

r e l s  : := ( [ p r a e p ]  r e l p r o n I  [p raep l  Inp 1 a d v p I I -  . . [ v i l  . . .aux 

a d j p  ::= [ g r a d ( q u a n t ] a d j  

advp : : = [g rad 1 q u a n t ]  adv 

quan t  ::= number un i to fmeasure  

Meaning of t h e  s y n t a c t i c  m e t a v a r i a b l e s  ( w r i t t e n  w i t h  s m a l l  
l e t t e r s ,  a n g l e  b r a c k e t s  a r e  a v o i d e d ) :  ss = s u b o r d i n a t e d  s e n t e n c e  
i n t r o d u c e d  by a  c o n j u n c t i o n ,  i n f c  = i n f i n i t i v e  c o n s t r u c t i o n ,  
np = nominal  ph rase ,  r e l s  = r e l a t i v e  s e n t e n c e ,  a d j p  = a d j e c t i v e  
p h r a s e ,  advp = a d v e r b i a l  p h r a s e ,  quan t  = q u a n t i t y ,  p raep  = prep ,  
aux = a u x i l i a r y ;  ?w = i n t e r o g a t i v e o  ( a s  "who", "where",  "when") , 
? welch = i n t e r o g a t i v e  1  ( a s  "which",  "how many") ,  v i  = v e r b  
i n f i n i t i v e ,  subkonj  = s u b o r d i n a t i n g  c o n j u n c t i o n ,  re fword = r e f e r -  
e n t i a l  word, d e t  = d e t e r m i n e r ,  s u b s t  = s u b s t a n t i v e  ( c o u n t  t e r m ) ,  
s u b s t a n z  = s u b s t a n t i v e  (mass t e r m ) ,  substanzmod = m o d i f i e r  f o r  
p o r t i o n s  of s u b s t a n c e s  ( a s  "much") ,  un i to fmeas  = u n i t  o f  measure- 
ment,  r e l p r o u n  = r e l a t i v e  pronoun, g r a d  = g r a d u a l  m o d i f i e r  of 
a d j e c t i v e s / a d v e r b s  ( a s  " v e r y " ) .  

A s  meta language,  we u t i l i z e  a  BNF n o t a t i o n  extended by 
s q u a r e  b r a c k e t s  (su r round ing  f a c u l t a t i v e  c o n s i t u e n t s )  , s p e c i a l  
p a r e n t h e s e s  " { "  and " I "  f o r  f a c t o r i z a t i o n  o f  s u b s t r i n g s  and f o r  
t h e  Symbol "...", d e s c r i b i n g  t h e  p o s s i b i l i t y  of i t e r a t e d  appear-  
ance  o f  t h e  c o n s t i t u e n t  l e f t  of it. Look, f o r  example, a t  t h e  
f o l l o w i n g  compound s e n t e n c e ,  r e e x p r e s s i n g  t h e  German s e n t e n c e ,  
"Columbus g l a u b t e ,  d a s s  e r  I n d i e n  e r r e i c h t  h s t t e ,  a l s  e r  1492 
Amerika e n t d e c k t e . "  ("Columbus b e l i e v e d  t h a t  he had a r r i v e d  i n  
I n d i a ,  when he d i s c o v e r e d  America i n  1492." )  

i COLUMBUS TUT PRAET V GLAUBEN . DASS ER@ : INDIEN 

Columbus d o e s  b e l i e v e  t h a t  he I n d i a  

V ERREICHEN PRAET RONJTV TUT . ALS-T ER@ : AE4EXIKA - - - - - - - - 
a r r i v e  does  when he America 

MOM 1492 V ENTDECKEN PRAET TUT . - - 
d i s c o v e r  d o e s  

The r e s e r v e d  words of t h e  c o r e  language a r e  u n d e r l i n e d  i n  t h i s  
example. 

Comples 2IP 's  c o n s i s t i n g  of o t h e r  NP's a l s o  a r e  a l lowed.  T h e i r  
r e c u r s i v e  s t r u c t u r e  i s  e x p l i c i t l y  expressed  by u s e  of a n g l e  b r a c k e t s  



and by i n s e r t i n g  a d a s h  behind t h e  f i r s t  NP-const i tuent :  

np ::= < np - rels > ( < np - [ p raep ]  np > . 
Apparent by t h i s  n o t a t i o n ,  t h e  g r e a t e s t  s o u r c e  o f  ambigu i ty  i n  
German s e n t e n c e s  i s  removed. For  i n s t a n c e ,  t h e  c o r e  language 
e x p r e s s i o n :  

< D F ANZAHL - < D * EINWOHNER - ( Dl MOM 1964 

t h e  number t h e  i n h a b i t a n t  t h a t  

i n  t h e  c a p i t a l  o f  A u s t r i a  1 i v e  

PRAET TUN ) > > 

r e e x p r e s s e s  t h e  German..NP, " d i e  Anzahl d e r  Einwohner , d i e  1964 
i n  d e r  H a u p t s t a d t  von O s t e r r e i c h  l e b t e n "  ( " t h e  number of  i nhab i -  
t a n t s  l i v i n g  i n  t h e  c a p i t a l  o f  A u s t r i a  i n  1964" ) .  

5.  The S t y l i z e d  F a c t  I n p u t  Language FES 

I f  w e  proceed from t h e  a r t i f i c i a l  c o r e  language t o  t h e  
s t y l i z e d  n a t u r a l  language,  many new problems appear .  Ambiguous 
s y n t a c t i c  c o n s t r u c t i o n s  w i l l  become p o s s i b l e  i f  some grammar 
r u l e s  a r e  r e l a x e d  ( e - g . ,  by d e l e t i n g  some a r t i f i c i a l  language 
e lements  used i n  t h e  c o r e  language f o r  e x p l i c i t  s t r u c t u r i n g )  
and many new r u l e s  a r e  added. T h e r e f o r e ,  a b a c k t r a c k i n g  
mechanism w i l l  be needed f o r  i n p u t  a n a l y s i s .  Semant ic a m b i g u i t i e s  
a l s o  appear  by u s e  of  homonymous words. T h e r e f o r e ,  i t i s  
impor tan t  t o  d i s t i n g u i s h  d i f f e r e n t  word meanings of homographs 
i n  t h e  d i c t i o n a r y .  For i n f l e c t e d  word forms ( i n  German more 
mu l t i f o rm and f r e q u e n t  t h a n  i n  E n g l i s h ) ,  t h e  language  p r o c e s s o r  
h a s  t o  f i n d  t h e  b a s i c  word form w i t h  t h e  a i d  o f  t h e  d i c t i o n a r y  
and e v e n t u a l l y  a l s o  f i n d  p rocedures  f o r  morpholog ica l  a n a l y s i s .  

Because t h e  vocabu la ry  of  a n a t u r a l  language grows w i t h  
t i m e  and t h e r e f o r e  i s  cons ide red  a s  p o t e n t i a l l y  u n l i m i t e d ,  
w e  need mechanisms f o r  hand l ing  words,  s o  f a r  unknown t o  t h e  
system,  a t  l e a s t  i n  a p r e l i m i n a r y  and i n d u c t i v e  way. Sen tences  
c o n t a i n i n g  such words must be unders tood by t h e  system,  and 
t h e  p o s i t i o n  o f  t h e  unknown word i n  t h e  s e n t e n c e  and i ts  
morpho log ica l  p r o p e r t i e s  must be observed .  

Mechanisms f o r  r e s o l v i n g  anaphor i c  r e f e r e n c e s  a r e  o f  g r e a t  
impor tance f o r  a language f o r  t h e  d e s c r i p t i o n  of  a r b i t r a r y  f a c t s .  
More s o p h i s t i c a t e d  d e v i c e s  o f  backward r e f e r e n c e  n o t  o n l y  e n a b l e  
t h e  language  u s e r  t o  f o r m u l a t e  h i s  i d e a s  i n  a s h o r t e r  and more 
economical  way, b u t  a r e  a l s o  n e c e s s a r y  t o  e x p r e s s  t h e  unknown 
word, s o  t h a t  t h e  same o b j e c t ,  which was n o t  i d e n t i f i e d  p r e v i o u s l y  
by a p roper  name, is  i n d i c a t e d  by d e s c r i p t i o n s  i n  d i f f e r e n t  
p l a c e s  i n  t h e  t e x t  o r  d i s c o u r s e .  



The fo l low ing  fragment of a  s imple t e x t  i n  FES may s e r v e  
an  i l l u s t r a t i o n .  W e  have ( a )  t h e  t e x t  i n  FES f o r  p rocess ing  

t h  an  extended d i c t i o n a r y ,  ( b )  t h e  Eng l i sh  t r a n s l a t i o n ,  and 
) t h e  t e x t  t r a n s l a t e d  i n t o  t h e  c o r e  language) :  

1.  

( a )  WIEN IST DIE HAUPTSTADT VON OSTERREICH. 

( b )  Vienna i s  t h e  c a p i t a l  of a u s t r i a .  

( b )  I t  i s  l o c a t e d  on t h e  Danube and i s  a ve ry  b e a u t i f u l  c i t y .  

(c)  ERfd TUT AN : DONAU V LIEGEM. 

ERO IST c SEHR / SCHON * STADT. 

( b )  I n  Vienna t h e r e  i s  an  o l d  u n i v e r s i t y ,  which 

( c )  < E / ALT * UNIVERSITAT - ( D I  MOM 1365 v GRUNDEN 

( a )  1  365 GEGRUNDET WURDE ) . 
(b)  was founded i n  1365. 

(c)  PRAET PASS ) TUT I N  : WIEN V EXISTIEREN. 

( b )  When was t h e  u n i v e r s i t y  i n  Vienna founded? 

6. The Semant ic Represen ta t ion  

Genera l  p r i n c i p l e s  

Before w e  beg in  t o  des ign  s p e c i a l  procedures f o r  i n p u t  
p rocess ing ,  w e  have t o  set up g e n e r a l  p r i n c i p l e s  f o r  t h e  (essen-  
t i a l  l anguage- f ree)  semant ic  r e p r e s e n t a t i o n  of t h e  c o n t e n t  of 
f a c t u a l  i n fo rmat ion .  Before w e  a s k  how t o  r e p r e s e n t  and imple- 
ment t h e  concep tua l  meaning of t e x t s ,  w e  f i r s t  have t o  a s k  



what t o  r e p r e s e n t  a t  a l l .  Th is  means, we have t o  r e f l e c t  on 
t h e  d i v e r s e  na tu re  of  t h e  p a r t s  of r e a l i t y  descr ibed  by n a t u r a l  
language and t o  c l a s s i f y  them along gene ra l  l i n e s .  I n  do ing so ,  
our  thoughts  were s t r o n g l y  formed by t h e  va luab le  work of  
Sandewall (1972) and Schank (1972).  We be l i eve  t h a t ,  i n  a  
semantic d e s c r i p t i o n ,  o b j e c t s  of  t h e  phys i ca l  world a s  we l l  
a s  conc re te  s i t u a t i o n s  and even ts  and a l s o  a r b i t r a r y  complex 
conceptua l  s t r u c t u r e s ,  c h a r a c t e r i z i n g  c l a s s e s  of  each k ind,  should 
be e x p l i c i t l y  r ep resen tab le .  Th is  makes p o s s i b l e  t h e  formal 
d e s c r i p t i o n  of a l l  t h e  d i f f e r e n t  i n t e r r e l a t i o n s  among and proper- 
t i e s  of t h e  phenomena d e a l t  wi th  i n  a  d i scou rse .  

Our most impor tant  d i s t i n c t i o n  o f  t h e s e  phenomena i s  between 
i n d i v i d u a l s  and concepts.  A s  i n d i v i d u a l s ,  we cons ider  no t  on ly  
t h i n g s  and persons bu t ,  i n  an  extended sense,  a l s o  each kind of  
p a r t i c u l a r ;  e n t i t i e s  e x i s t i n g  i n  r e a l i t y  o r  i n  t h e  human imagi- 
na t i on .  Spec ia l  po r t i ons  of subs tances ,  l o c a t i o n s  ( p l a c e s ) ,  and 
ensembles ( c o n s i s t i n g  of s e v e r a l  s i n g l e  i n d i v i d u a l s ) ,  i n s t i t u t i o n s ,  
p a r t i c u l a r  s i t u a t i o n s ,  and events ,  and a l s o  o b j e c t s  of human 
thought  o r  f e e l i n g  most ly  w i l l  be handled a s  i n d i v i d u a l s .  Concepts 
a r e  e s s e n t i a l l y  a b s t r a c t  i n  na tu re .  They a r e  used a s  ins t ruments  
of human cogn i t i on  f o r  g rasp ing  and order ing  t h e  p a r t s  of t h e  
r e a l i t y  by e s t a b l i s h i n g  t h e i r  p r o p e r t i e s  and i n t e r a c t i o n s .  Most 
t h i n g s  (and a l s o  most concepts  i n  use )  a r e  no t  d e s i g n a t a b l e  by 
proper  names ( o r  o t h e r  s i n g l e  words of a  language) ,  bu t  must be 
descr ibed  w i t h  t h e  a i d  of  more complex language c o n s t r u c t s  by 
use  of  concept  words. Logica l  i n t e r p r e t a t i o n  of  concept  words 
a s  names of  p r e d i c a t e s  o r  r e l a t i o n s  i s  obvious and can be con- 
sequent ly  done i f  t h e  no t i on  of i n d i v i d u a l s  i s  used i n  an  extended 
sense a s  o u t l i n e d  above. The same should be a l s o  t r u e  of  more 
complex concepts.  Concepts can (analogously  a s  i n d i v i d u a l s )  be 
c l a s s i f i e d  t o  c h a r a c t e r i z e  c l a s s e s  of  i n d i v i d u a l s  ( a s  countab le  
o b j e c t s ,  s i t u a t i o n s ,  even ts ,  e t c . )  a s  we l l  a s  f unc t i ons ,  r e l a t i o n s ,  
p r o p e r t i e s  of  a r b i t r a r y  phenomena, numbers and measurable 
q u a n t i t i e s .  

For modeling and ana lyz ing  semant ic  s t r u c t u r e s ,  we t r i e d  t o  
s e t  up a  r a t h e r  smal l  ( bu t  no t  minimal and thereby  t o o  unspec i f i c )  
s e t  o f  bas i c  semantic r e l a t i o n s .  Deciding what s o r t  of method- 
o l o g i c a l  framework should be used f o r  t h e  d e s c r i p t i o n  and/or 
implementat ion of t h e  semantic r e p r e s e n t a t i o n  of n a t u r a l  language 
d i s c o u r s e  was only  t h e  second s t e p .  Nowadays, cand ida tes  f o r  
such a  framework a r e :  

a )  t h e  c l e a n  and academic look ing world of f i r s t  o rde r ,  
p r e d i c a t e  c a l c u l u s  s t r o n g l y  connected w i t h  r e s o l u t i o n -  
o r i e n t e d  theorem proving, 

b)  t h e  a c t i o n -  and h e u r i s t i c - o r i e n t e d  world of  h igh- level  
languages of a r t i f i c i a l  i n t e l l i g e n c e  such a s  PLANNER 
and QA.Q ( r e s p e c t i v e l y ,  QLISP) where a l l  can be 
programed i n  a pragmatic,  sometimes r a t h e r  v i o l e n t ,  
way and where noth ing i s  impossib le ,  

C )  t h e  more r e s t r i c t e d  and humanlike, i n t u i t i v e ,  appea l ing ,  
and e f f i c i e n t l y  manageable world of  semantic networks. 



The l a s t  o f  t h e s e  was s e l e c t e d  a s  a  b a s i s  o f  o u r  semant i c  
r e p r e s e n t a t i o n  f o r  i n p u t  t e x t s .  

I s h a l l  now d e s c r i b e  what t h e  a v a i l a b l e  program a c t u a l l y  
p roduces  a s  semant i c  r e p r e s e n t a t i o n ,  and n o t  what it e v e n t u a l l y  
w i l l  p roduce i n  t h e  f u t u r e .  I am c o n s c i o u s  t h a t  many i m p o r t a n t  
problems a r e  open a t  p r e s e n t .  Other  prob lems seem t o  be under-  
s tood  from a  t h e o r e t i c a l  p o i n t  o f  v iew, b u t  t r o u b l e s  a r i s e  i n  
t h e  p r a c t i c a l  a p p l i c a t i o n  o f  some o f  t h e  b e t t e r  i d e a s ,  because  
t h e  g e n e r a l  knowledge o f  t h e  sys tem is t o o  r e s t r i c t e d  y e t .  O f t e n  
it proves  d i f f i c u l t  t o  d e v i s e  a  s a t i s f a c t o r y  mechanism f o r  
e x t r a c t i n g ,  from t h e  g i v e n  n a t u r a l  l anguage  t e x t ,  a l l  i n f o r m a t i o n  
n e c e s s a r y  f o r  a  good mean ing fu l  r e p r e s e n t a t i o n .  The d i f f i c u l t i e s  
o n l y  i n c r e a s e  w i t h  t h e  o f t e n  d i f f u s e ,  o b s c u r e ,  and f ragmenta ry  
t r a i t s  o f  human t h o u g h t  and language  use .  

For  example,  i f  we l o o k  a t  v e r b s  a s  c o n c e p t s  u s u a l l y  r e p r e -  
s e n t i n g  c l a s s e s  o f  e v e n t s  o r  a c t i o n s ,  it seems i m p o s s i b l e  t o  
d e f i n e  how many (deep-case)  arguments  e a c h  v e r b  must have and 
o f  what s p e c i a l  s o r t s  i t s  a rguments  shou ld  be.  Undoubtedly,  
such  d e f i n i t i o n s  a r e  p o s s i b l e  and u s e f u l  w i t h i n  a  f i x e d ,  r a t h e r  
l i m i t e d  u n i v e r s e  o f  d i s c o u r s e  such l i k e  Winograd 's  (1972) b lock  
wor ld ,  o r  i n  d e a l i n g  w i t h  t e x t s  d e s c r i b i n g  v i t a l  a c t i o n s  o f  
human a c t o r s  i n  common s i t u a t i o n s ,  p r i n c i p a l l y  known t o  a l l  
human r e a d e r s / l i s t e n e r s  ( a s  ana lyzed  by Schank (1972, 1 9 7 4 ) ) .  
But f o r  a  more g e n e r a l  c o n t e x t  ( i n c l u d i n g ,  f o r  example,  t h e  w ide ly  
used ja rgon  o f  s c i e n t i f i c  w r i t i n g ,  and a l s o  newspapers  which 
u s e  many common words i n  a  less l i t e r a l  s e n s e ) ,  t o o  s e v e r e  
r e s t r i c t i o n s  on t h e  u s e  o f  words would be unwise and u n r e a l i s t i c .  

The semant i c  r e p r e s e n t a t i o n  o f  o u r  i n p u t  l anguage  w i l l  n o t  
b e  d i f f e r e n t  from t h a t  o f  o r d i n a r y  German and w i l l  a l s o  be 
e s s e n t i a l l y  s i m i l a r  t o  t h a t  o f  o t h e r  n a t u r a l  l anguages .  Because 
t h e  a p p l i c a t i o n  a r e a  o f  o u r  QAS w i l l  be  t h e  g e n e r a l  a r e a  o f  f a c t  
r e t r i e v a l ,  o u r  i n p u t  l anguage  and i t s  semant i c  r e p r e s e n t a t i o n  a r e  
focused  on p a r t i c u l a r  t r u e  f a c t s ,  n o t  on a r b i t r a r i l y  s t r u c t u r e d  
g e n e r a l  p r e p o s i t i o n s .  The semant i c  network paradigm seems t o  
be a  r e a s o n a b l e  r e p r e s e n t a t i o n a l  framework f o r  such f a c t s .  

Our semant i c  network i s  a  two fo ld  l a b e l e d  d i r e c t e d  g raph .  
I ts  nodes r e p r e s e n t  i n d i v i d u a l s  and c o n c e p t s  t h a t  c a n  b o t h  b e  
s u b c l a s s i f i e d  i n t o  d i f f e r e n t  s o r t s .  The arcs o f  t h e  network 
a r e  l a b e l e d  by t h e  names of some b a s i c  two-p lace semant i c  
r e l a t i o n s ,  which w e  c o n s i d e r  t o  be t h e  most s i g n i f i c a n t  r e l a t i o n s  
f o r  human t h o u g h t .  More s p e c i f i c  two-place r e l a t i o n s  a s  w e l l  a s  
one-p lace r e l a t i o n s ,  t h r e e - p l a c e  r e l a t i o n s ,  etc . ,  u s u a l l y  w i l l  
b e  r e p r e s e n t e d  by more complex network c o n f i g u r a t i o n s ,  u s i n g  
c o n c e p t  nodes a s  r e p r e s e n t a t i v e s  f o r  such r e l a t i o n s .  

Our network  s t o r e d  i n  t h e  computer is symmet r i ca l  i n s o f a r  
a s  f o r  e a c h  s t o r e d  l i n k  between two nodes n l  and n2 t h e r e  a l s o  
e x i - s t s  a n  ( i n v e r s e )  l i n k  between n2 and n l  i n  t h e  network .  Both 
l i n k s  a r e  l a b e l e d  by t h e  name o f  t h e  same r e l a t i o n ,  b u t  t h e  
f i r s t  l a b e l  i s  marked o u t g o i n g  and t h e  second incoming.  



From a  pu re l y  l o g i c a l  p o i n t  of v iew, ou r  network was a  
s p e c i a l  schema f o r  t h e  e f f i c i e n t  s t o r a g e  and r e t r i e v a l  o f  l a r g e  
masses of p r o p o s i t i o n s  i n  a  heav i l y  r e s t r i c t e d  p r e d i c a t e  c a l -  
c u l u s  (w i thou t  v a r i a b l e s  and q u a n t i f i e r  and w i t hou t  l o g i c a l  
connec t i ves  d i f f e r e n t  from t h e  l o g i c a l  "and" ( "A  " )  and t h e  
nega t i on  s i g n  on t h e  lowes t  l e v e l .  I n  s p i t e  of i t s  s i m p l i c i t y  
and sma l l  exp ress i ve  power, t h i s  schema proved t o  be a lmos t  
s u f f i c i e n t  a s  a  base  f o r  l o g i c a l  i n t e r p r e t a t i o n  of s imple f a c t s .  
Recent ly ,  t h e  exp ress i ve  power was s i g n i f i c a n t l y  i nc reased  by 
adding v a r i a b l e s  a s  we l l  a s  some c o n s t r u c t i o n s  o f  a  h igher -o rder  
l o g i c  t o  our  network formal ism. However, u n t i l  now we have no 
f u l l y  g e n e r a l  method f o r  r e p r e s e n t i n g  f i r s t  o r d e r ,  p r e d i c a t e  
c a l c u l u s  formulas a s  network s t r u c t u r e s .  

7 .  Semant ic R e l a t i o n s  

I n  s e l e c t i n g  a  l i m i t e d  number o f  b a s i c  semant ic  r e l a t i o n s ,  
w e  f r e e l y  used o r  borrowed names and/or  meanings of  r e l a t i o n s  
a l s o  used by o t h e r  a u t h o r s  ( f o r  example by Simmons (1972) ,  
Sandewal l  (1  972 ) ,  Palme (1 973) ,  Rumelhard (1 973) ) . To begin  
w i th ,  t h e r e  i s  a  s i n g l e  r e l a t i o n ,  IST ( " i s " ) ,  de f i ned  between 
i n d i v i d u a l s  and concep ts  t h a t  a c t s  a s  t h e  usua l  d e v i c e  f o r  
p r e d i c a t i o n .  I f  x is an i n d i v i d u a l  and P a  concep t ,  then  IST 
(x ,P)  - means t h a t  g (5) i s  t r u e  ( " x  has  t h e  p rope r t y  P " ) .  

IST (Vienna, c i t y )  means t h a t  an i n d i v i d u a l  c a l l e d  "Vienna" 
i s  a  member o f  t h e  c l a s s  o f  " c i t i e s . "  

IST ( " P e t e r  i s  s leep ing  now", s l e e p i n g )  means t h a t  t h e  s o  
desc r i bed  p a r t i c u l a r  even t  i s  a  member o f  t h e  c l a s s  of "s leep ing-  
a c t s "  ( t h a t  a r e  named by t h e  v e r b  " s l e e p i n g "  o r  " s l e e p " ) .  

I f  a  p r e d i c a t i o n  is  n o t  r e a l l y  t r u e  b u t  on l y  be l i eved  o r  
supposed t o  ho ld ,  t h e  r e l a t i o n  IST h a s  t o  be rep laced  by t h e  
r e l a t i o n  SEI ("may b e " ) .  The negated v a r i a n t s  of IST and SEI 
a r e  t h e  r e l a t i o n s  "-IST" and "-SEI". 

I n  drawing t h e  semant ic  r e p r e s e n t a t i o n  of s imp le  f a c t s ,  f o r  
each  p a i r  o f  a r c s  w e  on l y  draw t h e  ou tgo ing  a r c  and,  f o r  con- 
ven ience ,  avo id  t h e  incoming one. So we o b t a i n ,  f o r  i n s t a n c e ,  
t h e  f o l l ow ing  r e p r e s e n t a t i o n s :  

STADT ( c i t y )  SCHLAFEN ( s l e e p )  

IST 1 
XIEN [Vienna) 

("WIEN IST EINE STADT.") 

("Vienna i s  a  c i t y .  " )  

IST 7 
(moment) 

("PETER TUT NUN SCHLAFEN ! " ) 

( " p e t e r  i s  s l e e p i n g  now.") 



STERBEN ( d i e )  

BEETHOVEN ' WIEN (Vienna) 

("BEETHOVEN STARB AM 26 TEN MZ~RZ 1827 I N  WIEN.") 

The r e l a t i o n  SUB l i n k s  two concep t  nodes ( a s  " c a t "  and 
" a n i m a l " ) ,  i f  t h e  f i r s t  c o n c e p t  is  i n c l u d e d  i n  (subsumed by) 
t h e  second one. M o d i f i c a t i o n  o f  e s t a b l i s h e d  c o n c e p t s  by o t h e r  
o n e s  l e a d i n g  t o  new c o n c e p t i o n s  i s  v e r y  impor tan t  f o r  human 
r e a s o n i n g .  For c o n c e p t  m o d i f i c a t i o n  t h r e e  r e l a t i o n s  e x i s t :  
GRAD (GRADually modi fy ing,  e . g . ,  by adverbs  a s  SEHR ( " v e r y " ) ,  
KAUM ( " s c a r c e l y " )  ) , QUANT (QUANTitative modi fy ing by q u a n t i t i e s  
( e . g . ,  30 METER)), and MOD ( g e n e r a l  MODification o f  c o n c e p t s ,  
m o s t l y  by add ing of  a d j e c t i v e s  o r  adverbs  ( e . g . ,  " b e a u t i f u l  
c i t y , "  " g r e a t  c o m p o s e r " ) ) .  

I n  t h e  fo l l ow ing  examples,  we a lways symbol ize t h e  e x p l i c i t  
r e p r e s e n t a t i v e s  o f  t h e  language u n i t s  under  c o n s i d e r a t i o n  by 
two s m a l l  c o n c e n t r i c  c i r c l e s .  

( i n t e r e s t i n g )  
INTERESSANT 

SUB P 
SEHR 
(ve ry  

"SEHR INTERESSANT" 

( " v e r y  i n t e r e s t i n g " )  

LAMG ( l o n g  ) 

"30 METER LANG" 

("30 meters l ong" )  



(composer)  
c o n c e p t  : KOMPONIST 

' g r e a t  composer '  

'-. 

"DER GROSSE KOMPONIST : BEETHOVEN" 

( " t h e  g r e a t  composer Beethoven")  

L o c a t i o n s  i n  t h e  s i m p l e s t  c a s e  c a n  be c o n s i d e r e d  a s  i d e n t i c a l  
t o  p h y s i c a l  o b j e c t s  o r  a r e  d e f i n e d  i n  n a t u r a l  l anguage  ( u s i n g  
p r o p o s i t i o n a l  p h r a s e s )  i n  r e l a t i o n  t o  such o b j e c t s ,  u t i l i z i n g  
p r e p o s i t i o n s  w i t h  a  l o c a l  meaning a s  "above , "  " n e a r , "  " b e s i d e . "  
For t h e  semant i c  r e p r e s e n t a t i o n  o f  l o c a t i o n s ,  we u s e  t h e  r e l a t i o n  
NOM (between l o c a t i o n s  and p h y s i c a l  o b j e c t s )  and t h e  r e l a t i o n  
PR (between l o c a t i o n s  and s p e c i a l  r e l a t i o n a l  c o n c e p t s  named by 
l o c a l  p r e p o s i t i o n s )  , e - g . ,  

<(::::I 

WIEN - 
(Vienna) 

"NAHE WIEN" 

( n e a r  Vienna " ) 

NEBEN 
( b e s i d e )  (opera -  

house)  
OPERNHAUS 

"NEBEN DEM OPE1FUiHAUS" 

( " b e s i d e  t h e  o p e r a  house" ) 

Q u a n t i t i e s  a r e  c o n c e p t s  d e f i n e d  by u t i l i z i n g  t h e  r e l a t i o n s  
M Z  (number o f  measurement) and ME ( u n i t  o f  measurement) a s  i n  
"100 GRAD CELSIUS" o r  "220 VOLT," r e p r e s e n t e d  by: 

VOLT GRAD CELSIUS 
( c e n t i g r a d e )  . 



F i n i t e  s e t s  c o n s i s t i n g  o f  s e v e r a l  s i n g l e  i n d i v i d u a l s  c a n  
be  r e p r e s e n t e d  a s  compound i n d i v i d u a l s  (ensembles)  . The number 
o f  t h e i r  members is  c h a r a c t e r i z e d  by u t i l i z i n g  a n  unde f ined  
numeral ( a s  "many," "some," etc . )  o r  s t a t e d  e x a c t l y  by a  n a t u r a l  
number a s  t h e  second argument o f  t h e  r e l a t i o n  NUM. I f  s i n g l e  
members o f  such a  s e t  a r e  e x p l i c i t l y  r e p r e s e n t e d  a s  network 
nodes,  t h e y  a r e  l i n k e d  t o  t h e  compound i n d i v i d u a l  by t h e  r e l a t i o n  
ELEM. Examples a r e :  

MOZART 

(composer)  
KOPIPONIST 

SUB f 
(many) 

NUM >O VIELY 

"HAYDN, MOZART UND BEETHOVEN" "VIELE KOMPONIST (EN) " 
("many composers")  

EINWOHNER ( i n h a b i t a n t s )  

"1 640000 EINWOHNER" ( "1  640000 i n h a b i t a n t s " )  

For  r e p r e s e n t a t i o n  of  s u b s t a n c e s ,  l ook  a t  t h e  f o l l o w i n g  examples: 

( g a s o l i n e )  
KOHLE ( c o a l )  

35000 
SUB ]INw T:lBf) 43 sui < 

(much) QUANT 

QUANT' VIEL ElE (tun) WANT ME TONNE 

TAS s E ( t o n )  

"VIEL BENZIN" "DRBI TASSE(M) TEE" " 3 5 0  0  0  TONNCN ( N) KOIILE " 
("much g a s o l i n e "  ) ( " t h r e e  c u p s  of t e a " )  ("35000 t o n s  of c o a l " )  



Some o f t e n  used p r i m i t i v e  r e l a t i o n s  c h a r a c t e r i z i n g  i n d i -  
v i d u a l s  by immediate ly  r e l a t i n g  them t o  o t h e r  e n t i t i e s  a r e :  

ELEM: member of  a  f i n i t e  s e t  of  p h y s i c a l  o b j e c t s ,  

I N  : r e l a t e s  an (immovable) o b j e c t  t o  t h e  p l a c e  where it 
e x i s t s ,  

MAT : r e l a t e s  a  p h y s i c a l  o b j e c t  t o  t h e  m a t e r i a l  ( s u b s t a n c e )  
it c o n s i s t s  o f ,  

NAM : r e l a t i o n  between an i n d i v i d u a l  and h i s  ( n o t  un ique)  
name, 

PART: r e l a t i o n  between two s i n g l e  p h y s i c a l  o b j e c t s  whereof 
t h e  f i r s t  i s  p a r t  o f  t h e  second one, 

POSS: c h a r a c t e r i z e s  an o b j e c t  a s  POSSessed by a  pe rson  o r  
i n s t i t u t i o n ,  

PROD: r e l a t i o n  between an i n d i v i d u a l  (pe rhaps  of  a b s t r a c t  
n a t u r e ,  e . g . ,  a  work of  l i t e r a t u r e )  and t h e  person  
who produced it, 

UTIL: c h a r a c t e r i z e s  a n  i n d i v i d u a l  a s  u t i l i z e d  main ly  o r  
e x c l u s i v e l y  by a  s p e c i a l  pe rson ,  

ATTR: c h a r a c t e r i z e s  a  (most ly  a b s t r a c t )  i n d i v i d u a l  (e .  g . ,  
a  p a r t i c u l a r  a t t r i b u t e  o r  f e a t u r e )  a s  be long ing t o  
o r  marking a n o t h e r  i n d i v i d u a l  ( e . g . ,  " t h e  i l l n e s s  
o f  Napoleon," " t h e  h i s t o r y  of  V ienna" ) .  

For i n s t a n c e ,  t h e  f a c t ,  "There i s  a  c a r  possessed  by John , "  
cou ld  be i m p l i c i t e l y  r e p r e s e n t e d  a s  : 

AUTO ( c a r )  

Because a  c a r  c u s t o m a r i l y  has  no ( e x t e r n a l )  p roper  name, an 
a r t i f i c i a l  name, f o r  i n s t a n c e  G0000093, would be c r e a t e d  by 
t h e  program f o r  t h e  node r e p r e s e n t i n g  " t h e  c a r  of  John" i n  t h e  
semant i c  network.  I n  t h i s  way, a l l  nodes w i t h o u t  e x t e r n a l  names 
i n  t h e  network w i l l  g e t  an a r t i f i c i a l  i n t e r n a l  name. 

Avoiding f o r  convenience t h e  r e l a t i o n  N m E  and d i r e c t l y  
i d e n t i f y i n g  t h e  i n d i v i d u a l  John by t h e  name J O H N ,  we g e t  a s  
i m p l i c i t  r e p r e s e n t a t i o n  of  t h e  f a c t  cons ide red  above, 



POSS - 
GO000093 JOHN 

I f  w e  want t o  
r e p r e s e n t a t i o n  f o r  
o f  f a c t u a l  p repos i  

r e p r e s e n t  f a c t s  on f a c t s ,  w e  need an e x p l i c i t  
f a c t s .  Network nodes r e p r e s e n t i n g  i n t e n s i o n s  

t i o n s  can  be c r e a t e d  by t h e  system and can  
p l a y  t h e  r o l e  of arguments o f  o t h e r  p r e p o s i t i o n s .  For example, 
t o  r e p r e s e n t  t h e  f a c t ,  " P e t e r  was t o l d  t h a t  t h i s  c a r  i s  
possessed  by John , "  f o r  t h e  f a c t ,  " t h i s  c a r  is  possessed by 
John,"  a n  e x p l i c i t  r e p r e s e n t a t i o n  such a s ,  

POSS 

" P e t e r  was t o l d . .  ." 

J O H N  , 
GO000093 

i s  needed. 

A r b i t r a r y  n-place r e l a t i o n a l  exp ress i ons  of  t h e  k ind R (a ,b , c )  
can be  e x p l i c i t l y  r ep resen ted ,  us i ng  t h e  p r i m i t i v e  r e l a t i o n s  
Al, A2, A3 f o r  success i ve l y  marking t h e  arguments,  by s t r u c t u r e s  
o f  t h e  k i nd ,  

IST t 

For a t t a c h i n g  a  v a l u e  v t o  a  f u n c t i o n a l  term f ( a , b )  t h e  
i m p l i c i t  r e p r e s e n t a t i o n  of f  ( a , b )  = v  is: 



Example: "Vienna i s  t h e  c a p i t a l  of A u s t r i a . "  

IST 7 
WIEPJ OSTERREICH 

(Vienna) ( A u s t r i a )  

D e f i n i t e  t i m e  moments ( d a t e s )  o f  e v e n t s  a r e  r e p r e s e n t e d  by 
numbers, which a r e  t o  be i n t e r p r e t e d  i n  a  s p e c i a l  way. For 
i n s t a n c e ,  t h e  d a t e  "26 t h  March 1827" i s  r e p r e s e n t e d  by t h e  
number 1827032600. 

The r e l a t i o n s  EQ ( e q u a l i t y ) ,  GR ( " g r e a t e r  t h a n " ) ,  and 
GREQ ( " g r e a t e r  t h a n  o r  e q u a l " )  a r e  d e f i n e d  f o r  two numbers, 
q u a n t i t i e s  o r  t i m e  moments. For  i n s t a n c e ,  t i m e  moments, i f  n o t  
e x p l i c i t l y  known, c a n  be  i n t e r r e l a t e d  by t h e s e  r e l a t i o n s .  Two 
c o n c e p t s ,  d i f f e r e n t l y  d e s c r i b e d  and r e p r e g e n t e d  b e f o r e ,  c a n  be 
d e f i n e d  t o  be e q u i v a l e n t  (EQUIV) o r  t o  c h a r a c t e r i z e  two d i s -  
j o i n t e d  (DISJ) sets of  i n d i v i d u a l s .  Two i n d i v i d u a l s ,  d i f f e r e n t l y  
d e s c r i b e d  and r e p r e s e n t e d  b e f o r e ,  a r e  i d e n t i c a l ,  i f  l i n k e d  by 
t h e  r e l a t i o n  IDENT. 

Even ts  a r e  e x p l i c i t l y  r e p r e s e n t e d  by nodes t h a t  o b t a i n  
t h e i r  meaning by s u b o r d i n a t i o n  under  a n  e v e n t  c l a s s  c o n c e p t  
(named mos t l y  by a ,  pe rhaps  mod i f i ed ,  v e r b )  and a r e  s p e c i f i e d  
by a  number of deep-case arguments .  Ac t ions  a r e  e v e n t s ,  ( u s u a l l y  
c o n s c i o u s l y )  performed by an imate  i n d i v i d u a l s  a s  a c t o r s .  I f  
no r e s t r i c t i o n s  ( e . g . ,  depending on t h e  domina t ing  v e r b )  a r e  
known t o  t h e  system,  a n  a r b i t r a r y  number o f  many deep-case 
arguments  i s  p e r m i t t e d .  W e  d i d  n o t  t r y  t o  r e s t r i c t  t h e  number 
o f  u t i l i z e d  deep-case r e l a t i o n s  s o  f a r  a s  p o s s i b l e  ( a s  o t h e r  
a u t h o r s  d i d ) .  A t  p r e s e n t  we u s e  t h e  f o l l o w i n g  deep-case 
r e l a t i o n s  ( t h e  f i r s t  argument i s  a lways  an e v e n t ,  t h e  second 
one we c h a r a c t e r i z e  i n  p a r e n t h e s e s ) :  

AG (ASens, a c t o r ,  c a u s a l  a c t a n t ;  c a u s i n g  o r  per forming 
a n  a c t i o n ;  n o t  r e s t r i c t e d  t o  pe rsons)  , 

DAT (DATi-~e-deep-case, s p e c i f y i n g  a n  e n t i t y  (mos t l y  a  
p e r s o n )  t h e  e v e n t  i s  d i r e c t e d  o r  r e l a t e d  t o ) ,  

DZST (DESTinated person ,  n o t  p r e s e n t  on t h e  p l a c e  o f  a n  
e v e n t ,  t h e  e v e n t  i s  d i r e c t e d  o r  r e l a t e d  t o  t h i s  pe rson)  



D I R  (DIRect ion o r  i n tended  end-po in t  ( p l a c e )  of  a n  
e v e n t ,  p a r t i c u l a r l y  s p e c i f y i n g  a  movement of a  
p h y s i c a l  o b j e c t )  

INSTR (INSTRument o f  an a c t i o n )  

LOC (Locat ion of  an e v e n t )  

MATC (MATerial used f o r  a n  a c t i o n  o f  produc ing something) 

MOM (time-MOMent o f  an e v e n t )  

OBJ (OBJect r e l a t i o n ,  i t s  meaning i s  s t r o n g l y  dependent  
on t h e  s p e c i a l  p r o p e r t i e s  o f  t h e  dominat ing ve rb ;  
t h e  deep-case o b j e c t  is u s u a l  a n  i n d i v i d u a l  t h a t  is  
a f f e c t e d  by t h e  d e s c r i b e d  e v e n t ) .  

O R I G  ( p l a c e  of ORIGin o r  d i r e c t i o n  a  moved o b j e c t  is 
coming from) 

ROL (ROLE a n  a c t o r  ( o r ,  i n  p a s s i v e  s e n t e n c e s ,  o b j e c t )  
is p l a y i n g  i n  t h e  e v e n t )  

R e l a t e d  t o  deep-case r e l a t i o n s  a r e  t h e  f o l l o w i n g  r e l a t i o n s  
between two e v e n t s :  

CAUS (CAUSal r e l a t i o n  between two e v e n t s )  

CIRC (CIRCumstances, su r round ing  c o n d i t i o n s )  

CONC (CONCordance; f o r  e v e n t s ,  o c c u r r i n g  a c c o r d i n g  t o  a  
f i x e d  o r  p r e s c r i b e d  e v e n t  p a t t e r n )  

CONDIT (CONDITional r e l a t i o n ;  " i f - t h e n - r e l a t i o n "  between 
two c l a s s e s  of  e v e n t s )  

DAN ( " t h e n - r e l a t i o n " ,  tempora l  o r d e r i n g  of  e v e n t s )  

INT ( INTent ion o r  purpose of a n  e v e n t )  

MENT (emot iona l  c o n d i t i o n  o r  s t a t e  o f  mind of t h e  a c t o r  
i n  an e v e n t )  

MODC (MODe o r  manner i n  which an e v e n t  t a k e s  p l a c e )  

METH (method o f  a n  a c t i o n )  

SIMULT ( tempora l  r e l a t i o n  between e v e n t s  o c c u r r i n g  
SIMULTaneously) 

THEMA (THEMA o r  t o p i c  of  a  c o g n i t i v e ,  communicat ive o r  
p e r c e i v i n g  a c t i v i t y )  . 



S i g n i f i c a n t  d i f f i c u l t i e s  a r i s e  i n  i n t e r p r e t i n g  n a t u r a l  
l anguage  s e n t e n c e s  w i t h  r e g a r d  t o  t h e  t h e o r e t i c a l l y  i m p o r t a n t  
d i s t i n c t i o n  between e v e n t s  ( i n d i v i d u a l s )  and e v e n t  c l a s s e s  
( c o n c e p t s ) .  Most ly  t h e  d e c i s i o n  i s  h i g h l y  c o n t e x t  dependen t ,  
and ,  u n t i l  now, t h e  d i f f e r e n c e  is n o t  a lways s u f f i c i e n t l y  
r e g a r d e d  by t h e  program. Our network a l s o  a l l o w s  t h e  r e p r e s e n -  
t a t i o n  of v a r i a b l e s  produced, f o r  i n s t a n c e ,  i n  p r o c e s s i n g  t h e  
q u a n t i f i e r s  I R G  and JED o r  t h e  pronouns MAN, JEbIAIJD, NIEMAND, 
ETWAS, NICHTS o f  t h e  c o r e  language .  There a r e  two a d d i t i o n a l  
s o r t s  o f  nodes r e p r e s e n t i n g  r e s p e c t i v e l y  e x i s t e n t i a l  and u n i v e r s a l  
q u a n t i f i e d  v a r i a b l e s .  So some n o t  t o o  comp l i ca ted  and o f t e n  
used g e n e r a l  p r e p o s i t i o n s  which c a n  be hand led by t h e  d e d u c t i v e  
mechanisms o f  t h e  sys tem,  c a n  be r e p r e s e n t e d .  What has  n o t  been 
p o s s i b l e  t o  r e p r e s e n t  a s  network s t r u c t u r e s  u n t i l  now a r e  g e n e r a l  
p r e p o s i t i o n s  w i t h  many q u a n t i f i e r s  d i f f e r e n t  i n  scope.  D i f f i -  
c u l t i e s  w i l l  a l s o  be  caused  by t h e  l o g i c a l  c o n n e c t o r  V ( i n c l u -  
s i v e  o r )  . 

F i n a l l y ,  l o o k ,  f o r  example,  a t  t h e  semant i c  r e p r e s e n t a t i o n  
( c o n s i s t i n g  o f  t h r e e  e v e n t  nodes )  o f  t h e  compound s e n t e n c e  
c o n c e r n i n g  Columbus ("Columbus b e l i e v e d  he had a r r i v e d  i n  I n d i a ,  
when he d i s c o v e r e d  America i n  1 4 9 2 .  " ) . 

(be1  i e v e )  
GLAUBEN 

( a r r i v e )  
ERRZICHEN 

( d i s c o v e r )  
ENTDECKEN 

INDIEN 
( I n d i a )  

COLUMBUS 



8 .  The Language P r o c e s s i n g  Program 

The o v e r a l l  s t r u c t u r e  o f  t h e  i n p u t - p r o c e s s i n g  program i s  
shown i n  F i g u r e  1 .  

I n p u t  t e x t  

1 

S e m a n t i c  + 

n o r z ~ a l i z e d  t e x t  

D i c t i o n a r y  L P a t t e r n  

I n e t w o r k  I 

Lexicon o f  
Id ioms 

Network S y n t a c t i c -  

F i g u r e  1 .  

I I 
) 

Trans fo rmat ion  
Ru les  

9 .  The Network P a r s e r  

Morpho log ica l  
A n a l y s i s  p r e p r o c e s s i n g  

Our network p a r s e r  i s  a r e c u r s i v e  LISP program. I t  t a k e s  
a s  arguments  t h e  t o p - l e v e l  grammar n e t  f o r  main s e n t e n c e s  ( a  
voluminous d a t a  s t r u c t u r e )  and t h e  normal ized s e n t e n c e  t o  be 
a n a l y z e d .  S e n t e n c e s  a r e  r e p r e s e n t e d  a s  s imp le  l ists c o n s i s t i n g  
o f  a tomar  words o n l y .  T h i s  p a r s e r  c a n  be c o n s i d e r e d . a s  a  k i n d  

_j 

Grammar > Semant ic 
A n a l y s i s  

1 > 
deep s t r u c t u r e  o f  r e f e r e n c e  

P a t t e r n  
Matching 

s n2 

3. 
T r z n s f o r n ~ a t i o n  

1' .L 

-+ 

1 ( a c c e p t a b l e  
by a  theorem 
p r o v e r .  ) 

semant i c  r e p r e s e n t a t i o n  d i r e c t  network 
o f  f a c t u a l  i n p u t  s e a r c h  

A s s i m i l a t i o n  
o  f  

f a c  ts  W r e Z t T ~ r s -  
I 

P a r t i a l l y  Transforma- 
j a s s i m i l a t e d  j t i o n  i n t o  

q u e s t i o n  p a t t e r n  c l a u s e  form 



of  g e n e r a l  i n t e r p r e t e r  o f  network grammars. The a n a l y s i s  cou ld  
be  done more e f f i c i e n t l y  by working i n  a  c o m p i l e r l i k e  manner 
( f i r s t  comp i l i ng  t h e  network grammar t o  a  LISP program, t hen  
compi l i ng  t h i s  program once more) ,  b u t ,  f o r  purpose of grammar 
t e s t i n g  and con t i nu i ng  mod i f i ca t i on  o f  t h e  a n a l y s i s  p rocess ,  
t h e  i n t e r p r e t a t i v e  mode seems f avo rab le .  

The p a r s e r s  has  d i f f e r e n t  working modes s e l e c t a b l e  by 
sw i t ches .  It can  proceed 

a )  i n  a  s t r a i g h t f o r w a r d  manner comp le te ly  w i t hou t  back- 
t r a c k i n g ,  

b )  i n  a  smooth back t rack ing  mode, t e r m i n a t i n g  i t s  work, 
i f  a  f i r s t  a p p a r e n t l y  a c c e p t a b l e  a n a l y s i s  r e s u l t  has  
been found, 

C )  i n  a  s t r o n g  back t rack ing  mode f o r  exhaus t i ve l y  d i scove r i ng  
a m b i g u i t i e s ,  sea rch ing  th rough  a l l  p o s s i b l e  ways of  
ana l yz i ng  t h e  g iven  sen tence .  

I n  ana l yz i ng  FES t e x t s  a s  i n p u t ,  w e  normal ly  used mode (b )  a s  
most a p p r o p r i a t e ;  f o r  t h e  c o r e  language mode ( a )  i s  s u f f i c i e n t .  

The p a r s e r  a l s o  has  many o t h e r  test f a c i l i t i e s  f o r  t r a c i n g  
t h e  f low o f  a n a l y s i s ,  f o r  produc ing ( a s  a  l u x u r i o u s  by-product 
of t h e  complex a n a l y s i s  p rocess )  a  k ind  of  p l a i n  s u r f a c e  s t r u c t u r e  
o f  ana lyzed  sen tences  (which can  be p r i n t e d  o u t  f o r  a e s t h e t i c  
r e a s o n s ,  bu t  i s  n o t  p r a c t i c a l l y  used anywhere i n  f u r t h e r  pro- 
c e s s i n g ) .  

The o f t e n  ve r y  complex deep s t r u c t u r e  produced by t h e  
a n a l y s i s  o f  a  sen tence  (w i t hou t  a s s i m i l a t i o n )  can  be p r e t t y -  
p r i n t e d ,  showing t h e  t r e e l i k e  s t r u c t u r e  i n  a  s a t i s f y i n g  two- 
d imens iona l  arrangement e a s y  t o  su rvey .  I f  t h e  a n a l y s i s  o f  a  
g i ven  sen tence  was n o t  successgu l ,  t h e  p a r s e r  t r ies t o  l o c a l i z e  
t h e  p l a c e  i n  t h e  sen tence  where t h e  t r o u b l e  occur red  by p r i n t i n g  
o u t  t h e  s h o r t e s t  nonanalyzed remainder o f  t h e  sen tence  a s  w e l l  
a s  a d d i t i o n a l  i n fo rmat ion  c h a r a c t e r i z i n g  t h e  tempora l  c o n t e n t  
o f  t h e  network r e g i s t e r s  and t h e  s t a t e  o f  t h e  a n a l y s i s  a t  t h e  
t i m e  when t h e  p a r s e r  had most deep ly  pene t ra ted  i n t o  t h e  sen tence .  

1 0. The Preprocessor  

Before t h e  t e x t  i s  analyzed sen tence  by sen tence  w i t h  t h e  
network p a r s e r ,  a  p rep rocesso r  f o r  common id ioms t h a t  do  n o t  
f i t  i n t o  t h e  i n p u t  language grammar ( o r  would be seman t i ca l l y  
m isunders tood)  i s  a c t i v a t e d .  I n  p rocess ing  a  sen tence  word 
by word from l e f t  t o  r i g h t ,  t h e  p reprocessor  t r ies t o  app l y  
rep lacement  r u l e s  t h a t  a r e  s t o r e d  i n  a  l ex i con  o f  id ioms.  These 
rep lacement  r u l e s  a r e  b a s i c a l l y  s i m i l a r  t o  t h e  well-known 
r e w r i t i n g  r u l e s  appear ing  i n  t ype  0 Chomsky grammars. But t h e  
power o f  ou r  r u l e s  i s  s u b s t a n t i a l l y  en la rged  by mechanisms f o r  
s u b s t i t u t i o n  of v a r i a b l e s  and a d d i t i o n a l  s o p h i s t i c a t e d  f a c i l i t i e s  
f o r  p a t t e r n  matching. 



11.  The Network Grammar 

For  t h e  a n a l y s i s  of  o u r  i n p u t  l anguage ,  w e  u s e  a n  augmented 
r e c u r s i v e  t r a n s i t i o n  network grammar s p e c i a l l y  des igned  a l o n g  
t h e  l i n e s  d e s c r i b e d  by Woods ( 1 9 7 0 ) .  T h i s  network grammar i s  
always r a t h e r  l a r g e  and s o p h i s t i c a t e d  and ,  i n  f a c t ,  a c c e p t s  
a g r e a t  p a r t  o f  no rma l l y  formed German s e n t e n c e s .  

According t o  my own e x p e r i e n c e ,  t h i s  k ind  of  grammar model 
seems w e l l  s u i t e d  f o r  t h e  t a s k  o f  l anguage  u n d e r s t a n d i n g  because  
i t  h a s  a  s u f f i c i e n t l y  t r a n s p a r e n t  s y n t a c t i c  s k e l e t o n  and ,  a t  
t h e  same t ime ,  o f f e r s  u n l i m i t e d  c o m p u t a t i o n a l  power. A r b i t r a r y  
a c t i o n s  f o r  n o r m a l i z a t i o n  o f  i n f l e c t e d  word forms by morpho log ica l  
a n a l y s i s ,  f o r  con tex t -dependen t  h a n d l i n g  of  unknown words,  f o r  
r e s o l v i n g  r e f e r e n c e s ,  f o r  pe r fo rm ing  g rammat i ca l  t r a n s f o r m a t i o n s ,  
and f o r  b u i l d i n g  comp l i ca ted  s t r u c t u r e s  a s  a n a l y s i s  r e s u l t s  c a n  
be i n c o r p o r a t e d .  

Our network grammar c o n s i s t s  o f  e i g h t  s i n g l e  ne tworks  f o r  
d i f f e r e n t  t y p e s  o f  language u n i t s  ( s e e  F i g u r e  2 ) .  I n  t r a v e r s i n g  
a network ,  i f  t h e  a n a l y s i s  p r o c e e d s  a l o n g  a  PUSH-arc, a n o t h e r  
( o r  t h e  same) network w i l l  be ( r e c u r s i v e l y )  c a l l e d  (ana logous  t o  
a  p rocedure  c a l l ) .  The t o p - l e v e l  network a c c e p t s  a l l  k i n d s  of  
main s e n t e n c e s  ( p r e p o s i t i o n s ,  q u e s t i o n s ,  and commands). 

( I s u b s e n t e n c e s  ~ ~ T ? m J z - -  t i v  1 

I t i t  I 
I Q u a n t i t i e s  1 

F i g u r e  2. H i e r a r c h i c a l  s t r u c t u r e  o f  
t h e  network grammar. 

~ l t h o u g h  ou r  network grammar i s  a l a r g e  d a t a  s t r u c t u r e ,  it 
c a n  b e  c o n s i d e r e d  a s  a  n o n d e t e r m i n i s t i c  a n a l y s i s  program. There- 
f o r e ,  t h e  a l g o r i t h m i c  p r o p e r t i e s  of  t h e s e  grammars can  be u t i l i z e d  
t o  i n c r e a s e  t h e  e f f i c i e n c y  o f  t h e  a n a l y s i s  p r o c e s s .  S t r u c t u r e  
b u i l d i n g  a c t i o n s  d e s c r i b e d  i n  t h e  network grammar (and invoked 
by t h e  p a r s e r )  produce t h e  t r e e l i k e  d e e p s t r u c t u r e s  f o r  s u c c e s s f u l l y  



ana lyzed  p a r t s  o f  t h e  i n p u t  t e x t .  W e  want t o  u s e  t h e  t e r m  
deep  s t r u c t u r e  w i t h o u t  s p e c i a l  l i n g u i s t i c  c o n n o t a t i o n s  ( a s  i n  
t h e  s e n s e  of i n t e r p r e t a t i v e  s e m a n t i c s )  s imp ly  f o r  a  k ind o f  
i n t e r m e d i a t e  r e p r e s e n t a t i o n  o f  s i n g l e  s e n t e n c e s .  

I t  should  be s t r e s s e d  t h a t  o u r  approach t o  fo rma l i z ing  a  
grammar s e e m s  a  l i t t l e  odd from a  t h e o r e t i c a l  p o i n t  of view. 
The grammar d e s c r i b e s  o n l y  a n  a c c e p t o r  (and i n  no way a  g e n e r a t o r )  
f o r  s e n t e n c e s .  I t  i s  v e r y  l i b e r a l  i n  a c c e p t i n g  s e n t e n c e s  because 
t h e  system r e a s o n a b l y  can  suppose t h a t  from common u s e r s  who 
a r e  v i t a l l y  i n t e r e s t e d  i n  o b t a i n i n g  answers  t o  t h e i r  q u e s t i o n s ,  
no s e n s e l e s s  o r  s t r o n g l y  ungrammatical  q u e s t i o n s  w i l l  be posed. 
A lso t h e  i n p u t  t e x t s  w i l l  be a t  l e a s t  sequences of c o r r e c t  
German s e n t e n c e s .  So t h e  program t r ies  s o  f a r  a s  p o s s i b l e  t o  
unders tand  what is g i v e n  t o  it and a c c e p t s  some s l i g h t l y  ungram- 
m a t i c a l  s e n t e n c e s .  

1 2 .  The Deep S t r u c t u r e s  

The produced deep s t r u c t u r e s  c a n  be s y n t a c t i c a l l y  d e s c r i b e d  
a s  hav ing t h e  form: 

S o r t  f u n c t o r s  c h a r a c t e r i z e  t h e  s p e c i a l  s o r t  o f  t h e  semant i c  
r e p r e s e n t a n t  and mos t l y  produce c o n c e p t s .  S p e c i a l  f u n c t o r s  a r e  
f o r  i n s t a n c e  t h e  f u n c t o r s  named by t h e  d e t e r m i n e r s  of t h e  c o r e  
language:  El D l  C ,  I R G ,  JED. S p e c i a l  f u n c t o r s  w i l l  be e v a l u a t e d  
d u r i n g  t h e  a s s i m i l a t i o n  and t h e n  produce r e p r e s e n t a n t s  o f  i n d i -  
v i d u a l s .  E  produces new i n d i v i d u a l s ,  D s e a r c h e s  i n d i v i d u a l s  
( a l r e a d y  s t o r e d  i n  t h e  network) sometimes by comp l i ca ted  mecha- 
n isms,  I R G  and JED a r e  p roducers  of q u a n t i f i e d  v a r i a b l e s ,  and 
C d e l i v e r s  c o n c e p t s .  

For  example,  f o r  t h e  s e n t e n c e :  

"DAS BUCH WURDE VON PETER GEGEBEN" 

("The book was g iven  her by P e t e r " ) ,  

t h e  a n a l y s i s  would produce t h e  d e e p - s t r u c t u r e  r e p r e s e n t a t i o n  

(AUSSAGESATZ 

( IST GEBEN) 

(TEMP PRAET) 

(AG PETER) 

(DAT %_RIA) ( i f  t h e  r e f e r e n t  o f  t h e  pronoun I H R  

( O B J  ( " h e r " )  i n  t h e  a c t u a l  c o n t e x t  was MARIA! )  

( D  BUCH) ) ) . 



A f t e r  c o m p l e t e  a s s i m i l a t i o n ,  t h i s  d e e p  s t r u c t u r e  w i l l  be 
e x p l i c i t l y  r e p r e s e n t e d  b y  a n o d e  t h a t  o b t a i n s  i t s  m e a n i n g  
b y  t h e  f o l l o w i n g  s m a l l  p a r t  of t h e  s e m a n t i c  n e t w o r k :  

( g i v e )  
GEBEN ( b o o k )  

BUCH 

PETER MARIA 

Mow, a m o r e  c o n p l i c a t e d  s e n t e n c e  is c o n s i d e r e d :  

" D I E  PLUR..TERRORISTEN VERSUCHTEN (DAS FLUGZEUG ZU SPRENGEN) , 
ALS DAS LOSEGELD NICHT VON DER REGIERUNG BEZAHLT WURDE." 
( " T h e  terrorists t r i ed  t o  b l o w  u p  t h e  a i r p l a n e  w h e n  the  
r a n s o m  w a s  n o t  paid b y  t h e  g o v e r n m e n t . " )  

A s  deep s t r u c t u r e  r e p r e s e n t a t i o n  i s  p r e t t y - p r i n t e d :  

(AUSSAGESATZ 
( IST VERSUCHEN) 
(AG 

(D 
(MENGE 

( I S T  TERRORIST) 
(NUM PLUR) 1 )  ) 

(TEMP PRAET) 
(THEMA 

(SUBSATZ 
( S E I  SPRENGEN) 
(AG 

(D 
(MENGE 

( I S T  TERRORIST) 
(NUM PLUR) ) ) 

(OBJ 
(D FLUGZEUG) ) ) ) 

(SIMULT 
( SUBSATZ 

( I S T  BEZAHLEN) 
(TEMP PRAET) 
( AG 

( D  REGIERUNG) 1 
(OBJ 

(D LOESEGELD) ) ) ) ) 



The f o l l o w i n g  semant ic  r e p r e s e n t a t i o n  r e s u l t s :  

(blow up)  
( t r v )  SPRENGEN . A .  

(ransom) (pay) VERSUCHE? 
LOSEGELD BEZAHLEN 

IST 

J 
0 ( a i r p l a n e )  

FLUGZEUG 

f 
REGIERUNG 

MOM 

b P  NU- PLUR 

13.  The D i c t i o n a r y  

Of g r e a t  impor tance f o r  o u r  d i c t i o n a r y  and t h e  r e c o g n i t i o n  
o f  word c l a s s e s  i s  t h e  d i s t i n c t i o n  between open and c l o s e d  
c l a s s e s  o f  words. The a n a l y s i s  of t h e  FES is done on t h e  
assumpt ion t h a t  a l l  p a r t i c l e s  o f  t h e  language w e r e  known t o  t h e  
system ( i . e . ,  s t o r e d  i n  t h e  d i c t i o n a r y  o r  s p e c i a l l y  handled by 
t h e  program).  T h e r e f o r e ,  t h e  d i f f e r e n t  c l a s s e s  o f  p a r t i c l e s  
a r e  " c l o s e d .  " 

So w e  developed a  b a s i c  v e r s i o n  o f  a  d i c t i o n a r y  c o n t a i n i n g  
o n l y  t h e s e  p a r t i c l e s  and a  few of t h e  most f r e q u e n t l y  used 
c o n t e n t  words. P a r t i c l e s  appear  w i t h  a  h i g h  f requency ,  c o v e r i n g  
more t h a n  5 0  p e r c e n t  o f  t h e  words i n  a  normal t e x t  and a r e  most 
i m p o r t a n t  f o r  u n d e r s t a n d i n g  t h e  b a s i c  s t r u c t u r e  o f  u t t e r a n c e s .  

Because o u r  c l a s s i f i c a t i o n  of words is o r i e n t e d  by semant ic  
a s  w e l l  a s  s y n t a c t i c  a s p e c t s  and w i l l  s i m p l i f y  t h e  t a s k  o f  
a n a l y s i s ,  w e  d i s t i n g u i s h  a  g r e a t e r  number o f  word c l a s s e s  t h a n  
t h e  t r a d i t i o n a l  grammarians d i d .  Of ten o u r  c r i t e r i a  f o r  e s t a b -  
l i s h i n g  s p e c i a l  word c l a s s e s  r e s u l t e d  from p ragmat i c  c o n s i d e r a -  
t i o n s .  Because t h e  u t i l i z e d  s t r a t e g y  f o r  a n a l y s i s  p e r m i t s  
d e a l i n g  w i t h  word forms ( lexemes)  be long ing  t o  more t h a n  one main 
word c l a s s ,  t h e  c l a s s e s  w e  o b t a i n e d  c a n  o v e r l a p ,  and a  f i n e r  
s u b c l a s s i f i c a t i o n  was s e t t l e d  wherever f e a s i b l e .  The d e c i s i o n  
a s  t o  what c l a s s  o r  meaning of a  word was in tended  i n  a n  u t t e r a n c e  
a lways depends on t h e  c o n t e x t  o f  t h e  q u e s t i o n a b l e  word. 

Some k i n d s  of p r o p e r t i e s  can  be i n s c r i b e d  i n  t h e  d i c t i o n a r y  
f o r  d i f f e r e n t  c l a s s e s  o f  words and w e r e  marked by t h e  f o l l o w i n g  
l a b e l s :  

FEAT a t t a c h e s  word c l a s s e s  t o  words,  



BASF a t t a c h e s  a  b a s i c  word form t o  a n  i n f l e c t e d  word 
form (main ly  f o r  i r r e g u l a r l y  formed i n f l e c t e d  word 
forms of  v e r b s  and d e v i a n t  p l u r a l  forms of  n o u n s ) ,  

CASE a t t a c h e s  p o s s i b l y  i n tended  c a s e s  t o  a p a r t i c l e  
( t h e s e  a r e  t o  b e  c o n s i d e r e d  a s  deep c a s e s  f o r  prepo- 
s i t i o n s ,  c o n j u n c t i o n s ,  and i n t e r r o g a t i v e  p a r t i c l e s ,  
and a s  s u r f a c e  c a s e s  f o r  d e t e r m i n e r s  and p ronouns) ,  

TEMP a t t a c h e s  a  t e n s e  s p e c i f i c a t i o n  t o  c o n j u g a t e d  v e r b  
formes,  

GEN s p e c i f i e s  t h e  gender  of  a  s u b s t a n t i v e ,  

SYN s p e c i f i e s  a  synonymous word, 

AMBIG a t t a c h e s  d i f f e r e n t  word meanings t o  a n  ambiguous word. 

1 4 .  Morphological  A n a l y s i s  

I f ,  i n  t h e  a n a l y s i s  p r o c e s s ,  a  word i s  encoun te red  n o t  known 
b e f o r e  t o  t h e  program, t h e n  it w i l l  a lways be supposed t h a t  it 
would be a  member o f  a n  open word c l a s s .  For uncommon c o n t e n t  
words, n o t  supposed t o  be i n  t h e  systems d i c t i o n a r y ,  t h e  u s e r  
c a n  p u t  a n  a r t i f i c i a l  morpheme i n  f r o n t  o f  t h e  unknown word f o r  
marking t h e  in tended  word c l a s s .  

For  hand l ing  words t h a t  a r e  n o t  marked and a r e  n o t  i n c l u d e d  
i n  t h e  d i c t i o n a r y ,  t h e  program has  a  r i c h  a r s e n a l  o f  ( p a r t l y  
h e u r i s t i c  and sometimes f a i r l y  r i s k y )  t e c h n i q u e s  f o r  forming 
assumpt ions concern ing  t h e  p o s s i b l e  c l a s s  membership o f  t h e  
q u e s t i o n a b l e  word. By morpholog ica l  a n a l y s i s ,  a  word i s  d i v i d e d  
i n t o  a  s t r i n g  o f  le t ters.  S u f f i x e s  (and,  i f  n e c e s s a r y ,  a l s o  
p r e f i x e s )  a r e  s t r i p p e d  and t h e  r e s u l t i n g  reduced forms a r e  
compared w i t h  t h e  a lways s t o r e d  words. L i s t s  of  common s u f f i x e s  
c h a r a c t e r i z i n g  German a d v e r b s ,  nouns, a d j e c t i v e s ,  and v e r b s  a r e  
used f o r  t h e  morpholog ica l  a n a l y s i s .  

A  l i s t  o f  common German p r e f i x e s  ( a l t h o u g h  norma l l y  less 
s i g n i f i c a n t  f o r  word c l a s s  r e c o g n i t i o n )  i s  a v a i l a b l e  t o o .  
P a r t i c u l a r  p rocedures  o f  morpholog ica l  a n a l y s i s  a r e  combined 
w i t h  c o n s i d e r a t i o n s  o f  t h e  word c o n t e x t  i n  a  d e l i c a t e  way t o  
form assumpt ions  concern ing  t h e  p o s s i b l e  c l a s s  membership o f  
unknown words . 
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1 .  I n t roduc t i on  

Computer sc ience ,  considered a s  t h a t  u n i t a r y  d i s c i p l i n e  
which d e a l s  w i th  a l l  t h e  bas i c  problems t i g h t l y  in te rconnec ted  
w i th  t h e  e x i s t e n c e  of t h e  computer, has been developed i n  t h e  
l a s t  t h i r t y  yea rs  under t h e  s t imu la t i ng  p ressu re  of  many theo-  
r e t i c a l  and a p p l i c a t i v e  ex igences.  

The r a p i d i t y  and ex tens ion  of t h e  t echno log i ca l  p rogress  
has ,  t h e r e f o r e ,  produced a q u i t e  tumultuous and badly  organized 
development of computer sc ience  which, a t  t h e  p resen t  moment, 
s t i l l  l a c k s  a we l l -s t ruc tu red  understanding of th'e fundamental 
no t i ons  on which t h i s  new d i s c i p l i n e  is based. 

I t  is,  i n  f a c t ,  ve ry  s u r p r i s i n g  t h a t  on ly  r e c e n t l y ,  i . e . ,  
i n  t h e  l a s t  t e n  yea rs ,  a theory  of programs ( a l s o  i nd i ca ted  a s  
mathematical  theory  of computat ion) has been proposed and con- 
sp icuous ly  developed over  t h e  b a s i c  no t i on  of program. 

S t i l l  more r e c e n t l y ,  t h e  resea rch  work s t imu la ted  w i t h i n  
t h e  domain of a r t i f i c i a l  i n t e l l i g e n c e  i n  gene ra l ,  and w i t h i n  
t h e  domain of problem so lv ing  i n  p a r t i c u l a r  [ I ,  3,4,8,9.] , has 
awakened t h e  need f o r  a new t h e o r e t i c a l  e f f o r t  cen te red  around 
t h e  no t ion  of problem which more and more appears  t o  be of 
c e n t r a l  importance w i t h i n  computer sc ience .  

This  newly developing theory  of problems prov ides  a b e t t e r  
understanding of t h e  pa th  fol lowed by computer sc ience  i n  i t s  
development, which now seems t o  be coming o u t  of i t s  p r e h i s t o r i c  
phase [ I  0-1 21. 

The s t u d i e s  about  t h e  theory  of problem so lv ing  t o  which 
belongs t h e  a l g e b r a i c  approach t h a t  we s h a l l  p resen t  i n  t h i s  
paper [2,5-71 a r e  in tended t o  ach ieve  t h e  fo l lowing main goa ls :  

a )  a r a t h e r  p r e c i s e  understanding of human behavior 
i n  problem so lv ing ;  

b )  a c l e a r  d e f i n i t i o n  of  what we mean by an automat ic  
problem s o l v e r  (APS) ; 

C )  a proposal  of an i n t e r n a l  s t r u c t u r e  of an  automat ic  
problem s o l v e r  which can perform t h e  t h r e e  b a s i c  
a c t i v i t i e s  of s e l e c t i o n ,  sea rch ,  and l ea rn ing ;  



d )  a  c o n s t r u c t i v e  comparison between t h e  t h e o r e t i c a l  
p o s s i b i l i t y  o f  a n  a b s o l u t e l y  g e n e r a l  au tomat i c  problem 
s o l v e r  and t h e  p r a c t i c a l  requ i rement  of  a  t o o l  u s e f u l  
f o r  t h e  man; 

e)  t h e  f o r m u l a t i o n  o f  a  t h e o r y  o f  problems which c a n  be 
h e l p f u l  a s  a  t h e o r e t i c a l  b a s e  i n  t h e  d e s i g n  of an 
a u t o m a t i c  problem s o l v e r  ; 

f )  f u r t h e r  i n v e s t i g a t i o n s  a b o u t  t h e  a u t o m a t i c  problem 
s o l v e r  a s  a  n o n d e t e r m i n i s t i c  i n t e r p r e t e r  o f  a  h i g h - l e v e l  
r e p r e s e n t a t i o n  language and a s  a n  a u t o m a t i c  programmer. 

The p r o p o s a l  o f  t h e  u n i t a r y  approach  t h a t  we a r e  go ing  t o  p r e s e n t  
may be s e e n  a s  a  f i r s t  s t e p  toward a  comp le te  f o r m u l a t i o n  o f  
t h e  t h e o r y  o f  problems and a b e t t e r  u n d e r s t a n d i n g  o f  t h e  b a s i c  
c o n c e p t s  a b o u t  t h e  a u t o m a t i c  problem s o l v e r .  

T h i s  paper  i s  devoted t o  p r e s e n t :  

a )  i n  s e c t i o n  1 ,  a  d e s c r i p t i o n  o f  t h e  r o l e  and of  t h e  
i m p l i c a t i o n  o f  problem s o l v i n g  r e s e a r c h  i n  computer 
s c i e n c e ,  t o g e t h e r  w i t h  t h e  o u t l i n e  o f  t h e  b a s i c  f u n c t i o n s  
and fundamenta l  s t r u c t u r e  o f  problem s o l v e r s  and 
r e p r e s e n t a t i o n  languages  i n t e r p r e t e r s ;  

b )  i n  s e c t i o n  2 ,  t h e  b a s i c  d e f i n i t i o n s  a b o u t  t h e  n o t i o n s  
o f  problem and o f  s o l u t i o n ,  s t r i c t l y  r e l a t e d  t o  t h e  
s t a t e - s p a c e  approach - t o  problem s o l v i n g ;  t h e s e  n o t i o n s  
have been fo rma l i zed  i n  o r d e r  t o  p r o v i d e  a  g e n e r a l  b a s e  
upon which t o  deve lop  s u c c e s s i v e  i n v e s t i g a t i o n s ;  

C )  i n  s e c t i o n  3 ,  t h e  d e t a i l e d  i n v e s t i g a t i o n  o f  t h e  s t a t e -  
space  S w i t h  t h e  purpose o f  s u p p l y i n g  it w i t h  a n  
a p p r o p r i a t e  framework, u t i l i z e d  f o r  deve lop ing  con- 
s i d e r a t i o n s  on t h e  prob lem-so lv ing methodology; 

d )  i n  s e c t i o n  4 ,  t h e  i l l u s t r a t i o n  o f  t h e  problems which 
a r i s e  when c o s t s  a r e  t a k e n  i n t o  accoun t ;  i n  t h i s  way, 
t h e  q u a l i t y  o f  t h e  s o l u t i o n s  o b t a i n e d  is i l l u s t r a t e d  
a s  w e l l ;  

e)  i n  s e c t i o n  5,  some p r e l i m i n a r y  r e s u l t s  which a r e  
r e l a t e d  t o  t h e  problem o f  comparing d i f f e r e n t  r e p r e s e n -  
t a t i o n s  o f  problems; i n  p a r t i c u l a r ,  t h e  c o n d i t i o n s  
which a l l o w  u s  t o  c o n s i d e r  two prob lems,  a l t h o u g h  
o b t a i n e d  by semant i c  domains o f  d i f f e r e n t  n a t u r e ,  a s  
s u b s t a n t i a l l y  e q u i v a l e n t ,  a r e  d e s c r i b e d  a s  w e l l ;  

f )  i n  s e c t i o n  6 ,  g e n e r a l  n o t i o n s  and c r i t e r i a  des igned  t o  
c o n f r o n t  and compare d i f f e r e n t  problems r e p r e s e n t e d  
w i t h i n  v a r i o u s  approaches  t o  problem s o l v i n g  (namely 
s t a t e - s p a c e  approach and prob lems-reduct ion a p p r o a c h ) ,  
t o g e t h e r  w i t h  d i f f e r e n t  t y p e s  o f  r e l a t i o n s  between 
problems and p r o p e r t i e s  based on t h e s e  n o t i o n s ;  



g )  i n  s e c t i o n  7 ,  t h e  d e s c r i p t i o n  o f  t h e  u n i t a r y  a s p e c t  o f  
o u r  t h e o r y  p r e s e n t i n g  t h e  main i m p l i c a t i o n s  o f  t h e  
o u t l i n e d  fo rma l  approach on problem s o l v e r s  and 
r e p r e s e n t a t i o n  languages  d e s i g n  c r i t e r i a ;  a  g e n e r a l  
and f o r m a l i z e d  d e s c r i p t i o n  of t h e  s t r u c t u r e  o f  a  
problem s o l v e r  i s  proposed a s  w e l l ;  

h )  i n  s e c t i o n  8 ,  a b r i e f  i n s i g h t  i n t o  t h e  semant i c  d e s c r i p -  
t i o n  of o u r  u n i t a r y  approach which i s  now b e i n g  i n v e s t i -  
g a t e d  and which i s  n o t  y e t  comp le te ly  deve loped;  o t h e r  
c o n c l u s i v e  remarks and promis ing r e s e a r c h  d i r e c t i o n s  
a r e  p r e s e n t e d  a t  t h e  end of t h e  s e c t i o n  a s  w e l l .  

I n  t h i s  s e c t i o n ,  we a r e  now g o i n g  t o  i l l u s t r a t e  t h e  imp l i -  
c a t i o n  of prob lem-so lv ing r e s e a r c h  i n  computer s c i e n c e .  The 
s t a n d p o i n t  of o u r  c o n s i d e r a t i o n s  i s  t h e  f o l l o w i n g  one: computer 
s c i e n c e  i s  an exper imen ta l  d i s c i p l i n e  which i s  c e n t e r e d  around 
a u n i t a r y  and g l o b a l  g o a l :  man-computer i n t e r a c t i o n  i n  s o l v i n g  
problems. 

A s  any  e x p e r i m e n t a l  d i s c i p l i n e ,  t h e r e f o r e ,  computer s c i e n c e  
c a n  be  viewed a s  invo lved i n  t h e  passage  between two d i s t i n c t  
wor lds ,  namely, t h e  wor ld of r e a l i t y ,  and t h e  wor ld of c o g n i t i o n  
of r e a l i t y .  Between t h e s e  two wor lds ,  a  g a p  e x i s t s  which c a n  be  
overcome o n l y  by human i n g e n u i t y  and c r e a t i v i t y ,  b u t  a b s o l u t e l y  
n o t  by means o f  any mechanica l  o r  a r t i f i c i a l  techn ique .  The 
a c t i v i t i e s  r e q u i r e d  by any e x p e r i m e n t a l  d i s c i p l i n e  c a n  be  v e r y  
w e l l  exposed w i t h i n  t h e  framework of many p h i l o s o p h i c a l  models.  

W e  w i l l  u t i l i z e ,  f o r  o u r  pu rposes ,  t h e  G a l i l e a n  i n d u c t i v e -  
d e d u c t i v e  e x p e r i m e n t a l  method. The G a l i l e a n  method i s  r e p r e -  
s e n t e d  by a  d i r e c t  g raph  w i t h  t h r e e  v e r t i c e s  and t h r e e  a r c s .  
I n  F i g u r e  1 ,  we i l l u s t r a t e  such a  g raph  i n  t h e  c a s e  o f  p h y s i c s  
a s  a n  example of a n  e x p e r i m e n t a l  d i s c i p l i n e .  I n  such a n  example, 
t h e  t h r e e  v e r t i c e s  o f  t h e  g raph  co r respond  t o  t h e  n o t i o n  o f  
phenomenon ( i n  t h e  p h y s i c a l  r e a l i t y ) ,  o f  model (of  such a  pheno- 
menon),  and of law (which c a n  be  d e r i v e d  w i t h i n  such  a  m o d e l ) .  
The t h r e e  a r c s  r e p r e s e n t  t h r e e  c o n c e p t u a l  a c t i v i t i e s ,  which a r e  
r e l a t e d  t o  t h e  i n t e r a c t i o n  between t h e  wor ld o f  r e a l i t y  and t h e  
wor ld  o f  c o g n i t i o n  of r e a l i t y .  

F o r m a l i z a t i o n  i s  t h e  f i r s t  a c t i v i t y ,  which i s  e x c l u s i v e  o f  
human c r e a t i v i t y  and i n v e n t i o n  and which e n a b l e s  man t o  s u b s t i t u t e  
t h e  i n f o r m a l  and i n t u i t i v e  n o t i o n  o f  phenomenon w i t h  t h e  r i g o r o u s  
and p r e c i s e  c o n c e p t  of model w i t h i n  a  s e l e c t e d  formal  framework. 

Induc t ion -deduc t ion  i s  t h e  second a c t i v i t y ,  which l ies  
w i t h i n  t h e  wor ld o f  c o g n i t i o n  o f  r e a l i t y ,  and which a l l o w s  
bo th  man and mechanica l  t o o l s  t o  i n f e r  a  law a s  a  consequence 
o r  p r o p e r t y  o f  a  fo rma l i zed  r e a l i t y .  

Matching i s  t h e  t h i r d  a c t i v i t y  which a l l o w s  man, a g a i n  by 
means o f  human c r e a t i v i t y ,  t o  c o n f r o n t  t h e  v a l i d i t y  and t h e  
u t i l i t y  o f  t h e  f o r m a l l y  o b t a i n e d  law w i t h  t h e  phenomenon, con- 
s i d e r e d  a s  t h e  s o u r c e  of t h e  whole e x p e r i m e n t a l  c o g n i t i o n  
p r o c e s s .  





The whole c y c l e  i s  under  t h e  s c r u t i n y  o f  t h e  man by means 
o f  c o n t i n u o u s  c r i t i q u e  which may b r i n g  up t h e  convenience o f  
a n  improved r e p e t i t i o n  of t h e  whole c y c l e  i t s e l f .  

The new exper imen ta l  d i s c i p l i n e  o f  computer s c i e n c e  can  be  
embedded i n  a s i m i l a r  way by s imply  i n t r o d u c i n g  new c o n c e p t u a l  
n o t i o n s  i n  co r respondence  t o  each  v e r t e x  of t h e  g raph .  More 
p r e c i s e l y ,  w i t h  r e s p e c t  t o  t h e  c a s e  o f  p h y s i c s ,  w e  have t h e  
f o l l o w i n g  s u b s t i t u t i o n s :  

a )  f o r  t h e  n o t i o n  o f  phenomenon, we s u b s t i t u t e  t h e  n o t i o n  
o f  i n t u i t i v e  problem; 

b )  f o r  t h e  n o t i o n  o f  model, we s u b s t i t u t e  t h e  n o t i o n  o f  
r e p r e s e n t e d  problem; 

c )  f o r  t h e  n o t i o n  o f  law, we s u b s t i t u t e  t h e  n o t i o n  o f  
so lved  problem. 

The i n t u i t i v e  problem i s  an e n t i t y  which independen t l y  
f a c e s  t h e  man and can be  viewed a s  a n  unde f ined  and u n l i m i t e d  
s o u r c e  o f  i n f o r m a t i o n .  

From it, t h rough  t h e  a c t i v i t y  o f  f o r m a l i z a t i o n ,  t h e  man 
o p e r a t e s  a n  e x t r a c t i o n  of a f i n i t e  and p r e c i s e l y  d e s c r i b e d  amount 
of i n f o r m a t i o n ,  namely t h e  r e p r e s e n t e d  problem ( i .e . ,  t h e  r e p r e -  
s e n t a t i o n  o f  t h e  prob lem).  T h i s  i n f o r m a t i o n  i s  chosen a s  va lu -  
a b l e  and s u f f i c i e n t  i n  o r d e r  t o  provide-- through mechan ica l ,  o r  
i n t e r a c t i v e ,  computat ion-- the c o n s t r u c t i o n  o f  t h e  so lved  problem 
(i .e. , t h e  s o l u t i o n  o f  t h e  problem) . 

I t  i s  v e r y  i m p o r t a n t  t o  observe  t h a t ,  because of  t h e  o v e r a l l  
meaning of t h e  G a l i l e a n  method, t h e  whole passage  between t h e  
r e p r e s e n t e d  problem and t h e  so lved  problem l i es  w i t h i n  t h e  wor ld 
of c o g n i t i o n  o f  r e a l i t y ,  i . e . ,  w i t h i n  a comp le te ly  d e f i n e d  and 
f o r m a l i z e d  env i ronment .  

Hence, i n  p r i n c i p l e ,  such a passage ,  i .e . ,  t h e  s o l u t i o n  
c o n s t r u c t i o n ,  c a n  be  performed i n  a n  a r t i f i c i a l  and comp le te ly  
a u t o m a t i c  way. On t h e  o t h e r  hand, t h e  two o t h e r  a c t i v i t i e s  of 
f o r m a l i z a t i o n  and match ing be long e x c l u s i v e l y  t o  t h e  man. These 
a r e  t h e  fundamenta l  c o n c e p t u a l  c o n s i d e r a t i o n s  which i l l u s t r a t e  
t h e  r o l e  o f  a n  au tomat i c  problem s o l v e r  w i t h i n  computer s c i e n c e .  

I n  t h e  same way, it h a s  been shown what c a n  be  c o n s i d e r e d  
a s  t h e  u l t i m a t e  e x p a n d i b i l i t y  o f  t h e  r o l e  o f  t h e  computer w i t h i n  
t h e  man-computer i n t e r a c t i o n  i n  s o l v i n g  problems. 

However, t h i s  u l t i m a t e  g o a l  c a n  b e  c o n s i d e r e d  o n l y  a s  t h e  
f i n a l  t a r g e t  o f  t h e  development o f  a u t o m a t i z a t i o n  w i t h i n  computer 
s c i e n c e .  On t h e  o t h e r  hand, it i s  i m p o r t a n t  t o  observe  t h a t  a t  
t h e  p r e s e n t  s t a t e  o f  t h e  a r t ,  t h e  passage  between r e p r e s e n t e d  
problem and s o l v e d  problem s t i l l  r e q u i r e s ,  i n  t h e  p r a c t i c a l  and 
a v a i l a b l e  t e c h n o l o g i c a l  impact  o f  computer s c i e n c e ,  a w ide ly  
ex tended and i n t e n s e  c o o p e r a t i o n  between man and computer.  



The r o l e  o f  t h e  man i n  such c o o p e r a t i o n ,  wh i le  a v o i d a b l e  i n  
p r i n c i p l e ,  b e a r s  on i t s e l f  t h e  r e s p o n s i b i l i t y  o f  t h e  c o n c e p t u a l l y  
most i m p o r t a n t  a c t i v i t i e s .  The t r e n d  o f  computer s c i e n c e  r e s e a r c h  
t h e r e f o r e  c a n  be  c o n s i d e r e d ,  w i t h  a n  o v e r a l l  s y n t h e s i s  o f  i t s  
h i s t o r i c a l  development,  a s  based on t h e  c r i t e r i o n  of c o n t i n u o u s l y  
r e d u c i n g  t h e  impact  o f  man, and i n c r e a s i n g  t h e  a b i l i t y  o f  t h e  
computer.  I n  p a r t i c u l a r ,  t h e  t r e n d  of a r t i f i c i a l  i n t e l l i g e n c e  
r e s e a r c h  can  b e  c o n s i d e r e d  a s  c e n t e r e d  on t h e  aim of  comp le te ly  
e l i m i n a t i n g  t h e  r o l e  of  man i n  such a  c o n s t r u c t i o n  o f  a  so lved  
problem f o r  a  r e p r e s e n t e d  problem. I n  F i g u r e  2 ,  we i l l u s t r a t e  t h e  
p r e s e n t  s t a t e  of such a  c o o p e r a t i o n  p r o c e s s .  The r e s p o n s i b i l i t y  
o f  t h e  man is shown t o  be: 

a )  I n v e n t i o n  o f  t h e  r e p r e s e n t a t i o n  o f  t h e  problem; 

b )  i n v e n t i o n  o f  a n  a l g o r i t h m  f o r  t h e  c o n s t r u c t i o n  o f  t h e  
s o l u t i o n  o f  t h e  problem a s  it h a s  been r e p r e s e n t e d ;  

C )  c o n s t r u c t i o n  o f  a  s o u r c e  program w r i t t e n  i n  a  symbol ic 
and,  g e n e r a l l y ,  h i g h - l e v e l  programing language;  

d )  c r i t i c a l  matching o f  t h e  s o l u t i o n  of  t h e  problem w i t h  
t h e  i n t u i t i v e  problem embedded i n  i t s  semant ic  domain. 

P l e a s e  n o t e  t h a t  because of t h e  p r e v i o u s l y  exposed p h i l o -  
s o p h i c a l  c o n s i d e r a t i o n s  w h i l e  a c t i v i t i e s  a )  and d )  be long a lways 
t o  t h e  man, a c t i v i t i e s  b )  and c )  can  p o t e n t i a l l y  be t a k e n  o v e r  
by t h e  computer.  

The r e s p o n s i b i l i t y  o f  t h e  computer i s  shown t o  be: 

a )  t r a n s l a t i o n  of t h e  s o u r c e  program i n t o  a n  o b j e c t  program 
w r i t t e n  i n  machine language,  

b )  e x e c u t i o n  o f  t h e  o b j e c t  program, 

C )  c o n s t r u c t i o n  o f  t h e  s o l u t i o n  o f  t h e  problem. 

Dur ing i t s  growth,  computer s c i e n c e  h a s  been based and 
gu ided by a p p r o p r i a t e  t h e o r i e s  i n  o r d e r  t o  unders tand  and o r g a n i z e  
t h e  methodology fo l lowed by human a c t i v i t i e s  and t o  c o n s t r u c t  
s p e c i f i c  a r t i f i c i a l  sys tems r e s p o n s i b l e  f o r  t h e  computer a c t i v i t i e s .  

S p e c i f i c a l l y ,  t h e  f o l l o w i n g  t h e o r i e s  have been p a r t i c u l a r l y  
i m p o r t a n t :  

a )  t h e o r y  o f  c o m p u t a b i l i t y ,  f o r  u n d e r s t a n d i n g  t h e  l i m i t  
and power o f  i n v e n t i o n  o f  a l g o r i t h m s ;  

b )  t h e o r y  o f  comp lex i t y ,  f o r  p r o v i d i n g  a  b a s i s  f o r  c r i t i c a l  
e v a l u a t i o n  o f  e f f i c i e n c y  i n  t h e  i n v e n t i o n  o f  a l g o r i t h m s ;  

C )  t h e o r y  o f  fo rma l  languages,  f o r  p r o v i d i n g  frameworks 
and t o o l s  u s e f u l  i n  o r d e r  t o  d e s i g n  and t o  c o n s t r u c t  
such a r t i f i c i a l  sys tems a s  t h e  t r a n s l a t o r s  (comp i le rs ,  
assemb le rs ,  i n t e r p r e t e r s )  from s o u r c e  programs t o  o b j e c t  
programs; 
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d )  s w i t c h i n g  t h e o r y ,  f o r  p r o v i d i n g  frameworks and t o o l s  
u s e f u l  i n  o r d e r  t o  d e s i g n  and t o  c o n s t r u c t  such  
a r t i f i c i a l  sys tems a s  t h e  hardware systems and f i r e -  
ware sys tems c a p a b l e  o f  t h e  e x e c u t i o n  o f  o b j e c t  pro-  
grams and t h e  c o n s t r u c t i o n  of t h e  problem s o l u t i o n .  

More r e c e n t l y ,  a  new t h e o r y  h a s  been proposed and embryon- 
i c a l l y  deve loped,  namely: 

e )  t h e o r y  o f  programs (mathemat i ca l  t h e o r y  of c o m p u t a t i o n ) ,  
f o r  p r o v i d i n g  a  b a s i s  f o r  c r i t i c a l  e v a l u a t i o n  o f  
i n v e n t i o n  o f  programs, and f o r  p r o v i d i n g  frameworks 
and t o o l s  u s e f u l  i n  o r d e r  t o  d e s i g n  and t o  c o n s t r u c t  
such a r t i f i c i a l  sys tems ( though n o t  y e t  a v a i l a b l e ,  a t  
t h e  p r e s e n t  s t a t e  of t h e  a r t )  a s  t h e  program c h e c k e r s  
and t h e  program v e r i f i e r s .  

The r e c e n t  r e s u l t s  o f  problem s o l v i n g  w i t h i n  a r t i f i c i a l  
i n t e l l i g e n c e  r e s e a r c h  make t h e  development o f  a  new t h e o r y  
i n c r e a s i n g l y  more n e c e s s a r y .  I n  p r i n c i p l e ,  a  new t h e o r y  c a n  
p r o v i d e  u s  w i t h  t h e  bypass ing  o f  a l l  t h e  c l a s s i c a l  and a l s o  t h e  
q u i t e  r e c e n t  t h e o r i e s .  Such a  new t h e o r y  can be d e f i n e d  a s :  

f )  t h e o r y  of problems, f o r  p r o v i d i n g  a  b a s i s  f o r  c r i t i c a l  
e v a l u a t i o n  o f  t h e  t e c h n i q u e s  c a p a b l e  o f  d i r e c t l y  and 
a u t o m a t i c a l l y  o b t a i n i n g  t h e  s o l v e d  problem from t h e  
r e p r e s e n t e d  problem, and f o r  p r o v i d i n g  frameworks and 
t o o l s  u s e f u l  i n  o r d e r  t o  d e s i g n  and t o  c o n s t r u c t  such 
a r t i f i c i a l  sys tems ( c o n s i d e r e d  a s  becoming a v a i l a b l e  
i n  t h e  n o t  t o o  d i s t a n t  f u t u r e )  a s  t h e  i n t e r a c t i v e  
problem s o l v e r s  and t h e  a u t o m a t i c  problem s o l v e r s .  

I n  t h i s  way, we have ach ieved  t h e  purpose  of i i l u s t r a t i n g  
t h e  r o l e  o f  problem s o l v i n g  w i t h i n  computer s c i e n c e  by means o f  
a n  i l l u s t r a t i o n  o f  i t s  meaning and impor tance i n  t h e  s c e n a r i o  
o f  development of computer s c i e n c e .  

L e t  u s  now p r e s e n t  a  more d e t a i l e d  unders tand ing  of t h e  
f u n c t i o n s  and of t h e  s t r u c t u r e  of a n  a u t o m a t i c  problem s o l v e r .  
W e  s h a l l  i l l u s t r a t e  f i r s t  t h e  b a s i c  c o n c e p t u a l  f u n c t i o n s  in -  
vo lved i n  a n  au tomat i c  problem-solv ing a c t i v i t y ,  and we s h a l l ,  
by consequence,  p r e s e n t  a  s t r u c t u r e  f o r  a n  a u t o m a t i c  problem 
s o l v e r .  

W e  want t o  p o i n t  o u t  t h a t  a l l  t h e  c o n s i d e r a t i o n s  t h a t  we 
a r e  go ing  t o  i l l u s t r a t e  c a n  be more d e e p l y  unders tood  i n  a  
c r i t i c a l  way i f  one  t h i n k s  o f  semant ic  domains f rom whence 
i n t u i t i v e  problems a r i s e ,  which a r e  n o t  a l r e a d y  set u p  by means 
o f  any r i g o r o u s  d e s c r i p t i o n  ( e . g . ,  such  a s  semant i c  domains 
o r i g i n a t e d  from t h e  wor ld o f  mathemat ics ,  o r  of l o g i c ) .  

Namely, one should  t h i n k  o f  such  k i n d s  o f  semant i c  domains 
( e - g . ,  r o b o t i c s ,  n a t u r a l  l anguages  u n d e r s t a n d i n g ,  human s i t u -  
a t i o n s ,  a c t i o n s ,  b e h a v i o r s ,  e t c . )  where: 



a )  t h e  r e p r e s e n t a t i o n  of any problem i s  a r e a l  inven t ion  
f o r  t h e  man, r e q u i r i n g  an  e f f o r t  of c r e a t i v i t y  and 
ingenu i ty ;  

b )  any represented  problem s t i l l  l eaves  complete ly  un iden t i -  
f i e d ,  a l s o  i n  an i m p l i c i t  way, t h e  so lved problem 
( t h a t  might even tua l l y  be o b t a i n e d ) ,  which may a s  we l l  
be complete ly  ou t  of reach  even of  human imaginat ion.  

The fo rma l i za t i on  a c t i v i t y ,  performed by t h e  man, p rov ides ,  
a s  it has  been prev ious ly  supposed, t h e  rep resen ted  problem a s  
an a r t i f i c i a l  o b j e c t  which i s  obta ined  from, and is  t h e  s u b s t i -  
t u t e  f o r ,  t h e  i n t u i t i v e  problem. 

The inven t ion  of t h e  represented  problem c o n s i s t s  i n  t h e  
p r e c i s e  d e s c r i p t i o n  of  a f i n i t e  q u a n t i t y  of in format ion which 
t h e  man fo rmu la tes  by means of t h e  observa t ion  of two d i s t i n c t  
e n t i t i e s ,  namely: 

a )  t h e  i n t u i t i v e  problem, embedded i n  i ts  semantic domain, 
and considered a s  an un l im i ted  source  of  fo rma l i zab le  
o r  r ep resen tab le  in format ion;  t h i s  e n t i t y ,  cons idered 
a s  a "na tu ra l "  e n t i t y ,  is  provided by t h e  world of 
r e a l i t y ;  

b) t h e  automat ic  problem s o l v e r ,  in tended a s  a genera l -  
purpose t o o l  which can d e a l  wi th  rep resen ted  problems 
o r i g i n a t i n g  from va r i ous  semantic domains; t h i s  e n t i t y ,  
cons idered  a s  an " a r t i f i c i a l "  e n t i t y ,  i s  provided by 
t h e  a r t i f  i c i a l - i n t e l l i g e n c e  s c i e n t i s t .  

The inven t ion  of t h e  represented  problem r e q u i r e s  t h a t  
t h e  man performs two b a s i c a l l y  d i f f e r e n t  a c t i v i t i e s  i n  i t s  
f o rma l i za t i on  p rocess .  

The f i r s t  a c t i v i t y  i s  devoted t o  t h e  s p e c i f i c a t i o n  of t h e  
methods and ways which shape t h e  au tomat ic  problem s o l v e r ,  con- 
s i de red  a s  an o r i g i n a l l y  general-purpose t o o l ,  i n t o  a wel l -  
p rec i sed  specia l -purpose t o o l  which is o r i e n t e d  by t h e  semantic 
domain from which t h e  i n t u i t i v e  problem i s  o r i g i n a t e d .  

I n  o t h e r  words, t h i s  a c t i v i t y  i s  devoted by t h e  man t o  " tune"  
t h e  genera l -purpose t o o l  i n t o  a specia l -purpose t o o l ,  by way of 
u t i l i z i n g  t h e  human ingenu i ty  and understanding of t h e  b e s t  mode 
i n  which t h e  a r t i f i c i a l  t o o l  works more e f f i c i e n t l y  i n  a t t a c k i n g  
t h e  s o l u t i o n  p rocess  f o r  t h e  p a r t i c u l a r  i n t u i t i v e  problem. By 
means of t h i s  a c t i v i t y ,  t h e  general-problem so l ve r  i s  t r a n s -  
formed i n t o  a special-problem s o l v e r .  

The in fo rmat ion  descr ibed  by consequence of t h i s  f i r s t  
a c t i v i t y  i s  c a l l e d  c o n t r o l  in fo rmat ion ,  and it i s  t h e  f i r s t  p a r t  
o f  t h e  in£  ormation con ta ined  i n  t h e  represented  problem. 

The second a c t i v i t y  i s  ded ica ted  t o  t h e  s e l e c t i o n  from t h e  
i n t u i t i v e  problem of a f i n i t e  q u a n t i t y  of in format ion,  we l l  
de f i ned ,  which i s  considered by t h e  man a s  u s e f u l ,  and, hope- 
f u l l y ,  e f f i c i e n t  and s u f f i c i e n t  i n  o rde r  t o  a l low t h e  spec ia l -  
problem s o l v e r  t o  ach ieve  i ts  goa l  of p rov id ing  an automat ic  
s o l u t i o n  of  t h e  problem. 



The in fo rmat ion  d e s c r i b e d  by consequence of t h i s  second 
a c t i v i t y  i s  c a l l e d  problem i n f o r m a t i o n ,  and it is t h e  second 
p a r t  of t h e  i n f o r m a t i o n  c o n t a i n e d  i n  t h e  r e p r e s e n t e d  problem. 

I t  is c o n c e p t u a l l y  i m p o r t a n t  t o  o b s e r v e  t h a t  bo th  t h e  two 
p r e v i o u s l y  d e s c r i b e d  a c t i v i t i e s  a r e  done by t h e  man c o n s c i o u s  
of be ing  f a c e d  by ignorance  o f  t h r e e  d i f f e r e n t  t y p e s ,  namely: 

a )  whether  t h e  c o n t r o l  and problem i n f o r m a t i o n ,  c o n t a i n e d  
i n  t h e  r e p r e s e n t e d  problem, i s  s u f f i c i e n t  i n  o r d e r  t o  
make t h e  computer a b l e  t o  s o l v e  t h e  problem; 

b )  what p a r t  o f  t h i s  i n f o r m a t i o n  i s  a c t u a l l y  r e l e v a n t  t o  
t h e  computer and shou ld  be  u t i l i z e d  i n  o r d e r  t o  s o l v e  
t h e  problem; 

C )  what i s  t h e  a c t u a l  way i n  which t h e  r e l e v a n t  p a r t  o f  
t h i s  i n f o r m a t i o n  should  be p rocessed  ( p o s s i b l y  e f f i c i e n t l y )  
i n  o r d e r  t o  c o n s t r u c t  t h e  ( p o s s i b l y  optimum) so lved  
problem, i n  t h e  e v e n t  t h a t  such a  c o n s t r u c t i o n  might  be 
a t t a i n a b l e .  

I t  i s  impor tan t  t o  observe  t h a t  t h e  f i r s t  t y p e  o f  i gnorance  
i s  a d i r e c t  consequence o f  t h e  e x i s t i n g  g a p  between t h e  wor ld o f  
r e a l i t y  and t h e  wor ld o f  c o g n i t i o n  o f  r e a l i t y .  

I n  o r d e r  t o  overcome t h i s  i gnorance ,  t h e  man needs t o  w a i t  
f o r  t h e  end o f  t h e  whole e x p e r i m e n t a l  c y c l e ;  by means of t h e  
a c t i v i t y  o f  match ing,  he w i l l  be a b l e  t o  check i f  a n  a c c e p t a b l e  
s o l u t i o n  o f  t h e  i n t u i t i v e  problem h a s  been o b t a i n e d ,  and,  t h u s ,  
he w i l l  be a b l e  t o  overcome t h i s  f i r s t  t y p e  of  i gnorance .  

The two o t h e r  t y p e s  o f  i g n o r a n c e s  a r e  v e r y  impor tan t  
because t h e y  a r e  u s e f u l  t o  p o i n t  o u t  two f u n c t i o n s ,  performed 
by t h e  a u t o m a t i c  problem s o l v e r ,  which a r e  in tended  t o  g i v e  
a r t i f i c i a l  answers  t o  t h i s  i gnorance .  

The f i r s t  f u n c t i o n ,  which is devo ted  t o  produce a n  au to -  
m a t i c  answer t o  t h e  second t y p e  o f  i gnorance ,  c o n s i s t s  o f  a n  
a p p r o p r i a t e  s e l e c t i o n  o f  one p a r t  o f  t h e  i n f o r m a t i o n  c o n t a i n e d  
i n  t h e  r e p r e s e n t e d  problem and c o n s i d e r e d ,  by t h e  a u t o m a t i c  
problem s o l v e r ,  a s  u s e f u l  and r e l e v a n t  f o r  i t s  a c t i v i t y  of 
s o l v i n g  problems. 

T h i s  a c t i v i t y  i s  performed by a  f i r s t  p a r t  o f  t h e  au to -  
m a t i c  problem s o l v e r ,  c a l l e d  s e l e c t o r ,  a s  it is shown i n  
F i g u r e  3 ,  where a l l  t h e  s t r u c t u r e  of a n  a u t o m a t i c  problem s o l v e r  
i s  i l l u s t r a t e d .  

T h e r e f o r e ,  w e  w i l l  c a l l  t h e  g l o b a l  r e p r e s e n t e d  problem 
t h e  i n p u t  o f  t h e  s e l e c t o r ,  and t h e  s e l e c t e d  r e p r e s e n t e d  problem 
t h e  o u t p u t  of t h e  s e l e c t o r .  

The second f u n c t i o n ,  which i s  devo ted  t o  produce a n  au to -  
m a t i c  answer t o  t h e  t h i r d  t y p e  o f  i gnorance ,  c o n s i s t s  o f  a  
s k i l l f u l  s e a r c h  o f  t h e  c o o p e r a t i o n  p r o c e s s ,  embracing t h e  
a l r e a d y  s e l e c t e d  i n f o r m a t i o n ,  which e s s e n t i a l l y  makes up  t h e  
s o l u t i o n  a l g o r i t h m  and, t h u s ,  y i e l d s  t h e  s o l u t i o n  o f  t h e  problem. 





T h i s  a c t i v i t y  is performed by a  second p a r t  o f  t h e  a u t o -  
m a t i c  problem s o l v e r ,  c a l l e d  s e a r c h e r ,  a s  it is shown i n  
F i g u r e  3 .  There fo re ,  wh i le  t h e  i n p u t  o f  t h e  s e a r c h e r  w i l l  b e  
t h e  s e l e c t e d  r e p r e s e n t e d  problem, t h e  o u t p u t  o f  t h e  s e a r c h e r  
w i l l  be  t h e  so lved  problem. 

A s  it h a s  been p r e v i o u s l y  i l l u s t r a t e d ,  t h e  c o n t r o l  i n f o r -  
mat ion i s  t h e  in fo rmat ion  which e n a b l e s  t h e  man t o  s p e c i f y  t h e  
s p e c i a l  c o n f i g u r a t i o n  o f  t h e  problem s o l v e r  o r i e n t e d  toward a  
p a r t i c u l a r  semant ic  domain. There fo re ,  by means o f  t h e  c o n t r o l  
i n f o r m a t i o n ,  t h e  s t r u c t u r e s  of t h e  s e l e c t o r  and s e a r c h e r  a r e  
comp le te ly  d e f i n e d  and s p e c i f i e d .  

I n  o t h e r  words, t h e  s e l e c t o r  and s e a r c h e r  a r e  two g e n e r a l  
purpose,  a r t i f i c i a l  metasystems which, by means of  t h e  c o n t r o l  
i n f o r m a t i o n ,  a r e  s p e c i a l i z e d  i n t o  two s p e c i a l  purpose,  a r t i -  
f i c i a l  sys tems.  

T h i s  s p e c i a l i z a t i o n  of t h e  s t r u c t u r e  of t h e  s e l e c t o r  and 
of t h e  s e a r c h e r  by t h e  man c a n  be  c o n s i d e r e d  j u s t  a s  an i n i t i a l  
s p e c i f i c a t i o n  which, d u r i n g  t h e  ongoing s o l u t i o n  p r o c e s s ,  c a n  
p o s s i b l y  be changed and improved. 

T h i s  modi fy ing and enhanc ing a c t i v i t y  i s  t h e  t y p i c a l  
a c t i v i t y  o f  l e a r n i n g  which i s  a b l e  t o  p r o v i d e  a  dynamic e v o l u t i o n  
of t h e  s t r u c t u r e  of t h e  s e l e c t o r  and of t h e  s e a r c h e r .  

T h i s  se l f - chang ing  a c t i v i t y  is performed by a  t h i r d  p a r t  
of t h e  a u t o m a t i c  problem s o l v e r ,  c a l l e d  l e a r n e r  a s  it i s  shown 
i n  F i g u r e  3 .  

There fo re ,  t h e  i n p u t s  of t h e  l e a r n e r  a r e  c o n s t i t u t e d  by t h e  
g l o b a l  r e p r e s e n t e d  problem, by t h e  s e l e c t e d  r e p r e s e n t e d  problem, 
and by t h e  so lved  problem. 

I n  t h i s  way, t h e  i n p u t s  o f  t h e  l e a r n e r  a r e  o b t a i n e d  n o t  o n l y  
from t h e  human a c t i v i t y  of f o r m a l i z a t i o n  of t h e  i n t u i t i v e  problem 
i n t o  a  r e p r e s e n t e d  problem, b u t  a l s o  from t h e  a r t i f i c i a l  a c t i v i t y  
of t h e  problem s o l v e r  i t s e l f ;  i n  t h i s  second c a s e ,  t h e s e  i n p u t s  
c a n  t a k e  a c c o u n t  bo th  o f  p a r t i a l  and o f  t o t a l  r e s u l t s  o b t a i n e d  
from t h e  a r t i f i c i a l  a c t i v i t y .  The o u t p u t s  of t h e  l e a r n e r  a r e  
t h e  a u t o m a t i c a l l y  c o n s t r u c t e d  and m o d i f i a b l e  s p e c i f i c a t i o n s  of 
t h e  s e l e c t o r  and of t h e  s e a r c h e r .  

Thus, a l s o  t h e  l e a r n e r  c a n  be c o n s i d e r e d  a s  a  g e n e r a l  pur- 
pose,  a r t i f i c i a l  metasystem which is a b l e  t o  s p e c i f y  t h e  s e l e c t o r  
and t h e  s e a r c h e r  i n t o  two s p e c i a l  sys tems.  Thus, t h e  k e r n e l  of 
an a u t o m a t i c  problem s o l v e r  a p p e a r s  t o  be  a n  a r t i f i c i a l  meta- 
sys tem which is i n i t i a l i z e d  by t h e  man a s  an i n i t i a l  sys tem,  
and,  a f t e r w a r d ,  can  evo lve  i t s e l f  i n  a  way a p p r o p r i a t e  t o  enhance 
i t s  a r t i f i c i a l  per formances i n  s o l v i n g  problems. There fo re ,  
l e a r n i n g  can  be viewed a s  t h e  a b i i i t y  of s e l f - a w a r e n e s s  of t h e  
whole a u t o m a t i c  problem s o l v e r .  

I n  f a c t ,  i n  p r i n c i p l e ,  t h e  l e a r n e r  i t s e l f  c a n  be c o n s i d e r e d  
a s  a n  a u t o m a t i c  problem s o l v e r ,  which has  been tuned  on t h e  
semant ic  domain of problem s o l v i n g ,  and which has  t o  a u t o m a t i c a l l y  
s o l v e  t h e  problems of c o n s t r u c t i n g  ( o r ,  b e t t e r ,  s p e c i f y i n g )  
s e l e c t o r s  and s e a r c h e r s .  



Thus, such s o p h i s t i c a t e d  l e v e l  i n  d e s i g n i n g  a  l e a r n e r  c a n  
e n v i s a g e  a u t o m a t i c  problem s o l v e r s  a c t i n g  comp le te ly  a s  s e l f -  
development a r t i f i c i a l  sys tems.  I n  c o n c l u s i o n ,  we c a n  a s s e r t  
t h a t  a n  a u t o m a t i c  problem s o l v e r  c a n  o p e r a t e  on a  r e p r e s e n t e d  
problem and c a n  p rov ide  a  so lved problem. Whichever h a s  been 
t h e  method fo l lowed by t h e  man i n  per forming t h e  f o r m a l i z a t i o n  
t a s k  f o r  t h e  c o n s t r u c t i o n  of t h e  r e p r e s e n t e d  problem, it i s  
n e c e s s a r y  f o r  him t o  choose a n  a p p r o p r i a t e  formal ism adap ted  
b o t h  t o  p r o v i d e  a  "good" r e p r e s e n t e d  problem and t o  c a t a l y z e  
a  " v a l i d "  a r t i f i c i a l  a c t i v i t y  f o r  t h e  a u t o m a t i c  problem s o l v e r .  

T h e r e f o r e ,  w e  can  r i g h t f u l l y  c a l l  such formal ism a r e p r e -  
s e n t a t i o n  language which man needs  f o r  c o o p e r a t i n g  w i t h  t h e  
computer.  

While t h e  c l a s s i c  programing languages  have been conce ived 
t o  channe l  t o  t h e  computer t h e  human i n v e n t i o n  o f  s o l u t i o n  
a l g o r i t h m s ,  t h e  r e p r e s e n t a t i o n  languages  can  be  conce ived t o  
channe l  t o  t h e  computer t h e  human i n v e n t i o n  o f  r e p r e s e n t e d  
problems. 

T h e r e f o r e ,  w e  c a n  look a t  a u t o m a t i c  problem s o l v e r s  a s  t h e  
i n t e r p r e t e r s  o f  t h e  r e p r e s e n t a t i o n  languages  i n  which t h e  r e p r e -  
s e n t e d  problems have been communicated t o  t h e  computer.  

Thus, it is n a t u r a l  t o  l ook  a t  f i r s t - o r d e r  p r e d i c a t e  l o g i c  
and a t  t h e  PLANNER-like g o a l - o r i e n t e d  languages ,  a s  p r e l i m i n a r y  
examples o f  r e p r e s e n t a t i o n  languages .  The i n t e r p r e t e r s  of  such 
r e p r e s e n t a t i o n  languages  (e .g . ,  t h e  theorem p r o v e r s ,  i n  t h e  
c a s e  o f  f i r s t - o r d e r  p r e d i c a t e  l o g i c )  need, i n  t h e  p r e s e n t  s t a t e  
of t h e  a r t ,  t o  be conce ived and s t r u c t u r e d  on t h e  more formal  
b a s i s  o f  a  t h e o r y  o f  problems. 

T h i s  paper  is,  i ndeed ,  c e n t e r e d  around a p a r t  o f  t h i s  
d e v e l o p i n g  new t h e o r y ,  and t h e  p r e s e n t e d  r e s u l t s  p r o v i d e  more 
u n d e r s t a n d i n g  f o r  t h e  d e s i g n  o f  bo th  au tomat i c  problem s o l v e r s  
and r e p r e s e n t a t i o n  language i n t e r p r e t e r s .  

2. Bas ic  D e f i n i t i o n s  

I n  t h i s  s e c t i o n ,  w e  p r e s e n t  t h e  b a s i c  d e f i n i t i o n s  abou t  
t h e  n o t i o n s  o f  problem and of  s o l u t i o n  which a r e  s t r i c t l y  r e l a t e d  
t o  t h e  s t a t e - s p a c e  approach.  These c o n c e p t s  a r e  fo rma l i zed  h e r e  
i n  o r d e r  t o  p r o v i d e  a  g e n e r a l  base  upon which t o  d e v e l o p  o u r  
s u c c e s s i v e  i n v e s t i g a t i o n s .  

D e f i n i t i o n  1  

A ( d e t e r m i n i s t i c )  problem schema M is a t r i p l e  M = (S,  C ,  T )  
where : 

S = {so,s s ~ - ~  1 i s  a f i n i t e  s e t  o f  e lements  c a l l e d  t h e  

s t a t e s  of  M; 

C = { a o , a l , . . . , a m - l  1 i s  a f i n i t e  set of  e lements  c a l l e d  t h e  

i n p u t s  o f  M ;  

T = { y a o , y a l , . . . , y a m - l )  i s  a f i n i t e  set of mappings o f  S i n t o  S 

c a l l e d  t h e  o p e r a t o r s  o f  M. 



D e f i n i t i o n  2 

A ( d e t e r m i n i s t i c )  problem P  is  a  q u i n t u p l e  P  = (S, X I  r ,  i t  f )  , 
where (S,  C , T )  is a  ( d e t e r m i n i s t i c )  problem schema, and : 

i € S  is c a l l e d  t h e  i n i t i a l  s t a t e ;  

f  E S  i s  c a l l e d  t h e  f i n a l  s t a t e .  

D e f i n i t i o n  3 

A ( d e t e r m i n i s t i c )  ex tended problem 5 i s  a  q u i n t u p l e  
6 = (SIX, T , I , F )  , where (S,C, r )  is  a  ( d e t e r m i n i s t i c )  problem 
schema and : 

Is S i s  c a l l e d  t h e  set o f  t h e  i n i t i a l  s t a t e s ;  

F s S  i s  c a l l e d  t h e  set o f  t h e  f i n a l  s t a t e s .  

D e f i n i t i o n  4 

A s o l u t i o n  of t h e  problem P  = ( S , C , r , i , f  ) is a  s t r i n g :  

such  t h a t :  

where : 

( i .e . ,  yx is  made up by t h e  compos i t i on  of  o p e r a t o r s ) ,  and 

y E  i s  t h e  i d e n t i t y  f u n c t i o n  on S ,  i f  E is  t h e  n u l l  s t r i n g .  n 
D e f i n i t i o n  5 

A s o l u t i o n  o f  t h e  extended problem $ = (S,  Z,  T I  I ,  F) i s  a  
s t r i n g  x E  Z *  such  t h a t :  

(3i) ( 3 f )  ( ( i f11 A ( i Y x  = f )  A ( f c F )  ) 

D e f i n i t i o n  6 

The s o l u t i o n  set o f  a ( n )  (ex tended)  problem P  (P)  _is t h e  set 
X E *  (X-  C I * )  which c o n t a i n s  a l l  t h e  s o l u t i o n s  of  P (PI . 

P  P  - cl 
W e  o u t l i n e  t h a t  t h e  s o l u t i o n  set Xp of a  problem P  is  n o t  

n e c e s s a r i l y  f i n i t e .  W e  a r e  now a b l e  t o  i n t r o d u c e  some i n i t i a l  
f o rma l  p r o p e r t i e s  of  t h e s e  n o t i o n s .  



Theorem 1 - - 
Given an extended problem P = (S ,C,T , I ,F )  we have: 

where 

Proof.  We have t h a t :  

X- P = ] x l ( x C L * l A  ( ( 3 i ) ( g f ) ( ( i € 1 ) ~  ( i y x  = f )  A ( f C F ) ) ) /  . ( 2 . 7 )  

Moreover, 

( x E I * )  ( i yX  = £11 . 

 heref fore, by t h e  d e f i n i t i o n  of union of s e t s ,  we have t h a t :  

( x C  I*)  A ( ( H i )  ( s f )  ( ( i €  I )  A ( i y x  = f )  

, ( 2 . 9 )  

Hence, we conclude t h a t :  

Although t h i s  theorem s t a t e s  a c l o s e  r e l a t i o n  between t h e  
s o l u t i o n  of an extended problem and t h e  s o l u t i o n  of a s e t  of 
problems, t h e r e  i s  no i n d i c a t i o n  about  t h e  methods of how t o  
>educe," i n  a gene ra l  case ,  t h e  s o l u t i o n  of an  extended problem 
P t o  t h e  s o l u t i o n s  of t h e  s e t  of problems Ep.  

I n  f a c t ,  t h i s  " reduc t ion"  is c l o s e l y  r e l a t e d  t o  t h e  search  
s t r a t e g y  adopted i n  t h e  problem-solving p rocess .  

Conversely,  we want t o  focus  our  i n t e r e s t  i n  t h e  fo l lowing 
pages on l y  on problems and t h e i r  p r o p e r t i e s .  



D e f i n i t i o n  7.  

The l e n g t h  1  o f  a  s t r i n g  x C C *  i s  d e f i n e d  a s  t h e  measure 
f u n c t i o n  o f  C* i n t o  N (set of  n a t u r a l  numbers) such  t h a t :  

1  ( a )  = 1  (Yo) ( 0  C  C )  (2 .11 )  

1  ( xy )  = 1  ( x )  + 1  ( y )  (Yx) (Yy) ( ( x C  I*) A ( y  € I * )  . 

W e  have,  t h e n ,  t h i s  well-known p r o p e r t y  o f  t h e  n u l l  s t r i n g .  

Theorem 2. 

W e  have t h a t :  

P roo f .  1  ( x y )  = 1  ( x )  + 1  ( y )  (Yx) (Yy) ( ( x  CC*) A ( y  C C * ) )  . (2 .13)  

But when x  = E ,  w e  have t h a t :  

S i n c e ,  
(2 .15)  

w e  o b t a i n  t h a t :  

T h i s  e q u a t i o n  between n a t u r a l  v a r i a b l e s  h a s  t h e  o n l y  s o l u t i o n :  

D e f i n i t i o n  8 .  

A s i m p l e  c o s t  c  i s  a  measure f u n c t i o n  o f  C* i n t o  R (set of  
r e a l  numbers) such t h a t :  



Theorem 3. 

W e  have t h a t  : 

Proof .  The proof  i s  s i m i l a r  t o  t h e  proof o f  Theorem 2 .  

n 
Theorem 4 

A s imple c o s t  c is  complete ly  determined by i t s  r e s t r i c t i o n  
t o  C .  

Proof .  Because of D e f i n i t i o n  4 and (2.1). we have t h a t :  

There fo re ,  because of D e f i n i t i o n  8 ,  w e  o b t a i n  t h a t :  

The theorem has  t h u s  been proved. 

D e f i n i t i o n  9 

A composi te  c o s t  k i s  a measure f u n c t i o n  of ( S x  C)* i n t o  
R such t h a t :  - 

Theorem 5. 

W e  have t h a t :  

P roo f .  The proof i s  s i m i l a r  t o  t h e  proof  of Theorem 2. 
0 



Theorem 6.  

A composite c o s t  k i s  complete ly  determined by i ts  r e s t r i c -  
t i o n  t o  S x C .  

Proof.  The proof is  s i m i l a r  t o  t h e  proof of Theorem 4 .  

W e  conclude t h i s  i n t roduc to ry  s e c t i o n  by o u t l i n i n g  t h e  
c l o s e  r e l a t i o n  e x i s t i n g  between our  d e f i n i t i o n  of problem and 
t h e  c l a s s i c a l  d e f i n i t i o n s  of automaton and graph. 

D e f i n i t i o n  10 .  

A ( d e t e r m i n i s t i c )  automaton A i s  a qu in tup le  A = (S,C,M,s F) 
where, 0)  

C = { a  o , . . . , a  1 i s a f i n i t e  s e t o f e l e m e r ~ t s c a l l e d t h e i r . p u t s o f A ;  m- 1 

M = { M ~  , . . . , M ,  1 i s  a f i n i t e  set of mappings of S i n t o  S; 
0 m- 1 

soG S i s  c a l l e d  t h e  i n i t i a l  s t a t e ;  

F S S  i s  c a l l e d  t h e  s e t  of f i n a l  s t a t e s .  

D e f i n i t i o n  11 .  

A ( d i r e c t e d ,  l abe led )  graph i s  a t r i p l e  G = ( V , A , R )  where, 

V = {vo, ..., V } i s a f i n i t e  s e t o f e l e m e n t s c a l l e d t h e v e r t i c e s o f G ;  
n-a 

A = { a o r .  . . , a  } i s  a f i n i t e  s e t  o f  e lements c a l l e d  t h e  l a b e l s  of G; m- 1 

R = 1% ,... , R  I i s  a f i n i t e  s e t  o f  mappings from V i n t o  V. 
a o n- 1 n 

The fo l low ing  two d e f i n i t i o n s  i l l u s t r a t e  t h e  r e l a t i o n s  
e x i s t i n g  between t h e  t h e o r i e s  of  problems, automata, and graphs.  

D e f i n i t i o n  1 2.  

The automaton assoc ia ted  t o  t h e  problem P = ( S , Z , T , i , f )  is 
t h e  automaton A = (S ,C,T , i , { f ] ) .  





Theorem 7. 

W e  have t h a t :  

P roo f .  The proof  i s  d i r e c t l y  o b t a i n e d  from D e f i n i t i o n s  16 and 17. 

D e f i n i t i o n  18 0 

The r e a c h a b l e  set o f  t h e  problem P = ( S ,  C ,  r ,  i , f )  i s  t h e  s e t  
R C S  such t h a t  R = Ri. u 
D e f i n i t i o n  19 

The k - reachab le  set o f  t h e  problem P  = ( S , C , T , i , f )  i s  t h e  
k  set R  & S  such t h a t  R* = R ~ ~ .  a 

D e f i n i t i o n  20 

A state s . € S  is g e n e r a t i n g  of  t h e  s t a t e  s . € S  i f :  
I 1 

(3x1 ( (x € C*) A (s  .y  = Si )  ) . 
I x  

(3 .6)  

D e f i n i t i o n  21 

u 
A s t a t e  s . € S  is k -genera t ing  of  t h e  s t a t e  sic S  i f :  

I 

(3x1 ( ( x E C * )  A ( s . y  = si) A (1 ( x )  = k ) )  . 
I x  

( 3 . 7 )  

D e f i n i t i o n  22 

The g e n e r a t i n g  set o f  t h e  s t a t e  sic S is t h e  set O s  S  
such  t h a t :  i 



D e f i n i t i o n  23 

k  The k -genera t ing  set o f  t h e  s t a t e  s i cs  i s  t h e  set O s  & S  
such  t h a t  : i 

C 5 )  A (3x1 ( ( x  € I * )  A ( s  .y  = si)  A (1  (x) = k ) )  . 
I x  I 

Theorem 8 .  

We have t h a t :  

P r o o f .  The proof  i s  d i r e c t l y  o b t a i n e d  from D e f i n i t i o n s  22 and 23. 

D e f i n i t i o n  24 
n 

The g e n e r a t i n g  s e t  o f  t h e  problem P = ( S , C , T , i , f )  is t h e  
set O S S  such  t h a t  0 = O f .  

D e f i n i t i o n  25 

The k -genera t ing  s e t  o f  t h e  problem P  = ( S , Z , T , i , f )  i s  t h e  
k  k  set 0  c - S  s u c h  t h a t  ok = O f .  

W e  now p r e s e n t  two n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n s  f o r  
t h e  s o l v a b i l i t y  o f  a  problem. 

Theorem 9.  

A problem P = (S, C ,  T , i ,  f )  i s  s o l v a b l e  i f  f C R .  

Proo f .  

a )  Only i f  p a r t .  

P i s  s o l v a b l e ,  hence it h a s  a  s o l u t i o n  x ,  i . e . ,  because  o f  
D e f i n i t i o n  4: 

( 3 x ) ( ( x € C * ) A  ( i y x  = f ) )  . 

T h e r e f o r e  f € R i  and f € R .  



b)  I f  p a r t .  

f f  R,  hence,  because  o f  D e f i n i t i o n  18,  f C R i .  Hence, 

(3x1 ( ( x €  C*) A ( i y x  = f )  ) . (3 .12 )  

T h e r e f o r e ,  because o f  D e f i n i t i o n  4 ,  x  is  a  s o l u t i o n  o f  P, and 
P  i s  s o l v a b l e .  

D 
Theorem 1  0.  

A problem P  = ( S , C , T , i , f )  i s  s o l v a b l e  i f  icO. 

P r o o f .  The proof  i s  s i m i l a r  t o  t h e  proof  o f  Theorem 9.  

L e t  u s  now d e f i n e  t h e  r e s o l v e n t  set H and o u t l i n e  i t s  
impor tance  and i ts  a l g e b r a i c  p r o p e r t i e s .  

D e f i n i t i o n  26 

The r e s o l v e n t  set o f  t h e  problem P = (S,  C ,  T ,  i , f )  is t h e  set 
H C S  such  t h a t :  

H = R ~ O  . 

D e f i n i t i o n  27 

A k - s t e p  s o l u t i o n  o f  t h e  problem P  = ( S , C , T , i , f )  i s  a  
s o l u t i o n  x  € C* o f  P  such  t h a t  1 ( x )  = k .  

D e f i n i t i o n  28 

The ( k - s t e p )  s o l u t i o n  sequence g e n e r a t e d  by t h e  ( k - s t e p )  
s o l u t i o n  x  = o .  ... a .  o f  t h e  problem P = ( S , C , T , i , f )  is  t h e  

I k  
sequence o f  s t a t e s :  

such  t h a t :  



Theorem 11, 

Each s t a t e  gLk) o f  e v e r y  k - s t e p  s o l u t i o n  sequence  G ( ~ )  x o f  a 

problem P = (S,  C ,  T, i , f )  be longs  t o  H. 

Proo f .  Because o f  D e f i n i t i o n s  19 ,  25,  and 28 we have t h a t :  

and 

Hence, 

gAk) C R n 0 and ,  t h e r e f o r e ,  g:k) E H . 

Theorem 12. 

Every s t a t e  h € H  of  t h e  r e s o l v e n t  set H o f  a problem 
P = ( S , C , T , i , f )  be longs  a t  l e a s t  t o  one k - s t e p  s o l u t i o n  sequence  
of  P. 

P r o o f .  For each  e lement  h € H ,  we have t h a t :  



Hence, we draw t h a t :  

(3x1 ( ( x l  E I*) A ( i y x  = h )  ) , 
1 

and,  

L e t  u s  c o n s i d e r :  

Then we o b t a i n  t h a t :  

(3x1 ( ( x € C * )  A ( i y  = f ) )  . 

T h e r e f o r e ,  x i s  a s o l u t i o n  of  P. L e t  u s  suppose t h a t :  

l ( x l )  = k l  , l ( x 2 )  = k2 , l ( x )  = k l  + k2  = k . 

The k - s t e p  s o l u t i o n  sequence G ( k )  i s  such t h a t :  
X 

- (k  

- iyx = 
hence h C Gx 

i 

Theorem 13. 

Given a problem P = ( S t  C ,  r ,  i, f )  we have t h a t :  

h i s  a s t a t e  o f  a s o l u t i o n  sequence G . x I (3 .23 )  

P roo f .  Because of  Theorems 11 and 12 w e  have t h a t  (VX) (3 .24)  
! (11 is  a s t a t e  of  a s o l u t i o n  sequence G ) + ( h E  1 1 ) )  
because of  Theorem 11. X 



Moreover, (Yh) ( ( h € H )  + (h i s  a  s t a t e  of a  s o l u t i o n  sequence 
G x ) )  because of Theorem 12. Hence, we ob ta in  t h a t :  (3.25) 

H = {h lh  i s  a  s t a t e  of  a  s o l u t i o n  sequence Gx (3.26) 

Th is  l a s t  theorem emphasizes t h e  importance of t h e  reso l ven t  
s e t  H which appears  a s  t h e  n a t u r a l  base f o r  f u r t h e r  i n v e s t i g a t i o n  
of t h e  p r o p e r t i e s  of t h e  s ta te -space  r e p r e s e n t a t i o n .  We p o i n t  
o u t  t h a t  a  b i d i r e c t i o n a l  a lgor i thm inc rementa l l y  bu i l d i ng  up t h e  
r e s o l v e n t  s e t  H can e a s i l y  be de f i ned  on t h e  ground of Def in i -  
t i o n  26. 

We can now f u r t h e r  i n v e s t i g a t e  some a l g e b r a i c  p r o p e r t i e s  of H. 

D e f i n i t i o n  29 

An a r c  of a  problem P = (S, C ,  T I  i ,  f )  i s  a  coup le  of  s t a t e s  
u  = ( s , , ~  such t h a t :  

The s t a t e  so i s  c a l l e d  t h e  i n i t i a l  s t a t e ,  and t h e  s t a t e  sl i s  

c a l l e d  t h e  f i n a l  s t a t e  of u.  0 
D e f i n i t i o n  30 

A l oop  i s  an a r c  u  = (so, s1 ) such t h a t  So = S1 . D 
D e f i n i t i o n  31 

A pa th  of a  problem P = ( S , C , T , i , f )  i s  a  f i n i t e  sequence 
of s t a t e s  = ( ~ ~ , . . . , s ~ )  such t h a t :  

where, 

Such s t r i n g  x i s  c a l l e d  a  genera t ing  s t r i n g  of p .  



Definition 32 

 he length of a path IJ = (so, ..., s k ) is the length of a 

generating string of it. Please note that while any path can 
have more than one generating string of itself, the lengths 
of all these generating strings are all equal amgng themselves. 

Definition 33 
I7 

A circuit is a path IJ = (S~,...,S~) such that so 
= Sk' 

Definition 34 
D 

A ring is a path IJ = (so, sl , .. . , sk) such that: 

So = S, = ... = S k -  

Definition 35 

Given a problem P = (S,C,l',i,f), we define the binary 
relation I on HI in this way: 

whenever, 

Theorem 14. 

The binary relation 5 on H is a partial preorder. 

Proof. We have that: 

and 



There fo re ,  

h <  h (Yh ) (h€H)  - 

Hence, t h e  r e f l e x i v e  p rope r t y  ho lds .  Moreover, i f  

(h i  < h . )  A (h  < hk)  , 
I j - 

w e  have t h a t ,  

(h i€Rh ) ( h . € R  ) , 
j I hk 

and ,  

and,  

(9x2) ( ( x 2 E  .E*) A (hkyax = h j ) )  . 
1 

There fo re ,  i f  x  = x2x1 , t hen  hkax = hi. 

There fo re ,  h i€ Rh , and,  hence,  hi 5 hk. 
k . . 

There fo re ,  w e  have proved t h a t  t h e  t r a n s i t i v i t y  p rope r t y  ho lds .  

Theorem 1 5. 

Given a problem P = (S ,X ,T , i , f )  i f  a s t a t e  h E H  is an  
e lement  o f  a c i r c u i t  of P, then  a l l  t h e  e lements  o f  t h e  c i r c u i t  
be long t o  H. 

Proof .  Le t  be  ~ E H ,  and u = (sl , . . . , sn, h ,  s , . . . , sk) w i th  
n+ 1 

s1 = sk ( i .e . ,  p i s  a c i r c u i t  o f  P). 

Because o f  D e f i n i t i o n  26, w e  have t h a t  ~ E R ,  and,  hence, 

( sn+l , . . . , sk / c R; moreover,  w e  have t h a t  h E 0, and,  hence, 

i s l ,  . . . , sn/ & 0. But s i n c e  s, = sk, w e  have t h a t  { s ~ + ~ , .  . . , sk/ c 0,  



and we have t h a t  i s l ,  ..., sn}c R.  T h e r e f o r e ,  w e  conc lude  t h a t  

f o r  each  e lement  s of u ,  it h o l d s  t h a t ,  
U 

T h e r e f o r e ,  each  e lement  s of u be longs  t o  H.  u, 

Theorem 16. 

The b i n a r y  r e l a t i o n  5 on H i s  a p a r t i a l  o r d e r  i f  H d o e s n ' t  
c o n t a i n  c i r c u i t s  ( it may c o n t a i n  l o o p s  and r i n g s ) .  

P roo f .  I n  Theorem 14,  w e  have a l r e a d y  proved t h a t  r e f l e x i v i t y  
and t r a n s i t i v i t y  p r o p e r t i e s  ho ld  f o r  2 .  W e  must now prove t h a t  
ant isymmentry  p r o p e r t y  h o l d s .  We w i l l  prove  such p r o p e r t y  i f  H 
d o e s n ' t  c o n t a i n  c i r c u i t s .  

a )  Only i f  p a r t .  

W e  w i l l  prove  t h a t  i f  an t isymmetry  p r o p e r t y  h o l d s ,  t h e n  H d o e s n ' t  
c o n t a i n  c i r c u i t s .  W e  w i l l  prove  t h i s  c a s e  by absurdum. I n  
f a c t ,  l e t  u s  suppose t h a t  ant isymmetry  p r o p e r t y  h o l d s ,  i .e .  : 

and ,  l e t  u s  suppose,  by absurdum t h a t  it e x i s t s ,  a  c i r c u i t  
o f  H ,  u = ( s ~ ~ s ~ , . . . , s ~ ~ ~ , s ~ ) .  W e  w i l l  have ,  under t h i s  assump- 

t i o n  and because  of  D e f i n i t i o n  35,  t h a t  b o t h  (sl 2 s2)  and 

(s2 2 s l ) .  But ,  a l s o ,  sl # s2; s o  t h e  ant isymmetry  p r o p e r t y  h a s  

been c o n t r a d i c t e d  . 
b)  I f  p a r t .  

W e  w i l l  prove  t h a t  i f  H d o e s n ' t  c o n t a i n  c i r c u i t s ,  t h e  ant isymmetry  
p r o p e r t y  h o l d s .  We w i l l  prove t h i s  c a s e  by absurdum. L e t  u s  
suppose  t h a t  H d o e s n ' t  c o n t a i n  c i r c u i t s .  And, l e t  u s  suppose,  
by absurdum, t h a t  t h e  ant isymmetry  p r o p e r t y  d o e s n ' t  h o l d ,  i . e . :  



Because of  D e f i n i t i o n  35, w e  have t h a t :  

Hence, it e x i s t s ,  by c o n s t r u c t i o n ,  a s  a  c i r c u i t  p = ( h 2 , . . . ,  

h l r . . . , h 2 )  which c o n t r a d i c t s  t h e  h y p o t h e s i s  t h a t  H d o e s n ' t  

c o n t a i n  c i r c u i t s .  

Theorem 17.  

Given a  problem P  = (S,  C, F , i , f )  , i f  H d o e s n ' t  c o n t a i n  c i r c u i t s ,  
t h e n  i i s  t h e  maximum f o r  t h e  p a r t i a l l y  o r d e r e d  set ( H , 5 ) .  

Proo f .  W e  have t h a t :  

and t h e r e f o r e ,  because of D e f i n i t i o n  35: 

Theorem 18.  

Given a  problem P = (S,  C,  T,  i t £ )  , i f  H d o e s n ' t  c o n t a i n  
c i r c u i t s ,  t h e n  f  i s  t h e  minimum f o r  t h e  p a r t i a l l y  o r d e r e d  set 
(HI<) .  

P r ~ o f .  The proof is s i m i l a r  t o  t h e  proof of Theorem 17. D 
W e  o u t l i n e  t h a t  even i f  H d o e s n ' t  c o n t a i n  c i r c u i t s  t h e  

c o u p l e  ( H , c )  i s  n o t ,  i n  g e n e r a l ,  a  l a t t i c e .  W e  c a n  i l l u s t r a t e  
such f a c t  by means o f  an example. I n  F i g u r e  4 w e  show t h e  d i a -  
gram of a  p a r t i c u l a r  r e s o l v e n t  set H and of i ts  p a r t i a l  o r d e r  5 ,  
which i s  n o t  a  l a t t i c e .  For i n s t a n c e ,  lt i s  c l e a r  t h a t  it 
d o e s n ' t  e x i s t  a t  l e a s t  upper  bound f o r  t h e  two s t a t e s  hi and 

h i ;  a l s o  i t d o e s n ' t  e x i s t  a t  g r e a t e s t  lower bound f o r  t h e  two 

s t a t e s  ki and k . .  
3 

D e f i n i t i o n  36 

I n  co r respondence  of  e v e r y  ( k - s t e p )  s o l u t i o n  sequence G ( k )  
X 

= (i, s l  , . . . , sk-l , £1 which d o e s n ' t  c o n t a i n  c i r c u i t s ,  we a s s o c i a t e  

a  (1:-step) s o l u t i o n  set rg lk )  = { i r s l  ,... s ~ - ~  , f }  . D 



F i g u r e  4 .  Diagram f o r  a  p a r t i c u l a r  r e s o l v e n t  set  H. 



Theorem 19. 

The b inary  r e l a t i o n  2 def ined  on H i s  a  t o t a l  o rde r  on 

every (k -s tep)  s o l u t i o n  s e t  91k) = i, sl , . . . ,sk-l , f  } . 

Proof:  We have t h a t ,  9 b k )  i s  a  subse t  o f  H ,  i . e .  : 

( k )  because of  Theorem 11. Moreover, < i s  a  t o t a l  o r d e r  on $x 
because of D e f i n i t i o n s  28 and 35. D 
Theorem 20. 

( k )  The coup le  (9x , <) i s  a  l a t t i c e .  

Proof .  The proof i s  obvious because of  t h e  p r o p e r t i e s  of s e t  
u n i o n a n d  s e t  i n t e r s e c t i o n .  D 

We o u t l i n e  t h a t  we can e a s i l y  c o n s t r u c t  an a lgor i thm which 
a l lows one t o  "open" a l l  t h e  c i r c u i t s  which could poss ib l y  e x i s t  
i n  t h e  r e s o l v e n t  s e t  H i f  they  happen t o  e x i s t ,  s o  t h a t  a  s e t  I<* 
without  c i r c u i t s  could be deduced. 

De f i n i t i on  37 

Given a  problem P  = ( S , E , T , i , f ) ,  we d e f i n e  t h e  d i s t a n c e  d ,  
o f  two e lements h € H  and k €  H of t h e  reso l ven t  s e t  H ,  a s  a  
mapping from H x H i n t o  N ( s e t  of n a t u r a l  numbers) such t h a t :  

d  (h , k )  i s  t h e  minimum of t h e  l e n g t h s  of t h e  p a t h s  from h  t o  K;  

d  (h , k )  = d  (k ,h )  = 0, i f  k  = h. D 
I t  i s  obvious t h a t  t h e  above de f ined  d i s t a n c e  d  d o e s n ' t  e x i s t  
f o r  every  coup le  (h,  k)  such t h a t  h  € H and h €  K. 

Theorem 21. 

The d i s t a n c e  d  (h , k )  of two s t a t e s  h  E  H and k E  H e x i s t s  i f  
k  < h. 

Proof .  The proof can be e a s i l y  ob ta ined  because of D e f i n i t i o n s  
31, 35 and 37. m 



D e f i n i t i o n  38  

Given a  problem P  = ( S , C , r , i , f ) ,  t h e  h e i g h t  g  of a  s t a t e  
h E H  is d e f i n e d  i n  t h e  fo l l ow ing  way: 

D e f i n i t i o n  39 

Given a  problem P  = ( S , C , r , i , f ) ,  t h e  d e p t h  p  o f  a  s t a t e  
h  E H is d e f i n e d  i n  t h e  fo l l ow ing  way: 

p ( h )  = d ( i , h )  (vh)  ( ~ E H )  . 

Theorem 22. 

For e v e r y  s t a t e  ~ E H ,  t h e r e  e x i s t s  a  un ique d e p t h  and a  
un ique h e i g h t  of h.  

Proof .  The proof can be e a s i l y  o b t a i n e d  because of  D e f i n i t i o n  37 
and because of  Theorem 21. D 

The l a s t  two d e f i n i t i o n s  i n t r o d u c e  i n  a  n a t u r a l  way t h e  
c o n c e p t  o f  " l e v e l t '  i n  t h e  r e s o l v e n t  set H. The g r e a t  impor tance 
o f  H a s  t h e  s e t  which c o n t a i n s  a l l  and o n l y  t h e  s t a t e s  which 
be long t o  s o l u t i o n  sequences was a l r e a d y  shown i n  Theorems 
1 1 ,  12,  and 13. W e  now b r i e f l y  o u t l i n e  t h e  two most impor tan t  
r e a s o n s  f o r  d e f i n i n g  l e v e l s  i n  H. 

The f i r s t  reason  is t h a t  t h e  e x i s t e n c e  of l e v e l s  i n  H 
a l l o w s  a n  e a s i e r  and more n a t u r a l  d e f i n i t i o n  of t h e  " i n t e r s e c t i o n "  
p o i n t  and a n  e a s i e r  "weld ing"  i n  t h e  b i d i r e c t i o n a l  s e a r c h  a lgo -  
r i t h m .  I n t e r s e c t i o n  and weld ing a r e ,  i n  f a c t ,  t h e  most c r i t i c a l  
t o p i c s  i n  t h e  d e s i g n  o f  any b i d i r e c t i o n a l  a l g o r i t h m .  

The second r e a s o n  is t h a t ,  i f  w e  l ook  a t  a  s e a r c h  s t r a t e g y  
i n  t h e  s t a t e s p a c e  a s  a t  a  k ind o f  wave expanding from o r  
from f i n t o  t h e  r e s o l v e n t  s e t  H, t h e n  t h e  above-def ined l e v e l s  
a l l o w  u s  t o  set a  q u a n t i t a t i v e  measure o f  t h e  d e p t h  and o f  t h e  
b r e a d t h  o f  t h e  wave f r o n t  a t  e v e r y  i n s t a n t  d u r i n g  t h e  s e a r c h  
p rocess .  

4 .  O p t i m a l i t y  

I n  t h i s  s e c t i o n ,  we i n v e s t i g a t e  t h e  problems which a r i s e  
when c o s t s  a r e  taken  i n t o  accoun t .  I t  i s  p o s s i b l e  i n  t h i s  way 
t o  i n v e s t i g a t e  t h e  q u a l i t y  of t h e  s o l u t i o n s  which a r e  o b t a i n e d .  
I n  p a r t i c u l a r ,  t h e  p r o p e r t y  o f  e x i s t e n c e  o f  "good" s o l u t i o n s  i s  
i l l u s t r a t e d .  W e  f i r s t  b r i e f l y  i n v e s t i g a t e  t h e  c a r d i n a l i t y  of 



t h e  s o l u t i o n  set X o f  a  problem P. C l e a r l y  X i s  n o t  f i n i t e  
P  P  

i n  g e n e r a l  a l t h o u g h  H is always f i n i t e .  

Theorem 23. 

The s o l u t i o n  set X C I *  of  a  problem P  = ( S , I , T , i , f )  is 
P  - 

f i n i t e  i f  H d o e s n ' t  c o n t a i n  c i r c u i t s .  

P roo f .  The proof  i s  a  d i r e c t  consequence o f  t h e  f i n i t e n e s s  o f  
t h e  r e s o l v e n t  set H. 

Theorem 24. 

tl 

Given a  problem P  = ( S , I , T , i , f ) ,  t h e  s o l u t i o n  set X is a 
c o u n t a b l e  set. P  

Proo f .  W e  have t h a t  X c I * .  S i n c e  C *  i s  a  c o u n t a b l e  set, t h e n  
P  

X i s  a  c o u n t a b l e  set a s  w e l l .  
P  tl 
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A s o l u t i o n  x € I *  o f  a  problem P  = (S,  I , T ,  i , f )  i s  minimal i f :  

D e f i n i t i o n  41 

A s o l u t i o n  x € I *  of  a problem P  = (S,  C ,  T I  i, f )  i s  s imp ly  
( c o m p o s i t e l y )  o p t i m a l  f o r  a  s i m p l e  c o s t  c (compos i te  c o s t  k )  i f :  

c (;) = min { = min ' k ( x )  ) }  . 
x c x  

P  x c x p  \ 
W e  o u t l i n e  t h a t ,  i n  g e n e r a l ,  n e i t h e r  t h e  e x i s t e n c e  no r  t h e  
un iqueness  o f  a  s imp ly  ( compos i te l y )  o p t i m a l  o r  minimal  s o l u t i o n  
of  a  problem c a n  be proved. 

Theorem 25. 

Given a  problem p  = ( S , C , T , i , f ) ,  i f  X + $7 and H d o e s n ' t  
P  

c o n t a i n  c i r c u i t s ,  a t  l e a s t  one minimal  and one s imp ly  (compos- 
i t e l y )  o p t i m a l  s o l u t i o n  o f  P e x i s t s .  



Proo f .  The proof is a  d i r e c t  consequence o f  Theorem 23 which 
s t a t e s  t h e  f i n i t e n e s s  c o n d i t i o n  o f  X 

P' D 
Theorem 26. 

Given a  problem P  = ( S , C , T , i , f )  i f  X p  # fl, a t  l e a s t  one 

minimal s o l u t i o n  o f  P  a lways e x i s t s .  

P roo f .  The proof is  a  d i r e c t  consequence o f  D e f i n i t i o n s  7 
and 40. U 
Theorem 27. 

Given a  problem P  = ( S I C  , T I  i f f )  , i f  X p  # $7 and t h e  s imp le  

(compos i te )  c o s t  c ( K )  h a s  v a l u e s  o n l y  i n  R+ (nonnega t i ve  r e a l  
numbers) ,  a t  l e a s t  one s imply  (compos i te l y )  op t ima l  s o l u t i o n  of  
P  a lways  e x i s t s .  

Proof .  The proof i s  s i m i l a r  t o  t h e  proof of  Theorem 26. 

D e f i n i t i o n  42. 

a 
Given a  problem P  = ( S ,  C ,  T ,  i f f )  , t h e  minimal r e s o l v e n t  set H '  

o f  P  is t h e  set o f  a l l  s t a t e s  o f  t h e  r e s o l v e n t  set H which a r e  

i n  a  ( k - s t e p )  s o l u t i o n  sequence ~ ( 5 )  where x i s  a  minimal so lu -  
t i o n  o f  P. X 

n 
U 

Theorem 28. 

The minimal r e s o l v e n t  set H '  d o e s n ' t  c o n t a i n  c i r c u i t s .  

P roo f .  

The proof  is  a  d i r e c t  consequence of  D e f i n i t i o n s  40 
and 42, and of  t h e  p r o p e r t y  o f  minimum. I n  f a c t ,  t h e  e x i s t e n c e  
of a  c i r c u i t  i n  a  s o l u t i o n  x  would y i e l d  a n o t h e r  s o l u t i o n  x' 
o b t a i n e d  from x  by exc lud ing  t h e  c i r c u i t .  Hence, t h e  l e n g t h  o f  
x '  would be less t h a n  t h e  l e n g t h  o f  x ,  which i s  a g a i n s t  t h e  
assumpt ion t h a t  x  i s  a  minimal s o l u t i o n  of  P. n 
Theorem 29. 

The b i n a r y  r e l a t i o n  5'  d e f i n e d  a s  t h e  r e s t r i c t i o n  o f  5 on H '  
i s  a  p a r t i a l  o r d e r  on H ' .  

Proo f .  The proof  of  t h e  theorem, because o f  Theorem 2 8 ,  i s  a  
d i r e c t  consequence o f  D e f i n i t i o n  35 and o f  Theorem 1 6 .  W e  o u t l i n e  
t h a t  t h e  p a r t i a l l y  o rdered  set ( H ' ,  5 ' )  is  n o t  i n  g e n e r a l  a l a t t i c e .  



W e  c a n  i l l u s t r a t e  such  f a c t  by means of  a n  example. I n  F i g u r e  5,  
w e  show t h e  d iagram o f  a  p a r t i c u l a r  minimal r e s o l v e n t  s e t  H I  and 
o f  i t s  p a r t i a l  o r d e r  <' ,  which i s  n o t  a  l a t t i c e .  For  i n s t a n c e ,  
it i s  c l e a r  t h a t  it d o e s n ' t  e x i s t  a t  l e a s t  upper  bound f o r  t h e  
two s t a t e s  h n i  and h'  . a l s o  it d o e s n ' t  e x i s t  a t  g r e a t e s t  lower i '  
bound f o r  t h e  two s t a t e s  k t  and k t  

j - 
D e f i n i t i o n  4 3 .  

Given a  problem P  = (S, C ,  T, i, f )  , t h e  s imply  (compos i te l y )  
o p t i m a l  r e s o l v e n t  set H"(Ht") i s  t h e  s e t  o f  a l l  s t a t e s  o f  t h e  
r e s o l v e n t  set H which a r e  i n  a  (k -s tep )  s o l u t i o n  sequence 

~ 1 ~ )  , when x  i s  a  s imply  (compos i te l y )  op t ima l  s o l u t i o n  o f  P. 

W e  o u t l i n e  t h a t  H" ( H " ' ) ,  i n  g e n e r a l ,  c a n  c o n t a i n  c i r c u i t s .  
D 

Theorem 30.  

The s imply  (compos i te l y )  o p t i m a l  r e s o l v e n t  set H "  (Ha '  ' ) 
d o e s n ' t  c o n t a i n  c i r c u i t s  i f  t h e  s imp le  (composi te)  c o s t  c ( k )  
h a s  v a l u e s  o n l y  i n  R+ (set o f  t h e  nonnega t i ve  r e a l  numbers) .  

P roo f .  The proof i s  s i m i l a r  t o  t h e  proof o f  Theorem 28 ( i . e . ,  
w e  c a n  r e p e a t ,  i n  t h e  c a s e  o f  s imp le  (composi te)  c o s t  c ( k )  
which h a s  v a l u e s  o n l y  i n  R+ (set of nonnega t i ve  r e a l  numbers) ,  
t h e  same c o n s i d e r a t i o n s  r e l a t e d  t o  t h e  n o t i o n  o f  l e n g t h ,  made 
i n  t h e  proof  o f  Theorem 2 8 ) .  a 

W e  have i n v e s t i g a t e d  i n  t h i s  s e c t i o n  t h e  c o n d i t i o n s  f o r  
t h e  e x i s t e n c e  o f  "good" s o l u t i o n s  of  problems, which a r e ,  o f  
c o u r s e ,  t h e  most i n t e r e s t i n g  o n e s  from a  p r a c t i c a l  p o i n t  o f  v iew. 
A lgor i thms c a n  be d e f i n e d  which a l l o w  one t o  t e s t ,  i n  a n  e f f i -  
c i e n t  way, t h e  "goodness" o f  a  s o l u t i o n  o r  t o  s e a r c h  d i r e c t l y  
o n l y  t h e  "good" s o l u t i o n s ,  a s  w e l l .  

5. Morphisms 

I n  t h i s  s e c t i o n ,  w e  w i l l  o u t l i n e  some p r e l i m i n a r y  r e s u l t s  
which a r e  r e l a t e d  t o  t h e  problem of  comparing d i f f e r e n t  r e p r e -  
s e n t a t i o n s  of  problems. 

More p r e c i s e l y ,  i n  t h i s  s e c t i o n  w e  i n v e s t i g a t e  t h e  con- 
d i t i o n s  which a l l o w  u s  t o  c o n s i d e r  two problems, a l t h o u g h  ob- 
t a i n e d  by semant i c  domains of  d i f f e r e n t  n a t u r e ,  a s  s u b s t a n t i a l l y  
e q u i v a l e n t  w i t h  r e s p e c t  t o  t h e i r  a l g e b r a i c  ( o r  s y n t a c t i c )  s t r u c -  
t u r e ,  and w i t h  r e s p e c t  t o  t h e  e f f o r t  which i s  r e q u i r e d  t o  s o l v e  
them (when t h e  h e u r i s t i c  a s p e c t  is  i g n o r e d ) .  

I n  t h e  f o l l o w i n g  s e c t i o n s ,  t h e  e x i g e n c e  o f  s t a t i n g  i n  a  
formal  way some c r i t e r i a  f o r  comparing d i f f e r e n t  problem r e p r e -  
s e n t a t i o n s  w i l l  be  examined w i t h  more d e t a i l ,  i n  t h e  d i r e c t i o n  
o f  a c h i e v i n g  a  u n i t a r y  p r e s e n t a t i o n  o f  d i f f e r e n t  approaches  t o  
problem s o l v i n g .  



Figure 5. Diaqram for a aart icular minimal 
resolvent set f i t .  



I n  t h i s  way, t h e  d i f f e r e n t  a l t e r n a t i v e s  which a r e  o f f e r e d  
t o  a prob lem s o l v e r ' s  a c t i v i t y  a r e  examined,  compared, and 
exposed ,  a s ,  s u b s t a n t i a l l y ,  t h e  o p e r a t i o n  made o f  a r e p r e s e n -  
t a t i o n  l anguage  i n t e r p r e t e r .  

D e f i n i t i o n  44 

The problem Pa' = ( S " , C " , T " , i M , f " )  is a homomorphic image 
o f  t h e  prob lem P'  = ( S ' , C ' , T ' , i ' , f ' )  i f  t h e r e  ex i s t s  a mapping $ 
o f  S '  o n t o  S" and a mapping 5 o f  C '  o n t o  C "  s u c h  t h a t :  

y o ' $  = $yo'E, ( V a t )  ( a ' €  C ' )  , 

and ,  

The c o u p l e  ( @ , < )  i s  s a i d  a s  a homomorphism of  P '  o n t o  P". 
0 

Theorem 31 . 
Given a homomorphism ($ ,< )  of  a prob lem P '  = ( S ' , C ' , T ' , i ' , f ' )  

o n t o  a problem P" = ( S " , C " , T " , i " , f " )  i f  < is one-to-one,  t h e n  
X" c a n  b e  renamed i n  s u c h  a way a s  t o  become e q u a l  t o  C '  ; i n  
t h i s  way 5 i s  reduced  t o  t h e  i d e n t i t y  f u n c t i o n .  

P r o o f .  The p roo f  is a d i r e c t  consequence o f  D e f i n i t i o n  44. 

Theorem 32 .  
D 

Given a homomorphism (I$,<) o f  a problem P '  = ( S ' , C 1 , T ' , i ' , f ' )  
o n t o  a prob lem P" = ( S " , X " , T " , i " , f " )  i f  $ is one-to-one,  t h e n  
S" c a n  b e  renamed i n  such  a way a s  t o  become e q u a l  t o  S ' ;  i n  
t h i s  way $ i s  reduced  t o  t h e  i d e n t i t y  f u n c t i o n .  

P r o o f .  The p roo f  is s i m i l a r  t o  t h e  p roo f  o f  Theorem 31.  

D e f i n i t i o n  45 
n 

The prob lem P" = ( S " , C " , r " , i " , f " )  is a n  i somorph ic  image o f  
t h e  prob lem P'  = ( S ' , C ' , r ' , i ' , f ' )  i f  t h e r e  e x i s t s  a n  homomorphism 

of  P '  o n t o  P" s u c h  t h a t  b o t h  $ and E a r e  one-to-one mappings.  
The c o u p l e  ( $ , 5 )  is s a i d  a s  an i somorph isn  of P' o n t o  P". 

Theorem 3 3 .  
n 

I f  two prob lems P '  and P" a r e  i somorph ic ,  t h e  f i r s t  one can  
be  o b t a i n e d  f rom t h e  second one by mere l y  renaming t h e  s t a t e s  



and t h e  i npu ts .  

Proof.  The proof is a d i r e c t  consequence o f  Theorems 31 and 32  
and De f i n i t i on  45. n 

The r e s u l t s  i l l u s t r a t e d  i n  t h i s  s e c t i o n  a r e  simply pre l imi - '  
nary ,  and merely c o n s t i t u t e  a sketched o u t l i n e  f o r  f u r t h e r  
i n v e s t i g a t i o n s .  However, they  appear t o  be ve ry  gene ra l  f o r  
t h e i r  imp l i ca t ions ,  and can be s p e c i f i e d ,  i n  some p a r t i c u l a r  
c a s e s  of  semantic domains, i n  o rde r  t o  enhance t h e i r  s i gn i f i cance .  

6. Re la t i ons  Between Problems 

I n  t h i s  s e c t i o n ,  we in t roduce gene ra l  no t i ons  and c r i t e r i a  
des igned t o  con f ron t  and compare d i f f e r e n t  problems represented  
w i t h i n  va r i ous  approaches t o  problem so l v i ng  (namely s ta te -space  
approach and problem-reduct ion approach) .  D i f f e r e n t  t ypes  of 
r e l a t i o n s  between problems a r e  i l l u s t r a t e d ,  and p r o p e r t i e s  based 
on t h e s e  no t i ons  a r e  p resented .  The formal framework in t roduced 
he re  c o n s t i t u t e s  t h e  s u b s t a n t i a l  background on which, i n  t h e  
fo l low ing  s e c t i o n ,  we have founded a u n i t a r y  d e s c r i p t i o n  of t h e  
t heo ry  of problem so l v i ng ,  which c o n s t i t u t e s  t h e  goa l  of t h e  
whole paper ,  and which, a t  t h e  same t ime,  p rov ides  t h e  most u s e f u l  
r e s u l t s  which have been achieved.  
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A source problem is a quadruple U = (S ,C, I ' , i )  where: 

(SICIT)  i s  a problem schema; 

i € S  is a p a r t i c u l a r  element of S c a l l e d  t h e  i n i t i a l  s t a t e .  

D e f i n i t i o n  4 7  17 

An o b j e c t  problem i s  a quadruple B = (S ,C, I ' , f )  where: 

(SIXIT) i s  a problem schema; 

f E S  is a p a r t i c u l a r  element of S c a l l e d  t h e  f i n a l  s t a t e .  

D e f i n i t i o n  4 8  

TWO problems P = (S ,C , I ' , i , f )  and P '  = ( S ' , X ' , I " , i ' , f ' )  a r e  
s i m i l a r  i f f  they  sha re  t h e  same problem schema, i . e . ,  i f f :  

I n  t h i s  c a s e ,  we s h a l l  w r i t e :  



Definition 49 

Two problems P = (S,E,I',i,f) and P' = (S',C',r',i',f') are 
i-similar iff they share the same source problem, i.e., iff: 

In this case, we shall write: 

Definition 50 

Two problems P = (S,E,~,i,f) and P' = (S',E',~',i',f') are 
f-similar iff they share the same object problem, i.e., iff: 

In this case, we shall write: 

Definition 51 

Two problems P = (S,E,~,i,f) and P' = (S',E',r',i'f') are 
equal iff: 

In this case, we shall write: 

Definition 5 2 

The universal problem set P is the set of all the problems, 
i.e. : 



Theorem 34. 
i f 

The binary relations =, =,  =, = , between problems, are 
equivalence relations on the universal problem set P .  

Proof. The proof is obtained directly because each one of 

the four binary relations on /' =, 5 ,  f ,  and = is based on the 
notion of equality between sets which is a well-known equivalence 
relation. 

Definition 5 3  
n 

A state-subproblem P' of a problem P = (S,C,~,i,f) is a 
problem P' = (S',C',r',i',f') such that: 

S' c s; 

Z' = Z; 

' = restricted to S'; 

i S 1  f l €S ' .  

We shall write: 

S ' C S  , 

then P' is said as a proper state-subproblem of P, and we shall 
write: 

S 
P ' C P  . 

Definition 54 

An input-subproblem P" of a problem P = (Sf C, r, iff) is a 
problem P" = (S",L",~",i" ,f") such that: 

S" = s; (6.14) 
Z" c Z; 

r w  c_ r; 
i" = i, f" = f 



We s h a l l  w r i t e :  

I f ,  

then  P" i s  s a i d  a s  a  proper input-subproblem of PI and we 
s h a l l  w r i t e :  

i 
P " c P  . 
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A ( i n p u t - s t a t e )  subproblem P" '  o f  a  problem P  = (SICl  T I  i , f )  
is a  problem P" '  = ( S " l l C " ' l ~ " ' l i " ' l f " ' )  such t h a t :  

S " ' &  s; 
C l l  I C - 1; 

rT l1  g r ;  
i l l  1 SIII I f l l  1 E St1 I 

We s h a l l  w r i t e :  

then  PI'' i s  sa id  a s  a  proper  ( i n p u t - s t a t e )  subproblem of PI 
and we s h a l l  w r i t e :  

P " ' c  P  . 

Theorem 35. 
s i 

The b ina ry  r e l a t i o n s  GI L~ 5 among problems a r e  p a r t i a l  
o rde r i ng  r e l a t i o n s  of t h e  u n i v e r s a l  problem s e t  &. 



Proof. The proof i s  obta ined d i r e c t l y  because each one of t h e  
s 1 

t h r e e  b inary  r e l a t i o n s  on 4 K, c, and t i s  based on t h e  no t ion  
of inc lus ion  between s e t s  which i s  a well-known p a r t i a l  o rder ing  
r e l a t i o n .  n 
Def in i t i on  56 

The n u l l  problem P is a problem Pv = ( S v , C v , ~ v , i v ,  
where : f v )  

- - Sv - C v  - r v  = p , 

and, t he re fo re ,  i and f v  d o n ' t  e x i s t .  v 

De f i n i t i on  57 

An empty problem PE i s  a problem PE = ( S E I C E I r E I i E I f E )  where: 

De f i n i t i on  58 

A complete problem PI is a problem PI = ( S I I ~ I I ~ I I i I , f I )  such 
t h a t :  

De f i n i t i on  59 

A compact problem PH i s  a problem PH = (SHI C H ,  TH,  i f ) such 
t h a t :  H' H 

Def in i t i on  60 

A t r i v i a l  problem PT i s  a problem PT = ( S T I Z T I r T I i T I f T )  

where i = f T .  
T 



Theorem 36. 

Given a  t ~ i v i a l  problem PT = (ST L T ,  T T ,  iT , f  T )  , w e  have 
t h a t :  

P roo f .  The proof is a  d i r e c t  consequence of  D e f i n i t i o n s  4 and 6. 

W e  p r e s e n t  now a  ve ry  gene ra l  d e f i n i t i o n  which is  compre- 
hens ive  o f  a l l  t h e  p o s s i b l e  r e l a t i o n s  between problems which 
can be based on t h e  comparison of  t h e i r  s o l u t i o n  sets. 

D e f i n i t i o n  6  1  

An imp l i can t  of a  problem P  i s  a  coup le  L = (n,$) where: 

n  = (PI  , P2, .  . . ,Pk) i s  a  f i n i t e  sequence of problems; 

$ is a  mapping of  Xp x X x . . . x X i n t o  X 
1  P2 Pk P' 

W e  s h a l l  w r i t e :  

I f  $ i s  a  mapping o n t o  Xp,  t h e n  L i s  s a i d  a s  a full i m p l i c a n t  
o f  P. I n  t h i s  c a s e ,  w e  s h a l l  w r i t e :  

Y 
n + P .  (6.28) 

Le t  u s  now p r e s e n t  some p a r t i c u l a r l y  impor tan t  and u s u a l  
D 

c a s e s  o f  t h i s  g e n e r a l  d e f i n i t i o n .  

Le t  u s  suppose t h a t  n  = ( P I )  and t h a t  $ i s  a one-to-one 

mapping I of  Xp on to  Xp de f i ned  i n  t h e  f o l l ow ing  way: 
1 

I n  t h i s  c a s e ,  it i s  u s e f u l  t o  i n t r o d u c e  t h e  f o l l ow ing  d e f i n i t i o n .  



D e f i n i t i o n  62 

A problem PI i s  e a u i v a l e n t  t o  a  problem P  i f f  X = xp. 
W e  s h a l l  w r i t e :  P1 

Le t  u s  suppose t h a t  TI = ( P I )  and t h a t  $ i s  a  one-to-one mapping 

I of X p  i n t o  xp d e f i n e d  a s  i n  r e l a t i o n  ( 6 . 2 9 ) .  I n  t h i s  c a s e ,  it 

is u s e f u l  t o  i n t r o d u c e  t h e  f o l l o w i n g  d e f i n i t i o n .  
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A problem PI i s  dominant o f  a  problem P  i f f  X = Xp .  

W e  s h a l l  w r i t e :  P1 

L e t  u s  suppose t h a t  TI = ( p l  , P 2 , .  . J , Pk) and t h a t  @ i s  a mapping C 

o f  Xp x Xp2 x ... x Xpk o n t o  Xp d e f i n e d  i n  t h e  f o l l o w i n g  way: 
1  

I n  t h i s  case, it is u s e f u l  t o  i n t r o d u c e  t h e  f o l l o w i n g  d e f i n i t i o n .  
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A f i n i t e  sequence o f  prob lems IT = (P1,P2,  ..., Pk) is a  - f u l l  

c o v e r i n g  o f  a  problem P  i f f :  

where,  i n  t h e  f i r s t  member of  r e l a t i o n  (6 .331,  we have used t h e  
o p e r a t i o n  o f  compos i t i on  o f  sets of s t r i n g s ,  d e f i n e d  i n  t h e  
f o l l o w i n g  way: 



W e  s h a l l  w r i t e :  

L e t  u s  suppose t h a t  IT = ( P I ,  ..., Pk)  and t h a t  9 i s  a mapping C o f  

x Xp2 x ... x X i n t o  Xp d e f i n e d  a s  i n  r e l a t i o n  (6 .32 ) .  
Pk 

I n  t h i s  c a s e ,  it is  u s e f u l  t o  i n t r o d u c e  t h e  f o l l o w i n g  d e f i n i t i o n .  
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A f i n i t e  sequence o f  problems IT = ( P l r P 2 ,  ..., Pk) is a 

p a r t i a l  c o v e r i n g  o f  a  problem P  i f f :  

W e  s h a l l  w r i t e :  
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A so lved  problem i s  a  c o u p l e  T = ( P , Y )  where: 

P  = (S, C,  T, i f f )  i s  a  problem; 

YCXp . 
I f  Y = Xp,  T i s  s a i d  a s  a  comp le te ly  so lved  problem. n 

The n o t i o n ,  h e r e  i n t r o d u c e d ,  o f  a  so lved  problem T is con- 
s i d e r e d  a s  a  h e l p f u l  t o o l  when problems, which a r e  r e l a t e d  w i t h  
T, have t o  be so lved  by u t i l i z i n g  t h e  i n f o r m a t i o n  c o n t a i n e d  i n  T. 
T h i s  i m p l i c a t i o n  w i t h  a  t y p e  of l e a r n i n g  a c t i v i t y ,  w i l l  be 
exposed w i t h  g r e a t e r  d e t a i l  i n  t h e  f o l l o w i n g  s e c t i o n .  

W e  now i n v e s t i g a t e  some i n t e r e s t i n g  p r o p e r t i e s  o f  p a r t i c u l a r  
s u b s e t s  o f  t h e  u n i v e r s a l  problem set. 
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The s u b s i d i a r y  problem set o f  a  problem P  i s  t h e  set 8: C k  
such t h a t :  
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The a u x i l i a r y  problem set o f  a  problem P  i s  t h e  set 6 ;  C 4 
such t h a t :  
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The coproblem set of a  problem P  i s  t h e  set & C @  such t h a t :  
P  

s i 
I t  is obvious t h a t ,  because of t h e  d e f i n i t i o n s  o f  C ,  C ,  

and c , w e  have : 

Theorem 37. 
i i P  i P  

Given a  problem PI t h e  coup le  ( I , ,  ) ,  where i s  t h e  
i 

r e s t r i c t i o n  of t h e  r e l a t i o n  over  P t o  h i ,  is  a  p a r t i a l  o r d e r .  

Proof .  The proof i s  s i m i l a r  t o  t h e  proof o f  Theorem 35. a 
Theorem 38. 

P  P  
Given a  problem P ,  t h e  coup le  ( B  c ) , where C is  t h e  P' - 

r e s t r i c t i o n  o f  t h e  r e l a t i o n  t_ over  #' t o  P i s  a  p a r t i a l  o r d e r .  
P '  



Proof.  The proof i s  s im i l a r  t o  t h e  proof of Theorem 35. 

Theorem 39. 

i 
Given a problem P, t h e  s e t s  B E ,  Pp, and Bp a r e  f i n i t e  s e t s .  

Proof.  The proof i s  d i r e c t l y  ob ta inab le  from t h e  f i n i t e n e s s  
m n d  from De f i n i t i ons  53, 54, and 55. 

Theorem 40. 

Given a problem P, P i s  t h e  maximum f o r  each one of t h e  
i P P 

t h r e e  p a r t i a l  o r d e r s  (P' ) , ( p i ,  C ) and (Pp, C ) . P' - 

Proof.  The proof i s  d i r e c t l y o b t a i n a b l e  because of De f i n i t i ons  
53, 54 and 55. n 
Theorem 41 . 

Given a problem P, t h e  n u l l  problem Pv is t h e  minimum f o r  
s s p  P t h e  p a r t i a l  o r d e r s  (gp, c ) and ( k p , ~  1. 

Proof.  The proof is d i r e c t l y  ob ta inab le  because of De f i n i t i ons  
53, 55 and 56. 

Theorem 42. 

Given a problem P, t h e  empty problem PE i s  t h e  minimum 
i i p  

f o r  t h e  p a r t i a l  o rder  ( P p ,  c ) . 

Proof.  The proof i s  d i r e c t l y  ob ta inab le  because of De f i n i t i ons  
54 and 57. h 

Theorem 43. 

s P i P  
Given a problem P, t h e  p a r t i a l  o r d e r s  ( kS ,  & ) , (p i ,  & ) 

P 
and (bp,& ) a r e  l a t t i c e s .  

Proof.  The proof i s  obta ined d i r e c t l y  because each one of t h e  

t h r e e  S e t s  P : ,  , and b p  is based on t h e  no t ion  of power s e t  on 
s i 

a g iven s e t ,  each one of t h e  t h r e e  b inary  r e l a t i o n s  E , 5 , 5 
i s  based on t h e  no t ion  of i nc lus ion  between s e t s ,  and t h e  power 
s e t  on a g iven s e t  is a well-known l a t t i c e  under t h e  r e l a t i o n  of 
i nc lus ion .  
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s Given a  problem P, w e  d e f i n e  t h e  s - d i s t a n c e  d  o f  two problems 

P I Z  b ;  and PEP;  i n  t h e  f o l l o w i n g  way: dS  (P ,P  ) = min { l e n g t h s  1 2  
of t h e  c h a i n s  connec t ing  P1 t o  P2 i n  t h e  d iagram of t h e  l a t t i c e  

P l e a s e  n o t e  t h a t  t h e  v a r i o u s  d e f i n i t i o n s  o f  d i s t a n c e s ,  
i n t r o d u c e d  i n  t h i s  paper  and based on p a r t i a l  o r d e r s ,  have t o  be 
in tended  n o t  i n  a  t o p o l o g i c a l  way. W e  r e c a l l  t h a t  t h e  l e n g t h  o f  
a  c h a i n  i n  a  d iagram of  a  l a t t i c e  is t h e  number o f  a r c s  i n  it. 
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i Given a  problem P, w e  d e f i n e  t h e  i - d i s t a n c e  d  o f  two problems 
1 p1E bk and p2 c I: i n  t h e  f o l l o w i n g  way: d  ' (P l  ,P2)  = min 

i i P  
o f  c h a i n s  connec t ing  PI t o  P2 i n  t h e  d iagram of t h e  l a t t i c e  

n 
D e f i n i t i o n  72 

Given a  problem P, w e  d e f i n e  t h e  p - d i s t a n c e  dP o f  two prob- 
P  

l e m s  p l C  P p  and P2C bp i n  t h e  f o l l o w i n g  way: d  ( P I  ,P2)  = 

min { l e n g t h s  o f  c h a i n s  c o n n e c t i n g  P1 t o  P2 i n  t h e  d iagram of t h e  

l a t t i c e  (Pp ,  )) . n 
I t  is obv ious  t h a t  g i v e n  a  problem P  and two problems 

S 
p1C b ;  and p2C 8 : ,  t h e  s - d i s t a n c e  d  (PI ,P2)  d o e s n ' t  n e c e s s a r i l y  

e x i s t .  

C o n d i t i o n s  f o r  t h e  e x i s t e n c e  o f  dS(P1 ,P2)  c a n  e a s i l y  be 
i 

s t a t e d .  S i m i l a r  remarks ho ld  f o r  d  and d P ,  a s  w e l l .  
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s 
Given a  problem PI w e  d e f i n e  t h e  s-depth  p  o f  a  problem 

P, C 5 ; .  t h e  i - d e p t h  pi o f  a  problem p2€ p i  and t h e  p-depth pP P ' 
o f  a  problem ~ ~ € 6 ~  i n  t h e  f o l l o w i n g  way: 
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s 

Given a problem P, we d e f i n e  t h e  s-height  g  of a  problem 
i 1 P 

P I C  B E ,  t h e  i -he igh t  g  of a  problem P2E pp, and t h e  p-height g  

of a  problem p3Ekp i n  t h e  fo l lowing way: 

Theorem 44. 

Given a problem P, f o r  every Pl E f iS t h e r e  e x i s t s  one and 
P i on l y  one ps (PI and gs(P1 ) ; f o r  every P2 E P t h e r e  e x i s t s  

i P 
one and on l y  one P (P2)  and g1(P2);  f o r  every P3E tp t h e r e  e x i s t s  

one and on ly  one pP(p3)  and gP(p3 ) .  

Proof .  The proof i s  obta ined d i r e c t l y  because o f  D e f i n i t i o n s  70, 
71, 72, 73, 74 and because of Theorems 41, 42, and 43. 

f-r 
L-l 

The l a s t  d e f i n i t i o n s  and p r o p e r t i e s  p resented  a r e  very  
i n t e r e s t i n g  because they  in t roduce a n a t u r a l  base f o r  f u r t h e r  
i n v e s t i g a t i o n  of t h e  fo l lowing t o p i c s :  

a )  understanding and measurement of  t h e  complexi ty of a  
reduc t i on  s t r a t e g y ;  

b )  computat ion of a  h e u r i s t i c  measure f unc t i on  t o  gu ide  
an expansion s t r a t e g y ;  

C )  comparison of t h e  comp lex i t i es  of d i f f e r e n t  represen-  
t a t i o n s  of  a  problem i n  o rde r  t o  o b t a i n  "good" so lu -  
t i o n s  by means of an app rop r i a te  search  s t r a t e g y .  

I n  conc lus ion ,  t h e  computat ion e f f o r t  r equ i red  f o r  so l v i ng  
any kind of " a u x i l i a r y "  problem, u s e f u l  f o r  a  more e f f i c i e n t  
s o l u t i o n  of a  g iven  problem, has t o  be cons idered  i n  o rde r  t o  
e v a l u a t e  t h e  o v e r a l l  computation e f f o r t  involved i n  t h e  whole 
s o l u t i o n  p rocess .  

7. The Un i ta ry  Approach 

In  t h e  preceding s e c t i o n s ,  we have presented  a formal  approach 
t o  problem so l v i ng  which is comprehensive of both t h e  s ta te -space  
and problem-reduct ion approaches. 

Th is  observa t ion  is based on t h e  f a c t  t h a t  i n  s e c t i o n  2 we 
have presented  a f o rma l i za t i on  of  t h e  s ta te -space  approach t o  
t h e  no t i on  of problem. 



However, because of t h e  a l g e b r a i c  s t r u c t u r e  which we have 
developed i n  s e c t i o n s  2 ,  3 ,  and 4 ,  we have ob ta ines  a s  w e l l ,  i n  
s e c t i o n s  5 and 6, a  formal d e f i n i t i o n  of r e l a t i o n s h i p s  between 
problems and an  a l g e b r a i c  s t r u c t u r e  of "problem spaces."  

I n  t h i s  way, t h e  necessary  framework, i n  which problem-reduc- 
t i o n  approach can be u s e f u l l y  embedded, has  t h u s  been presented  
a s  we l l .  The adopted a l g e b r a i c  framework has al lowed u s  t o  o b t a i n  
a s y n t h e t i c ,  coheren t ,  and u n i t a r y  d e s c r i p t i o n  of t h e  ma t te r .  
However, a l geb ra  is  an unsu i t ab le  r e p r e s e n t a t i o n  language and an 
i napp rop r i a te  t o o l  f o r  desc r i b i ng  t h e  b a s i c  a c t i v i t i e s  of an  
au tomat ic  problem so l ve r .  Our p o i n t  o f  view i s  t h a t  a l geb ra  
r e p r e s e n t s  a u s e f u l  framework f o r  a  " s y n t a c t i c "  d e s c r i p t i o n  of  
problem-solving approaches, whereas l o g i c  c o n s t i t u t e s  an  appro- 
p r i a t e  t o o l  f o r  a  "semantic" d e s c r i p t i o n  which i s  i t s e l f  a  conc re te  
base f o r  t h e  des ign  of r e p r e s e n t a t i o n  languages and r e p r e s e n t a t i o n  
language i n t e r p r e t e r s .  

I n  f a c t ,  a  semantic re fo rmu la t ion  of t h e  ma t te r  p resented  i n  
t h e  preceding s e c t i o n s  is  now being done a t  t h e  Milan Po ly techn ic  
A r t i f i c i a l  I n t e l l i g e n c e  P r o j e c t .  

I n  t h i s  s e c t i o n ,  we a r e  going t o  p o i n t  o u t  t h e  u n i t a r y  a s p e c t  
of our  t heo ry  by p resen t i ng  t h e  main imp l i ca t i ons  of t h e  above- 
o u t l i n e d ,  formal approach on problem s o l v e r s '  and r e p r e s e n t a t i o n  
languages '  des ign  c r i t e r i a .  Of course ,  because of t h e  above- 
mentioned reasons ,  t h i s  w i l l  be done i n  a p a r t l y  in formal  way. 

Our bas i c  p o i n t  o f  view is  t h a t  a  man can  draw from t h e  
i n t u i t i v e  problem and from i t s  environment two d i f f e r e n t  sets of 
e f f e c t i v e  in format ion:  c o n t r o l  in fo rmat ion  and problem in format ion.  
These two sets w i l l  c o n s t i t u t e ,  expressed i n  a n  a p p r o p r i a t e  
r e p r e s e n t a t i o n  language, t h e  c o n t r o l  base (BC) and-:he problem 
base ( B P I .  

The automat ic  problem so l ve r  a c t s  on t h e s e  two bases  of  
in format ion a s  an i n t e r p r e t e r  and can perform t h e  t h r e e  b a s i c  
a c t i v i t i e s  of s e l e c t i o n  ( S ) ,  sea rch  (R), and l e a r n i n g  (L). 

I ts a c t i v i t i e s  a r e  c o n t r o l l e d  and organized by a monitor 
system (X). We now examine i n  d e t a i l  t h e  above-out l ined concepts ,  
which a r e  g r a p h i c a l l y  i l l u s t r a t e d  i n  F igure  6 .  

The problem base c o n t a i n s  a l l  i n fo rmat ions  on t h e  problem 
t o  be so lved (P) and i ts environment, which t h e  man t h i n k s  s u f f i -  
c i e n t  f o r  t h e  s o l u t i o n  of P. I n  f a c t ,  t h e  problem base is b u i l t  
up a s  a s e t  which con ta ins :  P (poss ib l y  many d i f f e r e n t  represen-  
t a t i o n s ) ,  imp l i can ts  of  p ,  a u x i l i a r y  problems r e l a t e d  t o  P,  
solved problems, s imple and/or composite c o s t s  f o r  P o r  f o r  t h e  
o the r  problems of t h e  problem base.  The problem base i s  f i r s t  
submit ted t o  an o rde r i ng  p rocess  which g i v e s  t o  t h e  in fo rmat ion  
con ta ined  i n  it a h i e r a r c h i c  o rde r i ng  ( e . g . ,  a  d i sc r im ina t i on  n e t  





o r  a  t r e e )  w i t h  t h e  purpose o f  a l l o w i n g  a n  e a s i e r  and more e f f i -  
c i e n t  e x p l o r a t i o n  o f  it whenever it is r e q u i r e d  by t h e  mon i to r  
system. The b a s i c  c h a r a c t e r i s t i c  o f  t h e  problem base  is  t h a t  it 
c o n s t i t u t e s  a  dynamic s e t .  I n  f a c t ,  whenever t h e  a u t o m a t i c  
problem s o l v e r  a c h i e v e s  some u s e f u l  r e s u l t s  d u r i n g  i ts  s e a r c h  
a c t i v i t y ,  t h i s  is i n s e r t e d  i n  t h e  problem base ,  a t  i t s  r i g h t  
p l a c e ,  and can be used a f t e r w a r d  a s  a  datum o f  t h e  problem. 

A l l  problems which a r e  c o n t a i n e d  i n  t h e  problem base  may be 
e i t h e r  a c t i v e  problems o r  p a s s i v e  problems. The a c t i v e  problems 
(Pa) a r e  t h o s e  problems which c a n  be c o n s i d e r e d  a s  r e d u c t i o n  
o p e r a t o r s  when a r e d u c t i o n  s t r a t e g y  i s  used i n  o r d e r  t o  c o n s t r u c t  
t h e  s o l u t i o n  o f  a  problem. They may be i m p l i c a n t s ,  c o v e r i n g s ,  
subproblems, a u x i l i a r y  problems, etc. The p a s s i v e  problems (P ) 
a r e  t h e  so lved  problems which c o n s i t u t e  t h e  " t e r m i n a l  nodes"  
o f  a  r e d u c t i o n  s t r a t e g y .  

W e  want now t o  emphasize t h a t  t h e  man d o e s n ' t  e x a c t l y  know i f  
t h e  i n f o r m a t i o n s  o f  t h e  problem b a s e  a r e  enough, s h o r t ,  o r  
redundan t  f o r  t h e  s o l u t i o n  o f  t h e  problem; o r  which of  them a r e  
t o  be  used;  o r  i n  which way t h e  c o o p e r a t i o n  p r o c e s s  among them 
must be o rgan ized  i n  o r d e r  t o  s o l v e  t h e  problem. 

W e  now s h a l l  d e s c r i b e  t h e  b a s i c  a c t i v i t i e s  o f  t h e  moni tor  
sys tems ( M I .  The mon i to r  sys tem can  be c o n s i d e r e d  a s  a  t r i p l e :  

M = ( O , G , N ) ,  where O , G , N  a r e  f u n c t i o n s  which s p e c i f y  t h e  
a c t i v i t i e s  o f  t h e  moni tor  M I  namely: 

0 = a n  o r d e r i n g  f u n c t i o n  which a c t s  on t h e  problem b a s e  Bp 
and g i v e s  t o  it a n  a p p r o p r i a t e  h i e r a r c h i c  o r d e r i n g ;  

G = a f u n c t i o n  which c o n t r o l s  t h e  g e n e r a t i o n  o f  t h e  a t t e m p t s ;  

N = a f u n c t i o n  which manages t h e  g e n e r a t e d  a t t e m p t s  by means 
o f  " i n t e r r u p t ,  " " a c t i v a t e ,  " and " c a l l  ga rbage  c o l l e c t o r "  
s i g n a l s .  

The g l o b a l  a c t i v i t y  o f  t h e  mon i to r  sys tem is  f i x e d  by t h e  
u s e r  o f  t h e  a u t o m a t i c  problem s o l v e r  by means o f  t h e  c o n t r o l  
i n f o r m a t i o n .  

The o r d e r i n g  a c t i v i t y  o f  M h a s  a l r e a d y  been shown; w e  w i l l  
o n l y  o u t l i n e  t h a t  it a l s o  c o n t r o l s  t h e  i n s e r t i o n  i n  t h e  problem 
b a s e  o f  t h e  new i n f o r m a t i o n  a r i s i n g  d u r i n g  t h e  s o l u t i o n  o f  t h e  
problem. 

The b a s i c  a c t i v i t i e s  of  t h e  mon i to r  sys tem a r e  t h e  g e n e r a t i o n  
( G )  and management ( N )  of a t t e m p t s .  An a t t e m p t  Ai i s  t r i p l e  

A~ = (a i ,  pi1Xi)  where: 



ui c o n s t i t u t e s  an i n p u t  s i g n a l  f o r  t h e  s e l e c t i o n  a c t i v i t y ;  

p i  c o n s t i t u t e s  a n  i n p u t  s i g n a l  f o r  t h e  s e a r c h  a c t i v i t y ;  

X i  c o n s t i t u t e s  a n  i n p u t  s i g n a l  f o r  t h e  l e a r n i n g  a c t i v i t y .  

The a t t e m p t s  a r e  g e n e r a t e d  by G i n  a  tempora l  sequence. The 
s i g n a l s  u i ,p i ,  and X i  of  an a t t e m p t  Ai a r e  g e n e r a t e d  a s  a  conse-  

quence o f  t h e  i n i t i a l  c o n t r o l  i n f o r m a t i o n  and o f  t h e  p reced ing  
l e a r n i n g  a c t i v i t y .  I n  p a r t i c u l a r ,  it i s  c l e a r  t h a t  A = (uorporXo)  
must be e n t i r e l y  s p e c i f i e d  i n  t h e  c o n t r o l  base .  0 

The g e n e r a t e d  a t t e m p t s ,  A o , A 1 , A 2 , . . . ,  a r e  o r g a n i z e d  by N i n  
a n  a p p r o p r i a t e  h i e r a r c h i c  s t r u c t u r e  which must a l l o w  a n  e a s i e r  
management. The a t t e m p t s  must be managed i n  such a  way t h a t  t h e y  
can  be  c o n s i d e r e d  a s  c o r o u t i n e s :  o l d  a t t e m p t s  c a n  be a c t i v a t e d  
and new a t t e m p t s  c a n  be  i n t e r r u p t e d  whenever it is u s e f u l .  The 
a t t e m p t  management N is done by means o f  t h e  c o n t r o l  i n f o r m a t i o n .  
I n  p a r t i c u l a r ,  t h e  " a c t i v a t e "  and " i n t e r r u p t "  s i g n a l s  a r e  g e n e r a t e d  
on t h e  b a s i s  o f  t h e  computa t iona l  e f f o r t  done up  t o  a  c e r t a i n  
p o i n t  e s t i m a t e d  by means o f  f u n c t i o n s  c o n t a i n e d  i n  t h e  c o n t r o l  
base .  The a t t e m p t  management N must a l s o  p r o v i d e  a  garbage  
c o l l e c t o r  which d e s t r o y s  t h e  o l d  u n u s e f u l  a t t e m p t s  whenever it 
is  n e c e s s a r y .  

W e  c a n  now examine i n  d e t a i l  t h e  c o n t e n t  o f  t h e  c o n t r o l  
b a s e  (BC). The c o n t r o l  b a s e  c o n t a i n s  a l l  i n f o r m a t i o n s  t h a t  a  

man c a n  draw from t h e  i n t u i t i v e  problem and from h i s  knowledge 
of  t h e  o p e r a t i n g  way o f  t h e  a r t i f i c i a l  a u t o m a t i c  problem s o l v e r  
i n  o r d e r  t o  i n i t i a l i z e  t h e  metasystem and t o  c o n t r o l  i ts  dynamic 
development.  

I n  o t h e r  words,  t h e  problem so lve r - -cons ide red  a s  a  meta- 
sys tem-- is  a n  a r t i f i c i a l  e n t i t y ,  e x i s t i n g  o u t s i d e  t h e  u s e r ,  which 
h a s  been prov ided by t h e  a r t i f i c i a l  i n t e l l i g e n c e  s c i e n t i s t  a s  
a  genera l -pu rpose  t o o l .  

However, t h e  i n g e n u i t y  and c r e a t i v i t y  o f  t h e  u s e r  c a n  be  
e x p l o i t e d  i n  o r d e r  t o  " tune"  such a  genera l -pu rpose  t o o l  i n  
t h e  d i r e c t i o n  o f  t h e  semant ic  domain from which t h e  problem a r i s e s .  

Hence, such  i n i t i a l i z a t i o n  ( o r  s p e c i f i c a t i o n )  o f  t h e  g e n e r a l -  
pu rpose  metasystem c o n s t i t u t e s  a way of  d e f i n i n g  a  s p e c i a l - p u r -  
pose system. I n  p a r t i c u l a r  BC must c o n t a i n :  

a )  t h e  t h r e e  f u n c t i o n s  O,G,N, which d e t e r m i n e  t h e  a c t i v i t y  
o f  t h e  mon i to r  sys tem M; 

b )  t h e  f i r s t  a t t e m p t  A. = ( a o r p o r X o ) ;  

c )  t h e  sets of f u n c t i o n s  O S , O C , O P r O A , O E , O T ;  



d )  t h e  func t i ons  @ S ~ @ C ~ ~ P ~ ~ A ~ @ E ~ 4 T ,  and qO.  

Now, we can p r e c i s e l y  d e f i n e  t h e  bas i c  a c t i v i t i e s  of t h e  
s e l e c t o r ,  of t h e  searcher ,  and of t h e  l e a r n e r .  

The s e l e c t o r ,  S, can be cons idered  a s  a couple: 

S = ( f s l ,  f s2 )  , where f s l  and f s2  a r e  func t i ons  which spec i f y  

t h e  a c t i v i t i e s  of t h e  s e l e c t o r  S, namely: 

a )  f s l  i s  a func t ion  which a c t s  on t h e  problem base and 
- 

which s e l e c t s :  e i t h e r  a s e t  of s t a t e s  t o  be expanded, 
i f  an expansion a t tempt  is a c t i v e  a t  t h a t  t ime,  o r  a 
s e t  of pass ive  problems Qhich must t ake  p a r t  i n  a 
reduc t ion  opera t ion ,  i f  a  reduc t ion  a t tempt  is a c t i v e  
a t  t h a t  t ime; t hus ,  e i t h e r  f s l  € QS o r  f s ,  € Qp* 

b)  fs2  is a func t i on  which a c t s  on t h e  problem base and 

which s e l e c t s :  e i t h e r  a s e t  of i n p u t s  f o r  e x e c ~ t i n g  
an expansion opera t ioq ,  i f  an expansion a t tempt  is 
a c t i v e  a t  t h a t  t ime, o r  a s e t  of  a c t i v e  problems f o r  
performing t h e  reduc t ion ,  i f  a  reduc t ion  a t tempt  is  
a c t i v e  a t  t h a t  t ime; t hus ,  e i t h e r  fs2€IPC o r  f  €aA.  s 2 

A b e t t e r  understanding of t h e  ope ra t i on  mode of S i s  obta ined 
by cons ide r i ng  i n  d e t a i l  i ts  i n p u t  ai: 

ai  is a t r i p l e ;  

ui = (a ,  B,Y, )  where, 

a )  a is an a c t i v a t i o n  func t i on  f o r  t h e  block S; 

b) 0 i s  a func t ion  which s p e c i f i e s  i f  t h e  type  of a c t i v i t y  
of S must be tuned i n  t h e  d i r e c t i o n  of expansion (E) 
o r  reduc t ion  (T) ; 

Y, = ( ( f S , f C ) , ( f  f  1 1 ,  where: 
P I  A 

a )  ( f S ,  f  c o n s t i t u t e s  t h e  func t i ons  ( f s l  , f s2 )  of s i f  an 

expansion a t tempt  is a c t i v e ,  i . e . ,  ( 0  = E )  ; 

b)  ( f  , f  ) c o n s t i t u t e s  t h e  func t i ons  ( f s l  , f s2 )  of s i f  
P A 

a reduc t ion  a t tempt  is a c t i v e ,  i . e . ,  ( 0  = T). 



of course ,  a b i d i r e c t i o n a l  exchange of in format ions between S 
and the  problem base i s  provided. The ou tpu t  of S is an i npu t  
of R. The searcher  R can be considered a s  a "one-tuple": 
P = ( f R ) ,  where f R  is a func t ion  which s p e c i f i e s  t h e  a c t i v i t y  of  

t h e  searcher  R. f R  i s  a func t ion  which a c t s  on t h a t  p a r t  of t h e  

problem base se lec ted  by S and performs t h e  expansion o r  reduc t ion  
opera t ion ;  t hus ,  e i t h e r  f R € Q E  o r  f CQT.  Let  u s  cons ider  t h e  
i npu t  of  R, pi. 

R 

i s  a t r i p l e ;  

pi = (a ,B ,yp)  where, 

a )  a and 5 have a l ready  been de f ined ;  

b)  yp = ( f E , f T )  where, 

fE c o n s t i t u t e s  t h e  func t ion  f R  of R,  i f  an expansion 

a t tempt  is a c t i v e ,  i . e . ,  ( 0  = E)  ; 

f T  c o n s t i t u t e s  t h e  func t ion  f R  of R ,  i f  a reduc t i on  

a t tempt  i s  a c t i v e ,  i . e . ,  ( 5  = T )  . 
Of course  b i d i r e c t i o n a l  exchange of in format ion between R and 
t h e  problem base i s  provided. The l e a r n e r  L can be considered 
a s  a t r i p l e :  

where , 

a )  each @ is a func t ion  which s e l e c t s  a func t ion  f of  
j j  

a g iven set @ = { f } ,  (where t h e  f ' s  have been pre- 
j  

v i ous l y  de f i ned )  ; 

b)  JIB i s  a func t ion  which s e l e c t s  a va lue  f o r  from t h e  

s e t  e = { ~ , t }  . 
The s e l e c t e d  func t i ons  f i  and t h e  se lec ted  va lue  f o r  (3 w i l l  be 

J 

used by t h e  monitor i n  o rder  t o  s e t  up t h e  next  at tempt .  The 
func t ions  O and t h e  func t ion  $ 8  a r e  provided by t h e  c o n t r o l  i 
base and a c t  on Q .  and 8 by tak ing  i n t o  account t h e  in format ions 

1 '  



obta ined from S and R which c o n s t i t u t e  t h e  i n p u t s  of L ,  aga in  
s e e  F igure  6. The above exposed concepts ,  a l though n o t  completely 
formal ized,  g i ve  a c l e a r  and p r e c i s e  i n s i g h t  i n t o  t h e  b a s i c  
s t r u c t u r e  of an automat ic  problem so l ve r .  I t  i s  a l s o  ev iden t  
t h a t  t h e  des ign  of an automat ic  problem so l ve r  is  t h e  des ign  of 
a  rep resen ta t i on  language i n t e r p r e t e r ,  a s  it has been shown i n  
sec t i on  1 .  We want t o  po in t  o u t ,  a s  we l l ,  t h a t  none of t h e  
now e x i s t i n g  goa l -o r ien ted  languages has  a l l  t h e  p r o p e r t i e s  
i l l u s t r a t e d  i n  t h e  above schema ( i n  p a r t i c u l a r ,  no i n t e r p r e t e r  
y e t  e x i s t s  wi th  an e x p l i c i t e l y  designed l ea rn ing  p a r t )  . 

I t  i s  reasonable t o  a s s e r t  t h a t  t h e  o v e r a l l  t h e o r e t i c a l  
s t r u c t u r e ,  which has been b r i e f l y  ou t l i ned  i n  t h i s  s e c t i o n ,  i s ,  
indeed, a source of many new resea rch  d i r e c t i o n s  intended t o  
prov ide a more comprehensive and d e t a i l e d  d e s c r i p t i o n  and under- 
s tand ing  of t h e  whole sub jec t .  On t h e  o t h e r  hand, we a r e  
aware of having here  presented a u n i t a r y  and broadly  compre- 
hensive framework which we deem a s  capab le  of embracing t h e  
important  no t ions  of problem so lv ing  and rep resen ta t i on  languages. 

I n  conclus ion,  we be l i eve  t h a t  t h e  t ime has a r r i v e d  i n  which 
it i s  necessary t o  o r i e n t  f u t u r e  resea rch  t r e n d s  and t o  base t h e  
des ign  of f u t u r e  rep resen ta t i on  languages and i n t e r p r e t e r s  on 
t h e o r e t i c a l  grounds which a r e  very much needed. 

I n  o t h e r  words, we f e e l  t h a t  t h e  d i f f i c u l t i e s  w i th  languages 
f o r  rep resen t i ng  problems, a t  p resen t ,  a r e  s i m i l a r  t o  t h e  d i f f i -  
c u l t i e s  which ex i s ted  i n  t h e  s i x t i e s - - i n  t h e  languages used f o r  
desc r i b ing  a lgor i thms.  

The advent  of t h e  theory  of formal languages and of syntax- 
d i r e c t e d  t r a n s l a t o r s  can now be fol lowed i n  an analog s t y l e  by 
t h e  development of t h e  new theory  of problems and of t h e o r e t i c a l l y  
s t r u c t u r e d  problem s o l v e r s  and i n t e r p r e t e r s .  

I n  conclus ion,  t h i s  s e c t i o n  rep resen ts ,  i n  ou r  view, a 
v a l i d  con t r i bu t i on  toward t h e s e  resea rch  goa l s .  

8. Conclusions 

I n  t h i s  sec t i on ,  we s h a l l  g i ve  a b r i e f  i n s i g h t  i n t o  t h e  
semantic d e s c r i p t i o n  of our u n i t a r y  approach which i s  now being 
i nves t i ga ted  and which is not  y e t  complete ly  developed. Other 
conc lus ive  remarks and promising resea rch  d i r e c t i o n s  a r e  presented 
a t  t h e  end of t h i s  sec t i on  a s  we l l .  The semantic d e s c r i p t i o n  is  
in tended t o  be a more app rop r i a te  p resen ta t i on  of t h e  u n i t a r y  
approach f o r  ach iev ing  t h e  fo l low ing  goa ls :  

a )  a  formal d e f i n i t i o n  of t h e  bas i c  a c t i v i t i e s  of automat ic  
problem so l ve rs ;  

b)  cons t ruc t i on  of a  u s e f u l  base f o r  t h e  d e t a i l e d  des ign  
of rep resen ta t i on  languages i n t e r p r e t e r s ;  



C )  o u t l i n e  of  s p e c i f i c  des ign  c r i t e r i a  f o r  r e p r e s e n t a t i o n  
languages. 

E'oliowing, we s h a l l  b r i e f l y  ske t ch  t h e  most impor tant  
d e f i n i t i o n s  which c o n s t i t u t e  an approach, c a l l e d  semant ic ,  
which i s  a l t e r n a t i v e  t o  t h e  approach, c a l l e d  s y n t a c t i c ,  which 
has  been presented  i n  s e c t i o n  2 .  

The reason f o r  p resen t i ng  t h e s e  r e s u l t s  he re  is  r e l a t e d  t o  
t h e  need f o r  g i v i ng  a  more c a r e f u l  and p r e c i s e  d e s c r i p t i o n  of 
t h e  a c t i v i t y  o f  s e l e c t i o n ,  r esea rch ,  and l e a r n i n g ,  which belong 
t o  t h e  ke rne l  of t h e  metasystem (automat ic  problem s o l v i n g ) .  

D e f i n i t i o n  75 

The a t t r i b u t e  s e t  is a f i n i t e  s e t  A of  e lements Ai c a l l e d  
a t t r i b u t e s ,  i . e .  : 

D e f i n i t i o n  76 

The va lue  s e t  bound t o  an  a t t r i b u t e  Ai is a f i n i t e  s e t  Vi 

of  e lements vi c a l l e d  t h e  va lues  f o r  t h e  a t t r i b u t e  Ai, i . e .  : 
j 

D e f i n i t i o n  77 

An a t t r i b u t e - v a l u e  coup le  (AVC) is  a couple ci = ( A ~ , v ? )  
I 

where AiE A and v1 E  Vi. 
I 

D e f i n i t i o n  78 

The a t t r i b u t e - v a l u e  couple s e t  (AVC s e t )  f o r  an  a t t r i b u t e  
AiE A is  t h e  s e t  Ci def ined  i n  t h e  fo l low ing  way: 



D e f i n i t i o n  79 

An S - s t a t e  is a n  n - t u p l e  s o f  AVC's such  t h a t :  

where, 

D e f i n i t i o n  80 

The S-s ta te -space  is t h e  set  S o f  S - s t a t e s  such t h a t :  

D e f i n i t i o n  81 

A l e g a l  c o n d i t i o n  (LC) on a n  S-s ta te -space  S i s  a  b i n a r y  
r e l a t i o n  Li on z ,  i .e.: 

and ,  

where Pi is a  p r e d i c a t e ,  i .e. :  

(T and F s t a n d  f o r  t r u e  and f a l s e ) .  

P l e a s e  n o t e  t h a t  t h e  n a t u r e  o f  " p r o p e r t y "  Pi (s '  ,sn)  , i s  

d i r e c t l y  r e l a t e d  t o  t h e  c o r e  o f  t h e  semant i c  a s p e c t  o f  t h e  problem. 
T h e r e f o r e ,  it is n a t u r a l  t o  u t i l i z e ,  f o r  t h e  fo rma l  d e s c r i p t i o n  
o f  t h i s  p r o p e r t y ,  any a p p r o p r i a t e  s e m a n t i c a l l y  o r i e n t e d  language 
a s ,  f o r  i n s t a n c e ,  t h e  f i r s t - o r d e r  p r e d i c a t e  l o g i c .  



I n  t h i s  way, an i n t e r e s t i n g  connec t ion  is being p resented  
h e r e  which shows an i n t e r a c t i o n  between an  a l g e b r a i c  framework 
and a l o g i c  one. 

Th i s  is  a f u r t h e r  example of t h e  u n i t a r y  e f f o r t  on repre-  
s e n t a t i o n  languages which c o n s t i t u t e s  t h e  main s p i r i t  o f  our  
r e s e a r c h  a c t i v i t y .  

D e f i n i t i o n  82 

A l e g a l  cond i t i on  set on an  S-state-space 5 (LC set) is a  
f i n i t e  set L  de f i ned  i n  t h e  fo l lowing way: 

where, 

Li, f o r  i = 1 ,..., t, i s  an  LC on S .  

D e f i n i t i o n  83 

The c o n s t r a i n t  N r e l a t e d  t o  an LC s e t  L  on an S-state-space 
is t h e  b inary  r e l a t i o n  on 2 de f i ned  i n  t h e  fo l lowing way: 

D e f i n i t i o n  8 4  

An S-problem schema M is  a  coup le  M = (S,N)where: 

N is  a  c o n s t r a i n t  on S . 
D e f i n i t i o n  85 

An S-problem F is a  quadruple F = ( ~ , N , ? , ~ )  where: 

(S,NI  is an S-problem schema; 
- 
i f  S is an S -s ta te  c a l l e d  t h e  i n i t i a l  S -s ta te ;  



- 
f c g  is  an S -s ta te  c a l l e d  the  f i n a l  S-s ta te .  

The few d e f i n i t i o n s  presented above a r e  s u f f i c i e n t  t o  
o u t l i n e  t h e  main c h a r a c t e r i s t i c s  of t h e  mentioned semantic 
p resen ta t i on  of t h e  un i t a ry  approach w i th  r e s p e c t  only  t o  t he  
s ta te -space model. 

W e  conclude t h i s  i n s i g h t  i n t o  t h i s  promising resea rch  ma t te r  
by showing how t h e  bas i c  a c t i v i t y  of s e l e c t i o n  can be adequate ly  
de f ined  by means of t h i s  new formal framework i n  t h e  p a r t i c u l a r  
c a s e  of t h e  s ta te -space approach presented.  

De f i n i t i on  86  

A g loba l  rep resen ta t i on  of a  problem P i s  a qu in tup le  - 
PG = ( A , v , L , ~ , ? )  such t h a t :  

A = { A ~  , A 2 ,  .. . , A n \  i s  an a t t r i b u t e  s e t :  

V = ( V 1  , V 2 , .  . . ,Vn 1 is  a s e t  of va lue  s e t s  f o r  t h e  a t t r i b u t e s  of A; 

L is  a l e g a l  cond i t ion  s e t  de f ined  on t h e  S-state-space 5 obta in -  
a b l e  from A and V; 

- 
i is  t h e  i n i t i a l  S -s ta te ;  

is  t h e  f i n a l  S-s ta te .  

The s e l e c t o r  is in tended a s  a system a c t i n g  on a g loba l  
r e p r e s e n t a t i o n ' o f  a  problem PG and y ie ld ing  a new rep resen ta t i on  - 
c a l l e d  se lec ted  rep resen ta t i on  5 which c o n t a i n s  on ly  t h e  

T "elements" se lec ted  f o r  bu i ld ing  up t h e  problem t o  be expanded 
(we r e c a l l  thak t h i s  d e s c r i p t i o n  i s  r e l a t e d  t o  t h e  space-s ta te  
approach on ly )  . 
Def in i t i on  87 

A se lec ted  rep resen ta t i on  of a  g loba l  rep resen ta t i on  of 
a  problem P, PG = ( A , V , L , ~ , E ) ,  i s  a qu in tup le  P = (A  V L - T T' T' T' 
iT, zT) such t h a t :  



Def in i t i on  88 

A s e l e c t o r  i s  a couple T = ( p , ~ ) ,  where p , ~  a r e  two func t i ons  
such t h a t :  

Theorem 45.  

A s e l e c t o r  T = ( p , ~ )  i s  a func t i on  such t h a t :  

where { P G i  i s  t h e  s e t  of a l l  g loba l  rep resen ta t i ons  of problems 

and ( F T /  i s  t h e  s e t  of a l l  se lec ted  rep resen ta t i ons  of problems. 

Proof.  The proof i s  d i r e c t l y  ob ta ined because of De f i n i t i ons  86, 
87, and 88. 

These concepts  a r e  enough t o  p o i n t  o u t  t h a t  t h e  most impor- 
t a n t  and promising resea rch  d i r e c t i o n  which a r o s e  dur ing  t h e  
i n v e s t i g a t i o n  of t h e  mat te r  presented i n  t h i s  paper i s  t h e  devel -  
opment of a  complete and adequate semantic p resen ta t i on  of our 
u n i t a r y  approach. Other resea rch  d i r e c t i o n s  have been presented 
i n  t h e  preceding sec t i ons .  W e  r e c a l l  t h e  most promising ones: 

a )  understanding and measuring of complexi ty on t h e  b a s i s  
of t h e  r i c h  a lgeb ra i c  s t r u c t u r e  of t h e  reso l ven t  s e t  H 

and of t h e  Subsets of b :  P ; .  P ; ,  and .b 
P; 

b) invent ion  of " i n t e r s e c t i o n "  and "welding" methods f o r  
b i d i r e c t i o n a l  a lgor i thms based on t h e  " l e v e l s "  de f ined  
i n  t h e  r e s o l v e n t  s e t  H; 

C )  con f ron ta t i on  of d i f f e r e n t  r e p r e s e n t a t i o n s  of a  problem 
by means of t h e  concept of  morphism; 

d )  des ign  of more d e t a i l e d  problem s o l v e r s  and represen-  
t a t i o n  languages '  i n t e r p r e t e r s  

e )  deeper  understanding of l ea rn ing  i n  problem so lv ing .  

We be l i eve  t h a t  w e  can conclude t h i s  paper by a s s e r t i n g  
t h a t  t h e  presented ma t te r ,  a l though no t  complete ly  formal ized and 
a l s o  no t  always deep ly  d e t a i l e d  on some important t o p i c s ,  can be 
considered a s  a set of " f i r s t  c u t "  r e s u l t s .  P rec i se  i n v e s t i -  
g a t i o n  d i r e c t i o n s  have been found o u t ,  some t o p i c s  have been 
i nves t i ga ted  i n  more d e t a i l ,  and a few search  methods have been 
recognized a s  now promising ones. 
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Logic and I n t e r p r e t e r s  

Enr ico Page l lo  

We want t o  sugges t  t h e  idea  of r e l a t i n g  t h e  p rocess  of i n t e r -  
p r e t i n g  t h e  i npu t  s ta tement  of a  program t o  a cond i t i on  over  a 
complemented d i s t r i b u t i v e  l a t t i c e ,  which i s  t h e  model o f  a  propo- 
s i t i o n a l  l o g i c  language--choosen a s  programing language--so t h a t  
an  a l g e b r a i c  semantic d e f i n i t i o n  of t h e  programing a c t i v i t y  and 
i n t e r p r e t a t i o n  process may be g iven .  

Our po in t  of view is t o  fo l low t h e  idea  [ I ]  of us ing  a 
theorem proving system a s  an i n t e r p r e t e r  of a  mathematical  l o g i c  
language, so  t h a t  we can cons ider  p ropos i t i ona l  l o g i c  languages, 
o r  p r e d i c a t e  l o g i c  languages a s  programing languages wi th  an i n t e r -  
p r e t e r .  We have choosen t h e  s imp les t  branch of a l geb ra i c  approach 
t o  mathematical  l o g i c  [ 4 ] ,  t h e  Boolean a lgeb ras ,  f o r  developing a 
d e f i n i t i o n  of a  simple programing language, based on p ropos i t i ona l  
c a l c u l u s ,  through an a l g e b r a i c  semantic domain, fo l low ing  t h e  
c l a s s i c a l  r e s u l t s  of r e l a t i o n s  between l a t t i c e  theory  and propo- 
s i t i o n a l  l o g i c  [ 3 ] .  

To b u i l d  semant ica l  models of programing language, we can 
cons ider  t h e  r e l a t i o n s  between programs, denoted by t opo log i ca l  
r e l a t i o n s  i n  t h e  f unc t i on  space i n  which t h e  s e t  of programs [ 51  
i s  mapped, and d e f i n e  t h e  computat ions a s  t h e  sequence of s t a t e s  
genera ted  by t h e  i n t e r p r e t e r .  

Therefore,  we s h a l l  s p e c i f y  a  s y n t a c t i c  domain f o r  our  pro- 
graming language, i . e . ,  we s h a l l  develop a genera l  theory ,  and 
we s h a l l  g i v e  a p a r t i c u l a r  ax iomat ic  system, i . e . ,  t h e  semantic 
model, based on l a t t i c e  theory .  Also, we s h a l l  d e f i n e  t h e  i n t e r -  
p r e t e r  model on t h i s  semantic domain. 

Therefore,  i f  we cons ider  t h e  problem of i n t e r p r e t i n g  a 
v a l i d  sen tence  of programing language a s  t h e  problem of accept ing  
t h e  i npu t  sen tence  by genera t ing  a proof procedure of v a l i d i t y  of 
t h e  theorem--where t h e  s ta tements  of programs a r e  t h e  sequences 
of i npu t  theorems, t h e  computat ions a r e  t h e  d e r i v a t i o n s  of t h e  
proof procedure, and t h e  i n t e r p r e t e r  is t h e  theorem prover--then a 
semantic model o f  t h i s  process w i l l  c o n s t i t u t e  an i n t e r p r e t a t i o n  
of i n t e r p r e t e r  ac t i ng .  

We s h a l l  cons ider  t h e  theory  of ax iomat ic  systems a s  a model 
f o r  our  l o g i c  formula taken a s  programing s ta tements  because they 
have t h e  p roper ty  f o r  g i v i ng  a complete c h a r a c t e r i z a t i o n  of a l l  
those  r e l a t i o n s  e x p l i c i t l y  d e f i n a b l e  i n  them [ 2 ] .  
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A r t i f i c i a l  Learn ing Systems and QAS 

A.M. Andrew 

1 .  Learn ing t o  Answer Q u e s t i o n s  

A person  per forming a  quest ion-answer ing t a s k  w i l l  c e r t a i n l y  
l e a r n  from e x p e r i e n c e  a s  h e  o p e r a t e s .  Not o n l y  w i l l  he have a  
s t r o n g  i n c e n t i v e  t o  f i n d  o u t  more abou t  t h e  s u b j e c t  m a t t e r  on 
which h e  i s  l i a b l e  t o  be  q u e s t i o n e d ,  b u t  a l s o  he w i l l  l e a r n ,  f o r  
example, how much d e t a i l  h i s  cus tomers  e x p e c t  t o  r e c e i v e  i n  t h e i r  
answers ,  and under what c i r c u m s t a n c e s  t h e y  w i l l  welcome a r e q u e s t  
f o r  c l a r i f i c a t i o n  of t h e  q u e s t i o n  b e f o r e  an answer i s  g i v e n .  

Computer based quest ion-answer ing systems a r e  u s u a l l y  a b l e  
t o  add t o  t h e i r  s t o r e  o f  i n f o r m a t i o n  p e r t a i n i n g  t o  t h e  s u b j e c t  
m a t t e r  w i t h  which t h e y  d e a l .  I n  o t h e r  words,  t h e y  c a n  ex tend  
t h e i r  d a t a  b a s e s .  Some o f  t h e  v e r y  r e c e n t  developments i n  
a r t i f i c i a l  i n t e l l i g e n c e  s t i m u l a t e d  by t h e  development a t  MIT o f  
t h e  programing language PLANNER have prov ided ve ry  power fu l  ways 
o f  o r g a n i s i n g  and modi fy ing d a t a  bases .  

I n  a n  au tomat i c  quest ion-answer ing system w i t h  a  ve ry  l a r g e  
d a t a  base ,  such a s  i s  v i s u a l i s e d  a s  a n  IIASA p r o j e c t ,  t h e r e  would 
be  advan tages  i n  l e t t i n g  t h e  o r g a n i s a t i o n  of t h e  d a t a  base  be  
i n f l u e n c e d  by t h e  q u e s t i o n s  asked and by feedback i n d i c a t i n g  u s e r  
s a t i s f a c t i o n  w i t h  t h e  answers  g i v e n .  One f a i r l y  s imp le  way i n  
which t h e  o r g a n i s a t i o n  cou ld  be  improved a s  o p e r a t i o n a l  e x p e r i e n c e  
was ga ined  would be by a r r a n g i n g  t h a t  p a r t s  o f  t h e  d a t a  b a s e  which 
a r e  f r e q u e n t l y  wanted a r e  s o  p laced  i n  s t o r e  t h a t  t h e y  c a n  be  
r a p i d l y  accessed .  Apar t  from t h i s ,  a  g r e a t  many h e u r i s t i c  r u l e s  
c o u l d  be deve loped which would speed up  t h e  p r o c e s s  o f  l o c a t i n g  
d a t a  b a s e  e n t r i e s  r e l e v a n t  t o  a  p a r t i c u l a r  enqu i ry ;  f o r  example, 
where t h e  r e q u i r e d  e n t r y  i s  t h e  i n t e r s e c t i o n  o f  a  number o f  sub- 
ject a r e a s  i n d i c a t e d  by d e s c r i p t o r s ,  t h e  comp lex i t y  o f  t h e  s e a r c h  
cou ld  be s t r o n g l y  i n f l u e n c e d  by t h e  o r d e r  i n  which t h e  d e s c r i p t o r s  
were a p p l i e d  t o  narrow t h e  f i e l d ,  and h e u r i s t i c  r u l e s  f o r  such  
o r d e r i n g  would depend on o p e r a t i o n a l  exper ience .  

O p e r a t i o n a l  e x p e r i e n c e  cou ld  a l s o  be used t o  a l t e r  t h e  d a t a  
b a s e  q u i t e  fundamenta l l y .  A s  a s u b j e c t  a r e a  d e v e l o p s ,  t h e  r e l a -  
t i o n s h i p s  among i ts  component p a r t s  may change. For  b e s t  r e s u l t s ,  
t h e  s t r u c t u r e  of t h e  d a t a  b a s e  should  change a c c o r d i n g l y ,  w e n  
though most o f  t h e  i n f o r m a t i o n  it c o n t a i n s  may have been e n t e r e d  
when t h e  r e l a t i o n s h i p s  between s u b j e c t  d i v i s i o n s  were i n  t h e i r  
ou t -o f -da te  form. An example o f  such a  change i n  r e l a t i o n s h i p s  
(and a  d a t a  b a s e  i n s u f f i c i e n t l y  f l e x i b l e  t o  a d j u s t  t o  i t )  c a n  be  
s e e n  i n  t h e  c l a s s i f i c a t i o n  of B r i t i s h  p a t e n t s ,  where comput ing 
d e v i c e s  o f  a l l  k inds  a r e  c l a s s i f i e d  w i t h  mechanisms and l i n k a g e s  



r a t h e r  t h a n  under  t h e  heading o f  e l e c t r o n i c s .  T h i s  change i n  t h e  
a p p r o p r i a t e  r e l a t i o n s h i p  h a s  a r i s e n  over  a  p e r i o d  of  some y e a r s  
and is a p a r t i c u l a r l y  obv ious  one. However, t h e r e  a r e  s u b t l e  and 
compara t i ve ly  shor t - te rm changes i n  t h e  a s s o c i a t i o n s  o f  i d e a s  i n  
any g i v e n  f i e l d ,  and t h e s e  c o u l d  p r o f i t a b l y  b e  r e f l e c t e d  i n  t h e  
s t r u c t u r e  of  t h e  d a t a  base .  Up-to-date i n f o r m a t i o n  t o  d e t e r m i n e  
t h e  changes  c o u l d  o n l y  come from a n a l y s i s  of  u s e r  behav iou r .  

I t  is, o f  c o u r s e ,  e n t i r e l y  p o s s i b l e  t h a t  t h e  system would 
l e a r n  t o  "know" i t s  d i f f e r e n t  u s e r s ,  and would a d a p t  i t s  o p e r a t i o n  
t o  s u i t  t h e i r  i d i o s y n c r a c i e s .  I t  might  t h e n  b e  i n t e r e s t i n g  and 
s a l u t a r y  i f  u s e r s  c o u l d  i n t e r r o g a t e  t h e  system abou t  i t s  view 
o f  t h e i r  behav iou r  a s  u s e r s .  

A f eedback  o f  a  measure o f  u s e r  s a t i s f a c t i o n  might be  ob- 
t a i n e d  s imply  by a s k i n g  u s e r s  t o  p r o v i d e  a  s a t i s f a c t i o n  s c o r e  
b e f o r e  " l o g g i n g  o u t "  of  t h e  system. I t  is  p o s s i b l e  it might be  
d i f f i c u l t  t o  pe rsuade  u s e r s  t o  p r o v i d e  t h e  feedback c o n s i s t e n t l y ,  
and p robab ly  t h e  t i m e s  when t h e y  would be  l e a s t  c o o p e r a t i v e  would 
b e  when t h e i r  r e s p o n s e s  would have been most v a l u a b l e ,  namely 
when t h e y  a r e  c a u g h t  up i n  t h e  exc i tement  o f  some new development 
i n  t h e i r  f i e l d  o f  s t u d y .  

Some i n d i c a t i o n  o f  u s e r  s a t i s f a c t i o n  might  b e  o b t a i n e d  o t h e r -  
w ise  t h a n  by a s k i n g  t h e  u s e r  t o  p r o v i d e  feedback.  A u s e r  who 
p r e s e n t s  a  new q u e s t i o n  f a i r l y  soon a f t e r  r e c e i v i n g  a n  answer i s  
probab ly  s a t i s f i e d  w i t h  t h e  f i r s t  answer ,  one who goes  away f o r  
a  long  t i m e  may b e  e i t h e r  s a t i s f i e d  o r  f r u s t r a t e d ,  and one  who 
p r e s e n t s  e s s e n t i a l l y  t h e  same q u e s t i o n  i n  a  mod i f i ed  form was 
p r e t t y  c e r t a i n l y  d i s s a t i s f i e d  w i t h  t h e  f i r s t  response .  P o s s i b l y  
a n  i n i t i a l  s t a g e  o f  l e a r n i n g  would b e  t o  l e a r n  how t o  judge cus-  
tomer s a t i s f a c t i o n .  

2 .  Types o f  Feedback 

Where t h e  feedback i s  i n  f a c t  prov ided by c o o p e r a t i v e  u s e r s  
o f  t h e  system,  it may be  p o s s i b l e  t o  o b t a i n  from them some i n d i c a -  
t i o n  o f  what would have c o n s t i t u t e d  a  more s a t i s f a c t o r y  r e s p o n s e .  
Any such  i n d i c a t i o n  can  g r e a t l y  f a c i l i t a t e  a  p r o c e s s  of  a u t o m a t i c  
a d j u s t m e n t  by i n d i c a t i n g  how t h e  r e s p o n s e  can u s e f u l l y  be  mod i f i ed  
Wi thout  such  a n  i n d i c a t i o n ,  it is  g e n e r a l l y  n e c e s s a r y  f o r  t h e  
system t o  super impose e x p e r i m e n t a l  v a r i a t i o n s  on i t s  method o f  
o p e r a t i o n .  

A paper  by Andrew [ 4 ]  h a s  some r e l e v a n c e  h e r e .  I t  compares 
l e a r n i n g  sys tems w i t h  and w i t h o u t  e x p l i c i t  i n t e r n a l  models o f  t h e  
env i ronment ,  and shows t h a t  t h e  two may b e  mathemat i ca l l y  equ iva-  
l e n t .  I t  is  assumed t h a t  t h e  feedback  a v a i l a b l e  t o  produce t h e  
a d a p t a t i o n  i s  o f  t h e  "measure o f  s a t i s f a c t i o n "  t y p e  w i t h  no asso-  
c i a t e d  i n d i c a t i o n  o f  t h e  d i r e c t i o n  i n  which t h e  r e s p o n s e  c o u l d  
p r o f i t a b l y  b e  changed. I n  a  l e a r n i n g  system embodying a n  e x p l i c i t  
model, t h e  t a s k  of a d j u s t i n g  t h e  model t o  co r respond  t o  t h e  r e a l  
env i ronment  i s  one f o r  which t h e  "d i rec t ion -o f -change"  i n f o r m a t i o n  
i s  a v a i l a b l e ,  i n  c o n t r a s t  t o  t h e  a l t e r n a t i v e  approach o f  op t im iz -  
i n g  t h e  sys tem r e s p o n s e  w i t h o u t  t h e  i n t e r m e d i a r y  o f  a  model. 



Gabor, Wilby, and Woodcock [12] adopted a n  o p e r a t i n g  p r i n c i -  
p l e  f o r  t h e i r  " l e a r n i n g  f i l t e r "  which made no u s e  o f  " d i r e c t i o n -  
of-change" in fo rmat ion .  Presumably,  t h e i r  i n t e n t i o n  was t o  make 
a  h i g h l y  v e r s a t i l e  d e v i c e  e q u a l l y  s u i t a b l e  f o r  a p p l i c a t i o n s  i n  
which t h e  "d i rec t ion-of -change ' '  i n f o r m a t i o n  is p r e s e n t  and t h o s e  
i n  which it is a b s e n t .  However, t h e  main a p p l i c a t i o n s  t h e y  de- 
s c r i b e d  were t a s k s  o f  model l ing o r  p r e d i c t i o n ,  and f o r  t h e s e  
"d i rec t ion -o f -change"  i n f o r m a t i o n  is a v a i l a b l e .  Because o f  t h i s ,  
Lubbock (1961) was a b l e  t o  show t h a t  a n  a l t e r n a t i v e  form o f  opera-  
t i o n  would converge much more r a p i d l y  t h a n  t h e  Gabor f i l t e r .  
Lubbock's method is  s i m i l a r  t o  t h e  p r o c e s s  of  " r e g r e s s i o n  a n a l y s i s "  
i n  s t a t i s t i c s ,  and t o  " s t o c h a s t i c  approx imat ion"  i n  c o n t r o l  
t h e o r y .  

3 .  Credi t -Assignment 

As Minsky [ I61 p o i n t s  o u t ,  t h e  o p e r a t i o n  of  a  complex system 
t o  per form some t a s k  invo lved  a n  enormous number of d e c i s i o n s .  
When feedback of  a  measure o f  s a t i s f a c t i o n  o r  goa l -ach ievement  
i n  t h e  t a s k  becomes a v a i l a b l e ,  i t i s  n o t  a t  a l l  obv ious how t h e  
c r e d i t  ( o r  blame) should  be  a s s i g n e d  t o  t h e  c o n s t i t u e n t  d e c i s i o n s .  
I f  t h e  feedback is  t o  produce " l e a r n i n g , "  o r  a u t o m a t i c  improve- 
ment o f  performance o f  t h e  t a s k ,  it i s  n e c e s s a r y  t h a t  c r e d i t  
ass ignment  be  made i n  some way, s o  t h a t  f a v o u r a b l e  d e c i s i o n s  c a n  
be  r e i n f o r c e d  and un favourab le  ones  mod i f i ed  f o r  f u t u r e  o p e r a t i o n s .  

S i n c e  t h e  a b i l i t y  t o  l e a r n  from e x p e r i e n c e  i s  h i g h l y  deve loped 
i n  peop le  and an ima ls ,  it i s  n a t u r a l  t o  l ook  t o  t h e  nervous system 
f o r  c l u e s  a b o u t  how t o  o r g a n i s e  a  l e a r n i n g  system.  U n f o r t u n a t e l y ,  
i n  o u r  p r e s e n t  s t a t e  o f  u n d e r s t a n d i n g ,  l ook ing  a t  r e a l  nervous 
sys tems i s  n o t  of  much h e l p .  Many workers  have b u i l t  o r  s imu la ted  
networks hav ing p r o p e r t i e s  o f  s e l f - o r g a n i z a t i o n ,  o r  a t  l e a s t  
s e l f - a d j u s t m e n t ,  and it is  i n t e r e s t i n g  and i n s t r u c t i v e  t o  c o n s i d e r  
how t h e  c r e d i t - a s s i g n m e n t  problem i s  overcome o r  evaded i n  t h e s e  
schemes. 

The most w ide ly -pub l i c i sed  t y p e  of  s e l f - a d j u s t i n g  network i s  
t h e  p e r c e p t r o n  due  t o  R o s e n b l a t t  [21] and v e r y  c l e a r l y  d e s c r i b e d  
by N i l s s o n  [181. Minsky and P a p e r t  [ I71 have shown t h a t  t h e r e  
a r e  s e v e r e  i n t r i n s i c  l i m i t s  on what c a n  be done by a  S imple  Per-  
c e p t r o n .  For  t h e  Simple P e r c e p t r o n ,  t h e  c r e d i t - a s s i g n m e n t  d i f f i -  
c u l t y  i s  evaded by a r r a n g i n g  t h a t  t h e  a d j u s t m e n t s  made i n  t h e  
c o u r s e  o f  l e a r n i n g  a r e  r e s t r i c t e d  t o  p o i n t s  which i n f l u e n c e  t h e  
o u t p u t  of  t h e  n e t  i n  a  v e r y  d i r e c t  way. Thus t h e r e  is no d i f f i -  
c u l t y  i n  d e t e r m i n i n g  t h e  s e n s i t i v i t y  of  t h e  o u t p u t  t o  a proposed 
change a t  any o f  t h e  a d j u s t a b l e  p o i n t s .  The l e a r n i n g  f i l t e r  of  
Gabor, Wilby, and Woodcock [ I  23 and s i m i l a r  schemes proposed i n -  
dependen t l y  by Andrew [21 s h a r e  t h i s  s i n g l e - l a y e r  c h a r a c t e r .  

There a r e ,  however, some systems d e s c r i b e d  i n  t h e  l i t e r a t u r e  
which a l l o w  f o r  a d a p t a t i o n  th roughou t  a  complex n e t  i n  which some 
a d j u s t a b l e  e lements  e x e r t  t h e i r  e f f e c t  on t h e  o u t p u t  by a c t i n g  
th rough  o t h e r  a d j u s t a b l e  e lements .  It is  because  of  t h e  d i f f i -  
c u l t y  o f  c r e d i t  ass ignment ,  a s  d i s c u s s e d  by Minsky, t h a t  work on 



self-organising networks (sometimes termed the "Cybernetic 
Approach to Artificial Intelligence") has not progressed further 
than it has. Nevertheless, some methods can be referred to which 
go some way toward solving the problem in that they do allow auto- 
matic adjustment not restricted to a single functional layer. 
Some of these methods will be briefly reviewed, with some ideas 
for further study. 

The methods are described, for the most part, in connection 
with networks of threshold elements of the type usually termed 
McCulloch-Pitts neurons. Their underlying principles can, however, 
be adapted to networks of other kinds and to the embodiment of 
a learning capability in a question-answering system. For various 
reasons, there is a tendency among workers in this area tb think 
in terms of networks of model neurons. This is partly in the 
hope of producing systems having some direct correspondence to 
nervous-system functioning, even though McCulloch and Pitts [14] 
made it clear that their seductively simple model neurons are 
not purported to have properties corresponding closely to those 
of real neurons. Apart from possible correspondence to real 
neurons, however, these model neurons are attractive in their 
own right as network elements. In spite of their simplicity, 
they are, in fact, universal computing elements, since it was 
shown by McCulloch and Pitts that networks of them can compute 
anything which is computable. More important still, a given net- 
work can produce a very wide range of forms of behaviour, the 
transition from one form to another being produced by an accumu- 
lation of small changes in thresholds and synaptic weights. 

Some approaches to learning networks not restricted to single- 
layer adaptation will now be reviewed. 

4. Continuous-Discontinuous Adjustment 

The "Pandemonium" scheme proposed by Selfridge [23] typifies 
one way in which adaptive changes can be introduced throughout 
a complex net. In this scheme, there is a primary adjustment 
process which operates continuously and is, in fact, a "perceptron 
training algorithm." This process is subject to the limitations 
of the Simple Perceptron, but it o~erates in conjunction with 
another (discontinuous) adjustment process as follows. 

The elements of the net in which the primary adjustment 
takes place are termed by Selfridge "cognitive demons," the word 
demon being used in the same sense as in referring to a Maxwell 
demon, i-e., to indicate a small creature. The cognitive demons 
receive their input signals from "computational demons," and it 
is a simple matter to compute, from the parameter settings 
arrived at by the primary adjustment process, measures of the 
"worth" of the respective computational demons to the final deci- 
sion. Demons of low "worth," i.e., those whose outputs play 
little part in the decisions taken at later stages, may be elimi- 
nated and replaced by other, different demons. This rearrange- 
ment of the computational demons according to the indications of 
"worth" constitutes the secondary, discontinuous form of adjust- 
men t . 



There are difficulties in finding new types of "computational 
demon" likely to have high "worth" to replace those which are 
eliminated. Where the nature of the demons is simple, new ones 
may be formed randomly; this is what is done in the extension of 
the Simple Perceptron due to Roberts [I91 in which the "computa- 
tional demons" are perceptron association units receiving inputs 
from a randomly chosen set of sensory units. When an association 
unit proves to have low "worth," the connections it receives from 
sensory units are dissolved, and a new set is chosen at random. 

For more sophisticated types of "computational demon," totally 
random generation is useless as it would have a negligible chance 
of producing new demons with sufficiently high "worth" to survive. 
Selfridge suggests two ways of generating new demons likely to 
have high "worth"; these are by processes which he terms "conju- 
gation" and "mutated fission." 

The idea of "conjugation" is simple that the outputs of two 
existing high-worth demons are combined (in any one of a number 
of ways), and the combining element constitutes a new "computa- 
tional demon." An interesting aspect of this idea (not commented 
on by Selfridge) is that the measure of "worth" computed for the 
combining element must somehow pass on through it to contribute 
to the "worth" measures of the two elements whose outputs are 
being combined. Thus there is a need for a simple form of what 
will be discussed later on as "significance feedback." 

The main thing to be said about "mutated fission" is that 
nobody really knows how to achieve it. It is simple to arrange 
if the changes constituting the "mutations" are of a simple pre- 
conceived form, e.g., changes in parameter-values, but then no 
qualitatively new demons can ever evolve. It is necessary that 
the demons be represented in a way which allows a suitable form 
of "heuristic connection" between the possible forms demons may 
take [I61 . 

Forms of self-improvement having the continuous-discontinuous 
character typified by the Pandemonium could very readily be incor- 
porated in a question-answering system. Points in the system at 
which decisions are made can be made to compute measures of "worth" 
for the subsystems from which they receive information. If the 
totality of the measures of worth for a particular subsystem proves 
to be small, the subsystem might be automatically modified or 
annihilated. 

However, it seems reasonable to suppose that an adjustment 
mechanism operating in a uniform way throughout the system would 
be more effective than the continuous-discontinuous form of opera- 
tion, and there have been various attempts to devise such a 
mechanism. Some of these will now be discussed. 



5. Reduction of Redundancy 

Barlow [9] and Uttley [26] have discussed ways in which 
adaptive changes in a network might be determined independently 
of any feedback from the environment indicating the effect of 
the net's output. Their suggestion is that the changes should 
operate to reduce the redundancy of signals passing through the 
net. Andrew [5,61 has argued that such locally determined adapta- 
tion can be of only limited value and must operate in conjunction 
with a process of true feedback. 

Input data to the nervous system is often highly redundant, 
and the suggestion that redundancy is reduced in the early stages 
of processing agrees well with experimental data on the nervous 
system. The familiar observation that the response of many parts 
of the nervous system to abrupt changes in signal level is much 
greater than to sustained inputs is an example of redundancy 
reduction. The change may be abrupt in either time or space. 
A signal which does not indicate an abrupt change could have been 
inferred approximately by extrapolation of other signals, so is 
to some extent redundant and is therefore attenuated. 

Reduction of redundancy of the requests for information must 
be an important part of the operation of a question-answering 
system, and consequently a self-modifying system night automat- 
ically improve its own performances in this respect. As in the 
case of nervous-system inputs, some simple forms of redundancy 
could be eliminated without reference to the overall operation 
of the system; for example, if there are pairs of words or phrases 
which only appear together in the inputs, one member of each pair 
is redundant. The recognition of other forms of redundancy must 
depend on overall feedback to indicate what is useful and what 
is redundant in the inputs. Nevertheless, the discussions by 
Barlow and Uttley are probably well worth keeping in mind in the 
development of a self-modifying question-answering system. Not 
only does redundancy-reduction simplify processing requirements, 
it may also facilitate the discovery of relationships between 
signals which were previously obscured. 

6. Methods of Widrow and Stafford 

Widrow [27] has discussed ways of achieving adaptation in 
neural nets not restricted to a single functional layer. In his 
paper, he begins by discussing the adjustment of a single-threstlold 
element in a fashion very similar to that used in a Simple 
Perceptron. (There is one slight difference in that he favours 
a procedure in which an adjustment is made whether or not the 
response of the network was "correct." The usual method for 
perceptrons requires an adjustment only for "incorrect" responses). 

Widrow then describes a method of adjustment for a net in 
which a number of adjustable elements produce outputs which im- 
pinge on one further threshold element whose output is the output 
of the net. The basis of the method is the rule that the net must 



be adjusted to give the "correct" response to each input pattern, 
and that the adjustment needed to let this happen should be 
achieved with minimal disturbance of previous adjustments. 
Widrow requires that the number of adjustable elements which is 
altered at all should be the minimum which will produce the re- 
quired effect, and where there is more than one equally large 
subset of elements which could be chosen, that which is used is 
the one requiring the smallest total parameter changes. 

Widrow also discusses the extension of these ideas to net- 
works giving multiple outputs. The aim is always to achieve the 
correction of the current response with small alteration of the 
net, since such alteration represents a disturbance of previous 
learning. 

It is, of course, possible to adopt any of a number of dis- 
tinct measures of the amount of disturbance represented by a 
given set of changes in the network. The measure could be the 
total amount of parameter change (where parameter is used to mean 
a synaptic weight or a threshold level), or the maximum value of 
parameter change, or the sum of squares of parameter changes. 
widrow uses a two-stage criterion, with a number of elements 
affected as the primary consideration, and total magnitude of 
the changes as the second. The second consideration is only in- 
voked if the first does not indicate a clear choice. 

An alternative method due to Stafford [24,25] is also based 
on the general principle that the response to the current input 
should be corrected with as little disturbance as possible of 
the existing settings in tile network. Stafford's methods (he 
describes two variations) seem rather more suitable than that of 
Widrow for incorporation in a neural net, since their operation 
depends on activity distributed over the net. Widrow's method, 
on the other hand, is difficult to implement without an "adapta- 
tion centre" computing the changes. The distributed form of 
operation seems more plausible as a possible model of nervous- 
system functioning, but either type could be useful in suggesting 
ways in which learning might be made to occur in a question- 
answering system. 

Methods which rely on distributed activity are likely to be 
such that computational complexity increases approximately 
linearly with network size. For methods depending on an "adapta- 
tion centre," the complexity might increase much more steeply. 

Andrew [7] has carried out simulation experiments in which 
randomly formed networks of neuronlike elements were allowed to 
modify themselves according to many variations of Stafford's two 
methods. The results were, in fact, disappointing since none of 
the variations solved the problem which was set. 



7. Significance Feedback 

Andrew [3,5-71 has used the term "significance feedback" 
to indicate an adaptation principle which would operate in a 
distributed fashion and avoids the need for "dummy runs" of the 
network as required in Stafford's methods. 

The essential idea of one form of significance feedback was 
introduced when Selfridge's Pandemonium was discussed. In this, 
the feedback was simply of a measure of "worth" or inportance 
attached to the signals in a pathway. 

Another form of "significance feedback" indicates the cur- 
rent sensitivity of the output of the net to activity in the 
channel with which the feedback is associated. This can be 
achieved by letting every primary pathway have a feedback pathway 
associated with it, carrying a signal indicating the sensitivity 
of the output of the net to activity in the primary pathway. 
Every element in the net must perform a dual role; it must process 
the primary signals appropriately and must also process the sen- 
sitivity signals. For example, suppose an element has the primary 
function of multiplying two signals ~ ( 5 )  and ~ ( t )  to produce an 
output z(t) = x(t) ~ ( t ) .  Suppose also that a feedback signal 
s(t) is associated with the pathway conveying z(t) this signal 
Eeing a measure of the sensitivity of the output to ~ ( t ) .  Then, 
at least for small variations in the primary signals, appropriate 
measures of sensitivity for the pathways conveying ~ ( 5 )  and ~ ( 5 )  
are ~ ( t )  - y(t) and ~ ( f )  ~ ( t ) ,  respectively. If the multiplica- 
tion element produces these feedback signals associated with its 
input pathways, and all other elements in the net process feed- 
back signals in ways appropriate to their primary functions, 
there is a continuous automatic "sensitivity analysis" throughout 
the net. The sensitivity measures can be used to determine adap- 
tive changes at points throughout the net. 

For small networks of linear and quasi-linear (e-g., multi- 
plicative) elements, the method has been found to work very well. 
However, the information-processing capabilities of such networks 
are not very interesting. Interesting behaviour comes from networks 
embodying strongly nonlinear elements such as threshold elements. 
For these, it is difficult to see how to implement "significance 
feedback" since the appropriate sensitivity measures depend on 
signal amplitudes. A variety of plausible variations of the 
"significance feedback" principle have been devised, suitable for 
application to networks of threshold elements. These have been 
tried out in simple networks which were required to adapt to 
perform a logical computation which could not be achieved as a 
linearly separable function of the inputs. Adaptation was by 
variation of the threshold levels and "synaptic strengths" in 
the elements. The attempt was made to "train" the networks by 
the presentation of a succession of random inputs together with 
a "correct answer" for each. 



The conclusion from these experiments was that networks 
embodying these plausible approximations to the "significance 
feedback" principle had adaptive properties in that they would 
adjust themselves to perform the task after starting from various 
initial states. From other starting states, the adaptation was 
not successful; there are "trapping states" from which further 
progress is impossible. 

8. Interelement Negotiations 

It appears that for effective adaptation, it is necessary 
to have something else besides the feedback indicating the sen- 
sitivity measures. It is also necessary to have some sort of 
dialogue, or process of negotiation, between the elements of the 
nets to decide how to apportion the necessary changes among them. 

The idea of negotiation implies some sort of conflict, or 
competition for something which might be called currency, among 
the elements. In order that the net should adjust itself to give 
the "correct answer" for all possible input states, its adaptation 
to each input should produce the least possible disturbance of 
the synaptic weights and thresholds previously existing. The 
amount of such change constitutes a currency which can be bargained 
over and which can form the basis of a "training algorithm" in- 
volving a dialogue or process of negotiation. 

Andrew [8] has made some suggestions about the form this 
interelement dialogue might take. Simulation studies are being 
undertaken. 

It can be seen that there is a need to sort out some funda- 
mental questions in connection with learning networks. The 
general principle that adaptive changes should cause minimal dis- 
turbance of previous learning seems essentially sound, but it is 
not clear what measure of amount of change should be minimized, 
nor whether it should be differently weighted in different.parts 
of the net according, say, to their proximity to input and output 
pathways. 

It is also unclear whether it is optimal to let the param- 
eters of the net (threshold levels and synaptic weights) repre- 
sent the only between-trials storage of information in the net. 
In the usual perceptron training algorithm, as well as in the 
schemes of Widrow and Stafford, these parameters do represent the 
only between-trials storage. On the other hand, some learning 
schemes require other information storage so that correlations 
and other statistical measures can be computed, the net parameters 
being altered only if these measures exceed some significant level. 
The famous learning algorithm used by Samuel [22] to adjust the 
scoring polynomial used by his checker-playing program depends on 
the computation of correlation measures separately from the param- 
eters adjusted. 

It can be seen that there are some quite general questions 
relating to the automatic adjustment of ceural networks to which 
we do not know the answers. 



9. Other Approaches 

A number of topics relating to learning or self-organizing 
systems have not been touched on. Hierarchical schemes have not 
been mentioned as such, though some of the discussion of multi- 
layer networks could, perhaps, be rephrased in terms of one of 
the kinds of hierarchical structure treated by Mesarovic, Macko, 
and Takahara [15]. Also, there has been no mention of reverberat- 
ing nets, as postulated by Hebb [I31 for his "cell assemblies" 
and studied in the early simulation studies of Beurle [lo] as 
well as Rochester et a1 [20]. For the learning of tasks not in- 
volving any sort of pattern in time, there is no obvious advantage 
of reverberating nets over static ones. 

Farley and Clark [I 1 ] introduce a controlled amount of "noise" 
or random variation into their system. 

The highly individual approach of Aleksander [I] has also 
been ignored. He has experimented with both static and reverber- 
ating networks, particularly in tasks of pattern recognition. 
He prefers to consider networks not consisting of model neurons 
but of what he terms SLAM units (standing for Stored-Logic 
Adaptive Microcircuit). Although this is a different type of 
basic element, most of what has been said about learning in neural 
nets remains applicable. 

10. Discussion 

It is, in fact, because the principles are applicable to 
networks of elements other than model neurons that they are 
believed to have relevance to question-answering systems. These 
are multilayer systems in the sense that many parts exert their 
effect on the output through other subsystems. If the different 
parts are all capable of self-modification as the system operates, 
the problems of multilayer adaptation will arise. 

It would be useful to set up, as part of a program of work 
on question-answering systems, an investigation into self- 
organizing neural networks. Questions which would be studied 
initially would include the following: 

a) What measure of network change should be minimized to 
preserve the effects of previous adaptation? 

b) What form of "negotiation" between network elements 
produces changes which do, in fact, produce adaptation 
and are consistent with the requirements of (a). 

C) IS there any advantage in letting statistical measures 
be computed separately from the'network parameters to 
be adjusted? 

Many other questions would arise as the projected progressed 
and the learning techniques were applied in the question-answering 
task. 



This work would be particularly relevant to the wider aims 
of IIASA since all large systems achieve viability by adaptation 
and can only be understood in terms of their adaptive properties. 
Networks of model neurons provide a relatively simple environment 
in which to look for general principles of adaptation in complex 
systems. 
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Appendix 

The main argument of the paper is the heretical one that 
there is still a great deal to be learned from the study of self- 
organizing networks of neuronlike elements. In the context of 
artificial intelligence studies, the argument is perhaps more 
convincingly presented as follows than as in the main paper: 

1 .  Relevance of SOS Studies 

It has been argued that the computer programs produced by 
A1 workers are subject to a fundamental limitation which is 
often expressed by saying they do not develop their own heuristics. 
Certainly the brain shows a degree of flexibility of behaviour 
which is far beyond anything shown by artifacts. The flexibility 
is such that people can engage in such activities as philosophy, 
mathematics, chess playing, or computer programing using brains 
which evolved as specialised organs of survival under relatively 
primitive conditions. One secret of the brain's success is un- 
doubtedly its ability to switch rapidly among many different 
approaches to a problem. It is presumably because of this ability 
that people, even without special instructions, perform as well 
as they do in scheduling tasks such as the planning of school 
timetables or the operating of workshop or transport services. 
It has proved to be quite difficult to devise algorithms for 
computer programs to compete with human performance in these 
areas. 

What is probably a highly significant aspect of the brain's 
versatility is its retention of its more primitive skills (or 
some of them) even when more advanced ones have been acquired. 
Even the purest of mathematicians is not completely helpless if 
he finds himself the sole survivor of a plane crash in the jungle. 
Certainly he is initially at a considerable disadvantage compared 
to people who have been jungle dwellers all their lives, but if 
he is lucky enough to make no fatal mistakes in his first few 
days, he will start learning the things they know. 

There can be little doubt that human thinking depends on a 
multiplicity of mechanisms, of which formal linguistic reasoning 
is only one. Naturally these formal operations have received 
particular attention from workers in AI, since digital computers 
are themselves formal linguistic devices. The impossibility of 
studying all human thought processes in these terms is illustrated 



by the reply of a chess champion who was asked how many moves in 
the look-ahead tree he considered before deciding his move in a 
game. His reply was reported to be: "Only one--the right one." 

~oincari? [71 (see also discussion by Campbell [ 3 ] )  refers 
to the mysterious nature of his own thought processes which led 
to his mathematical discoveries. Describing what happened when 
(contrary to his custom) he drank strong coffee late at night 
and could not sleep, he wrote: "Ideas rose in crowds; I felt 
them collide until pairs interlocked, so to speak, making a 
stable combination." He goes on to reflect on the mysterious 
nature of the filter which recognises some of these combinations 
as possibly useful and allows these to pass over the threshold 
of full consciousness. The filter presumably depends on something 
more fundamental, and, in a sense, more primitive than the formal 
linguistic reasoning with which it interacts. 

Electrophysiological studies of the visual systems of higher 
animals provide some evidence for the coexistence of distinct 
mechanisms which come into play as required. Hubel and Wiesel 
[41 have found, in the visual cortex, neurons whose response is 
related in four main ways to the stimuli presented in the visual 
field. Some neurons, referred to as "concentric units" are in- 
fluenced antagonistically by a small circular area and a concen- 
tric annular area in this field; these are the cells which receive 
inputs directly from the optic nerve (after its relay in the 
geniculate body). Then "simple units" respond to edges, dark 
bars, or light slits in the field, and must operate by combining 
the outputs of concentric units. Similarly, "complex units," 
which respond to movement of edges, slits or bars, combine the 
outputs of a number of simple units. "Hypercomplex units," which 
respond only to moving edges, slits or bars of limited length, 
must operate by combining the outputs of several complex units. 
One way in which visual perception works is through the following 
chain: concentric units to simple units, then to complex units 
and then to hypercomplex units. However, as Lettvin,(of frog- 
vision fame, [61) has pointed out, the whole mechanism revealed 
by these studies can be bypassed when required, otherwise it 
would be impossible to see the stars at night. (Hubel and Wiesel 
report that fibres go from units of all types, including concen- 
tric, into area 18 of the cortex for further processing.) 

There is a case, then, for believing that a system to exhibit 
artificial intelligence should be able to drop back, when appro- 
priate, to modes of behaviour which are of more general applica- 
bility than that which has evolved in connection with a specific 
task environment. 

Some workers in artificial intelligence have tried to work 
at a very general level; work on conept formation by Arnarel 111, 
Banerji [2], and others is at a much more general level than 
most approaches used in artificial intelligence. However, even 
the assumption that the operation of the system is to be described 
in terms of concepts and properties implies some restriction of 
generality as there are some tasks which are not readily described 



in these terms. Examples are the acquisition of manual skill in, 
say, riding a bicycle or wood carving, and certain aspects of 
many tasks including that of satisfying the users of a question- 
answering system. 

To be more general, it is necessary to choose some basic 
fabric to be modified by the learning process, and that of a 
network of neuronlike elements has some attractive features. 
One is that the networks studied may (but also may not) have some 
useful correspondence to real nervous systems. 

2. Evolution by Stages 

An approach which would be completely general would be to 
form a large network of model neurons, interconnected either 
randomly or according to a pattern, and to let it be modified 
by random mutations and selection according to a criterion of 
task fulfillment. Usually the available measures of task fulfill- 
ment will not be such that the system is "led in" by a hill- 
climbing process to a state in which it performs the task. Find- 
ing such a state must therefore depend on a search through a vast 
number of states produced by the random mutations, and, in fact, 
the approach is defeated by the "combinatorial explosion." 

Living organisms are presumably the result of an evolutionary 
process which has continued over a much longer period of time 
than any artificial intelligence project can be allowed to consume. 
This process has to some extent defeated the "combinatorial 
explosion" effect by proceeding in stages, as the word "evolution" 
suggests. 

It is not only the level of functional organization which 
has become greater at each stage; there has also been "adaptation 
to adapt." That is to say, at the successive stages there is 
selection of mechanisms which will facilitate further evolution. 
Finally the brain superimposes the results of learning during an 
individual's lifetime on those of the earlier "genetic learning.'' 
The brain does this with the benefit of the earlier evolution of 
mechanisms facilitating learning. The extreme versatility of the 
brain indicates that some of these mechanisms are very general in 
their applicability. 

The aim of many workers who have tried to construct self- 
organizing networks has been to embody some of the special mecha- 
nisms so that adaptation may proceed without meeting a "combina- 
torial explosion." The adoption of these mechanisms immediately 
implies some compromise of the earlier insistence on extreme 
generality; some generality is traded for speed of adaptation. 
It is hoped that by a wise choice of the mechanisms embodied, a 
large benefit in speed can be obtained without serious infringe- 
ment of generality. 



3. Inductive Inference 

The review which is attempted in the main paper is essentially 
of mechanisms which might be incorporated in networks to facilitate 
learning. 

An aspect which is not explicitly mentioned in the main 
paper, nor in the papers it refers to, is the need for appropriate 
generalisation of the results of learning. It is likely that 
many of the workers quoted were tacitly assuming some kind of 
generalisation, since their aim is to produce networks which will 
learn complex tasks although the networks themselves are of modest 
size. Generalisation is needed, both for economy of representa- 
tion and to allow inductive inference. It is only by condensing 
a large amount of experience into some fairly short description 
that a network can make appropriate responses to input configura- 
tions it has not previously experienced. 

The problem of finding short representations which will allow 
inductive inference has been discussed by Banerji [2] in terms of 
predicate calculus, and by Amarel [ I  ] in another formalism. The 
general approach of Banerji is being vigorously developed by 
Rothenberg [a]. 

The problem is far from simple, as it is not at all obvious 
what measure of "shortness" of representation is likely to be most 
conclusive to useful inductive inference. Banerji, in fact, 
argues (if I understand him correctly) that the measure of short- 
ness is so much a function of the task environment that it has to 
be learned by experience. 

Any scheme for self-organization in neural nets must have a 
tendency to seek short representations. Preferably, also, it 
should be able to evolve effective measures of shortness. 

Methods for the automatic minimization of switching networks 
and finite automata are well known (see, for example, Xohavi [5]), 
and there is the possibility of an interesting field of study in 
relating these to the work of Rothenberg and others on concept 
formation. The switching- and automaton-theory approach is per- 
haps of limited value since the methods tend to rely on a global 
view of the network rather than the kind of locally acting mecha- 
nism which is usually visualised for self-organization. (What is 
more inportant in a practical application is that the amount of 
computation needed to let the mechanism operate is likely to be- 
come prohibitive for large nets if a method depending on a global 
view is adopted.) 

Locally acting methods for the minimization of networks may 
in fact have much in common with the proposals for reduction of 
redundancy which were rather cursorily dismissed in the main 
paper. In a network which can undergo automatic simplification, 
it might be advantageous to let the network grow in complexity 
while new experience is being gained, and then to "digest" its 



new structure into a simpler form when time permits. There have 
been some suggestions that the need for sleep by humans is related 
to some need to process sensory data, and that dreams are a side 
effect of the processing. 

It certainly appears that the neural net approach still 
offers enormous and potentially fruitful areas of study. 
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A Computer Interview Procedure Which Reconstructs 

Generative Semantical 

Salomon Klaczko-Ryndziun and Karl-Heinz Simon 

The isomorphy between the definition of a concept in clas- 
sical logics and the definition of a set in set theory is 
applied to the computer-storage of judgments, originally for- 
mulated in natural language. For this purpose, the judgments 
are redefined as sets in intentional form. 

The properties for such an intentional redefinition are 
classified either as necessary ones, which determine the invari- 
ant of the involved set, or as accidental ones. For n acciden- 
tal properties pi, each with a scale of mi different values, 

imply a cyclic group of the order nm as a transformation domain. i 
This leads to the use of modal sets as an algorithmic tool for 
a generative semantic. 

Stochastic redefinition of one or more necessary properties 
into accidental ones generates a more abstract superconcept than 
the original one. Random redefinition of one or more accidental 
properties into necessary ones generates a more concrete sub- 
concept. The lattice of all the generable modal sets for a 

given vector of n properties would contain theoretically 3" 
elements, since each property would have three possible states: 
necessary, accidental, or nonexistent. This is practically 

reduced by an amount of 2" elements which would contain no neces- 
sary properties and which would be, therefore, so called "objects 
in themselves." From this sublattice, we extract the nonobject, 
having only nonoccurrent properties, so that our pragmatic lat- 
tice (hierarchical memory) w o ~ l d  contain a generative potential 
0 f 

different modal sets, generable out of n different properties. 
(For n = 5, An = 212; for n = 10, An = 58026). 



An i n t e r a c t i v e  computer program, w r i t t e n  i n  t h e  l ist-  
p r o c e s s i n g  language SIMULA, autonomously makes a n  i n t e r v i e w  w i t h  
a  human b e i n g  used a s  exper iment  o b j e c t  (EP) .  The computer a s k s  
t h e  EP t o  enumerate  a l l  t h e  e l e m e n t s ,  o r g a n i z a t i o n s  ( p e r s o n s ,  
a n i m a l s ,  o b j e c t s ,  d e v i c e s ) ,  i nvo lved  i n  a  g i v e n  s i t u a t i o n .  A lso,  
t h e  p r o p e r t i e s - - s p e c i f i e d  e i t h e r  a s  n e c e s s a r y  o r  a s  a c c i d e n t a l - -  
o f  t h e s e  e lements  a r e  asked.  The EP responds  t y p i n g  t h i s  d a t a  
i n t o  t h e  t e r m i n a l  which t h e  computer u s e s  f o r  t h e  i n t e r v i e w .  

A random s u b r o u t i n e  produces i n t e r m i t t e n t l y  a  mix o f  proper-  
t i es  o f  d i f f e r e n t  o b j e c t s  and a s k s  t h e  EP i f  t h i s  mix ( f i c t i v e  
o b j e c t )  c o r r e s p o n d s  t o  a  r e a l  o b j e c t  i n  t h i s  o r  i n  a n o t h e r  s i t u a -  
t i o n .  I f  t h e  answer i s  p o s i t i v e ,  t h e  name o f  t h e  new o b j e c t  i s  
a s k e d ,  and t h e  o b j e c t  i t s e l f  i s  s t o r e d  i n  t h e  c o g n i t i v e  memory. 
I f  t h e  o b j e c t  can  o n l y  o c c u r  under  a n o t h e r  s i t u a t i o n ,  a l s o  t h e  
name of  t h e  new s i t u a t i o n  i s  s t o r e d ,  and a n o t h e r  random sub- 
r o u t i n e  can  sometimes d e c i d e  t o  a s k  q u e s t i o n s  a b o u t  t h e  o b j e c t s  
o f  t h i s  o t h e r  s i t u a t i o n  (an  o v e r l a p p i n g  of s i t u a t i o n s  i s  p o s s i b l e )  

" Imposs ib le "  o b j e c t s  a r e  s t o r e d  i n  t h e  " i m p o s s i b l e  s i t u a -  
t i o n . "  A t  t h e  same t i m e ,  t h e  computer a s k s  which a t t r i b u t e s  a r e  
i n  c o n t r a d i c t i o n  w i t h  which o t h e r s  i n  each  " i m p o s s i b l e  o b j e c t "  
i n  o r d e r  t o  f i n d  t h e  r e a s o n  f o r  t h e  i n c o n s i s t e n c y  o f  t h i s  o b j e c t .  
Thus,  i f  a n  a t t r i b u t e  a  i s  c o n t r a d i c t o r y  w i th  a n  a t t r i b u t e  b ,  
t h e n  t h e  n e g a t i o n  o f  2 must be  c o n s i s t e n t  w i t h b  and may o c c u r  
t o g e t h e r  w i t h  B i n  t h e  f i e l d  o f  necessary  a t t r i b u t e s  o f  a  r e a l  
( e x i s t e n t  o r  p o s s i b l e )  o b j e c t .  A lso,  t h i s  t y p e  o f  e lement  i s  
be ing  s t o c h a s t i c a l l y  g e n e r a t e d  and p r e s e n t e d  t o  t h e  EP f o r  con- 
f i r m a t i o n .  A random g e n e r a t o r  decides--when new " i m p o s s i b l e  
e lements "  a r e  produced and p r e s e n t e d  t o  t h e  EP t o  t e s t - - i f  i t  
pays  a t t e n t i o n  o r  i f  it is c o g n i t i v e l y  se l f - consonan t .  For t h i s  
pu rpose ,  t h e  c a r t e s i a n  p roduc t  o f  t h e  set o f  a t t r i b u t e s  w i th  
i t s e l f  i s  used  t o  mark t h o s e  a t t r i b u t e  p a i r s  which were d i s c o v e r e d  
t o  be c o n t r a d i c t o r y  ones .  

Another s t r a t e g y  t o  promote man-machine c o n v e r s a t i o n  is t h e  
random s e l e c t i o n  o f  a  set o f  names o f  e lements  t o  a s k  t h e  EP 
a b o u t  t h e  common a t t r i b u t e s  o v e r  t h i s  set and ,  i f  p o s s i b l e ,  t o  
a s k  i f  t h i s  set h a s  a  known name. The computer can a l s o  a s k  
a b o u t  o t h e r  e lements  which, i n  t h e  o p i n i o n  o f  t h e  EP, may be long  
t o  t h i s  random set. I f  t h e s e  e lements  e x i s t ,  t h e i r  a t t r i b u t e s  
w i l l  a l s o  be r e q u i r e d .  

A f u r t h e r  s t r a t e g y  c o n s i s t s  o f  random s e l e c t i o n  o f  a  d e f i n e d  
e lement  and a t tachment  t o  i t o f  a  nonprovided a t t r i b u t e .  There- 
by ,  it becomes p o s s i b l e  e i t h e r  t o  con f i rm t h e  s e l f - c o n s i s t e n c y ,  
o r  t o  d i s c o v e r  a  c o n t r a d i c t i o n ,  o r  t o  s t a t e  t h e  incomp le teness  
o f  t h e  d e f i n i t i o n  p rov ided  o r i g i n a l l y  f o r  t h e  e lement .  

Another s u b r o u t i n e  c o n t a i n s  t h e  l i s t  o f  s y l l o g i s t i c  forms, 
and i t g e n e r a t e s  from randomly chosen e lements  and s y l l o g i s m s  
d i f f e r e n t  judgments, which a r e  a l s o  o f f e r e d  t o  t h e  EP f o r  con- 
f i r m a t i o n .  Also c h a i n s  o f  s y l l o g i s t i c  i n f e r e n c e s  a r e  g e n e r a t e d  
from t h i s  s u b r o u t i n e .  



~ l l  t h e  above s t r a t e g i e s  a r e  a p p l i e d  t o  expand o r  t o  c o r r e c t  
s y s t e m a t i c a l l y  t h e  l is ts o f  e lements  and a t t r i b u t e s .  Random 
g e n e r a t o r s  d e c i d e  i n  which sequence t h e  d i f f e r e n t  s t r a t e g i e s  a r e  
a p p l i e d .  For each  e lement  and p r o p e r t y ,  an e f f e c t i v e  c h a r g e  
v a l u e ,  s c a l e d  between -100 and + loo ,  i s  r e q u e s t e d  f rom t h e  EP. 
T h i s  p roduces  a p r o j e c t i o n  o f  t h e  m o t i v a t i o n a l  f i l t e r s  o f  t h e  
EP o n t o  i t s  own c o g n i t i v e  s t r u c t u r e .  Such a  k i n d  o f  m o t i v a t i o n a l  
f i l t e r  i s  o f  p a r t i c u l a r  impor tance t o  a n o t h e r  c o g n i t i v e  c a t e g o r y  
which i s  a l s o  r e q u e s t e d  from t h e  EP: change o r  t r a n s f o r m a t i o n  o f  
e l e m e n t s  o r  o f  s i t u a t i o n s .  Also t h e  f e a s i b i l i t y  o f  such  a  t r a n s -  
f o r m a t i o n ,  s c a l e d  between 0  and 1 ,  i s  asked d u r i n g  t h e  i n t e r v i e w .  

Dependent o n  t h e  f a c t  o f  whether  a  t rans fo rmed e lement  w i l l  
remain i n  t h e  o r i g i n a l  s i t u a t i o n  o r  n o t ,  t h e  change w i l l  b e  con- 
c e i v e d  a s  a n  immanent o r  a s  a  t r a n s c e n d e n t  one. I f  c e r t a i n  
e lements  a r e  d e f i n e d  a s  i n s t r u m e n t s ,  b e i n g  a b l e  t o  provoke a  
change i n  a  s i t u a t i o n ,  a s  l o n g  a s  t h e s e  i n s t r u m e n t s  i n t e r f e r e  
w i t h  t h e  s i t u a t i o n ,  t h e n  c a u s a l  c h a i n s  o f  t r a n s f o r m a t i o n s  can  b e  
forml l la ted.  C y c l i c  t r a n s f o r m a t i o n  c h a i n s  and  sets o f  such c h a i n s  
( r e l a t i o n s h i p s )  w i l l  co r respond  t o  s t a b l e  s i t u a t i o n s  ( e v e n t u a l l y  
s u b s i t u a t i o n s  o f  a  s i t u a t i o n ) .  The s i m p l e s t  c y c l i c  t rans fo rma-  
t i o n ,  t h e  f low o f  t i m e ,  c h a r a c t e r i z e s  s t a t i c  r e l a t i o n s h i p s .  

S t o r e d  t h o u g h t  s t r u c t u r e s  o f  a n  EP concern ing  two o r  more 
c o g n i t i v e  f i e l d s  and hav ing  d i f f e r e n t  m o t i v a t i o n a l  c h a r g e s  a r e  
u s e f u l  f o r  t h e  dynamic s i m u l a t i o n  o f  p r o c e s s e s  o f  s e l f - c o n t r a d i c -  
t i o n  and c o n s c i o u s n e s s .  S t o r e d  s t r u c t u r e s  o f  two o r  more EP 's  
a b o u t  t h e  same c o g n i t i o n  f i e l d  a r e  u s e f u l  f o r  t h e  s i m u l a t i o n  o f  
c o g n i t i v e  i n t e r s u b j e c t i v i t y .  

The sys tem was implemented i n  t h e  l i s t - p r o c e s s i n g  language  
SIMULA o n  t h e  CD-3300-Computer o f  t h e  U n i v e r s i t a t  Er langen-  
Niirnberg . 
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1 . Introduction 

Many programing tasks in artificial intelligence require the 
manipulation of a small data base, for example in question- 
answering and robot systems. These programs need to perform 
complex retrieval operations in the data base, and they also 
need some problem solving features. 

Question-answering systems are complex systems with the 
capability of memorizing and retrieving information and with 
the possibility of inferring new information. A characteristic 
of these systems is to have a set of procedures which makes 
them capable of giving answers which are not explicitely present 
in the data base but are logical consequences of the facts stored 
there. 

The information in the data base is not only about the facts 
but also about the relations between them; these connections 
have to be preserved in order to make the process of answer 
generation easy. 

Another important aspect of question-answering systems is 
the facility of access to the system; an input language which is 
too formalized in a way not related to the subject has to be 
avoided in order to have a system which is easy to use. 

The research in question-answering systems has been, for a 
period, related to the research in natural language understanding. 
The few results obtained at present in this difficult field and 
the computational weight of a natural language understanding 
system suggest leaving the natural language input in a question- 
answering system. 

The idea developed in this paper is to allow an input which 
is formal but natural oriented. This is a feasible input which 
allows a natural like communication with the computer and doesn't 
present theoretical and practical difficulties. 

The organization of the question-answering system in our 
proposal is discussed in three steps: 

a) Input translation: this is the process which transfer 
the input language (natural-oriented) into the internal 
language in order to allow the typical question-answering 
functions. 



b) Assertion: this is the process whose task is to 
introduce in the data base the new sentence and to 
define its links. This process must avoid the 
possibility of inconsistency in the information 
in the data base. 

C) Answer extraction: this is the process for giving as 
output an answer to a question. The search is made 
in the data base to check whether the proposition 
proposed as question is a consequence of the data base 
or is in contradiction with it, or if the information 
isn' t sufficient. 

The very crucial choice is in the programing language for 
implementing the system; these steps are easy to program if the 
"deep structure" of the input language and of the data base 
sentences are expressed in the same language used for the 
program. 

The most classical way to obtain these capabilities is based 
on first-order, predicate logic, theorem prover. The answer is 
viewed as a theorem to demonstrate and the data base is written 
in the form of expressions in the logical theory [3,8,22,231. 

A more natural internal language is a PLANNER-like language. 
The system obtained is not very general, but it is suitable for 
representing and adding information expressed as procedures. 
The question is posed in form of "goal" to achieve, and the 
answer is then obtained by success or failure. During the 
execution, the achievement of the goal is attempted by a direct 
action; if that fails, it is then attempted by the introduction 
of some lower-level goals [13]. Many experiences in this 
procedural approach are analyzed, and the approach choice is 
selected [6,17,29]. 

In section 2, the central problem of artificial intelligence, 
i.e., knowledge representation in a computer, is discussed. The 
most important directions using formal logic and programing 
languages are analyzed. 

In section 3, the project of a question-answering system 
is approached. The input language for such a system is proposed. 
The characteristics of a formal and natural-oriented language 
are outlined, and the problem of its realization is discussed. 
The implementation of a parser program is proposed as a way for 
translating the input language into the internal one. 

In section 4, the problem of the memory organization is 
discussed, and some characteristics of existent goal-oriented 
languages are investigated. In particular, the steps of 
inserting new information and of extracting answers are examined. 

Finally, in section 5, the most important research directions, 
now attempted by the authors in the general problem of 
programing tools for artificial intelligence, are proposed, and 



their relationships with question-answering systems are pointed 
out. 

In the appendix, there is a listing of a small system 
proposed as an example to this paper. 

The fundamental task of artificial intelligence is to 
represent and to use knowledge in order to automatically solve 
some problems [20]. Following the Nilsson definition, by 
reasoning in artificial intelligence we mean the major process 
involved in using knowledge-using it to make inferences and 
predictions, to make plans, to answer questions and to obtain 
additional knowledge. 

The intelligent behavior of a system is also discussed in 
an important paper by McCarty and Hayes [16]. This behavior is 
based on an internal representation of the knowledge. The 
representation must account for two facts: 

a) The factual knowledge about the world and the laws 
governing relationships and changes in it, which is the 
epistemological aspect. 

b) The pragmatic knowledge necessary for solving problems, 
which constitutes the heuristic information. 

In the design of such artificial intelligence programs, it 
is crucial to find a good formalism for this representation. 

2.1. Assertions or Procedures? 

Many recent works in artificial intelligence have been 
inspired by the discovery that a resolution-based theorem prover 
can be easily adapted to the generation of constructive answers 
to questions from data formulated in first-order predicate 
logic [ 8 ] .  

This sort of data base consists of a set of predicate 
calculus formulas. When the system is given an English sentence, 
it adds a predicate calculus formulation of the sentence to its 
data base. This method has been employed in question-answering 
systems and also in plan formation and automatic programing. 

A different approach, begun with PLANNER language, is based 
on the idea of knowledge as being procedural rather than merely 
factual. Procedural embedding [I21 means that any piece of 
knowledge has to be represented by a suitable procedure, which 
is executed by the system when it is relevant to the current 
problem. Hewitt argues that one must be able to discuss not 
just facts but also techniques for using them. This idea also 
supports the work of Winograd 1291, whose system uses assertions 
for atomic facts and procedures for expressing formulas with 
quantifiers. 



For a period, there was some controversy over whether 
knowledge should be represented assertionally or procedurally. 
The procedural approach began as one opposed to the logical 
approach; the basis of the criticism is related to the fact that 
the logical approach separates epistemological and heuristic 
information in axioms and fixed resolution strategy of theorem 
prover, while PLANNER-like languages allow one to control, 
partially or totally, the research of the solution. 

This controversy seems to be settling down now to an 
acceptance of the value of a combination of assertional and 
procedural knowledge. There is not yet a theoretical basis for 
knowledge representation because this problem is not separable 
from the problem of using this knowledge. 

Concerning heuristic information, there is also a lot of 
useful controversy about how to build intelligent systems. One 
direction is to use a universal system for all the tasks, for 
example, a theorem prover based on Robinson's resolution 
principle. An opposite proposal is to employ some adhoc methods; 
in this way each task should simply be solved by a program written 
in a suitable programing language. 

2.2 Programing Languages for Artificial Intelligence 

The programs for manipulating knowledge need to store, to 
have access to, and to manipulate lists of symbolic information. 
The first system for achieving several of these operations was 
obtained by list-processing languages, such as LISP [151. 

Another common need for solving problems is the performance 
of operations such as search, expressions retrieval, and pattern 
matching. This exigency is the basis of a new generation of 
programing languages in which some of these operations are built 
into the languages themselves [5,11,18,21,27]. The prototype of 
these systems, in which the most typical features are already 
present, is Hewitt's PLANNER. It is a substrate for special 
purpose, theorem provers. It is also more data-base oriented 
than the preceding systems, and uses the idea of associating 
procedures with relation symbols, and executes these for storage, 
retrieval, and deduction. 

Information can be represented in two different ways in 
PLANNER. First, a list of constantly called items can be stored 
in the data base by thassert function. This method is suitable 
for atomic facts which do not contain any variables or 
quantifiers. Second, information can be represented by theorems, 
i.e., programs called through pattern matching. Generally, 
theorems express laws valid in the world, and they allow 
obtaining new information from the assertions. 

A PLANNER theorem is characterized by a pattern that 
represents the meaning of the theorem and that is very important 
in the process of system activation. A two-directions deduction 
is present in PLANNER in which there are consequent and 
antecedent theorems. 



The most natural activation of a deduction process is the 
top-down, which is realized by consequent theorems. In this 
case, the theorem is written in a way that the body implies the 
pattern. If we want to demonstrate the pattern, we must execute 
with success the body of the theorem. 

A PLANNER program is activated by assigning a goal to 
demonstrate; it uses a general high-level control mechanism, 
which is similar to a nondeterministic programing approach. If 
there are some different assertions or theorem patterns which 
can match with the assigned one, the system makes an arbitrary 
choice, and maintains the possibility of making another choice 
if there is a failure. This control mechanism is used in 
PLANNER interpreter (automatic backtracking), and is also 
modifiable in some ways by the user. 

The criticism in this automatic control structure is one 
of the most interesting sources of new ideas in goal-oriented 
languages. A total user's control in his problem-solving 
strategies is realized in CONNIVER 1181,  and it is viewed as a 
central point in the project of new programing languages for 
artificial intelligence. 

For an illustration of the other existent goal-oriented 
languages, there is a useful paper by Bobrow et a1 [ I ] .  

2.3 Interpreters and Proof Checkers 

The processes of computation and deduction are substantially 
equivalent, though they often have been developed in different 
directions. The computation has been related to the construction 
of compilers and interpreters for programing languages, while 
the deduction has been developed in theorem provers for 
mathematical logic. 

According to a paper by Hayes [ 9 ]  an interpreter for a 
programing language and a theorem prover for a logical language 
are structurally indistinguishable. Theoretical results about 
this identity are present in the classical theory of computation. 

In recent years, PLANNER and then its descendents have 
proposed again, in some very new aspects, the relations between 
programing languages and predicate lagic. 

In the usual programing languages, the control information 
is sometimes represented implicitly (for example in the order 
of statements) and sometimes explicitly (for example in the 
procedure call). A conventional interpreter operates 
deterministically because it evaluates some definitions of 
functions which contain both the logical information on the 
function and the control information on the particular algorithm 
for computing that function. 

In a first approximation, the difference between a theorem 
prover program and an interpreter is that in the latter case the 



c o n t r o l  i s  p a r t  o f  t h e  i n p u t  s t a t e m e n t s ,  w h i l e  i n  t h e  former  t h e  
c o n t r o l  i s  f i x e d  i n  a  theorem-prover s t r a t e g y .  

I n  PLANNER, t h e  r e j e c t i o n  o f  t h e  theorem p r o v e r  approach 
g i v e s  r ise t o  a  c o n t r o l  s t r u c t u r e  t h a t  is, t o  a  c e r t a i n  measure,  
problem dependen t  and m o d i f i a b l e ;  a  t o t a l  d e g r e e  o f  r e s p o n s i b i l i t y  
f o r  t h e  u s e r  i n  d e f i n i n g  h i s  c o n t r o l  s t r u c t u r e s  i s  r e a l i z e d  i n  
CONNIVER [ 1 8 ] . 

W e  can  r e p r e s e n t  t h e  c o n v e n t i o n a l  meaning o f  computa t ion  
and d e d u c t i o n  i n  t h e  f o l l o w i n g  f i g u r e .  

F i g u r e  1. 

COMPUTATION 

PLANNER-like languages  c a n  b e  viewed a s  i n t e r m e d i a t e  s t e p s  
between t h e  two approaches .  

2 . 4 .  Why a Goal -Or iented Language? 

solut ion- algorithm-- 

The u s e  o f  g o a l - o r i e n t e d  languages  became p r e v a l e n t  i n  
r e c e n t  y e a r s  a s  s u i t a b l e  t o o l s  i n  v a r i o u s  a r t i f i c i a l  i n t e l l i g e n c e  
f i e l d s .  I n  p a r t i c u l a r ,  t h e s e  languages  a r e  employed f o r  
d i f f e r e n t  r e a s o n s  i n  ques t ion -answer ing  programs. 

I n  t h i s  c a s e ,  t h e  i n p u t  i s  an  a l g o r i t h m ,  i . e . ,  l o g i c a l  and 
c o n t r o l  i n f o r m a t i o n  abou t  t h e  problem. 

DEDUCTION 

Theorem 
a x i o m a t i c  solut ion- 
r e p r e s e n t a t i o n  P P r o v e r  

The i n p u t  is o n l y  t h e  l o g i c a l  i n f o r m a t i o n  abou t  t h e  problem t o  
be s o l v e d .  Theorem p rover  o p e r a t e s  i n  an  u n i v e r s a l  way, w i thou t  
u s e r - c o n t r o l  i n f o r m a t i o n .  

Compi ler  o r  
I n t e r p r e t e r  

One r e a s o n  i s  t h e i r  semant i c  power. Though some p a p e r s  
[10,141 p o i n t  o u t  t h a t  t h e  behav io r  o f  such languages  i s  ana logous  
t o  t h a t  o f  theorem p r o v e r s  f o r  f i r s t - o r d e r  l o g i c ,  t h e y  have some 
e x p r e s s i v e  advan tages .  Fo r  example,  t h e y  a r e  a  s i m p l i f i e d  n u c l e u s  
o f  h igher -o rde r  l o g i c  l anguages ,  and,  w i t h  them, one  need n o t  b e  
f o r c e d  t o  make d i s t i n c t i o n s  among p r e d i c a t e ,  f u n c t i o n ,  o r  v a r i a b l e  
symbols.  



The interest in using higher-level logics for problem-solving 
activity has been pointed out by several researchers 141. At 
the moment, there is the theoretical basis for a higher-order 
logic, theorem-prover system, but these results are not 
practicable. In using logical language, the solution is to 
simulate the higher-order logic behavior in first-order, 
predicate calculus. 

The criticism about the rigid structure of theorem provers 
caused interest in the programability of the control structure 
of the system and in implementing new systems with the richness 
of programing languages. Theorem provers can be viewed as a 
first step in this evolution of artificial intelligence systems. 

There are also some problems of efficiency, which are 
difficult to solve in classical theorem provers, and which have 
satisfiable solutions in goal-oriented languages. One of them 
is the frame problem. Though some solutions have been proposed 
1251, it is still a weak point in logic systems. 

Another important feature for a question-answering system 
is its modifiability, i.e., the degree to which new information 
modifies the system. This feature, as illustrated in another 
section, is guaranteed in a simple way by goal-oriented languages. 

3. Input Language and Translation 

The choice of the input language for a question-answering 
system has to be connected with the general problem of 
representing knowledge in a computer in order to allow some 
reasoning activities. 

In a paper by McCarthy and Hayes 1161, some possible 
criteria for adequacy of a notation are outlined, and the 
following distinction is made: "A representation is called 
epistemologically adequate for a person or a machine if it can 
be used practically to express the facts that one actually has 
about the aspects of the world. A representation is called 
heuristically adequate if the reasoning processes actually gone 
through in solving a problem are expressible in the language." 

For a question-answering system, an epistemologically 
adequate representation is, of course, the natural language, but 
there are also some other representations which are more 
suitable, we think, for the task of the question-answering system. 
For example, first-order, predicate logic or a PLANNER-like 
language are epistemologically adequate representations. 
Besides, a PLANNER-like language integrates epistemological and 
heuristic information and supplies an unique notation for 
expressing these together. 

In order to discuss the choice of the input language for a 
question-answering system, we divide the problem of representing 
data into three parts I81 : 



a )  De te rm ina t ion  of  t h e  r e l e v a n t  semant i c  c o n t e n t  o f  t h e  
d a t a .  For  example, we may d e c i d e  t h a t  t h e  s e m a n t i c s  
o f  t h e  s e n t e n c e ,  "John i s  f a t h e r  o f  J i m , "  i s  expressed  
by t h e  b i n a r y  r e l a t i o n  " f a t h e r  o f "  a p p l i e d  t o  t h e  
o b j e c t s  John and J i m .  

b )  Choice o f  a  language i n  which t o  e x p r e s s  t h i s  semant i c  
c o n t e n t .  For example w e  may u s e  t h e  n o t a t i o n  o f  
mathemat i ca l  l o g i c .  

C )  Choice o f  an i n t e r n a l  r e p r e s e n t a t i o n  f o r  t h e  language.  
For  example,  a  b i n a r y  r e l a t i o n  may be  expressed  by a  
l i s t  of t h r e e  e lements :  t h e  f i r s t  i s  t h e  name o f  t h e  
r e l a t i o n ,  and t h e  o t h e r  e l e m e n t s  a r e  arguments .  A 
c r u c i a l  f a c t o r  i n  s e l e c t i n g  t h i s  i n t e r n a l  language is  
t h a t  one must be a b l e  t o  c o n s t r u c t  an answer computat ion 
program which can  e f f e c t i v e l y  produce c o r r e c t  answers .  
For  t h i s  r e a s o n ,  t h e  problems of  i n p u t  language and o f  
i n t e r n a l  language a r e  v e r y  c l o s e l y  r e l a t e d .  

3.1 A Formal Language a s  I n p u t  

The u s e  o f  p r e d i c a t e  l o g i c  a s  i n p u t  language f o r  a  q u e s t i o n -  
answer ing system h a s  been proposed by Green, [ a ] .  H i s  system 
u s e s  a s  i n p u t  f i r s t - o r d e r ,  p r e d i c a t e  l o g i c  and,  a s  d e d u c t i v e  
mechanism, a n  i n t e r n a l  language and a theorem prover  based on 
r e s o l u t i o n  p r i n c i p l e .  

Some o f  t h e  problems t h a t  one e n c o u n t e r s  w h i l e  e x p r e s s i n g  
n a t u r a l  language i n f o r m a t i o n  i n  p r e d i c a t e  l o g i c  a r e  o u t l i n e d  by 
Sandewal l  1241. 

The f i r s t  problem i s  i n  reduc ing  t h e  n a t u r a l  language 
c o n s t r u c t i o n s ,  which a r e ,  i n  a  c e r t a i n  s e n s e ,  h igher -o rder  l e v e l ,  
t o  f i r s t  o r d e r .  

For  example, i f  we want t o  r e p r e s e n t  t h e  s e n t e n c e ,  "m i s  
e x p e n s i v e , "  by t h e  p r e d i c a t e  expens ive  ( m ) ,  t h e n  t h e  s e n t e n c e ,  
"m is  more expens ive  t h a n  p," might  be  expressed  by t h e  f u n c t i o n  
"more (expens ive )  (m,n)." M o r e  i s  a second-order  f u n c t i o n  which 
maps a  monary f i r s t - o r d e r  p r e d i c a t e  i n t o  a  b i n a r y  f i r s t - o r d e r  
p r e d i c a t e .  

The u s e  o f  h igher -o rder  l o g i c  is  u s e f u l  i n  te rms  o f  human 
u n d e r s t a n d i n g ,  b u t  i s  v e r y  d i f f i c u l t  i n  programing. 

The techno logy  o f  au tomat i c  theorem prover  h a s  been 
deve loped s l i g h t l y  i n  theorem p r o v e r s  f o r  h igher -o rder  l o g i c .  

There is a p r o p o s a l  f o r  u s i n g  t h e s e  l o g i c  t h e o r i e s  f o r  p l a n  
fo rmat ion  [41,  b u t  it i s  an e x c e p t i o n .  I n  g e n e r a l ,  t h e  tendency 
i s  t o  u s e  p r e s e n t  theorem p r o v e r s  f o r  s i m u l a t i n g  h igher -o rder  
logic. 



Also,  t h e  h igher -o rder  c o n s t r u c t i o n  i n  n a t u r a l  language 
should  be expressed  d i r e c t l y  i n  f i r s t - o r d e r  p r e d i c a t e  c a l c u l u s .  
The method i s  t o  r e e x p r e s s  what used t o  be p r e d i c a t e  a s  
i n d i v i d u a l ,  and t o  u s e  a  s imp le  a p p l i c a t i o n  p r e d i c a t e .  

The f i r s t  s e n t e n c e  o f  t h e  p r e v i o u s l y  proposed example i s  
t h e n  expressed  by, " I s  (m_, e x p e n s i v e ) ,  " and t h e  second one by, 
" i s  (m_, more than  (expens ive ,  1) ) , I' where "more t h a n "  i s  a  
f u n c t i o n  , 

more than :  { p r o p e r t i e s  x  o b j e c t s ]  - { p r o p e r t i e s ] .  

I n  t h i s  way, t h e  r e p r e s e n t a t i o n  of  s e n t e n c e s  i s  o b t a i n e d  
by t h e  d e f i n i t i o n  of a  s u i t a b l e  s e t  of  f u n c t i o n s ,  r e l a t i o n s ,  
and axioms. 

An au tomat i c  t r a n s l a t i o n  from a  s i m p l i f i e d  n a t u r a l  language 
t o  t h e  f i r s t - o r d e r  r e p r e s e n t a t i o n  i s  proposed by Sandewal l  [241. 
The well-known f rame problem i s  p r e s e n t  i n  t h e s e  fo rma l  
approaches.  S e v e r a l  a u t h o r s  have d i s c u s s e d  t h e  f rame problem 
and proposed s o l u t i o n s  f o r  it, p a r t i c u l a r l y  Raphael ,  F i k e s  and 
N i l s s o n  (1 9 7 1 ) ,  McCarthy and Hayes (1969,1971) ,  [25] .  

The s o l u t i o n  t o  t h i s  problem, o b t a i n e d  by Hewi t t  w i t h  
PLANNER, i s  v e r y  i n t e r e s t i n g  because  i n  h i s  system t h e  
r e p r e s e n t a t i o n  o f  t h e  wor ld i s  updated i n  a n  a u t o m a t i c  and 
c o m p u t a t i o n a l l y  s imp le  way. 

3.2 The N a t u r a l  Language a s  I n p u t  

The f i r s t  i n t e r e s t i n g  example o f  a  ques t ion -answer ing  
system w i t h  n a t u r a l  language i n p u t  can be viewed i n  t h e  n a t u r a l  
language unders tand ing  system of  Winograd [291. 

T h i s  system c o n t a i n s  t h e  s y n t a c t i c ,  semant i c ,  and d e d u c t i v e  
c a p a b i l i t i e s  r e q u i r e d  f o r  r e p r e s e n t i n g  i n f o r m a t i o n  a b o u t  a. wor ld 
o f  b locks .  The key i d e a ,  which i s  t y p i c a l  of  t h e  p r o c e d u r a l  
embedding t h e s i s ,  is  t h a t  d e s c r i p t i o n s  i n  E n g l i s h  can be  
t r a n s l a t e d  i n t o  d e s c r i p t i o n s  i n  t h e  form o f  programs. 

The system, w r i t t e n  i n  LISP and MICROPLANNER f o r  PDP-10, 
o p e r a t e s  w i t h  a  vocabu la ry  o f  200 words. I t  is  v e r y  i n t e r e s t i n g  
t o  examine t h e  o r g a n i z a t i o n  of  t h e  system and i t s  s t o r a g e  
a l l o c a t i o n ,  which a r e  i l l u s t r a t e d  i n  F i g u r e s  2a and 2b. 

The system o c c u p i e s  80K words of  c o r e  w i t h  a b o u t  12K words 
o f  f r e e  s t o r a g e .  A l l  t h e  i n f o r m a t i o n  n e c e s s a r y  f o r  t h e  d e d u c t i o n  
r e q u i r e s  15 ,  6K words, w h i l e  t h e  in fo rmat io?  n e c e s s a r y  f o r  
unders tand ing  t h e  n a t u r a l  language r e q u i r e s  36K words. 

An e v o l u t i o n  of  !~ l inograd 's  system can be  viewed i n  
TOPLE [171. T h i s  system a t t e m p t s  t o  unders tand  new s e n t e n c e s  
abou t  a  s imp le  wor ld by u s i n g  a  s e t  of  programs which embody a  
l o g i c a l  model of t h a t  wor ld.  I t  d o e s n ' t  d e a l  d i r e c t l y  w i t h  
E n g l i s h  s e n t e n c e s  b u t  i n t e r p r e t s  s imp le  semant i c  s t r u c t u r e s  such  
a s  might  be  produced by a  n a t u r a l  language p a r s e r .  



INPU 

DICTIONARY PROGRAMMER SEMANTIC 
FEATURES 

PLANNER DATA 

F i g u r e  2a. 

F i g u r e  2b. 

There  a r e  now many o t h e r  works o n  n a t u r a l  l anguage  
u n d e r s t a n d i n g  problem and s e v e r a l  s y s t e m s  based on a n  i n t e r n a l  
l anguage  which i s  LISP o r  PLANNER-like o r  f o r m a l  [ 24 ] .  I n  
g e n e r a l ,  t h e s e  sys tems  a r e  a b l e  t o  u n d e r s t a n d  o n l y  a s m a l l  
s u b s e t  o f  t h e  n a t u r a l  l anguage ,  and t h e r e  a r e  many prob lems,  
t h e o r e t i c a l  and  p r a c t i c a l ,  n o t  y e t  s o l v e d ,  connec ted  w i t h  t h e  
i n c r e a s e  o f  t h e s e  sys tems .  

O the r  

LISPIDISPLAY 

14.8  K 

I n t e r p r e t e r s  

26.1 K 

Knowledge o f  GRAMMAR SEMANTICS 
E n g l i s h  

22.5 K 7.3  K 15.2 K 

Knowledge o f  DICTIONARY DICTIONARY BLOCKS 
s u b j e c t  

16 .5  K 1.7 K 6.0 K 8.8  K 

Data f o r  Scene DATA DISPLAY 

2 .5  K 

T o t a l  67.6 K 14.8  K 21.2 K 15.6 K 16.0 K 

P a r s e r  

PROGRAMMER 

5.8 K 

Semant i cs  Deduc t ion  

PLANNER 

5 .5  K 



A l l  t h e  works done i n  t h i s  f i e l d  c a n  b e  i n t e r e s t i n g  f o r  a  
ques t ion -answer ing  sys tem,  b u t  t h i s  s u b j e c t  i s n ' t  t h e  main 
argument o f  t h i s  paper .  B e s i d e s ,  o u r  o p i n i o n  is  t h a t  a  n a t u r a l  
l anguage  comprehension problem i s  n o t  r e l a t e d  t o  q u e s t i o n -  
answer ing problems; i n s t e a d ,  it i s  p o s s i b l e  t o  s o l v e  t h e  
problem o f  i n p u t  i n  q u i t e  a  s a t i s f a c t o r y  way by u s i n g  a  
p a r t i c u l a r  l anguage ,  which w e  c a l l  " n a t u r a l  o r i e n t e d . "  

T h i s  " n a t u r a l - o r i e n t e d "  l anguage  m a i n t a i n s  t h e  advan tages  
o f  t h e  fo rma l  l anguages ,  s i n c e  i ts  "deep s t r u c t u r e "  is  o n e  o f  
t h e  i n t e r n a l  language.  It a l s o  h a s  t h e  advan tages  o f  t h e  
n a t u r a l  language i n  t h a t  it is  e a s y  and n a t u r a l  t o  e x p r e s s  t h e  
i n f o r m a t i o n  and t h e  q u e s t i o n s  i n  it. W e  s h a l l  now e x p l a i n  o u r  
p r o p o s a l .  

A PLANNER-like language can  be  viewed a s  a  n a t u r a l - o r i e n t e d  
language.  I n  PLANNER, i n  f a c t ,  it i s  p o s s i b l e  t o  e x p r e s s  
d i r e c t l y  some i n f o r m a t i o n  i n  n a t u r a l  l anguage  which c o r r e s p o n d s  
t 0 . a  h i g h e r - l e v e l  l o g i c ,  i . e . ,  t h e  d i s t i n c t i o n  between p r e d i c a t e  
v a r i a b l e s  and f u n c t i o n s  d o e s n ' t  e x i s t  w i t h o u t  hav ing  a  fo rma l  
l anguage  and a l l  t h e  r e l a t e d  problems. 

For  t h i s  r e a s o n ,  a  p a t t e r n  i n  PLANNER i s  v e r y  s i m i l a r  t o  
a n  e x p r e s s i o n  i n  n a t u r a l  language.  The p r e v i o u s  example c a n  
b e  e x p r e s s e d  by t h e  p a t t e r n ,  " ( r ~  IS-EXPENSIVE)" and " ( r ~  
IS-EXPENSIVE-MORE-THAN n ) . "  

The way i n  which t h e  i n f o r m a t i o n  i s  e x p r e s s e d  is  impor tan t  
f o r  t h e  d e d u c t i v e  p r o c e s s  because  e v e r y  p a t t e r n  r e p r e s e n t s  a  
p i e c e  o f  knowledge o r  is a t a g  o f  a  memory c o n t a i n e r ,  which 
a l l o w s  t h e  d e d u c t i o n  o f  t h e  i n f o r m a t i o n  e x p r e s s e d  i n  i ts  t a g .  
T h e r e f o r e ,  it i s  i m p o r t a n t  t o  have s i m p l e  p a t t e r n s  and t o  have 
t h e  p o s s i b i l i t y  o f  match ing t h e  p a t t e r n s  o f  t h e  theorems o r  
a s s e r t i o n s  w i t h  t h o s e  of t h e  q u e s t i o n s  posed t o  t h e  sys tem.  

It i s  a l s o  p o s s i b l e  t o  have a  sys tem t h a t  i s  more n a t u r a l -  
o r i e n t e d  t h a n  PLANNER w i t h o u t  i n t r o d u c i n g  t h e  problems o f  t h e  
n a t u r a l  language.  

The i d e a  o f  t h i s  i n p u t  f o r  a  ques t ion -answer ing  sys tem is  
p r e s e n t  i n  CROMOS, a  sys tem deve loped  a t  A u s t i n  [ 2 ] .  The 
i n t e r e s t i n g  a s p e c t  o f  t h i s  approach  i s  i n  t h e  t r a n s l a t i o n  from 
t h e  e x t e r n a l  t o  t h e  i n t e r n a l  l anguage .  The u s e r  g i v e s  
s t a t e m e n t s  o r  q u e s t i o n s  i n  a  s t y l i z e d  form o f  E n g l i s h .  A s i m p l e  
p a r s e r  program t r a n s l a t e s  t h e  i n p u t  i n t o  a n  i n t e r n a l  l anguage ,  
which i s  LISP, and,  a f t e r  t h e  e v a l u a t i o n ,  a  s m a l l  u n p a r s e r  
program g i v e s  t h e  o u t p u t  i n  a n  E n g l i s h  form. 

A lso  D a v i e s ' s  sys tem i s  i n t e r e s t i n g  a l o n g  t h i s  l i n e .  The 
sys tem h a s  a  v e r y  l i m i t e d  E n g l i s h  i n p u t ,  and a  p a r s e r  t r a n s l a t e s  
it i n t o  POPLER, a  PLANNER-like language  [ 5 ] .  I n  t h i s  sys tem,  
it i s  p o s s i b l e  t o  u s e  n e g a t i o n  and " q u a n t i f i e r "  words,  such  
a s :  each ,  e v e r y ,  any,  a l l ,  some, a ,  n o t ,  t h e r e  i s ,  no one ,  
someth ing,  and s o  on  [ 6 ] .  



The response to any question takes place in two stages: the 
question is compiled into a piece of program which represents 
the meaning of the question, then the program runs and generates 
the answer. The system automatically eliminates the old items 
which conflict with new statements when new information is added 
to it. In Figure 3, the sequence of the actions is illustrated. 

Action: store 

in Englis 

Figure 3. 

Along this line we are now proposing as a natural-oriented 
language the actual implementation of PLANNER, called 
MICROPLANNER, with a suitable parser program 1271 

The proposed parser can be understood looking at the parser 
-which allows the use of LISP in a more natural way, employing 
the typical words of ALGOL, in a form which is called MLISP. 

Figure 4 illustrates an example of a function in PlLISP 
and its translation in LISP. 

In a similar way, we are thinking of constructing a 
suitable parser for MICROPLANNER, which allows the reduction of 
the number of the necessary parenthesis--a very troublesome 
aspect of LISP!--and the introduction of some key words useful 
to the application of the language, such as the words introduced 
in Da.viesl s system. 

The insertion of the parser in the MICROPLANNER interpreter 
is very natural and doesn't present any particular problems. 
The fundamental loop of the interpreter is based on the 
application of the evaluation function THVAL to the READ 
expression with the values of the variables memorized in the 
stack THALIST. It is sufficient to substitute for the call of 
the function READ, the call of the function PARSER, which 
activates the program for realizing the parser. This change 
is illustrated in Figure 5. 

3.4 MICROPLANNER as Inout for a Small Question-Answering System 

We are now proposing, for example, a small system realized 
by MICROPLANNER, which memorises some information and extracts 
answers about the relationships in a family. For this system, 



UOM-STANFORD M L I S P  
BEG I N  

NEW VAR; 
VAR$ = 1 0 ;  
WHILE  VAR$ > 0 DO 

B E G I N  
P R I N T  VAR; 
VAR$ = VAR - 1 

END ; 
P R I N T  > >; 
P R I N T  >ALL DONE> 

END. 
RESTART * * * *  
L I S T  CODE? (Y OR N) 
Y 
( C S E T O  RESTART 
(LAMBDA N I L  

(PROG < VAR > 
< S E T Q  VAR 1 0  > 
< & WHILE 'PROG2 ' (GEQUAL VAR 0 )  ' 

(PROG M I L  
( P R I N T  VAR> 
< S E T Q  VAR ( S U B 1  VAR) > )  > 

< P R I N T  ' > > >  
< P R I N T  ' >ALL DONE > > ) ) )  

0 ERRORS DETECTED,  0 FUNCTIONS REDEFINED 
END M L I S P .  T I M E :  2 4 4  MSEC. 

F i g u r e  4 .  

F i g u r e  5. 

T h e r e  i s  an 
expression 

(THVAL (READ)  T H A L I S T )  

9 
V 

T h e r e  i s  a n  no expression 
t o  read? 

(THVAL ( P A R S E R )  T H A L I S T )  

presen t  loop of i n t e r p r e t e r  n e w  loop of i n t e r p r e t e r  



we have employed MICROPLANNER both as input and as internal 
language, but, at this point, we are mainly interested in the 
problem of input language, i.e., the language in which new 
information is introduced in the system and questions are 
proposed. 

The insertion of new information is realized in a standard 
way by assertions such as: 

(THASSERT ( x SON-OF y g ) ST) , 

(THASSERT (x DAUGHTER-OF y g ) ST) , 

Whose obvious meaning is: " 5 is son (daughter) of y and - z. 
The father is y, and the mother is g ."  

The symbol "ST" has the task of indicating to the system 
that it is necessary to call some suitable theorems, which are 
the "antecedent" theorems whose pattern matches the pattern of 
the assertion. In this system, there are two theorems for 
each type of assertions: 

a) One inserts in the data-base the information that "y 
is husband of g" and " g  is wife of y." (The system 
does not foresee the divorce, but it is possible to 
introduce it!) 

b) The other checks the data base in order to avoid 
inconsistency. For example, if there is the assertion, 
"x SON-OF y z," and we make the assertion, "x SON-OF 
yo 2," the system, in order to avoid inconsistency, 
erases the previous assertion and gives a message to 
the user. 

It is also possible to introduce the new information in 
many different ways by using other relationships; but, in this 
case, it is necessary to have a lot of suitable theorems in 
order to check the data base for inconsistency and also in 
order to try to express the information in the standard form. 
In fact, the standard form is very appropriate for all the 
following deductions and also for avoiding redundancy in the 
data base. 

The definitions of the relationships are yet to be defined 
in the system, but it is possible to introduce some other ones 
with some suitable theorems. We examine in the next section 
the way in which to define the theorems. 

The questions are posed to the system in the form of goals. 
It iS possible to require information about the relationships 
between different persons in different ways, and to have 
different answers. 

A typical form of the question is: 

(THGOAL ( x re1 y ) ST) , 



whose meaning is "if 5 is in the relationship rel with y ,  then 
the answer is the pattern of the goal, else the answer is 
NIL." It is important to note a limitation of the PLANNER 
system: the answer is "NIL" if the relationship isn't valid or 
if the system does not have enough information. 

Another useful form of the question is: 

(THPROG (5) (THGOAL ( 5 re1 y) ST) (THRETURN x) ) , 

whose meaning is, "if a value of x exists, by which 5 is in the 
relationship rel with y, then the answer is the value of x or 
else the answer is NIL," i.e., this form acts like an exi3tential 
quantifier on the variable x. In this case, the answer is 
determined by the expression which is the argument of the function 
THRETURN, and it is also possible to have a fuller answer. 

An interesting possibility is given also by the form: 

(THFIND (min max result) expression (varlist) 

whose meaning is, "find a list of objects whose number is at 
least equal to min and at the most equal to m s ,  obtained by 
the substitution for the variables in the expression, the 
variables which cause the program (stepl) . . (stepN) to succeed." 
The (min-max result) can be substituted, for example, by ALL 
Ohen the names of all the persons which are in the relationship 
re1 with the assigned one are required. - 

In addition, it is also possible to use some Boolean 
primitives, as THAND, THOR, THNOT, THAMONG, and THCOND, in order 
to have different combinations of the goals. 

Some shortened forms for the main functions are often 
employed, for example: 

(THASSERT) - $A 

(THGOAL) SG 

The last expression is the simplest way to indicate to the 
system the necessity of examining not only the data base of 
assertions but also the theorems. There are other ways to give 
a more precise indication to the system. For example, we can 
give the name of the theorem to use or a filter, such that only 
the assertions of theorems which pass through the filter are 
employable. These informations, which are control informations, 
permit modifying the deductive process. 

There also some other functions which are useful for the 
user. For example, THSTATE is a function which permits knowing 



the state of the data base, i-e., it gives the names of all the 
theorems and all the assertions present in the data base. It 
is also possible to require only the assertions or the theorems 
of a specified type. TIME, for example, is a function whose 
value is the total execution tine, expressed in msec. A third 
function, MEMORY, is one whose value is the number of words of 
memory currently being used from available memory. 

For the relationships illustrated in Figure 6, we have 
employed the system. (The definition of the system, the 
insertion of the informations, the questions and the answers 
with the execution time and the memory occupation are in the 
appendix . ) 

STEVEN 

DA ID - 

Figure 6. 

4. Organization of the Activity in a Question-Answering System 

In this section, we examine the problems related to the 
organization of the activity in a question-answering system, 
i.e., two fundamental steps: 

a) the introduction in the data base of new information 

b) the extraction of the answer to a question. 

These two aspects, which are related to the memory 
organization and to the deductive process, are closely related, 
and they must be considered together. A fundamental problem 
in the design of a question-answering system is to decide "what, 
how, and where" the information has to be stored in order to 
have a suitable deductive process for the answer generation. 



4.1 Memory Organization and Deduction 

An important controversy among the designers of 
question-answering systems concerns how much knowledge is 
necessary to the program. At one extreme, there are some 
researchers who insist that the program should be given only 
some fundamental premises from which it must derive every bit 
of intermediate knowledge necessary in order to arrive at an 
answer. At the other extreme, there are some researchers who 
think that the programs must be explicitly provided with 
answers to all problems. 

We think that it isn't possible to give a unique solution 
to these choices because in every system there are different 
problems and different requirements that determine its 
structure; also the computer and the programing language 
employed, the amount of data, the type of questions, etc., have 
to be considered. 

In order to clarify this question it is important to 
emphasize the distinction between a general and a special-purpose 
question-answering system. 

The goal in designing a special purpose question-answering 
system is to achieve good performance, measured in terms of 
running speed and memory utilization. In this case, the best 
approach is to construct a special data base and subroutines 
optimized for the particular area. 

A general question-answering system, on the other hand, 
has to be constructed in such a way as to allow the addition 
of varied subject areas, and also to permit this during the 
process of answering a question. In this case, the main problem 
is not the optimization of time and memory [ E l .  

We can consider a question-answering system based on an 
internal language such as predicate calculus and on a theorem 
prover as a general system in the sense that the user must 
provide only the factual knowledge about his domain and not 
the control knowledge about the subroutines which operate on 
the data base. 

A question-answering system based on an internal language 
such as P L A N N E R  is considered, on the contrary, as a special 
purpose system because the particular procedures necessary for 
every domain have to be written, and the user can organize his 
data base and the deductive process in the best way. 

We don't consider now the totally special purpose systems, 
i-e., the systems totally constructed for a particular problem, 
because the internal language, the whole memory organization, 
and the deductive subroutines are designed for the particular 
domain and aren't employable for other domains. 

We think that the second approach based on a language such 
as P L A N N E R  is the most suitable for a question-answering system 



because it unifies the flexibility and modifiability, typical 
of a general system, with the possibility of optimization given 
by the introduction of the control information and by the 
elimination of the problems connected with the use of the formal 
logic. 

An important problem is related to the inconsistency of 
the information stored in the data base. In formal logic 
systems, the new information is checked for consistency before 
acceptance, while in nonformal systems there are no controls, 
and this task is given to the user. 

Another important problem is related to the average amount 
of computation necessary to answer a question. One obvious 
measure of difficulty is the average distance of the answer 
from the question, measured, for example, in terms of the 
number of steps of inference necessary. This measure can be 
called depth of the question [ E l .  

Another factor contributing to the search effort is the 
number of different questions that are answerable. Here we 
again find the initial controversy about the amount of 
information necessary to the system, and also the relation 
between the memory organization and the deduction process, which 
is the fundamental subject of this section. 

In fact, to increase the number of different questions 
answerable, without increasing the depth of questions, it is 
possible to increase the size of the data base, or else to 
expand the capabilities of the answer computation mechanism, 
or at least to find a reasonable compromise between the two 
possibilities. 

A very interesting feature is also the degree to which new 
information modifies the system. As the new information is 
entered, the performance of the system is modified. The new 
information can have an effect on how the questions are 
answered; for example: 

a) The new information provides the answer to a new 
question. 

b) The new information provides the information needed 
to get the answers to a new class of questions. 

C) The new information provides a new procedure for 
answering a class of questions. 

dl The new information modifies the representation of the 
information. 

e) The new information modifies the strategies of the 
program. 

The modifiability is realized in a very simple way in a 
system based on a PLANNER-like language. This aspect will be 
illustrated later. 



4.2 Features of LISP and MICROPLANNER 

In LISP, there is an interestinq feature which permits 
memorizing of relations between different objects and which 
can be proposed as an example of the memory organization. 

This feature is related to the use of the property list 
(p-list). In LISP, in fact, each atom can have a list of 
properties, i.e., a list of couples (indicator, value) which 
characterize the atom. 

When we have a relation such as, "Jane, daughter of 
Gerald and Kate," we may place on the p-list of the atomic sym- 
bol, "Jane," the value, "(Gerald Kate)," under the attribute 
"daughter." The atomic symbol provides an entry point to the 
information, "Jane daughter of Gerald and Kate." The first 
argument of the relation, "Jane," is not stored explicitly 
with the relation, but is implied by the fact that the 
attribute-value pair occurs on the p-list of "Jane." 

It is clear, at this moment, that in this way it is easy 
to find the information about the parents of Jane, but it is 
difficult to find the information necessary for answering a 
question about the name of "the daughter of Gerald." It is 
necessary, therefore, to have some cross references. This idea 
is on the basis of the memory organization in MICROPLANNER. 

Assertions and patterns are stored on a list on the p-list 
of the items which appear in them; thus each item points to 
all the assertions and theorems in which it appears. Occurrences 
of variables are stored on the global atom named THVRB, just 
as if THVRB were an item at each variable occurrence. 

An assertion is consigned to NIL or to something that is 
a property of the assertion. For example the assertion, 

(THASSERT (JANE DAUGHTER-OF GERALD KATE) ) , 

yields the structure ((JANE DAUGHTER-OF GERALD KATE)) which 
appears within the property of the items JANE, DAUGHTER-OF, 
GERALD and KATE under the attribute THASSERTION. 

All the assertions or all the theorem names which have 
assertions or patterns of a certain length and which have an 
occurrence of a certain item at the same position within their 
assertions or patterns are on a list which is prefixed with 
two integers. The first integer is the length of the assertions 
or patterns, and the second integer is the count of the 
assertions or theorem names in this list. In the previous 
example, we have in the p-list of the atom DAUGHTER-OF: 

( 4  1 ( (JANE DAUGHTER-OF GERALD KATE) 1 )  . 
If we have defined a theorem FATHER, whose pattern is 

(15 FATHER-OF y), we find, in the p-list of the atom FATHER-OF, 



the structure--(3 1 FATHER). 

All the previous structures which have a certain item 
occurring in the same position are posed in another list, 
prefixed with an integer which is the occurrence position of 
that item. In the example we have, 

( 2 (4 1 ( (JANE DAUGHTER-OF GERALD KATE) ) ) ) 

( 2  (3 1 FATHER) ) . 
At the end, all these lists are kept sorted into one of 

four possible lists, with a NIL consigned on the front, depending 
on whether the occurrence came from an assertion or from one 
of the three kinds of theorems. In this way, we have the 
structures which are illustrated in the appendix. 

The deductive process in MICROPLANNER is closely related 
to this memory organization. The mechanism for the deduction 
is in the theorems of CONSEQUENT type. Each theorem of 
CONSEQUElIT type is characterized by a pattern, like (5  FATHER-OF 
y ) ,  and by a sequence of instructions, as in the previous 
example, (THOR (THGOAL (y SON-OF x z)) (THGOAL ( y  DAUGHTER-OF 
x_ 2 ) ) ) .  The theorem is written in a way such that "the body 
implies the pattern"; if we want to demonstrate the truth of 
the pattern, we must demonstrate, i.e., execute succesfully, 
the body of the theorem. 

Every step of the theorem is an instruction whose 
evaluation gives "success" or "failure" as result. The 
possibility of accomplishing successive deductions is given 
because it is possible with these instructions to call other 
theorems. It is possible also to guide the search process by 
giving some information about the theorems to call. 

When a question is posed to the system in form of goal, 
the system researches by pattern matching among the assertions 
(and later among the theorems) the piece of knowledge which 
allows the question to be answered. If there are different 
assertions or theorems whose pattern matches the one of the 
goal, the system makes an arbitrary choice, backing up and 
trying another automatically if one of them leads to a failure. 
In this process the importance of the organization of the 
knowledge previously discussed is particularly clear. 

The solution proceeds normally in top-down or goal-oriented 
way. It reduces problems to subproblems, with the goal of 
reducing the original problem to a set of solved subproblems. 

There is also the possibility of bottom-up behavior. In 
this case, new assertions are derived from the old ones with 
the goal of deriving a solution of the original problem. This 
behavior is realized by the use of ANTECEDENT theorems and of 
ERASING theorems, but it isn't suitable from the point of view 



of memory and of time. In general, the CONSEQUENT theorems 
are employed for making the deductions, while the ANTECEDENT 
theorems allow expanding an assertion and ERASING an erasure. 

From the point of view of the modifiability, a MICROPLANNER 
system is very flexible in a natural and simple way. 

a) With the introduction of a new assertion, it can provide 
the answer to a new question. 

b) With the introduction of a new theorem, it can provide 
the answer to a new class of questions. 

C) With the introduction of a new theorem, whose pattern 
is the same as an existent one, it can provide a new 
procedure for answering a class of questions. 

d) With the request of erasing present information 
(assertion or theorem) or of modifying it, it can 
modify the representation. 

e) With the request of modifying a theorem, it can modify 
the strategies of the program. 

4.3. Organization of a Small Question-Answering System 

The proposed system, which allows answering questions 
about the relationships in a family, is totally realized in 
MICROPLANNER (compiled version) and runs on UNIVAC 1108. 

The knowledge is memorized in: 

a) assertions, which define the relationships "SON-OF" 
and "DAUGHTER-OF", 

b) theorems of CONSEQUENT type, which allow deducing the 
other relationships on the basis of the informations 
supplied by the assertions, 

C) theorems of ANTECEDENT type, which define the relation 
"WIFE-HUSBAND" and which check the data base for 
inconsistencies. 

An interesting feature of this system is related to the 
inconsistency problem. This is a very difficult problem to 
solve in MICROPLANNER because the system isn't a formal 
system and therefore doesn't provide this analysis. In this 
case, the choice of having a standard form for the assertions 
in input allows us to define a suitable ANTECEDENT theorem 
which erases the assertion nonconsistent with the newly introduced 
one and gives a message to the user. 

In the appendix, this system is shown with particular 
attention given to the execution times, memory occupation and 



organization, and with some questions and their related answers. 

There is another important note: the way in which the 
theorems are defined is very important for the deductive process. 
Below is a simple example. 

We can define a theorem GRANDFATHER in this way: 

(PUT 'GRANDFATHER' 'THEOREM' (THCONSE (X Y - 2) 
(5 GRANDFATHER-OF y) 

(THGOAL (5 FATHER-OF 2) ST) 

(THOR (THGOAL (Z - FATHER-OF y) ST) 

(THGOAL (z MOTHER-OF y) ST) ) ) ) , 

or in this way: 

(PUT 'GRANDFATHER' 'THEOREM' (THCONSE (5 Y 5 V_ W_) 

(5 GRANDFATHER-OF y) 

(THGOAL (z w PARENTS-OF y) ST) 

(THOR (THGOAL (z SON-OF x - v) - ) 

(THGOAL (w DAUTHTER OF 5 1) ) , 

for achieving the goal: 

(THFIND ALL x (X) (THGOAL (x_ GRANDFATHER-OF ROBERT) ST) ) . 
With the first t h ~ o r ~ m ,  99 subgoals are activated, while with 
the second only 6. 

5. Conclusions and Further Goals 

There are now two important directions for developing the 
outlined results. The first one is based on an improvement of 
the existent systems in order to have a more suitable system 
for the question-answering problem. 

In this paper, we have not discussed a complete question- 
answering system, but only some ideas for organizing such a 
system, and we have shown some choices for the internal and 
external language. The implementation of the proposed language 
can be obtained by writing a parser program, which allows a 
natural-oriented input language. A simple syntax is sufficient 
in order to have a reasonable facility for the user, and there 
are no theoretical difficulties. 

Further important goals can be outlined not only for the 
question answering, but also for a general improvement of the 
artificial intelligence software. 

At the moment, we are thinking of inserting the parser 
program in MICROPLANNER interpreter, but our intention also is 



to employ another language equipped with a richer and more 
programable control structure. For this reason, we are now 
studying the use of MAGMALISP [19], a LISP-like language with 
a general control structure implementing the Bobrow and 
Wehbreit model for control structures. 

MAGMALISP is intended as a machine language for artificial 
intelligence. Its use can produce some interesting results 
because it is possible, for example, to write in it an 
interpreter of a simple goal-oriented language whose behavior 
is very similar to the CONNIVER one. 

The interest is in the fact that the writing of this 
interpreter is simpler in MAGMALISP than in conventional LISP. 
In this way, it is possible to have a tool which acts like the 
bulk of CONNIVER, but which is simpler and therefore, 
intelligible. We remember that a very important problem of 
CONNIVER is related to its semantics [7]. 

The second direction is related to the project of new 
systems, and it is based on some new results obtained in 
software and in computational logic. 

The results are related to the analysis of the relations 
between computation and deduction, given by Kowalsky [14], and 
to the investigation of the sematic meaning of the representation 
furmalism by Hayes [I 01. 

In order to obtain a new qualitative step in software, it 
can be useful to formalize some concepts of model logic; this 
idea is proposed again by the implementation of FOL [28], a 
nonresolution theorem prover, which also can be applied to 
some extensions of the predicate calculus. The mechanization 
of nonclassical logics is then proposed again. 

The criticism in classical theorem provers and the 
experience in goal-oriented languages and control structures 
models also can be a useful basis for the implementation of a 
new goaloriented language--one semantically more rich than 
first-order, predicate logic, more rigorous than PLANNER [97], 
and with a programable control structure which can interact 
with the factual information. 
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Appendix 

?THE VALUE IS THE NUMBER OF WORDS OF MEMORY CURRENTLY BEING USED 
? FROM AVAILABLE MEMORY 
(MEMORY) 

VALUE : 
2 

EXPRESSION TO EVALUATE: 
? THE VALUE IS THE TOTAL EXECUTION TIME IN MSEC 
(TIME) 

VALUE : 
9 

EXPRESSION TO EVALUATE: 
? THE VALUE IS THE OCTAL ADDRESS OF THE LAST WORD OF MEMORY 
? CURRENTLY ALLOCATED TO THE SYSTEM 
(GROW) 

VALUE : 
1057774 

EXPRESSION TO EVALUATE: 
(LOAD ' (LISP. PLNR) ) 

VALUE : 
PLNR LOADED 

EXPRESSION TO EVALUATE: 
? THE SYSTEM ADD 30 BLOCKS OF 512 WORDS TO THE MEMORY AVAILABLE 
(GROW 30) 

VALUE : 
1437774 

EXPRESSION TO EVALUATE: 
(PLNR) 

THVAL : 
? THIS IS A METHOD FOR KNOWING THE STATE OF THE DATA-BASE 
? THERE ARE NO INFORMATIONS IN THE DATA BASE 
(THSTATE ) 

VALUE : 
DONE 

THVAL : 
(MEMORY ) 



VALUE : 
1 0 0 6 3  

THVAL : 
(PUT ' FATHER 'THEOREM ('L'HCONSE (X Y Z )  
( (THV X) FATHER-OF (THV Y)  ) 
(THOR (THGOAL ( (THV Y)SON-OF (THV X) (THV 2 ) ) )  

(THGOAL ( (THV Y) DAUGHTER-OF (THV X) (THV 2 ) ) ) ) ) )  ) ) ) )  

VALUE : 
FATHER 

THVAL : 
(MEMORY) 

VALUE : 
1 0 1  75 

THVAL : 
? THE THEOREM I S  MEMORIZED I N  THE P-L IST OF THE ATOM FATHER 
(GET 'FATHER 'THEOREM) 

VALUE : 
(THCONSE (X Y Z)  ( (THV X) FATHER-OF (THV Y) ) (THOR (THGOAL 
( (THV Y) SON-OF ( (THV Y) DAUGHTER-OF (THV X )  (THV Z)  ) ) ) ) 

THVAL : 
? THE THEOREM I S  NOT ASSERTED. THERE I S  NO INFORMATION I N  THE 
? P-L IST  OF THE ATOM, WHOSE NAME I S  I N  THE PATTERN OF THE THEOREM 
(GET 'FATHER-OF 'THCONSE) 

VALUE : 
N I L  

THVAL : 
(THASSERT FATHER) 

VALUE : 
FATHER 

THVAL : 
(MEMORY ) 

VALUE : 
1 0 3 2 8  

THVAL : 
? WHEN THE THEOREM I S  ASSERTED THERE I S  AN INFORMATION STORED 
? I N  THE P -L IST  OF THE ATOM FATHER-OF UNDER THE INDICATOR VALUE 
(GET FATHER-OF THCONSE) 

VALUE : 
( N I L  ( 2  ( 3  1 FATHER) ) )  



THVAL : 
? FOR THE VARIABLES THE SYSTEM EMPLOYES AN UNIQUE ATOM, WHOSE 
? NAME I S  THVRB 
(GET ' THVRB ' THCONSE ) 

VALUE : 
( N I L  ( 3  ( 3  1 FATHER))  ( 1  ( 3  1 FATHER) ) )  

THVAL : 
? T H I S  I S  A METHOD FOR KNOWING THE STATE OF THE DATA-BASE OF 
? THEOREMS THCONSE 
(THSTATE STC)  
(FATHER) 

VALUE : 

DONE 

THVAL : 
(TIME) 

VALUE : 
9 4 9  

THVAL: 
(PUT 'MOTHER 'THEOREM ' (THCONSE (X Y Z )  
( (THV X) MOTHER-OF (THV Y) ) 
(THOR (THGOAL ( (THV Y) SON-OF (THV Z )  (THV X) ) ) 

(THGOAL ( (THV Y) DAUGHTER-OF (THV 2 )  (THV X) ) ) ) ) ) ) ) ) ) 

VALUE: 
MOTHER 

THVAL : 
(TIME) 

VALUE: 
9 6 6  

THVAL : 
(THASSERT MOTHER) 

VALUE : 
MOTHER 

THVAL : 
(TIME) 

VALUE : 
9 7 6  

THVAL : 
(GET ' THVRB ' THCONSE) 



VALUE : 
( N I L  ( 3  ( 3  2 MOTHER FATHER) ) ( 1  ( 3  2 MOTHER F A T H E R ) ) )  

THVAL : 
(MEMORY) 

VALUE : 
1 0 6 6 3  

THVAL : 
( T I M E )  

VALUE : 
989 

... t h e r e  a r e  t h e  d e f i n i t i o n s  o f  t h e  o t h e r  theorems 

THVAL: 
(MEMORY ) 

VALUE : 
1 3 6 2 0  

THVAL : 
( T I M E )  

VALUE : 
1 4 3 5  

THVAL : 
? T H I S  IS  A METHOD FOR KNOWING THE STATE O F  THE DATA-BASE O F  
? THEOREMS THCONSE 
(THSTATE $TC)  
(AUNT) 
(UNCLE ) 
(FATHER- IN-LAW) 
(SON-IN-LAW) 
(DAUGHTER- IN-LAW) 
(S ISTER- IN-LAW)  
(BROTHER- IN-LAW) 
(GRANDSON) 
(GRANDDAUGHTER) 
( N I E C E )  
(NEPHEW) 
(COUSIN)  
(GRANDFATHER) 
(GRANDMOTHER) 
(BROTHER) 
( S I S T E R )  
(MOTHER) 
(FATHER) 
(PARENTS ) 



VALUE : 
DONE 

THVAL : 
? T H I S  I S  A METHOD FOR KNOWING THE STATE OF THE DATA-BASE OF 
? THEOREMS THCONSE (THSTATE STA) 
(DCHECK) 
(scHECK) 
(WIFE) 
(HUSBAND) 

VALUE : 
DONE 

THVAL : 
(MEMORY ) 

VALUE : 
1 4 8 6 0  

THVAL : 
(TIME) 

VALUE : 
1 7 9 6  

THVAL : 
($A (SCOTT SON-OF IRA CAROL ) S T )  

VALUE : 
( (SCOTT SON-OF IRA CAROL) ) 

THVAL : 
(MEMORY) 

VALUE : 
1 5 2 5 1  

THVAL : 
(TIME) 

VALUE : 
1 8 4 4  

THVAL: 
(GET ' SON-OF ' THASSERTION) 

VALUE : 
( N I L  ( 2  ( 4  1 ( (SCOTT SON-OF IRA CAROL) ) ) ) ) 

THVAL: 
? T H I S  I S  A METHOD FOR KNOWING THE STATE OF THE DATA-BASE OF 
? ASSERTIONS 
(THSTATE THASSERTION) 
( (SCOTT SON-OF IRA CAROL) ) 



VALUE : 
DONE 

THVAL : 
(MEMORY) 

VALUE : 
1 5 3 4 1  

THVAL : 
(TIME) 

VALUE : 
1 9 0 6  

THVAL : 
(GET 'SON-OF 'THASSERTION) 

VALUE : 
( N I L  ( 2  ( 4  1 ( (SCOTT SON-OF IRA CAROL) ) ) ) ) 

THVAL : 
($A ( I R A  SON-OF ALAN JANE ) $I') 

VALUE : 
( ( I R A  SON-OF ALAN J A N E ) )  

THVAL : 
($A (SYLVIA DAUGHTER-OF ALAN JANE) S T )  

VALUE : 
( (SYLVIA DAUGHTER-OF ALAN JANE ) ) 

THVAL : 
($A (JAMES SON-OF STEVEN MARY ) S T )  

VALUE : 
( (JAMES SON-OF STEVEN MARY) ) 

THVAL : 
($A (ANNE DAUGHTER-OF DONALD SUSAN) $T)  

VALUE : 
( (ANNE DAUGHTER-OF DONALD SUSAN) ) 

THVAL : 
($A ( IRENE DAUGHTER-OF DONALD SUSAN) S T )  

VALUE : 
( ( I R E N E  DAUGHTER-OF DONALD SUSAN))  

THVAL : 
($A (JACK SON-OF AARON MARGY) S T )  



VALUE : 
( ( JACK SON-OF AARON MARGY))  

THVAL : 
($A (ALAN SON-OF PATRICK MAY) ST) 

VALUE : 
( (ALAN SON-OF PATRICK MAY))  

THVAL : 
($A ( J A N E  DAUGHTER-OF GERALD KATE) S T )  

VALUE : 
( ( J A N E  DAUGHTER-OF GERALD K A T E ) )  

THVAL : 
($A (DAVID SON-OF CARL S Y L V I A )  S T )  

VALUE : 
( (DAVID SON-OF CARL S Y L V I A )  ) 

THVAL : 
($A (SAUL SON-OF CARL S Y L V I A )  S T )  

VALUE : 
( (SAUL SON-OF CARL S Y L V I A )  ) 

THVAL : 
($A ( JOHN SON-OF CARL S Y L V I A )  S T )  

VALUE : 
( ( JOHN SON-OF CARL S Y L V I A )  ) 

THVAL : 
($A (CAROL DAUGHTER-OF J A C K  I R E N E )  S T )  

VALUE : 
( (CAROL DAUGHTER-OF JACK I R E N E )  ) 

THVAL : 
($A ( J A N E T  DAUGHTER-OF J A C K  I R E N E )  S T )  

VALUE : 
( ( J A N E T  DAUGHTER-OF J A C K  I R E N E )  ) 

THVAL : 
($A (ROBERT SON-OF JACK I R E N E )  S T )  

VALUE : 
( (ROBERT SON-OF J A C K  I R E N E )  ) 

THVAL : 
(THPUTPROP ' J A N E T  ' J A Y  ' W I F E )  



VALUE : 
JANET 

THVAL : 
(THPUTPROP ' J A Y  ' J A N E T  'HUSBAND) 

VALUE : 
JAY 

THVAL : 
? I N  T H I S  WAY I T  IS  P O S S I B L E  TO HAVE A TRACE OF THE THEOREMS, 
? ASSERTIONS ERASURES AND BREAKPOINTS 
(THTRACE THEOREM THGOAL THASSERT THERASE THBKPT) 

VALUE : 
T 

THVAL: 
(,$A (CARL SON-OF J 1 M  MARY) ,$TI 
>ASSERTING A1 : (CARL SON-OF J I M  MARY) 

>THANTE SCHECK: (CARL SON-OF J I M  MARY) 
>GOAL G 2 :  (CARL SON-OF (THV F )  (THV M) ) 
<G2 SUCCEEDED: ( (CARL SON-OF J I M  MARY))  
<G2 F A I L E D  

<SCHECK F A I L E D  
>THANTE HUSBAND: (CARL SON-OF J I M  MARY) 
<HUSBAND SUCCEEDED: THNUVAL 

<A1 SUCCEEDED 

VALUE : 
( (CARL SON-OF J I M  MARY) ) 

THVAL : 
(,$A (CARL SON-OF JAMES ANNE ) g!T ) 
>ASSERTING A3 :  (CARL SON-OF JAMES ANNE) 

>THANTE SCHECK: (CARL SON-OF JAMES ANNE) 
>GOAL G 4 :  (CARL SON-OF ( T l N  F )  (THV M I )  
< G 4  SUCCEEDED: ( ( C A R L  SON-OF JAMES ANNE) )  
<G4 SUCCEEDED: ( ( C A R L  SON-OF J I M  MARY)) 
>ERASING E 5 :  (CARL SON-OF J I M  MARY) 
< E 5  SUCCEEDED 
>BKPT B 6 :  THE ASSERTION CARL SON-OF J I M  MARY HAS BEEN ERASED 

<SCHECK SUCCEEDED: THNOVAL 
>THANTE HUSBAND: (CARL SON-OF JAMES ANNE) 
<HUSBAND SUCCEEDED: THNOVAL 

<A3  SUCCEEDED 

VALUE : 
( (CARL SON-OF JAMES ANNE) ) 

THVAL : 
(THSTATE) 
( (DAVID SON-OF CARL SYLVIA)  ) 
( ( J O H N  SON-OF CARL S Y L V I A ) )  



( (SAUL SON-OF CARL SYLVIA) ) 
((JAMES SON-OF STEVEN MARY)) 
( (CAROL DAUGHTER-OF JACK IRENE) ) 
( (JANET DAUGHTER-OF JACK IRENE) ) 
( ( IRENE DAUGHTER-OF DONALD SUSAN) ) 
(MOTHER- IN-  LAW) 
(AUNT) 
(UNCLE) 
(FATHER- IN-LAW) 
(SON-IN-LAW) 
(DAUGHTER- IN-LAW) 
(SISTER-IN-LAW) 
(BROTHER- IN-LAW) 
(GRANDSON) 
(GRANDDAUGHTER) 
(NIECE ) 
(NEPHEW) 
(COUSIN) 
(GRANDFATHER) 
(GRANDMOTHER) 
(BROTHER) 
( S I S T E R )  
(MOTHER) 
(FATHER) 
(PARENTS ) 
(DCHECK ) 
(SCHECK) 
(WIFE)  
(HUSBAND) 
( (SCOTT SON-OF IRA  CAROL)) 
( ( I R A  SON-OF ALAN J A N E ) )  
((ROBERT SON-OF JACK IRENE) )  
( (JACK SON- OF AARON MARGY ) ) 
( (ALAN SON-OF PATRICK MAY) ) 
( ( J A N E  DAUGHTER-OF GERALD KATE))  
( (CARL SON-OF JAMES ANNE))  
((ANNE DAUGHTER-OF DONALD SUSAN))  
( (SYLV IA  DAUGHTER-OF ALAN J A N E ) )  

VALUE : 
DONE 

THVAL : 
(MEMORY) 

VALUE : 

21 202 

THVAL : 
(TIME) 

VALUE: 
2834 



THVAL : 
(THPROG (V Z )  (THGOAL ( (THV V)  (THV Z)  PARENTS-OF JACK) S T )  
(THRETURN ( L I S T  (THV V)  (THV Z ) ) )  1 )  ) ) ) )  1 )  1 ) )  
>GOAL G7 :  ( (THV V)  (THV Z)  PARENTS-OF JACK) 

>THCONSE PARENTS: ( (THV V)  (THV Z)  PARENTS-OF JACK) 
>GOAL G8: (JACK SON-OF (THV X) (THV Y) ) 
<G8 SUCCEEDED: ((JACK SON-OF AARON MARGY)) 

<PARENTS SUCCEEDED: THNOVAL 
<G7 SUCCEEDED: ((AARON MARGY PARENTS-OF J A C K ) )  

VALUE : 
(AARON MARGY) 

THVAL : 
(MEMORY) 

VALUE : 
2 1  6 0 2  

THVAL: 
(TIME) 

VALUE : 
2 8 8 8  

THVAL : 
(THUNIRACE THEOREM THGOAL THASSERT THERASE THBKPT) 
(THBKPT T N I L )  
(THERASE T N I L )  
(THASSERT T N I L )  
(THGOAL T N I L )  
(THEOREM T N I L )  

VALUE : 
T 

THVAL : 
(THFIND ALL (THV X) (X)  ($G ( (THV X)GRANDFATHER-OF ROBERT) S T )  ) 

VALUE : 
(DONALD AARON) 

THVAL : 
(MEMORY) 

VALUE : 
2 2 1  2 5  

THVAL : 
(TIME) 

VALUE : 
2 9 7 0  



THVAL : 
($G ( I R A  BROTHER-IN-LAW CARL) $TI  

VALUE : 
( ( I R A  BROTHER- I N  -LAW CARL)  ) 

THVAL : 
($G (JOHN COUSIN-OF SCOTT)  S T )  

VALUE : 
( ( JOHN COUSIN-OF SCOTT)  ) 

THVAL : 
(THPROG (V )  (SG ( (THV V )  MOTHER-IN-IAW S Y L V I A )  S T )  (THRETURN (THV 

V ) ) ) ) )  

VALUE : 
ANNE 

THVAL : 
( T H F I N D  ALL (THV X )  (X )  ($G ( (THV X)BROTHER-OF DAVID)  S T )  ) 

VALUE : 
(SAUL JOHN)  

THVAL : 
( T H F I N D  ALL  (THV X)  (X )  ( $G  ( (THV X) NEPHEW-OF DONALD) ST) ) 

VALUE : 
N I L  

THVAL : 
($G (JAMES UNCLE-OF CAROL) S T )  

VALUE : 
( ( J A M E S  UNCLE-OF CAROL) )  

THVAL : 
($G ( S Y L V I A  NIECE-OF I R E N E )  $T I  

VALUE : 
N I L  

THVAL : 
($G (CARL NEPHEW-OF I R E N E )  S T )  

VALUE : 
( ( C A R L  NEPHEW-OF I R E N E ) )  

THVAL : 
(MEMORY ) 

VALUE : 
28926  



THVAL : 
(TIME) 

VALUE : 
3 8 7 6  

THVAL : 

: STOP 
END L IST.  TIME: 3 8 7 9  MSEC. 



An Experimental Environment for the Implementation 

of Question-Answering Systems 

Georg Nees 

1.  Introduction 

Question-answering systems (QASs) can be defined as advanced 
information retrieval systems which are distinquished by the fol- 
lowing special features: 

a) Input to and output from the QAS is formulated in subsets 
of a natural language. 

b) A structured data base conserves the knowledge, which 
has been fed to the QAS in the form of explicit input 
sentences or which has been gathered by the QAS by help 
of its inductive and deductive capabilities. 

C) The QAS answers queries by searching its data base for a 
direct answer, or by considering the query sentence as a 
theorem which has to be proved using the data base as an 
axiom system. Thus it follows that the QAS must possess 
searching and/or theorem-proving apparatus. 

Information exchange with the QAS happens by way of dialogs. 
It is feasible, therefore, to consider QASs as special artificial- 
intelligent dialog systems. This paper describes a general tech- 
nique for the construction of intelligent dialog systems which is 
based on the following assumptions and demands: 

a) Very often there is a thesaurus of algorithms already 
available that are qualified to serve as building stones 
of a dialog-system-kit, e.g., a theorem prover might 
exist that is strong enough to deliever the necessary 
inferential power for the dialog or QA system. The task 
is then to assemble the parts of the kit and to frame them 
by a dialog-organizing routine. It is desirable that at 
least sometimes noncomputer scientists should be able to 
perform this task. Hence, the implementation method must 
be comfortable, and the implementation language should be 
easy to learn. 

b) In most cases, noncomputer scientists are the people who 
order the needed dialog system. Experience proves that 
it is necessary that the orderer share in the responsi- 
bility for the features of the system in order to minimize 
later complaints. Very often the dialog behavior is the 



feature of the system which is decisive for its practi- 
cal usability. Therefore, the source code has to be 
explained to the orderer on a macroscopic level. If this 
is possible, the source code can be used as the obliga- 
tory text for documentation. 

C) The implementation language will have modes of expression 
rich enough to enable the analysis of complicated input 
texts. 

Item (a) can be fulfilled by making the implementation langu- 
age as simple as, e.g., the language BASIC. Item (b) leads to the 
use of the description of dialogs by state diagrams [ 3 1 .  States 
are mapped onto labels in a DIABAS program. A simple situation 
M (i.e., a state or vertex M) in a dialog will be taken as an 
example, where a set of keywords controls the branching of the 
program. 

For example, the input 'Bonn' has a jump to label Bonn as 
its consequence, etc. Figure 1 shows the graphical representation 
as well as the translation of this situation to DIABAS by means of 
a switch statement. 

Finally, item (c) is fulfilled by DIABAS by the structure of 
any DIABAS program, which is a system of procedures where one 
procedure may call another one quite arbitrarily, e.g., recur- 
sively. 

The DIABAS compiler translates the source code to an inter- 
mediate language called Dzs, which is evaluated by interpretation. 
The Dzs procedures are reentrant and the procedure body is strictly 
separated from its corresponding data block. This allows the con- 
struction of a control mechanism that does not follow a stack 
discipline. Section 5 deals with a mechanism of this kind. 

2. Syntax and Semantics of Dialog Systems 

DIABAS procedures analyze the input line in a dialog and start 
processes accordingly. The set of algorithms, which are controlled 
in this way, together with data structures interacting with them, 
is called the semantical base. There is a unique interface between 
the DIABAS procedure and the semantical base that consists of an 
integer array of suitable length. The front segment of this array 
contains the input text. Figure 2 shows the structure of the 
DIAGIP system in a way which is independent of any special imple- 
mentations. The system is portable, especially when coded, e.g., 
in FORTRAN IV. 

The semantical base is called by statements of the format 

(1 Basis (P, , . . . ,pn) , 

where n may be g .  A consequence of a call (1) is the storing of 
p l ,  ...,pn in the upper half of the interface. In a FORTRAN 



' BONN ' Bonn 

Erlangen 

Essen 

PIuenchen 

procedure Stadt (x) ; &x; 

... 
M : 

switch x = ('BONN1)/Bonn,- 
( ' ERLANGCN ' ) /Erlangen, - 
('ESSEN')/Essen,- 
( 'MUENCHEN ' ! /Muenchen; go to N; 

... 
Bonn: Basis(1); ... 
... 
Erlangen: Basis(2); ... 
... 
Essen: Basis ( 3 )  ; . . . 
. . . 
Pluenchen: Basis(4); ... 
... 
El: ... 

Figure 1 .  



Interpreter 

v 

Algorithms 

of the 

Semantical Base 

Semantical Base 

Figure 2. 



environment, a DIABAS application might have the structure shown 
in Figure 3, where the common-area Eegist is identical with the 
interface. 

3. The Language DIABAS 

The left column of Table 1 shows the primitive DIABAS state- 
ments. The right column contains the translation to Dzs. 

Every DIABAS procedure begins with a line 

(1) procedure P (ql ,.. . ,qn) ; 

where P is the procedure name. The parameter list in (1) may be 
empty. Names of parameters and other variables may consist of 
as many significant characters as one likes, a feature which is 
very important for the easy understandability of the program text 
Every procedure is finished by the full-stop character. The 
procedure head (1) is followed by a sequence of declarations of 
the local variables 

where Vi is of the structure V or V(n), where n is nonnegative. 
For example, in the case of the declarations 

the corresponding data block will contain the registers 

Hence it follows that the array, determined by an indexed variable, 
begins with place 8 .  At the same time, every variable is an array 
so that, e.g., 

is meaningful and has as its consequence the storing of the address 
of the string 'ABC' in place D(1). Every variable may be indexed 
by any other variable or by an integer constant. If, for example, 
(A has the value 3, then A(A) addresses B (see (3) and (4) ) . 

Besides local declared variables, every procedure has access 
to global variables, denoted by $j, where j is an integer. The 
value of $j is the content of register j of the interface to the 
semantical base (see Figure 2). 

The DIABAS statements in Table 1 are almost self-explanatory. 
If declaration (3) is valid, then, e.g., 

is equivalent to, 



( 2 )  program Diagip 

common Regist 

integerx2 Regist (1 999) 

... 
call Interp 

... 
end 

subroutine Interp 

C This is the Dzs-Interpreter 

. * .  

call Basis (p l  , . . . ,pn) 

... 
end 

subroutine Basis 

common Regist 

integerx2 Regist (1 999) 

C Conditioned calls 

C of procedures P I ,  ..., Pk 

C follow 

. . . 
Call P 1  

. . . 
Call Pk 

. . . 
end 

Figure 3. 



Table 1. Primitive DIABAS statements and their translations 
to the intermediate language Dzs. 

2. Assignments 

z = x  

z (a) = x 

x = z (b) 

x(a) = z (b) 

x = z (b. .c) 

x(a) = z(b..c) 

z = (AfA) where A is string- 
quote, f string 

z(a) = (AfA) 

DIABAS 

1. Counters 

+ n,x 

- n,x 

3. Unconditioned j ~ v p s  

GOT0 g 

GOSUB q(pl ,.. . ,pk) where 

k = g is allowed 

BASIS (pl , . . . ,pk) where 

k = 8 is allowed 

RETURN 

Dz s 

lBlnrx 

1 1  ,n,x 

4. Conditioned jumps 

(x.W.y)GOTO g 

(x(a) .W.y)GOTO g 

(x.W.y(b) )GOT0 g 

(x (a) .1g. y (b) ) GOT0 g 

(x.W.y(b. .c) )GOT0 g 

(x(a) .W.y(b. .c) )GOTO g 

(x.W(AfA) )GOT0 g 

(x(a) .W. (AfA) )GOTO g 

6,z,aIx,b,c 

7,z,h where h is the 
string f 

8,z,a,h 
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Table 1 (continued) . 

DIABAS 

5. Input statements 

GET 

6. Output statements 

PUT x(a..b) 

Out h 

*Af A 

7. Stop statement 

STOP 

Dz s 

9 4 

96,x,a,b 

95,h 

95,h 

788 



GOSUB calls another procedure by call by name. GET gets the 
next input line. PUT prints the text which is stored character 
by character in the places a to b. OUT(h) prints the string which 
is addressed by h. 

Figure 4 shows a DIABAS program that checks the correctness 
of a bracketing, the semantical base being empty in this case. 
A general feature of DIABAS is the equivalence of $ to $1; this 
is used in the third line of Figure 4. The highest procedure in 
a hierarchy of DIABAS procedures is called by the interpreter 
itself. In the program of Figure 4, the codings 44, 41, 48 are 
used for the characters ( '  , I) ' , I .  I .  The DIABAS system is using 
its own character code, which results from the enumeration of the 
sequence of characters, 

beginning at 8. 

Table 2 contains the remaining two nonprimitive DIABAS state- 
ments which are translated into sequences of Dzs instructions 
(see section 4.1). A nonprimitive DIABAS statement is used in 
Figure 4, a switch in Figure 1. 

Table 2. Nonprimitive DIABAS statements. 

1. Bonprimitive conditioned jumps 
(--- .W.---Is where s is nonconditioned 

2. Switch 
SWITCH X = el/gl ' 0 .  rek/qk 

4. The Intermediate Language Dzs and Its Interpretation 

4.1 The Intermediate Language 

The DIABAS compiler takes DIABAS procedures as input and 
generates Dzs procedures as output. Table 1 shows the primitive 
statements and their translation into Dzs instructions. Each 
primitive statement is mapped onto one Dzs instruction. Nonprimi- 
tive statements are mapped onto sequences of Dzs instructions. 



*PROCEDURE RNIMEN; &S 
* $ 5 8 8  = - I ;  GET; GOSUB KG; 
*S = $ ( $ s a g ) ;  ( S . E Q . 4 8 )  GOT0 KORREKT; 
* *  ( ' ZU V I E L E  RECHTE K W 8 4 E R N  ' ) ; STOP;  
*KORREKT: * ( KLIUIIMERGEBIRGE KORREKT ' ; STOP. 

*PROCEDURE KG; &S 
*A: + 1 , 9 5 8 8 ;  ( $ 5 8 8 . G T . 7 2 )  GOT0 ERROR; 
*s = $ ( $ s a g ) ;  ( s - E R . ~ ~ )  GOTO DOWN; 
* ( S . E Q . 4 1 )  GOT0 UP; ( S . E Q . 4 8 )  RETURN; GOT0 A; 
*DOWN: * ( ' D O W N 1 ) ;  GOSUB KG; GOT0 A; 
*UP: * ( ' U P 1 ) ;  RETURN; 
*ERROR: * ( ' ZU WEEJIG RECHTE KLAMMERN' ) ; STOP.  

* ( ( I .  
DOWN 
DOWN 
UP 
ZU WENIG RECHTE KLAE'UIERN 

* ( X O  )Y. 
DOWN 
DOWN 
UP 
UP 
UP 
ZU V I E L E  RECHTE KLPlQ.lERN 

* o .  
DOWN 
UP 
KLAWILERGEBIRGE KORREKT 

- - 

F igu re  4 .  



Branching operations of the format 

are nonprimitive. In (I), s must be neither a conditioned jump 
nor a switch; W is one of the six conditions EQ, NE, LEI GE, LT, 
GT that are mapped one by one onto the integers w = 1 to w = 6 
(see Table 1) . 

For any W, let Q be the negation of W. Statements (1) are 
mapped onto the Dzs equivalent of the sequence 

A very comfortable nonprimitive statement is the switch 

which is mapped onto 

The translations (2) and (4) of (1) and (3) are advantageous 
because their consequence is a shorter running-time of the Dzs 
program if some branching coadditions of the corresponding source 
statement are not fulfilled. This can, for example, be seen in 
the case of the switch 

The statement which follows (5) is reached at once if the string 
to be compared with does not begin with an 'H'. 

Every Dzs instruction in Table 1 begins with an operator, 
which is followed by no or some operands. Each operator or operand 
is stored in exactly one machine word. The implementation for the 
SIEIIENS 4004/151 computer is tuned to halfwords, i.e., 16-bit-bytes. 
DIABAS is suited also for cross-compilations, especially to mini- 
computers which use a 16-bit-word. Certainly the target computer 
of ths cross-compilation must be able to lodge a DIABAS inter- 
preter, perhaps in the form of firmware. 

4.2 The Structure of the Dzs-Procedure - - - - . - - - - - 

The structure of any procedure in the Dzs-intermediate lan- 
guage, is the following: 

(1) Word 9 :  begin-token 
1 to 3: procedure-name 



address 1 of last word 
address of first instruction 
address c of the pool of constants 
length s of the data block 
address of last parameter (in the data 
block, beginning with B) 
reserved for later use 
instructions 
constants 
end token 

The storage block (I), consisting of 1 + 1 words, is called 
procedure block. The procedure block consists of the procedure 
head (words jJ to 12), the instruction block (words 13 to c-1), 
the constant block (words c to 1-1 ( and the end token. Any use 
of the term procedure, as far as we deal with the intermediate 
language Dzs, is to be prefixed by "intermediate-" or "Dzs-" by 
definition. 

During the time in which the Dzs interpreter has access to 
a procedure, the content of the procedure block is never changed. 
All variables or addresses of variables, which are used by the 
procedure, are stored in a data block that has a length of s 
words. When a procedure has been called and is running, there is 
an incarnation of the procedure defined, which can be considered 
to be the ordered pair of the procedure block and a data block. 
If coroutines or collateral processes are organized by the DIABAS 
mechanism, there may exist many incarnations for some procedures 
at interpreting time. 

As an example for a DIABAS-procedure consider 

(2) *PROCEDURE P (A) ; GB (1 ) ; 
*(A.EQ. ('DM')) GOT0 El; B = 1322; A = B; 
*RETURLJ; M: $2 = 9999; RETURN . 

The compiled version (augmented by some comment in DIABAS) of 
(2) is 

(3) B.. - 
1.. 
2.. 
3.. 
4.. 
5.. 
6.. 



RETURN 
M: $2 = 9999 

RETURN 
CODE 
OF ' DM ' 

Any data block used by (3) consists of s = 3 words: 

The address 0 of the single parameter A in the data block (4) 
is equal to the address of the last parameter in this special 
case, which address can be found in word 8 of (3). The information 
of whether a variable is a parameter or not is used by the inter- 
preter for its organizing the procedure calls by name. 

It should be mentioned that the constant block, which begins 
at word 28 of (3), is used multiply. The two words which code the 
string 'DM' are at the same time constants addressed by words 19 
and 26. In Dzs, constants are discriminated by a minus-sign 
prefix. Word 25 contains the address of the global variable $2. 
If $n is global, then -(n + 30000) is the Dzs address of Sn. 

4.3 The Compiler and the Interpreter 

A closer inspection of Table 1 will prove that the implemen- 
tation of a compiler from DIABAS to Dzs can be very easily done. 
The 4004-DIABAS-compiler is written in FORTRAN IV. 

In order to understand the working of the interpreter, one 
has to know some details of the way procedure blocks and data 
blocks are stored. Both types of data areas are contained in a 
one-dimensional array, which is called main stack. The main stack 
has the following structure: 

(1) area of the global variables 

area of the data blocks 

area of the procedure blocks . 



If the interpreter is implemented in a higher programming 
language, then one and the same symbolic index can address any of 
the three different types of data in the main stack: on the one 
hand global variables, parameters, and local variables in the 
data blocks, on the other hand constants in the procedure blocks. 
By way of the differentiation of addresses, which was explained in 
section 4.2, the interpreter can decide, for any address, in which 
part of the main stack the addressed piece of data is situated. 

Before the interpreter starts, all procedure blocks are 
input to the main stack. The procedure name of each procedure is 
entered in the list of procedure names, together with the address 
of the procedure in the main stack. If a p>ocedure call 

occurs, at first the address of the procedure block, which belongs 
to PI  is taken from the list of procedure names. In a second 
step, the interpreter finds in word number 7 of the procedure block 
the length of the data block wanted. Hence, the interpreter is 
able to claim space for the data block on the main stack. In a 
third step, the address of the data block of the calling procedure 
and the value of the instruction counter of the interpreter is 
stacked. 

5. An Escape-Resume blechanism 

When communicating with the computer, it is often desirable 
to be able to escape one spot of operation and to go elsewhere, 
at a later time to be able, however, to resume and to continue the 
previous work at the old state of completion. Such a situation 
can be described in a slight extension of the hitherto version of 
DIABAS. If, for example, control went to a procedure q by a call 

it is possible to initiate inside q an escape by an instruction 

(2 ESCAPE k . 
In (2), k is the identification of the k-th escape-resume 

mechanism organized in this way since starting the program. Figure 
5 shows the scheme of the control and data flow that has to be 
handled. The numbers in the small circles count the successive 
steps to be performed : 

2 A data block for q is claimed on the stack of data 
blocks 

3 The return address of the GOSUB is stacked 

C Control goes to procedure q 



Figure 5. Escape mechanism identified by k. 

: COSUB q( ... ) - a Return- 
- 

a: . . . address stack 

3 

O:::]-: q: . ... v 

c3 0: E S W E  k- 

b : . . .  @I 
0 

data blocks Heap of 
data blocks 

- 
*k 

a - 
b - 

- 

Table of 

escape- 

quadruples 

L 4 ~  h @ 
COPY 

Stack of 

Data block 
for q 

b 



5 ESCAPE k 

6 A quadruple is claimed on a heap, and k is 
stored 

7 The return address a is transferred to the quadruple 

8 The return address stack is popped up 

9 A resume address b is transferred to the quadruple 

10 The data block of q is copied to a heap of data 
blocks 

1 1  The stack of data blocks is popped up 

12 The address of the new data block of q is transferred 
to the quadruple 

13 Control goes back to the procedure which called q 

In this, moment q is transformed from a subprocedure to a copro- 
cedure . 

If at a later stage control will resume at state b in the 
coprocedure, the operations shown in Figure 6 must take place: 

2 By a search on the table of quadruples (which is a 
heap) for k, the resume address b is found 

3 So is the data block of coprocedure q which has been 
retained 

4 Control goes to the coprocedure. 
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PLATON - A Mew Programing Language 

f o r  N a t u r a l  Language A n a l y s i s  

Makoto Nagao and J u n - I c h i  T s u j i i  

1. I n t r o d u c t i o n  

I n  t h i s  p a p e r ,  w e  d e s c r i b e  a  new programing language  which 
i s  d e s i g n e d  t o  make t h e  w r i t i n g  o f  n a t u r a l  l anguage  grammars 
e a s y .  A s i m p l e  s t r u c t u r a l  a n a l y s i s  program u s i n g  t h i s  l anguage  
i s  g i v e n  a s  an example.  There  a r e  two key i s s u e s  i n  a n a l y z i n g  
n a t u r a l  language by computer:  o n e  i s  how t o  r e p r e s e n t  t h e  
knowledge (semant i cs ,  p r a g m a t i c s )  and t h e  s t a t e  ( c o n t e x t )  o f  
t h e  wor ld .  The o t h e r  is t o  program techno logy  a p p r o p r i a t e  t o  
t h e  s y n t a x - s e m a t i c s ,  s y n t a x - c o n t e x t  i n t e r f a c e .  The p o i n t  i n  
d e s i g n i n g  a  programing language  is  t o  make such  programing 
less p a i n f u l .  

T r a d i t i o n a l  sys tems,  which r e p r e s e n t  grammars a s  a  set o f  
r e w r i t i n g  r u l e s ,  u s u a l l y  have poor  c o n t r o l  mechanisms, and 
f l e x i b l e  i n t e r a c t i o n s  between s y n t a x  and o t h e r  components 
c a n n o t  b e  e x p r e s s e d  i n  them. On t h e  o t h e r  hand, t h e  sys tems  i n  
which r u l e s  o f  grammars a r e  embedded i n  p r o c e d u r e s  make it 
p o s s i b l e  t o  i n t e r m i x  t h e  s y n t a c t i c  and s e m a n t i c  a n a l y s e s  i n  
an  i n t i m a t e  way. However, t h e s e  sys tems  a r e  a p t  t o  d e s t r o y  t h e  
i n t e l l i g i b i l i t y  and r e g u l a r i t y  o f  n a t u r a l  l anguage  grammars 
because  i n  t h e s e  sys tems  b o t h  t h e  r u l e s  and t h e i r  c o n t r o l  
mechanisms a r e  c o n t a i n e d  i n  t h e  same programs. 

R e c e n t l y  v a r i o u s  sys tems  f o r  n a t u r a l  l anguage  a n a l y s i s  
have been deve loped.  T. Winograd 's  "PROGRAMMER" i s  a  t y p i c a l  
example o f  p r o c e d u r e - o r i e n t e d  sys tems .  I n  t h i s  sys tem,  
s y n t a c t i c  and o t h e r  components a r e  a b l e  t o  t a l k  t o g e t h e r  
c l o s e l y  i n  t h e  c o u r s e  o f  a n a l y z i n g  s e n t e n c e s .  Bowever, d e t a i l s  
o f  t h e  program a r e  l o s t  i n  t h e  r i c h n e s s  o f  t h i s  i n t e r a c t i o n .  
LINGOL, deve loped  by V.  P r a t t  a t  MIT, is a  language  a p p r o p r i a t e  
t o  t h e  syn tax -semant i cs  i n t e r f a c e .  With LINGOL, it is  e a s y  
t o  w r i t e  grammars i n  t h e  form o f  r e w r i t i n g  r u l e s .  The TAUM 
group  a t  Mon t rea l  U n i v e r s i t y  h a s  evo lved  a programing language  
named System-Q, i n  which e x p r e s s i o n s  o f  trees ( s t r i n g s  and 
l i s ts  o f  them) c a n  b e  matched a g a i n s t  p a r t i a l  e x p r e s s i o n s  
( s t r u c t u r a l  p a t t e r n s  ) c o n t a i n i n g  v a r i a b l e s ,  and t h e y  c a n  b e  
t r a n s f o r m e d  i n  a n  a r b i t r a r y  way. The augmented t r a n s i t i o n  
network  ( ATN ) proposed by W. Woods g i v e s  a good framework 
f o r  n a t u r a l  l anguage  a n a l y s i s  sys tems .  One o f  i t s  most 
a t t r a c t i v e  f e a t u r e s  i s  i ts clear d i s t i n c t i o n  between grammar 
r u l e s  and t h e  c o n t r o l  mechanism. W e  c a n  e v o l v e  t h e  model by 
a d d i n g  v a r i o u s  f a c i l i t i e s  t o  i t s  c o n t r o l  mechanism. 



This model has the following merits: 

a) It provides power of expression equivalent to 
transformational grammars. 

b) It maintains much of the legibility of the context-free 
grammars . 

C) Rules of a grammar can be easily changed. So we can 
improve them through a trial and error process while 
writing the grammar. 

d) It is possible to impose various types of semantic and 
pragmatic conditions on the branches between states. 
By doing this, close interactions between syntax and 
other components can be easily accomplished. 

It, however, has the following shortcomings, especially 
when we apply it to the parsing of Japanese sentences: 

a) It scans words one by one from the leftmost end of an 
input sentence, checks the applicability of a rule, 
and makes the transition from one state to another. 
This method is well suited for English sentences. 
But because the order of words and phrases in Japanese 
sentences are relatively free, it is prefer'ible to 
check the applicability of a rule by a flexible 
pattern-matching method. 

b) Without a pattern-matching mechanism, a single rewriting 
rule of an ordinary grammar is to be often expressed 
by several numbers of rules belonging to different 
states in Woods ' ATN-parser . 

C) ATN-model essentially performs a kind of top-down 
analysis of sentences. Therefore, how it recovers 
failures of its predictions is one of the most difficult 
problems. Wood's ATN-parser seems to pay no attention 
to this problem. 

Considering these factors, we developed PLATON (Programing 
Language for Tree Operation), which is based on the ATN-model 
and has various additional capabilities such as pattern matching, 
flexible backtracking, and so on. As in System-Q and LINGOL, 
PLATON's pattern-matching facility makes it easy to write a 
rewriting rule. Moreover, it extracts substructures from the 
inputs and invokes appropriate semantic and contextual checking 
functions which may be arbitrary LISP functions defined by a 
user, and arguments of which are the extracted substructures. 

A backtracking mechanism is also necessary for language 
understanding as well as for other fields of artificial 
intelligence. During the analysis, various sorts of heuristic 
information should be utilized properly. At each stage, the 
information which may be driven from the syntactic, semantic, 
or contextual consideration may give an ureliable criterion, 



b u t  t h e  r e s u l t  which f u l f i l l s  a l l  t h e  c r i t e r i a  w i l l  be  a  c o r r e c t  
one. The program may choose e a c h  t i m e  t h e  most s a t i s f a c t o r y  
r u l e  from many c a n d i d a t e s  by c e r t a i n  c r i t e r i a  a t  hand. But 
i n  f u r t h e r  p r o c e s s i n g ,  i f  t h e  c h o i c e  is  found t o  be  wrong by 
o t h e r  c r i t e r i a ,  t h e  program must be  a b l e  t o  b a c k t r a c k  t o  t h e  
p o i n t  a t  which t h e  r e l e v a n t  d e c i s i o n  was made. I n  PLATON, w e  
can  e a s i l y  set up a r b i t r a r y  numbers of  d e c i s i o n  p o i n t s  i n  t h e  
program. And i f  t h e  p r o c e s s i n g  r e s u l t s  i n  some f a i l u r e ,  t h e  
c o n t r o l  w i l l  come back t o  t h e  p o i n t s  r e l e v a n t  t o  t h e  c a u s e  o f  
t h e  f a i l u r e .  

2 .  Pat tern-Match ing 

Before p roceed ing  t o  t h e  d e t a i l e d  d e s c r i p t i o n  o f  t h e  
s p e c i f i c a t i o n s  o f  PLATON, it i s  n e c e s s a r y  t o  e x p l a i n  t h e  
r e p r e s e n t a t i o n  scheme of i n p u t  s e n t e n c e s  and parsed  trees. The 
p r o c e s s  o f  a n a l y z i n g  a  s e n t e n c e ,  rough ly  speak ing ,  may be 
regarded  a s  t h e  p r o c e s s  o f  t rans fo rm ing  a n  o r d e r e d  l i s t  o f  words 
t o  a  t ree s t r u c t u r e ,  which shows e x p l i c i t l y  t h e  i n t e r r e l a t i o n s h i p s  
o f  each word i n  t h e  i n p u t  s e n t e n c e .  Dur ing t h e  p r o c e s s ,  trees 
which co r respond  t o  t h e  p a r t s  a l r e a d y  ana lyzed  and l i s ts  which 
have n o t  been p rocessed  y e t  may c o e x i s t  t o g e t h e r  i n  a  s i n g l e  
s t r u c t u r e .  W e ,  t h e r e f o r e ,  should  be a b l e  t o  r e p r e s e n t  such  a  
c o e x i s t i n g  s t r u c t u r e  o f  trees and l ists. A l i s t  s t r u c t u r e  means 
one i n  which t h e  o r d e r  o f  e lements  i s  n o t  changeab le .  On t h e  
o t h e r  hand, a  tree s t r u c t u r e  c o n s i s t s  of  a  s i n g l e  r o o t  node and 
s e v e r a l  nodes which a r e  t i e d  t o  t h e  r o o t  by d i s t i n g u i s h a b l e  
r e l a t i o n s .  Because such  r e l a t i o n s  between t h e  r o o t  and t h e  
o t h e r  nodes a r e  e x p l i c i t l y  s p e c i f i e d ,  t h e  o r d e r  o f  nodes i n  a  
tree, e x c e p t  t h e  r o o t  which is  supposed t o  be  p laced  on t h e  
l e f t m o s t  end i n  o u r  e x p r e s s i o n ,  i s  changeab le .  D i f f e r e n t  
match ing schemes shou ld  be  a p p l i e d  on trees and l is ts.  

Now we show t h e  fo rma l  d e f i n i t i o n  o f  such  a  c o e x i s t i n g  
s t r u c t u r e .  The < s t r u c t u r e >  i s  t h e  fundamenta l  d a t a  s t r u c t u r e  
i n t o  which a l l  o f  t h e  o b j e c t s  p rocessed  by PLATON must be 
t rans fo rmed.  H e r e a f t e r ,  w e  c a l l  it s imply  s t r u c t u r e .  

Formal d e f i n i t i o n  o f  < s t r u c t u r e >  i s  a s  f o l l o w s .  

<tree> :: = 'node; I (<node> < b r a n c h e s > )  

<branch>  :: = ( ' r e l a t i o n /  <free>) 

<node> :: = /list/lARBITRARY LISP-ATOM 

< r e l a t i o n /  :: = ARBITRARY LISP-ATOM 

A s imp le  example f o l l o w i n g  t h i s  d e f i n i t i o n  i s  shown i n  
F i g u r e  1. Two l i s t s  which have t h e  same e lements  b u t  a  d i f -  
f e r e n t  o r d e r  o f  them--for example, (*A B C and ( *  A C B ) -- 



should be regarded as different structures. On the contrary, 
two tree structures such as ( A ( R1 B ) ( R2 C 1 )  and 
( A ( R2 C ) ( R1 B ) )  are regarded as being identical. Besides 
the usual rewriting rules which treat such strings, structural 
patterns which contain variable expressions are permitted in 
PLATON. PLATON-interpreter matches such structural patterns 
against the structure under processing, and checks whether the 
specified pattern is found in it. At the same time, the variables 
in the pattern are bound to the corresponding substructures. 

Variables in patterns are indicated as :X ( X is an 
arbitrary LISP atom ) ,  and the following parts can be expressed 
by variables in the above definition of 'structure>: 

a) arbitrary numbers of <structures>, that is to say, 
list elements in the definition of <list> (Figure 2, 
example 1) . We can also specify the number of list 
elements by using the variables :X + number. For 
example, the variable :K2 will match with two elements 
in a list. 

Figure 1. Expression of Structure in PLATON. 

Coexisting Structure of 

Trees and Lists 

b) arbitrary numbers of <branches>, in the definition of 
<tree> Figure 2 example 2) . 

Corresponding Expression 

in PLATON 

C) <tree> in the definition of <branch> Figure 2, 
example 3). 

We shall call such structural patterns <structure-l>. By means 
of using the same variable several times in a pattern, we can 





e x p r e s s  a  s t r u c t u r e  i n  which t h e  same s u b s t r u c t u r e  a p p e a r s  i n  
two o r  more d i f f e r e n t  p l a c e s .  The c h a r a c t e r  ! i n  a  l i s t  
i n d i c a t e s  t h a t  t h e  n e x t  e lement  f o l l o w i n g  t h e  c h a r a c t e r  i s  
o p t i o n a l .  

3 .  B a s i c  O p e r a t i o n s  o f  PLATON 

A grammar, g e n e r a t i v e  o r  a n a l y t i c a l ,  wh ichever  it may be,  
i s  r e p r e s e n t e d  as a d i r e c t e d  g raph  w i t h  l a b e l e d  states and 
b ranches  i n  which t h e r e  is one  d i s t i n g u i s h e d  sta te  c a l l e d  t h e  
s t a r t  s t a t e ,  and a d i s t i n g u i s h e d  set o f  states c a l l e d  f i n a l  
states. Each b ranch  i s  a r e w r i t i n g  r u l e  and h a s  t h e  f o l l o w i n g  
e l e m e n t s  : 

a )  a p p l i c a b i l i t y  c o n d i t i o n s  o f  t h e  r u l e ,  t y p i c a l l y  
r e p r e s e n t e d  as a s t r u c t u r a l  p a t t e r n ,  

b )  a c t i o n s  which must be e x e c u t e d ,  i f  t h e  r u l e  is 
a p p l i c a b l e ,  

c )  s t r u c t u r a l  p a t t e r n  i n t o  which t h e  i n p u t  s t r u c t u r e  
shou ld  b e  t rans fo rmed .  

Each s t a t e  h a s  s e v e r a l  numbers o f  Dranches o r d e r e d  a c c o r d i n g  t o  
t h e  p r e f e r e n c e  of  t h e  r u l e s .  When t h e  c o n t r o l  jumps t o  a state,  
it c h e c k s  t h e  r u l e s  a s s o c i a t e d  w i t h  t h e  state one by one u n t i l  
it f i n d s  a n  a p p l i c a b l e  r u l e .  I f  s u c h  a  r u l e  i s  found,  t h e  
i n p u t  s t r u c t u r e  i s  t rans fo rmed  i n t o  a n o t h e r  s t r u c t u r e  s p e c i f i e d  
by t h e  r u l e ,  and t h e  c o n t r o l  makes t h e  s t a t e  t r a n s i t i o n .  

I n  a d d i t i o n  t o  t h e  above b a s i c  mechanism, t h e  sys tem i s  
prov ided  w i t h  push-down and pop-up o p e r a t i o n s .  I n  
a p p l y i n g  a  r u l e ,  s e v e r a l  s u b s t r u c t u r e s  a r e  e x t r a c t e d  from t h e  
whole s t r u c t u r e  by v a r i a b l e  b i n d i n g  mechanisms o f  p a t t e r n  
match ing,  and e a c h  is a n a l y z e d  from a d i f f e r e n t  state (push-d0v.n). 
A f t e r  e a c h  i s  a n a l y z e d  a p p r o p r i a t e l y ,  t h e  c o n t r o l  w i l l  come back 
t o  t h e  suspended r u l e  and c o n t i n u e  t o  e x e c u t e  it (pop-up) .  
Using t h e s e  o p e r a t i o n s ,  embedded s t r u c t u r e s  c a n  b e  e a s i l y  
hand led  ( F i g u r e  3 )  . 

Tab le  ? shows t h e  fo rma l  d e f i n i t i o n  o f  a grammar o f  PLATON. 
I t  shows t h a t  b r a n c h e s  o r  r e w r i t i n g  r u l e s  i n  an  ATN-parser 
c o r r e s p o n d  t o  s i x - l e t s ,  t h a t  is,  <peon>, < s t r x > ,  <con> ,  ( < t r a n s > ) ,  
( < a c t s > ) ,  and < e n d > ,  < s t r x >  o f  a  r u l e  c o r r e s p o n d s  t o  t h e  l e f t  
s i d e  o f  a  r e w r i t i n g  r u l e  and i n d i c a t e s  a  s t r u c t u r a l  p a t t e r n  on 
.~rhich t h e  r u l e  is a p p l i c a b l e .  BY d e f i n i t i o n ,  < s t r x >  is,  

D e f i n i t i o n  a ) / ,  shows t h a t  t h e  r u l e  is a p p l i c a b l e  whatever  t h e  
s t r u c t u r e  under  p r o c e s s i n g  is. The v a r i a b l e s  used i n  < s t r u c t u r e - l >  
a r e  bound t o  c o r r e s p o n d i n g  s u b s t r u c t u r e s  when t h e  match ing 
succeeds .  The r e s u l t  o f  example 1 i n  F i g u r e  2 i n d i c a t e s  t h a t  
t h e  v a r i a b l e  : K is bound t o  t h e  s u b s t r u c t u r e  ( *  (B(R1 C) ) D )  . 



Figure 3 .  S t a t e  diagram. 



Table 1. Formal definition of grammar in PLATON. 

<errorp> :: = (<failure-message><act><pros>) 

<pros> : : = <pro> 1 <pro><pros> 

<pro> :: = (EXC <trans>) I (TRANS (<state-name><stry>)) 

<end> :: = (NEXT <state-name><stry>) 

( (NEXTB <State-name><stry>) 

I (POP <stry>) 1 (FM <failure-message>) 

<acts> :: = I<act><acts> 

<act> : : = <form> I (SR <register-name><form>) 

I (SU <register-name><form>) 

1 (SD <register-name><form>) 

<strx> :: = <structure-l>[/ 

<stry> :: = <structure-2>/ 

<pcon>,<con> :: <form> 

<form> : : = (GR <register-name>) I (GV <variable-name>) 

I (TR <structure-2>) I (TR / )  (ARBITRARY LISP FORM 

<variable-name> :: = :X(X is an arbitrary LISP-atom.) 

<register-name> :: = /X(X is an arbitrary LISP-atom.) 



The scope o f  t h i s  b ind ing  is l i m i t e d  t o  t h e  i n s i d e  of t h e  
r u l e .  The same v a r i a b l e  name i n  d i f f e r e n t  r u l e s  h a s  d i f f e r e n t  
i n t e r p r e t a t i o n s .  I n  t h i s  s e n s e ,  :X-type v a r i a b l e s  i n  
< s t r u c t u r e - l >  a r e  c a l l e d  l o c a l  v a r i a b l e s .  On t h e  o t h e r  hand, 
we c a n  s t o r e  c e r t a i n  k i n d s  o f  r e s u l t s  of a  r u l e  i n  r e g i s t e r s  
and r e f e r  them t o  d i f f e r e n t  r u l e s .  These k i n d s  o f  v a r i a b l e s ,  
which we c a l l  r e g i s t e r s ,  a r e  r e p r e s e n t e d  by symbols / X ( X  i s  an 
a r b i t r a r y  LISP a t o m ) .  

Bes ides  t h e  p a t t e r n  match ing,  <peon> and <con> can a l s o  
check t h e  a p p l i c a b i l i t y  o f  a  r u l e .  C e r t a i n  p a r t s  of t h e  
r e s u l t s  o f  p r e v i o u s  r u l e s  a r e  c o n t a i n e d  i n  r e g i s t e r s ,  n o t  i n  
s t r u c t u r e .  W e  c a n  check t h e  c o n t e n t s  o f  t h e s e  r e g i s t e r s  by 
u s i n g  <peon>-part f u n c t i o n s  such a s  GR,  GU, and s o  on ( t h e s e  
f u n c t i o n s  a r e  l i s t e d  i n  Tab le  2)  and o t h e r  L ISP- funct ions which 
were d e f i n e d  by t h e  u s u a l  L ISP- funct ion,  DEFINE. 

W e  c a n  check semant ic  and c o n t e x t u a l  c o o r d i n a t i o n  between 
s u b s t r u c t u r e s  by u s i n g  a p p r o p r i a t e  f u n c t i o n s  i n  < c o n > - p a r t  o f  
a  r u l e .  Semant ic  and c o n t e x t u a l  a n a l y s e s  canno t  be expressed  
i n  t h e  form of  a  s imp le  r e w r i t i n g  r u l e .  These a n a l y s e s  r e q u i r e  
d i f f e r e n t  frameworks, such a s  l e x i c a l  i n f o r m a t i o n  o f  words which 
may r e p r e s e n t  t h e  knowledge o f  t h e  wor ld ,  and a  c o n t e x t u a l  one 
which may e x p r e s s  t h e  s t a t e  o f  t h e  wor ld.  W e  can  u s e  a r b i t r a r y  
LISP-forms i n  < c o n > - p a r t ,  a c c o r d i n g  t o  whichever semant i c  and 
c o n t e x t u a l  models we choose.  
For example, suppose: 

s t r x  = ( (ADJ(T0K : N ) )  ( N  TOK : N 1 )  ) :I) 

con = (SEM :N : N l ) .  

Here TOK i s  a l i n k  o f  a  word and i t s  p a r t  o f  speech.  :N and : N 1  
a r e  t h e  words o f  a n  i n p u t  sen tence .  SEM i s  a f u n c t i o n  d e f i n e d  
by t h e  u s e r  which checks  t h e  semant i c  c o o r d i n a t i o n  between t h e  
a d j e c t i v e  :N and t h e  noun :N1. By t h i s  SEM f u n c t i o n ,  we can  s e a r c h ,  
i f  n e c e s s a r y ,  th rough  bo th  l e x i c a l  e n t r i e s  and c o n t e x t u a l  
d a t a  bases .  

I n  t h i s  manner, it i s  p o s s i b l e  t h a t  i f  a  c e r t a i n  s y n t a c t i c  
p a t t e r n  i s  found i n  t h e  i n p u t  s t r u c t u r e ,  a n  a p p r o p r i a t e  semant ic  
f u n c t i o n  w i l l  be c a l l e d .  So t h e  i n t i m a t e  i n t e r a c t i o n s  between 
s y n t a c t i c  and semant ic  components can  be e a s i l y  o b t a i n e d  w i thou t  
d e s t r o y i n g  t h e  c l a r i t y  o f  n a t u r a l  language grammars. 

A r b i t r a r y  LISP-forms c a n  be a l s o  used i n  < a c t > - p a r t .  They 
w i l l  be e v a l u a t e d  when t h e  r u l e  i s  a p p l i e d .  I f  n e c e s s a r y ,  w e  
c a n  set i n t e r m e d i a t e  r e s u l t s  i n t o  r e g i s t e r s  and v a r i a b l e s  by 
u s i n g  t h e  f u n c t i o n s  l i s t e d  i n  Tab le  2. 
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Table 2. Functions of PLATON. 

Function 

SR 

SV 

GR 

GV 

TR 

SU 

SD 

GU 

PUSHR 

Argument 

<register-name> 
LISP - <form> 

<variable-name>SV 
LISP - <form> 

<register-name> 

<variable-name> 

<structure-2> 
or / 

<register-name> 
LISP - <form> 

<register-name> 
LISP - <form> 

<register-name> 

<register-name> 
LISP - <form> 

Effect 

SR stores the result of the 
evaluation of the second 
argument in the register. 

stores the result of the 
evaluation of the second 
argument in the variable. 

GR gets the content of the 
register. 

GV gets the value of the 
variable 

TR transforms the variables 
and registers in the structural 
pattern into their values. 

SU sets the register of the 
higher-level processing.* 

SD sets the register of the 
lower-level processing.* 

GU gets the content of the 
register of the higher level*. 

PUSHR is defined as: 
(SR register-name 

(CONS form 
(GR <register-name>))) 

Value 

The result of the 
evaluation of the 
second argument 

The result of the 
,evaluation of the 
second argument 

The content of 
the register 

The value of the 
variable 

The transformed 
structure 

The result of the 
evaluation of the 
second argument 

The result of the 
evaluation of the 
second argument 

The content of 
the register 

The result of the 
evaluation of the 
second argument 



The <end> type  comprises fou r  v a r i e t i e s ,  and r u l e s  a r e  
d iv ided i n t o  f ou r  types  accord ing t o  t h e i r  <end> types .  

*t 
a )  NEXT-type: The <end> i s  i n  t h e  form (NEXT<state-name> 

< s t r y > ) .  The < s t r y >  corresponds t o  t h e  r i g h t  s i d e  o f  
a r e w r i t i n g  r u l e ,  and r e p r e s e n t s  t h e  transformed 
s t r u c t u r e .  A r u l e  of t h i s  type  causes  s t a t e t r a n s i t i o n  
t o  t h e  <state-name>, when it is app l i ed .  

b )  NEXTB-TYPE: r u l e  which a l s o  causes  s t a t e - t r a n s i t i o n .  
But u n l i k e  t h e  NEXT-type, s ta te -sav ing  is  done and 
i f  f u r t h e r  processing r e s u l t s  i n  some f a i l u r e s ,  c o n t r o l  
comes back t o  t h e  s t a t e  where t h i s  r u l e  is app l i ed .  
The environments, t h a t  is, t h e  c o n t e n t s  of va r i ous  
r e g i s t e r s ,  w i l l  be r e s t o r e d ,  and t h e  nex t  r u l e  belonging 
t o  t h i s  s t a t e  w i l l  be t r i e d .  

C )  POP-type: <end>-par t  o f  t h i s  type  is i n  t h e  form 
(POP<stry>) .  When it is  app l i ed ,  t h e  process ing  of 
t h i s  l e v e l  is  ended and t h e  c o n t r o l  r e t u r n s  t o  t h e  
h igher  l e v e l  wi th  t h e  va lue  < s t r y > .  

d )  FM-type: <end>-par t  of  t h i s  type i s  i n  t h e  form 
(FM<failure-message>). The s i d e e f f e c t s  of t h e  
processing a t  t h i s  l e v e l ,  t h a t  is, r e g i s t e r  s e t t i n g s  
and s o  on, a r e  cance l l ed  (See s e c t i o n  4 .  ) . 

I n  < s t r y > ,  w e  can use  two k inds  of v a r i a b l e s ,  t h a t  is, t h e  
v a r i a b l e s  used i n  < s t r x >  and r e g i s t e r s .  Th is  s t r u c t u r a l  p a t t e r n  
is c a l l e d  <s t ruc tu re-2>.  Th is  express ion  i s  more s u i t a b l e  f o r  
w r i t i n g  a t rans format iona l  r u l e  than Wood's BUILDQ-operation. 
For example, 

i n p u t  s t r i n g  = (*CDE (A  (R1 (*B) 1 )  FG) 

s t r x  = ( * : I  (A ( R 1  : N ) )  :J) 

s t r y  = (*(A ( R 1  (* :N) ) (R2 /REG) ) : J) 

t h e  con ten t  o f  /REG = (G (R3 H )  ) . 
A s  t h e  r e s u l t  of matching, t h e  v a r i a b l e s  :I, : N ,  and :J a r e  
bound t o  t h e  subs t ruc tu res  (*CDE) , (*B) , and (*FG), respec t i ve l y .  
The r e s u l t  of  eva lua t i ng  t h e  < s t r y >  is, 

( *  (A (R1 (*CDEB)) (R2 ( G  (R3 H ) )  ) )  FG). 

I f  t h e  r u l e  is a POP-type one, then  t h i s  s t r u c t u r e  w i l l  be 
re tu rned  t o  t h e  h igher - leve l  processing.  I f  it is NEXT- o r  
NEXTB-type, then  t h e  c o n t r o l  w i l l  t r a n s i t  t o  t h e  s p e c i f i e d  s t a t e  
w i th  t h i s  s t r u c t u r e .  

4 .  Push-Down and Pop-Up Operat ions 

By means of NEXTB-type r u l e s ,  w e  can s e t  up d e c i s i o n  p o i n t s  
i n  a program. W e  can a l s o  do  t h i s  by us ing  push-down and 
pop-up ope ra t i ons .  A r u l e  i n  PLATON w i l l  f i n d  o u t  a c e r t a i n  



syntactic clue by its structural pattern<strx>, and, at the 
same time, extract substructures from the input string. The 
structural pattern predicts that those substructures may 
have certain constructions, that is, they may compose noun 
phrases, relative clauses, and so on. Therefore, it is 
necessary to transfer them to the states appropriate for 
analyzing these predicted constructions, and to insert the 
resultant structures given back from these states into the 
appropriate places. In PLATON, these operations can be 
described in the <trans>-part of a rule. For example, suppose 
<trans>-part of a rule is, 

when the control interprets this statement, the substructures 
corresponding to the variable :K and ( *  :I :J) are transferred 
to the states S1 and S2, respectively. If the processings from 
these states are normally ended (by POP-type rules), then the 
results are stored into the variable :K and the register /REG. 
In this manner, by means of push-down and pop-up mechanisms, 
substructures can be analyzed from appropriate states. 
Processing from these states, however, may sometimes result in 
failure. In other words, predictions such that certain 
relationships must be found among the elements of substructures 
may not be fulfilled. In this case, the pushed-down state will 
send up an error message according to the cause of the failure 
by FM-type rule. An FM-type rule points out that a certain 
error occurs in the processing. If the NEXTB-type rules are 
used in the previous processing at this level, the control 
will go back to the most recently used NEXTB-type rule. If the 
NEXTB-type rules are not used at this processing level, the 
error message specified by the FM-type rule will be sent up to 
the <trans>-part of the rule which directed this push-down 
operation. (See Figures 4a and 4b.). 

According to these error messages, the control flow can 
be changed appropriately. For example, we can direct such 
processings by describing the trans<trans>-part in the following 
way: 

( ((Sl :K :K) (ERR1 (EXEC ((S5 :K :K)) ((S6 ( *  :I :J) /REG)))))) 
(ERR2 (TRANS ( S8 / )  ) )  
((S2 ( *  :I :J) /REG)) . 

In the above example, the processing of the substructure :K from 
the state S1 will result in one of the following. (According 
to the type of the returned value, the appropriate step will be 
taken. ) 

a) Normal return: the processing of :K is ended by a 
POP-type rule. The result is stored into the variable 
:K and the next push-down is performed, that is, 
( *  :I :J) will be transferred to the state S2. 

b) Return with an error message: the processing of :K 
results in some failure, and a FM-type rule sends up 
an error message. If the message is ERR1, then :K and 

( *  :I :J) will be analyzed from the states 5 and S6, 







respectively (EXEC-type). If it is ERR2, the interpreter 
will give up the application of the present rule and 
pass the control to another state S8 (TRANS-type). If 
it is neither ERR1 nor the same step as (c) will 
be taken. 

C) Return with the value NIL: the processing from the 
state S1 will send up the value NIL, if it runs into 
a blind alley, that is there are no applicable rules. 
The interpreter will give up the application of the 
present rule and proceed to the next rule attached to 
this state. 

Mechanism in which the control tlow can be appropriately 
changed according to the error messages from lower-level 
processings are not found in Woods's ATN-parser. We can obtain 
flexible backtracking facilities by combining these mechanisms 
with NEXTB-type rules. 

5. A Simple Example 

We are now developing a deductive question-answering system 
with natural language inputs--Japanese sentences. The internal 
data-base is assumed to be a set of deep case structures of 
input sentences. We adopted and modified Fillmore's case 
grammar to analyze the input Japanese sentences. Japanese is 
a typical example of a SOV language in which object and other 
constituents governed by a verb usually appear before the vert 
in a sentence. This makes Japanese very different from 
English and European languages. A typical construction of a 
Japanese sentence is shown in Figure 5. A verb may govern. 
several noun phrases preceding it. A relative clause modifying 
a noun may appear in the form "--verb + noun--." The right end 
of the scope of the clause is easily identified by finding the 
verb. But the left end of it is often ambiguous. In Figure 5, 
the noun phrase NPi+lis a case element of the verb V On the 

1' 
other hand, the noun phrase NPi is governed by the verb V2. 
Because the projection rule is kept in Japanese as in other 
languages, all the noun phrases between NPi+land V 1  are governed 

by V1, and the noun phrases before NPi are governed by V2. 

However, in the course of analysis, such boundaries cannot be 
determined uniquely. The analysis program fixes a temporary 
boundary and proceeds to the next processing. If the temporary 
boundaries are not correct, the succeeding processing will fail, 
and the control will come back to the point at which the 
temporary boundary was fixed. 

Now, we will show a slmple example of strucutral analysis 
by PLATON. The example explains how the backtracking facility 
is used in analyzing Japanese sentences. Because we want to 
visualize the operations of PLATON without bothering with micro- 
scopic characteristics of Japanese sentences, we will take an 
imaginary problem as an example. 



Figure 5. Typical construction of a Japanese sentence. 

An input string is assumed to be a list. The elements of 
the list are integers and trees in the form of ( X  ( S U M  0 ) ) .  
Here 2 may be regarded as a term modified by S U M  0.  These two 
kinds of elements are arranged in an arbitrary order, except 
that the last element is the tree ( X ( S U M  0 ) ) .  Figure 6 .  is an 
example of an input string. 

( *  5 2  1 3 ( X  ( S U M  0 ) )  3 1 ( X  ( S U M  0 1 1 2  2  ( X  ( S U M  0 ) )  ) 

Figure 6 .  An example string to be analyzed. 

The result of the transformation is expected to be in the 
following form: 

( *  ( X  ( S U M  4)) ( X ( S U M  6 )  ( X  ( S U M  9 ) )  ) . 
This result is regarded as representing the following relation- 
ships between integers and 5:  

The number associated with an X  by the relation SUM shows the 
sum of the integers which are governed by the 5 .  We can look 
upon the relations between integers and an 5 as the relations 
between noun phrases and a verb in Japanese sentences. The 
result of the analysis is assumed to satisfy the following 
conditions : 



a )  Governor-dependent r e l a t i o n s h i p s  between i n t e g e r s  and 
an 5 must obey t h e  p r o j e c t i o n  r u l e .  

b )  A s  an i m i t a t i o n  o f  a  semat ic  r e s t r i c t i o n ,  we a t t a c h  a  
cond i t i on  t h a t  t h e  sum of  t h e  i n t e g e r s  governed by an 
X should no t  exceed t e n .  - 

C )  AS an  i m i t a t i o n  o f  a  con tex tua l  r e s t r i c t i o n ,  we a t t a c h  
a  cond i t i on  t h a t  a  r e s u l t  ( *  ( X  (SUM nun-1)) 
( X  (SUM nun-2) ) . . . . ( X  (SUM nun-N) ) ) should ma in ta in  
t h e  r e l a t i o n ,  nun-l2nun-2: ....L num-N. 

A s e t  o f  r u l e s  is shown i n  t h e  fo l low ing .  The corresponding 
s ta ted iagram is shown i n  F igure  7.  

SUMUP 1: s t r x  = ( *  :I : I1 (X  (SUM : N ) )  :J) 
con = (GREATERP 10 (PLUS :N : I l ) )  
a c t  = (SV :N (PLUS :N : I l ) )  

(PUSHR /REG : I 1 ) )  
end = (NEXTSUMUP ( *  :I ( X  (SUM : N ) )  : J ) )  

2: s t r x  = ( *  :I (X  (SUM : N )  ) :J) 
con = (CONTEXTCHECK /RESULT (TR (X  (SUM : N ) ) )  ) 
a c t  = NIL 
end = (NEXT BACKTRACK / )  

3: s t r x  = ( *  :I (X(SUM : N ) )  :J) 
con = T  
a c t  = NIL 
end = ( F M  ERROR) 

4 :  s t r x  = ( * )  
con = T  
a c t  = ((SR /RESULT (CONS ' X  /RESULT))) 
end = (POP /RESULT) 

BACKTRACK 1  : s t r x  = ( *  :I (X (SUM : N )  ) :J) 
con = T  
a c t  = ( (SR /REG NIL) 

(SR /RESULT (APPEND /RESULT (TR (X  (SUM : N )  ) ) ) 
end = (NEXTB SUMUP (*:I : J ) )  

2: s t r x =  ( *  :I ( X  (SUM : N ) )  :J) 
con = T  
a c t  = ( (POPR /TEMP /REG) 

(SV :N (MINUS :N /TEMP) ) ) 
end = (NEXT BACKTRACK ( *  :I /TEMP (X (SUM : N )  ) : J)  ) 

The i n p u t  s t r i n g  is  supposed t o  be t h e  l ist shown i n  F igu re  6 .  
S ince  t h e  s t a r t  s t a t e  is  SUMUP, t h e  f i r s t  r u l e  a t t ached  t o  t h i s  
s t a t e  i s  app l i ed .  Th is  r u l e  w i l l  f i n d  t h e  l e f tmos t  g and a n  
i n t e g e r  j u s t  be fo re  t h e  5 (by SUMUPI-, s t r x ) .  The v a r i a b l e  : I1 
is bound t o  t h i s  i n t e g e r .  Th is  i n t e g e r  is added t o  t h e  sum of  
t h e  i n t e g e r s ,  :N, i f  t h e  t o t a l  does  no t  exceed t e n  (SUMUPl-, con ) .  
PUSHR used i n  <ac t> -pa r t  is  a  PLATON func t i on  which p u t s  t h e  
second argument on t h e  head of  t h e  f i r s t  argument (SUMUELl-, a c t ) .  
A f t e r  t h i s  r u l e  is  app l i ed ,  t h e  c o n t r o l  w i l l  e n t e r  t h e  s t a t e  
SUMUP a g a i n  (SUMUP-I-, end ) .  That  is, t h i s  r u l e  is  app l i ed  u n t i l  
t h e r e  a r e  no i n t e g e r s  be fo re  t h e  f i r s t  5 o r  t h e  sum of t h e  
i n t e g e r s  exceeds ten .  A s  a  r e s u l t ,  t h e  environment is t h e  
fo l lowing:  





s t r u c t u r e  under  p r o c e s s i n g  
= (*5 (X(SUM 6 )  ) 3  1  (X(SUM 0 ) )  2 2  ( X  (SUM 0 ) ) )  , 

r e l a t i o n s h i p s  t e m p o r a r i l y  f i x e d  between i n t e g e r s  and 5 

c o n t e n t  of  /REG 

The second r u l e  of  SUMUP w i l l  be a p p l i e d  n e x t .  T h i s  r u l e  checks  
by i ts  <con>-par t  whether  t h e  r e s u l t  a t  hand s a t i s f i e s  t h e  t h i r d  
c o n d i t i o n ,  t h a t  i s ,  t h e  c o n t e x t u a l  r e s t r i c t i o n .  Because t h e  
c o n t e n t  of /RESULT is  NIL, t h e  f u n c t i o n  CONTEXTCHECK r e t u r n s  
t h e  v a l u e  T  (SUMUP-2-, c o n ) .  So t h i s  r u l e  i s  a p p l i c a b l e .  The 
c o n t r o l  makes t h e  s t a t e  t r a n s i t i o n  t o  t h e  s t a t e  BACKTRACK 
(SUMUP-2-, e n d ) .  Because t h e  f i r s t  r u l e  of  BACKTRACK is  a  
NEXTB-type r u l e ,  s t a t e  s a v i n g  i s  performed. That  is,  t h e  
f o l l o w i n g  environment is  saved:  

c o n t e n t  o f  /REG = ( 2  1  3)  , 
c o n t e n t  o f  /RESULT = NIL , 
s t r u c t u r e  under  p r o c e s s i n g  

= ( *  5  ( X  (SUM 6 ) )  3  1  ( X  (SUM 0 ) )  2 2  ( X  (SUM 0 ) ) )  . 

By t h i s  r u l e ,  t h e  r e g i s t e r s  /REG 2nd /RESULT a r e  set a s  f o l l o w s  
( BACKTRACK 1 ,  a c t )  : 

/REG = NIL 
/RESULT= ( ( X  ( S U M 6 ) ) )  , 

and t h e  s t r u c t u r e  is t rans fo rmed t o :  

( *  5  3  1 ( X  (SUM 0 ) )  2 2  ( X  (SUM 0 ) ) )  . 
A NEXTB-type r u l e  c a u s e s  t h e  s t a t e  t r a n s i t i o n  a s  a  NEXT-type 
r u l e .  So t h e  c o n t r o l  r e t u r n s  t o  t h e  s t a t e  SUMUP (BACKTRACK-I-, 
e n d ) .  A t  t h i s  s t a t e ,  t h e  s i m i l a r  p r o c e s s  a s  d e s c r i b e d  above i s  
per formed.  As t h e  r e s u l t ,  t h e  f o l l o w i n g  governor-dependent  
r e l a t i o n s h i p s  a r e  e s t a b l i s h e d :  

Here, t h e  b o l d  l i n e s  i n d i c a t e  t h e  newly e s t a b l i s h e d  r e l a t i o n s h i p s .  
By t h e  f i r s t  r u l e  of  BACKTRACK, t h e  f o l l o w i n g  env i ronment  is  
saved : 

c o n t e n t  o f  /REG = ( 5  3  1 )  , 
c o n t e n t  of  /RESULT = ( ( X  (SUM 6 )  ) )  , 
s t r u c t u r e  under  p r o c e s s i n g  = ( *  ( X  (SUM 9)) 2  2  ( X  (SUM 0))) , 



and /REG and /RESULT are set as the following (BACKTRACK 1 

/REG ; = NIL. 
/RESULT ; = ( (X (SUM 6 ) )  (X (SUM 9)) ) . 

The transformed structure is (BACKTRACK- I-, end) : 

( *  2 2 ( X  (SUMO)) ) . 
The control is transferred to the state SUMUP. By applying the 
first rule of this state repeatedly on the above structure, the 
following structure is obtained: 

( *  (X SUM 4))) . 
However, this result does not satisfy the contextual 

restriction. SO the application of the second rule of SUMUP 
fails because the function CONTEXTCHECK used in <con>-part 
returns the value NIL (SUMUP-2-, con) . That is, 

Co~TEXTCHECK [ (  (X (SUM 6)) ( X  (SUM 9)) ) ;  (X (SUM 4))] = NIL . 
The third rule, therefore, will be applied next. Because this 
rule is a FM-type rule (SUMUP-3-, end), it causes an error, and 
the control comes back to the point at which a NEXTB-type rule 
was most recently applied. The saved environment is restored. 
That is, 

structure under processing; = ( *  (X (SUM 9)) 2 2 (X (SUM 0))) . 
Then, by means of applying the second rule of BACKTRACK, the 
governor-dependent relationship last established in the previous 
process is cancelled. The structure and the register /REG are 
changed as below (BACKTRACK- 2-, act) : 

/REG; = (3 1) , 
Structure under processing; = ( *  5 (X (SUM 4) ) 2 2 (X (SUP! 0) ) ) . 

The control enters to the state BACKTRACK again. The 
application of the first rule saves the environment such as: 

content of /REG = (3 1 ) , 
content of /RESULT = ( (X (SUM 6) ) , 
structure under processing = ( *  5 (X (SUM 4)) 2 2 (X (SUM 0))) . 

That is, the relationship indicated by the dotted line in the 
following is cancelled: 

r------------ ---- 

I r m i  
( 5 2 1 3 X 3 1 X 2 2 X ) .  

The control transits to the state SUMUP (BACKTRACK- I-, end) , and 
a similar process is performed. However, because the governor 
and dependent relationship between the integer 5 and the second 
5 is canceled, the sum of the integers governed by the first 5 ,  



(2 1 3 ) ,  is greater than that of the second 5,  (3 1). The 
contextual condition, therefore, is not fulfilled, and the 
application of the second rule of SUMUP will not succeed. So 
the temporarily established relationships will be canceled one 
by one as follows: 

"' ;-- ;--; m 
( 5 2 1 3 x 3  2 2 X) 

After these relationships have been canceled, the desirable 
result is obtained by the following sequence: 

At the final stage of the processing, the fourth rule of 
SUMUP, a POP-type rule, is applied and returns the value, 

( *  (X (SUM 4)) (X (SUM 6)) (X SUM 9)) ) .  

6. Conclusion 

We have described a programing language for natural language 
processing. The language has several additional capabilities 
using the ATN-parser of W. Woods. 

Grammars written by the language not only maintain the 
clarity of representation but also adequately provide the 
natural interface between syntax and other components. By 
means of the pattern-matching facility, we can write grammars in 
a quite natural manner, and, by its variable binding mechanism, 
semantic and contextual LISP functions are easily incorporated 
in syntactic patterns. 



Flexible backtracking mechanisms and push-down operations 
make the complicated nondeterministic processing possible in 
a very simple way. 

We are now developing an analysis program of Japanese 
using this language. The program can accept fairly complicated 
sentences from a textbook of elementary chemistry. It can 
utilize the lexical and contextual information of chemistry 
adequately during the analysis. Such information in our system 
is expressed in the form of a semantic network similar to that 
of R. Quillian. 

Perhaps, PLATON itself must be equipped with more 
semantics and context-oriented operations such as specified 
lexical descriptions and functions using these. However, what 
description method is most efficient, and, moreover, what 
semantic information must be stored in lexicon are still not 
clear enough. So, as the first step, PLATON leaves many parts 
of these problems to user's specification by LISP programs. 
PLATON is written in LISP1.5 and implemented on FACOM 230-60 
at Kyoto University computer center and a mini-computer TOSBAC-40 
in our laboratory. The interpreter of PLATON itself requires 
only 4.5 Kcells. 
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APPENDIX 

Mechanism of Deduction in a Question-Answering 

System with Natural Language Input 

Abstract 

We have constructed a deductive question answer-system 
which accepts natural language input in Japanese. The 
semantic trees of assertional input sentences are stored in 
a semantic network and interrelationships--conditional, 
implicational, and so forth--are established among them. A 
matching routine looks for the semantic trees which have 
some relations to a query, and returns the mismatch infor- 
mation (difference) to a deduction routine. The deduction 
routine produces subgoals to diminish this differences. This 
process takes place recursively until the difference is com- 
pletely resolved (success), or there is no other possibility 
of matching in the semantic network (failure). Standard 
problem solving techniques are used in this process. As the 
result, the system is very powerful in handling deductive 
responses. In this paper, only the part of the logical 
deduction is explained in detail. 

Descriptive terms: question answering, deduction, natural 
language, semantic network, problem solving. 

1. Introduction 

There are a few deductive question-answering systems using 
natural language, almost all of which use logical expressions, 
especially the first order predicate calculus expression, as an 
intermediate language. However systems which use formal logics 
have problems: 

a) Syntactic and semantic analyses of natural language 
input are necessary to transform the input to logical 
expression without ambiquity. 

b) The axiom set must be clearly defined and must not be 
contradictory. 

C) Predicates and variables must be fixed beforehand. 
This is a problem for the system's expansion. Also 
this prevents mixing the first and higher order, 
predicate calculus systems. 



d) Deduction using the resolution principle is cumbersome. 
Usually question answering does not require a deep 
deductive process. 

e) Good quality of natural language output is very hard 
to obtain from a logical expression. 

To avoid the above problems we have used a kind of semantic 
reprsentation of natural language sentences as an intermediate 
expression. Our system has the following characteristic features. 

a) The qukstion-answering system is a composite of 
subsystems for language analysis, deduction, and 
language generation. 

b) The parsed trees of sentences are permitted to have 
some ambiguities. Ambiguities are resolved in the 
process of logical deduction. 

C) During the question answering process, the deduction 
ability is increased and the area which the system can 
deal with is also expanded. The deduction ability of 
a system depends on how many theorems the system can 
use, and on how efficiently it can deal with them. 
We have constructed a system in which the available 
theorems increase during the question-answering process. 

d) Facts can play the role of theorems. We think the 
distinction between facts and theorems is not clear 
enough. A statement can be used as a theorem at one 
time and as a fact at another time. For example, 

A human is an intelligent animal. 

plays the role of a theorem to answer 

Is Smith intelligent? 

because Smith is an instance of a variable "human." 
On the contrary it plays the role of a fact to the 
question 

Is a man an animal? 

because "a human" is treated as an instance of a vari- 
able "man." In our system the assertions given by a 
user, which correspond to facts in usual systems, can 
play the role of theorems. This is accomplished by 
allowing a higher-concept term to be a variable to its 
lower-concept term. There is no distinction between 
them, and both facts and theorems have the same struc- 
tures in the data base. This is the most significant 
character of the system we have developed. 



el In order to deal with a large data base, the system 
has a well-organized data structure and relevant infor- 
mation to a question is accessed by a technique of 
indexing and retrieval. 

f) The deduction process is similar to that of humans. 
It allows introducing many heuristics into the 
deduction process. 

In this paper, the details of deduction subsystem alone are 
explained. The other two subsystems will be published else- 
where in the near future. 

2. System Organization 

A block diagram of our system is shown in Figure 1. The 
internal data base of the system is divided into two parts: 

a) semantic representations (semantic trees) of input 
sentences 

b) network (mutual connection) of a). 

input 
sentences 

parsing 
rout ine 

semantic network 

' 0  I dedlction 
sentences I rout ine 

Figure 1. Organization of the system. 

, - 
output 
response 

The mutual connection consists of interrelationships such as 
conditional, implicational, and so forth. An input sentence is 
analyzed into a semantic tree, and it is read into the semantic 
network if it is an assertion and is not in the network yet. 

1 
sentences execution 

rout ine 

network 
administration* 

rout ine 

I A I A 
I I 

sentence 
generation, 
rout ine 



Thus knowledge accumulates in a very natural way in the question- 
answering process. An inverted file of keywords makes it easy 
to extract information relevant to the question. 

The parsing routine performs syntactic and semantic analyses 
of an input query sentence, and produces the parse tree. A 
network administraction routine accepts the tree and relates it 
to the semantic network which contains sentences already accepted. 

To accomplish a deduction, there are two main parts: the 
execution routine and the deduction routine. The execution 
routine, which plays the central role in the deduction process, 
searches through the network for sentences relevant to the cur- 
rent goal and matches them one by one against it. The deduction 
routine manages the global information in the problem-solving 
process such as goal-subgoal relationships, variable bindings 
(for example the word man is bound to the word Smith), and so 
forth. This routine also directs the execution routine to 
determine which sentence must be verified first. 

3. Knowledge Structure 

3.1 Semantic Trees 

We have applied a kind of dependency analysis to the input 
Japanese sentences. A noun modified by an adjective is trans- 
formed into a kernel sentence having another kernel sentence 
related to the noun. The sentence 

KINBEN NA HIT0 WA SEIKO SURU 
(A diligent man will succeed.) 

is divided into two sentences like 

HIT0 WA SEIKO SURU 
(A man will succeed.) 

and, 

HIT0 WA KINBEN DA 
(A man is diligent. ) 

The parsed tree structure of this sentence is shown in Figure 2. 

Some sentences in Japanese have two possible subject phrases, 
that is, one which contains the reference particle "GA" and the 
other which contains "WA." We consider the relational phrase 
with the particle "WA" as indicating what the sentence talks 
about; the phrase with "GA" is the subject phrase corresponding 
to the predicate in the sentence: 

ZO WA HANA GA NAGAI 
(Elephant has a long nose.) 



is a typical example. Its literal translation is, "As for ele- 
phant the nose is long." The tree structure of it is shown in 
Figure 3. 

./--------- 
/ seiko suru ', 

s m d  

(di, l iqent) 
I 

/ 

Figure 2. Kinben na hito wa seiko suru. 
(A diligent man will succeed.) 

sent  

20 

(elephant) 

\o 
hana (nose) 

Figure 3. Zo wa hana ga nagai. 
(Elephant has a long nose.) 

Sentences connected by and or or are represented in the 
tree structure as shown in Figure 4. 

A sentence which contains upper concept terms replaceable 
by their lower concept terms is considered as a theorem available 
to prove a statement which has the lower concept terms in it. 
So upper-lower concept relationship among words plays an impor- 
tant role in our system. The input sentence in the form of 



" A WA B DA" meaning A_ is a lower concept of B, and B is an 
upper concept of A_, has a special structure to express the 
relationship clearly. "NINGEN WA KASHIKOI DOBUTSU DA" (A man 
is an intelligent animal.) is parsed as shown in Figure 5. 

simply 

implya / 
se iko suru 

sand 
(succeed) 

and 

ben da kenko da 
\*::il;iligent) - - . - . (healthy) (man) 

_ _ _ _ _ _  - _ - _ _ _  sub - -  - _ - - 

Figure 4. Kenko de kinben na hito wa seiko suru. 
(A man who is healthy and diligent will 
succeed. ) 

ningen 
(man) 

'\,,,\:,.i ( i n t e l l i g e n t )  

"?b dobutsu (animal) 

Figure 5. Ningen wa kashikoi dobutsu da. 
(A man is an intelligent animal.) 

Properties of sentences are attached to the top node of the 
parsed tree structure. The properties we treated are potential, 
active, passive, subjective, tense, and so forth. The assertion 
sentence is regarded as true, so that a sign T is given to the 
property part of the parsed tree. The signs F and in the 
property part indicate false and undetermined respectively. 



3.2 Semantic Network 

The network is constructed in the following way. 

a) In the case of an assertion sentence S,, it is stored 

in the form shown in Figure 6a. 

b) In the case of a negation sentence, schematically 
written as "not S2,' it is stored in the same form 

as Figure 6a, but the property part is written as F. 

C) If a sentence is "If S1, S2," it is stored in the 

form shown in Figure 6b. 

d) If a sentence is "Because S1, S2," it is stored in the 

form shown in Figure 6c. 

e) If the sentences S, and S2 in (1) -- (4) are found in 
- 

the semantic network, they are not stored newly, but 
the stored ones are used. For example, the following 
sentences are stored in the network as shown in 
Figure 6d. 

Because S 1' s2' 
If S1, then S3. 

In this case because S1 is asserted as true, S3 is also true. 

The network and parsed trees have the following internal 
constructions. 

a) Branches in the network and trees are bidirectional 
for flexible transformation and for efficient search 
in the deduction process. 

b) Words are not stored in nodes of the parsed trees but by 
a pointer to the lexical entry of the word (Figure 7). 

C) The lexical entry of a word, called NLIST, contains 
not only lexical information about the word, but also 
a list of sentences (pointers to the entries of the 
sentences in SLIST) which contains the word. NLIST 
is a kind of inverted file of keywords. 

d) The node of the network is indicated by a pointer from 
a table, called SLIST, which contains information 
about the sentence. The information of whether the 
sentence is true (TI, false (F) , or undetermined (U) , 
and so forth, is stored in this list. 



Figure 6. Relations in semantic network. 
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Figure 7. Internal data base structure. 



e) Different nodes in the network correspond to different 
sentences. As a result, information about a sentence 
can be retrieved from a single node in the network. 

4. Execution Routine 

Among many intellectual abilities of humans, we have imple- 
mented in this study the deduction ability based on the use of 
"the law of substitution" and "the law of implication." This 
is realized by the exectuion routine and the deduction routine. 
The execution tries to match a sentence structure against 
another one, regarding an upper concept as a variable over its 
lower concepts. The deduction routine produces subgoals and 
tells the execution routine which sentence must be verified 
first. The execution routine searches through the network for 
the sentences which are equivalent to the goal sentence given by 
the deduction routine. It consists of three main parts: key- 
word search, matching, and resolving differences. 

4.1 Keyword Search 

The system has an inverted file of words called NLIST. By 
using this file, the execution routine takes out the sentences 
which contain words in the goal sentence. These selected 
sentences are presumed to be relevant to the current sentence. 

4.2 Matching Method 

The matching algorithm is constructed so that two parsed 
trees which are different in the sequence of branches (Figure 8) 
will be matched successfully by the branch labels on the parsed 
trees. Matching between two parsed trees fails for various reaso! 

yuku (go) yuku (90) 

(he) (school) 

kare wa gakko e yuku 

(school) (he) 

gakko e kare wa yuku 

Figure 8. Change of word order. 

The causes of mismatch, named differences, are classified into 
the following four classes. 



a) N-difference: The words which are attached to the 
corresponding node are different in the two sentences. 
Figure 9a shows an example, where the difference is 
expressed as (N (*C *Dl). *C shows the pointer to the 
node C. 

b) S1-difference: One structure (first argument) has 
extra branches which the other does not have. Figure 
9b shows an example of this category, abbreviated as 
(S1 ( (*R4) *B) ) , which shows the branch R4 is the extra 
one. 

C) S2-difference: One structure (second argument) has 
extra branches. Figure 9c is an example and this 
difference is shown by (S2 (*C (*R5) 1 ) .  

d) SO-difference: Both structures have extra branches. 
An example is shown in Figure 9d. 

The matching subroutine tries to match its first argument 
against its second one. If the matching succeeds, the subroutine 
returns "success" to the deduction routine. If not, it returns 
the differences. 

4.3 Resolving Differences 

The execution routine first picks up sentences expected to 
be relevant to the given sentence by using NLIST, and then tries 
to match them against the given sentence. If the same sentence 
is stored in the data base, the execution routine picks it up 
and the matching ends in success. If there is no complete match, 
but a difference, N-routine or S-routine is activated according 
to the kind of difference to resolve the difference. 

An N-routine arises from mismatch of words. Let us 
suppose that the sentence 

TARO WA SEIKO SURU 
(Taro will succeed. ) 

is what the deduction routine tells the execution rou- 
tine to prove, and the sentence 

NIIJGEN WA SEIKO SURU 
(A man will succeed.) 

is stored in the data base. The matching between these 
does not succeed and the difference is (N (*TARO 
*NINGEN)). This difference is transferred to N-routine 
and the routine tries to check whether the word TARO is 
a lower concept of NINGEN (man) by searching through 



B Rq2E R 1 Bq R4 
D 

(SO ((*R1 *R2) (*R4))) 

Figure 9 .  Differences i n  matching. 



the network for the sentence "TARO WA NINGEN DA," which 
means "TARO is a lower concept of NINGEN." If such a 
sentence is found, NINGEN can be looked upon as a 
variable which can take the value TARO, and then the 
difference is resolved. This is considered as the 
process of substitution. By this process, the system 
can deduce specific facts from generalized knowledge. 

N-routine basically searches the sentence "A WA B 
DA," which means "A is B," in order to resolve the 
difference (N ( * A  *B)), but many sentences in the net-. 
work are in such forms as "A WA b NA B DA," which means 
"A is B modified by b," and "aNA A WA B DA," which' 
means "A modified by a is B." The differences to be 
resolved also take the forms of (N (*(a NA A) *B)) and 
(N (*A * (b NA B) ) ) . Four cases are possible. 

a1 ) Difference : (N (*a NA A) *B) ) 
In the data base : A WA B DA 

In a logical representation, 

the goal to be proved is: a (x) A A(x) + B(x) , 
the fact in the network is: A(x) + B(x) . 

and the difference is resolved immediately. 

a2) Difference : (N (*A * (b NA B)) ) 
In the data base : A WA B DA 

In a logical representation, 

the goal to be proved is: A(x) -+ b (x) A B (x) , 
the fact in the network is: A(x) -+ B(x) . 

In this case whether A satisfies the condition b or not is 
produced as a subgoal. 

bl ) Difference : (N (*A *B) ) 
In the data base : A WA b NA B DA 

In a logical representation, 

the goal to be proved is: A(x) -+ B(x), 
the fact in the network is: ~ ( x )  -+ b(x) A ~ ( x )  . 

So the difference is resolved. 

b2 ) Difference : (N (*A *B)) 
In the data base : a NA A WA B DA 

In a logical representation, 

the goal to be proved is: A(x) + B (x) , 
the fact in the network is: a(x) A A(x) -+ B(x). 

In this case a subgoal is produced. 



S-routine resolves S1-, S2-, and SO- differences. These 
differences arise from mismatch of branches. S-routine 
is given two different sentence structures, one is 
called S-structure and the other is called T-structure. 
Using grammatical rules (especially transformation 
rules), this routine transforms the S-structure into 
several transformationally equivalent structures, and 
matches them against the T-structure. At present not 
so many transformational rules are prepared. Figure 1 1  
is an example (as shown in Section 6). If the matching 
succeeds, the two structures, S-structure and T- 
structure, are equivalent and the difference is resolved. 

5. Deduction Routine 

The deduction routine controls the whole of the deduction 
process. This routine has a global knowledge of the process. 
This knowledge contains the goal-subgoal organization, variable 
binding, and so forth. The deduction routine tells the execu- 
tion routine which sentence must be verified and which sentence, 
if the first trial fails, has to be verified next. 

5.1 Goal Organization 

The deduction method in our system takes a question Q as a 
goal and tries to verify it by means of matching it with the 
sentences stored in the network. If the trial fails, the deduc- 
tion routine searches through the network for such sentences as 
P + Q. Those sentences P's, if any, are considered as subgoals 
to accomplish the previous goal. In the same manner, sub-subgoals 
are produced to accomplish the subgoals. As the process 
advances, many goals are produced hierarchically. An AND-OR 
tree structure is used to remember the hierarchically organized 
relationships among goals. 

Subgoals are created in various cases. 

a) If a goal sentence G can not be determined to be true 
or false, subgoals are created by means of searching 
through the network for the sentences which are ante- 
cedents of G. 

b) In the same case of a), the negations of consequences 
of G are taken as subgoals. If they are proved to be 
true, the sentence G is determined to be false. 

C) If the matching between two parsed trees is incomplete, 
subgoals to diminish the mismatches are created. 

In addition to these cases, subgoals are also produced when 
a goal is divided into several subgoals. For example, 



"KARE WA KINBEN DE SHOJIKI DA" (He is diligent and honest.) is 
divided into, "KARE WA KINBEN DA" (He is diligent.) and, 
"KARE WA SHOJIKI DA" (He is honest). 

The goals are tried one by one, and when there remains no 
goal, the deduction process stops with a failure message. A 
goal which has several subgoals will succeed or not, depending 
upon whether the subgoals will succeed or not. A goal keeps 
some information for itself. For example, it has the information 
of whether it is an AND-type or an OR-type. Depth of goal shows 
the depth between the top-goal (that is, a question given by a 
user) and the present goal. The depth of the top-goal is 0 and 
the depth of the immediate subgoal is 1. 

The deduction routine chooses a goal, the depth of which is 
the smallest of all, and tells the execution routine to verify 
it. The indicators such as KOTEI (positive assertion), HITEI 
(negative assertion), MATCH (to be matched), and so forth show 
the effects of the goals' results to be transferred to their 
previous goals. KOTEI (HITEI) shows that if this goal succeeds, 
the sentence corresponding to its previous goal is proved to be 
true (false). The subgoals which are produced in order to 
resolve the mismatch between two parsed trees have the indicator 
MATCH. 

5.2 Variable Binding 

To use the law of substitution is one of the most important 
abilities in this system. This is carried out by considering an 
upper concept as a variable over its lower concepts. A word 
behaves as a constant when it is a lower concept of another word, 
and as a variable when it is an upper concept of another word. 
We do not introduce unary predicates such as "human(x)," 
"animal(x)," which are usually used in the predicate calculus 
system in order to restrict the range of variables. 

We regard all words as variables which have their own domains 
of values. We illustrate this by the following example. 

(1) HIT0 GA KENKO NARA-BA HIT0 WA SEIKO SURUR 
(If a man is healthy, the man will succeed.) 

(Q) Smith WA SEIKO SURU KA? 
(Will Smith succeed?) 

The system searches through the network to find out the sentence 
(1) which is expected to answer the given question. The matching 
between the consequent part of (1) and the question fails at 
first. The cause of mismatch is N difference between "Smith" 
and "HIT0 (man)." N routine is called to find out that HIT0 is 
an upper concept of Smith, which is proved by the information 
"Smith is a man" in the network. Thus a subgoal, the ante- 
cedent of (I), in which HIT0 is replaced by Smith is produced, 



that is, "Is Smith healthy?" As the deduction process proceeds, 
several such bind conditions are produced. Each goal must be 
tried taking into consideration the related bind conditions 
produced during the former process. 

The deduction routine has a stack to remember these condi- 
tions. This stack is illustrated in Figure 1 0 .  Each goal has 
a pointer to this stack and the routine can retrieve the corre- 
sponding bind condition of a goal. If a goal fails, then the 
bind condition generated during the trial of the goal is aban- 
doned. On the other hand, if a goal succeeds, its condition 
is memorized for use in the succeeding process. 

(man Jim) iW 
(animal Jim) 

(animal John) 

Figure 10 .  Stack for variable binding. 

6. Comparison with the Systems Using Predicate Calculus 

Those systems which use predicate calculus translate the 
input into a predicate calculus formula, store it in the data 
base, and use a universal method of deduction such as the reso- 
lution method. In those systems, common subexpressions appearing 
in different sentences are stored as many times as they appear 
in different logical formulas. This is not efficient. In our 
system, the same subexpressions are stored only once, and their 
relations to the other parts of sentences are stored by links. 
So these interrelationships can be utilized in the deduction 
process. Especially when the system deals with a great amount 
of data and only a relatively small portion of the data has a 
direct relation to the given question, the quick access to these 
related expressions is very important in the deduction process. 

Which sentences or formulas are available for the current 
problem needs to be recognized easily, and to do this, a well- 
organized data base is necessary. It is tempting to try to 
incorporate the use of property lists to speed u p  resolution. 
For example, one may find it useful for each object symbol c 
to have access to a chained list of all literals or clauses 
where c occurs. 



A difficult but more important problem is to recognize how 
a meaningful unit is related to another unit. It is desirable 
for the data base to contain information about the interrelation- 
ships among the meaningful units. In our system, the deduction 
procedure can retrieve from a node those sentences which have 
some relation to the sentence corresponding to the node. 

Another is that disambiguation is done not only in the 
parsing phase but also in the deduction phase. For example, 
the sentence "A NO B WA..." may have more than four different 
structures in deeper levels, according to the words A and B. 
That is: 

KARE NO KANE the money which he has 
(he) (money 

KYOSHI NO KARE he, who is a teacher 
(teacher) (he) 

KYONEN NO SENYO the election which was taken place 
(last (election) last year 
year) 

The parsing and translation program in predicate-calculus system 
must choose one of these structures at the input and parsing 
stage because predicate-calculus formulas never permit ambiguous 
expressions. But it is almost impossible to classify each word 
into a certain semantic category, and to decide which of the 
above structures is proper to the sentence according to the 
information that the word A belongs to a certain category and 
B belongs to another. 

In our system, "A NO B WA ..." is stored as shown in 
Figure 11. The ambiguity is left in its structure. The matching 
routine transforms the sentence into several different structures 
by using grammatical knowledge, and tries to match them one by 
one against the object structure. All of them except one correct 
structure may not match against it. Thus, ambiguous structures 
are resolved during the deduction process. This is also one 
of the excellent features of using semantic structures of sen- 
tences which permit ambiguous structures as an internal data 
representation. 

7. Examples 

Example 1 
Input sentences: 
HIT0 WA KENKO DE KINBEN NARA SEIKO SURU. 
(If a man is healthy and diligent, the man will succeed.) 
HIT0 WA sportsman NARA KENKO DESU. 
(If a man is a sportsman, the man is healthy.) 
Jim WA sportsman DESU. 
(Jim is a sportsman.) 



kane (money) kane (money) 

kare (he) 

kare (he1 

kyoshi  ( teacher )  

senkyo ( e l e c t i o n )  

kyonen ( l a s t  year )  

kare (he) 

kare (he) 

sm9q 
kare (he) 

kyoshi 

senkyo ( e l e c t i o n )  

aru ( e x i s t )  

sub/ t ime 

kyonen 
senkyo ( l a s t  year)  
( e l e c t i o n )  

Figure 1 1 .  A) Several possible deep structures 
for "A no 8 .  " 

All the money which he has. 
A2) he, who is a teacher. 
A3) the election which took place 

last year. 
B) Internal representation in our system, 



Jim WA KINBEN DESU. 
(Jim is diligent. ) 
Jim WA KASHIKOI HIT0 DESU. 
(Jim is a clever man. ) . -  - 

Question given to the computer 
Jim WA SEIKO SHIMASU KA? 
(Will Jim succeed?) 
Response from the computer 
Jim WA KENKO DE KINBEN KA? (Is Jim healthy and diligent?) 
Jim WA KENKO KA (Is Jim healthy?) 
Jim WA sportsman KA? (Is Jim a sportsman?) 
Jim WA KINBEN KA? (Is Jim diligent?) 
HAI, Jim WA SEIKO SURU. (Yes, Jim will succeed.) 
These outputs except the last are the intermediate ones 
from the computer, to which no answers are necessary. 

Example 2 
Input sentences 
Jim was killed by John. 
A man-A who killed a man-B is punished. 
Jim is a man. 
John is a man. 
Question given to the computer 
Is John punished? 
Responses from the computer 
Did John kill a man-B? 
Yes, John is punished. 

Example 3 
I n ~ u t  sentences - - 

while bears a child. 
An animal which bears a child is a mammal. 
If an animal is a mammal, the animal is a vertebrate. 
A vertebrate has a backbone. 
Question given to the computer 
Has whale a backbone? 
Responses from the computer 
Is whale a vertebrate? 
Is whale a mammal? 
Does whale bear a child? 
Yes, whale has a backbone. 

In these examples, intermediate responses are to show the 
deduction processes, which do not need answers from a man. 
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The TGS-4000 Translator - Generator System 

D.D. Alexandrov 

1. Introduction 

The implementation of a compiler is a task that involves 
a considerable amount of effort. A large number of programing 
systems called compiler-compilers (or translator-generators) 
have been developed in an attempt to make the production of 
compilers a less onerous task. An overall view of techniques 
used in such systems is given by Feldman and Gries [ 3 ] ;  that 
report also contains a large number of references. 

A compiler-compiler can be considered as a programing system 
in which a source program is the formal description of a language 
and the object program is the translator for that language. As 
such, the source program for a compiler-compiler is merely a 
formalism for describing a translator. Consequently, the source 
program must contain explicitly or implicitly a description of 
the lexical analyzer, the syntactic analyzer, the code generator 
and/or interpreter, and the various other phases of the transla- 
tor to be constructed. The translator-generator is a tool 
providing an environment in which these descriptions can be 
easily written down. 

This paper presents a translator-generator system for 
RC-4000 computer, producing syntax-directed translators for 
context-free languages. 

2. Architecture of the Generator 

Figure 1 represents the structure of the TGS-4000 system. 
Fource text for the translator T: is the formal definition of 

the syntax of a language L in terms of.metasyntactic language y ,  
and the definition of the semantics in terms of metasemantic 
language o A. 

The translator T' transforms this text into machine-oriented 
M 

tables {TI, representing the syntax of the language in compact 
form, and text {A} of syntax-directed translator for the language 
L in terms of the programing language A. Futhermore, the compiler 
Tl translates the text {A) into object code--translator TL for 

The language L, driven by the tables IT). 



Figure 1. 

The scheme above is implemented by the author on the compu- 
ter RC-4000 [5]. In this implementation, the metasyntactic 
language y is a machine-oriented version of the Backus-Naur Form 
(BNF) [9]; the metasemantic language a h  is an extension of the 
language ALGOL-6 [4]; the intermediate language X is ALGOL-6; 
the translator TA is written on ALGOL-6 and FP-language [ 7 ] ;  and, 

for compiler TX, the highly efficient Regnecentralen's ALGOL-6 
ccmpiler is used. Beginning with a translator T; written by hand, 

the system was boot-strapped onto a more efficient and powerful 
one. 

3. TGS-4000 Metalanguage 

The metalanguage for defining languages in the system 
TGS-4000 will be described by means of a modified Backus nota- 
tion. The new metalanguage element introduced is: 

< string 1 \ b 

,.. sir in; n 1 a . 

The meaning is that any sequence of these strings may appear 
at this place in the construction; a and b give the minimum and 
the maximum number of strinqs in the sequence. Where either 
index is represented by a variable, the domain of the variable 
is all metaexpressions. So, 



< language definition > :: = 

< any sequence not containing @ > 

< syntax definition > 

< semantics definition > . 
The metalanguage is a concatenation of two languages--meta- 

syntactic and metasemantics languages. This permits the indepen- 
dent use of the two languages when there is a need to change only 
the syntax or the semantics for a given language. 

3 . 1  Metasyntactic Language 

In order to make BNF sentences suitable for input to a 
computer program, their form is slightly modified. 

3 . 1 . 1  Syntax 

<syntax definition> ::= @ syntax: < list of rules > 
nrules 

< list of rules > ::= [ <  rule > ]  1 

< rule > ::= < left-hand part > = < right-hand part >. 

< left-hand part > ::= <identifier > 

< part > ::= < part of right-hand > ! 
< right-hand part > ! < part of right-hand > 

< part of right-hand > ::= < element > ! 
<part of right-hand> <element> 

3 . 1 . 2 .  Semantics 

The basic symbols (=)  and ( ! )  stand, respectively, for the 
metasymbols :: = and 1  of the strict BNF; <identifier>, 
< string>, <unsigned nu~ber  >, ar.d <basic symbol > have their 
usual meaning; the first three are considered here as terminal 
symbols. The characters SP (space) and FL (new line) may be 
inserted freely everywhere except inside terminal symbols.. Text 
between two symbols is ignored. 

3 . 2  Metasemantics Language 

3 . 2 . 1  Svntax 

< semantics definition > :: = 



@ environment: < environment description > 

translator: < translator description > 

@ interpreter: < interpreter description > 

< environment description > ::= 

< statement > N 

< block head > 

< translator description > :: = 

< interpreter description > :: = L< compound tail > 1: 
Here Nrules is the number of syntax rules in the syntax defini- 
tion. The definitions above must be considered in the context 
of the description of the language ALGOL-6. 

3.2.2 Semantics 

The environment description contains declarations of simple 
variables, array variables, switches, procedures, etc., which 
are used in the translation and/or interpretation phase. It 
may also contain statements describing some initial computations, 
preprocessing, communications with the operating system, and 
other processes. 

Every statement in the translator description corresponds 
to one rule only in the syntax definition. It represents the 
step, which 'is executed in the parsing phase, if the correspond- 
ing syntactical unit is recognized. This step may be an immediate 
interpretation (one-pass translator) or a translation into an 
internal language (multipass translator). 

The interpreter description may contain statements defining 
next passes of the translator and the termination of the transla- 
t ion. 

Quantities, declared in the environment description, may 
be used in the corresponding blocks. In all phases of the 
translator special TGS-4000 quantities, standard identifiers in 
ALGOL-6 language, library procedures, and the RC-4000 list-proces- 
sing system [ I ]  may be used. 

4. Nucleus of the TGS-4000 Generator 

The translator TA proceeds as follows: 

a) translates f y )  into machine-oriented form: 

- constructs the terminal Vt and nonterminal Vn 
vocabulary of the language L; 



- codes the syntax rules for the language L into 
table t ; 

b) Computes the precedence matrix M for the language L, 
containing the relations <.  , 2 , .> and [ 2 1 ;  

C) if the grammar of L is not in precedence form, then 
transforms t to precedence form [ a ]  and continues from 
step [b) ; 

d) constructs an inverted indexed array I with pointers 
to t: 

e) transfers the arrays' t, I, Vt, and M (the set { T I  in 
an indexed sequential file, which is common for all 
translators, generated by TGS-4000 system. The set is 
saved under key equal to the name of the defined language, 
so an old version is deleted; 

£1 translates {CJ~} into {A}. 

The generated syntax-driven translator {A} has the following 
structure: 

< operating environment description > 

< environment description > 

< parsing phase > 

< interpreter description > 

< terminating phase > , 
where, 

< operating environment description > :: = 

< terminating phase > :: = < compound tail 

The words used for metalinguistic variables not yet defined 
in the above definitions describe their nature. First-order 
approximation of the algorithm, implemented in the < parsing 
phase > is as follows: 

~ ( 0 ) :  = ' a ' ;  i: = 0; k: = 1; 
while p(k) # ' a '  do 

begin i: = j: = i + 1; s(i): = p(k); k: = k + 1; 
while s(i) .>  p(k) do 

begin while s(j-1) s(j) do j:=j-1; 
~ ( j ) :  = leftpart (s(j) ,..., s(i), rule-no); 
case rule-no of 

begin <translator description> end case; 
end . >; 

end of the parsing phase . 



Here p(l), ...,p (n) is the original sentence; k is the index 
of the last symbol scanned; s(1) ,..., s(i) is stack; s(j) ,..., s(i) 
is the reducible substring; ! @ is initializing and terminating 
the process; to any symbol S E Vt U Vn the relations @ <. S E 
S .> @ and p(n + 1) = I @ '  are true. 

The function leftpart reduces the metaexpression s(j), ... s(i) 
to the corresponding metavariable and returns the serial number 
(rule-no) of the syntactical rule 

In fact, the processes of lexicojraphical analysis and 
parsing are performed alternatively. The lexical procedure reads 
a lexicographical unit and delivers a value for it in s(k). In 
the case of identifiers, strings, and unsigned numbers, it stores 
a code in stack named - data, which is parallel to the stack 2. 

5. Conclusion 

The system TGS-4000 is now being used in the design and 
implementation of special purpose languages with context-free 
grammars. The generator allows both interactive and batch pro- 
cessing of language definitions defining both interactive and 
batch-processing languages. 

In the Appendix, we show, through a simple example, the 
utility of TGS-4000 in producing an interpreter for a language 
subset of ALGOL-60, and an on-line execution of the produced inter- 
preter. The translator generator is used also to implement 
FORMAL--an interactive language designed by the author for doing 
formal algebraic manipulations. This language has a syntax 
similar to the syntax of BASIC [6], 52 basic symbols and 36 meta- 
variables in its vocabulary, 90 syntax rules, and semantic defin- 
itions containing about 100,000 characters. TGS-4000 generates 
the corresponding translator in three minutes on an RC-4000 
computer, running with 32 K core storage and software-implemented 
virtual storage. 

The using of TGS-4000 metalanguage permits an approach more 
synthetic for the translator's writing, makes possible the crea- 
tion of developing languages, tailor-made to the up-to-date or 
future needs of the users. 
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Appendix 

Contents of File "Simpledef" 

Simple Precedence Structure Programing Language "Simple" 

The meaning of the language is explained in terms af an 
array of variables, called (value stack), which has to be 
understood as being associated with the array s - stack, used in 
the parsing algorithm. A second set of variabres is called 
(name stack). It serves to represent a second value of certain 
symbols, which can be considered as a name. 

Formal definition of the language "simple" 

@ syntax: 

program = block '. ' . 
block = 'begin' body 'end' . 
body = bodyl . 
bodyl = declar I;' bodyl ! statm-list . 

declar = 'real' 'identifier' . 
statm-list = statement ! statm list ';I statement . 
statement = variable ' :=I expr-! 

block . 
variable = 'identifier' 
expr = expr I + '  term ! 'permitted arithmetic expressions' 

expr ' - I  term ! 
term = term I * '  factor ! term ' / '  factor ! factor . 
factor = variable ! '('expr')' ! 'number' . 

@ environment: 

begin array vs (1 : 100) ; 
integer array ns ( 1 : 100) ; 

write(out,<:'simple' ready <lo>: :> ; 
setposition (out, 0,O) ; 

@ translator: 

11: go to exit; 12: ; 13: ; 1 4 :  ; 
15: : ~. 
16: begin ns (j) : = data (i) ; vs (j) : = 0 end declaration; 
17: ; 18: ; 
19: begin jl: = vs(j!; vs(j1): = vs(i); 

write (out, strlng dictionary (ns ( j  1) ) , <: = : >,vs (i) , 
<:<lo>::>); 

setpostion (out., 0,O) ; 
end assignment statement; 

110: ; 



111: begin for i 1: = j - 1 step -1 until 1 do 
if ns (il) = data(j) then go-to founded; 
error(<:undeclared variable:>, exit); 
fpunded: vs(j): = il; 
end variable; 

112: expr: vs(j): = vs(j) + vs(i); vs(j): = vs(j) - vs(i); 
vs(j): = -vs(i); 

116: term: vs(j): = vs(j)*vs(i); vs(j): = vs(j)/vs(i); 
119: factor: vs(j): = vs(vs(j)); vs(j): = vs(j+l); 

vs ( j ) : = number; 

@ interpreter: 

exit: printtime (<:end of run .:>I; 
end ; 

comment end of file simpledef: 

Generating and Execution of Translator 

for the Language "Simple" 

* comment lines are prefixed by the character * . 
* Generate an interpreter for the language "simple"! 
* Its definition is in file "simpledef". No listing! 

simple = tgs4000 simpledef 1ist.no 

tgs4000 begin. 
Number of basic symbols = 15 
Number of meta .symbols = 1 1  + 2 
Syntax-tables for the language *simple* are saved 

in file *ltables*. 
OK, translator for *simple* language is ready. 

tgs4000 end. 

* Call the translator for the language "simple" : 

* User's lines are prefixed by a colon. 
simple ; 

"simple" ready 
: begin real a; real b; a:=5; 
a = 5.000 

a:=b; 
a = 0.000 
: a:=l/a+ 0.001; 
a = 0.201 

begin real a; b:=a+314'-2 - a*a 
b = 3.140 
: end ; a:=5*10 + a +  b 
a = 53.341 
: end . 
end of run . CPU-time used: 0.12 sec. 



Industrial Pianipulators and Robots 

Nicolay D. Naplatanoff 

1. Introduction 

The increasing want of highly qualified workers and the 
tendency toward a sharp rise in the productivity of labor of the 
separate worker, intensifies the interest for the use of indus- 
trial manipulators and robots. These objects of investigation 
are quite suitable for the application of the question-answering 
systems (QASs) . 

It is our opinion that high-quality dialogue systems of the 
type in question can be created, but there are also a number of 
problems concerning their efficient use that need to be clarified. 

In this connection, it is necessary to remember that it is 
not possible to apply the modern means of automation to every 
"old" technology. That is why the development of "objects, 'I which 
will require in the process of their development a highly organ- 
ized control system with artificial intelligence, is quite an 
urgent and expedient problem. 

In this paper we briefly consider problems connected with 
the creation of industrial manipulators with a simplified mechani- 
cal control system on the basis of fluids. 

At the Institute of Engineering Cybernetics (IEC) at the 
Bulgarian Academy of Sciences, the first steps in the 
synthesis and realization of two cycle manipulators have been 
undertaken. 

2. Manipulators of the Type "Faloma-IEC-01" 

The manipulator carries out a cycle of the following motions: 
vertical upwards, horizontal forwards, supply of one detail, 
rotation to 90°' horizontal backwards, vertical downwards, releas- 
ing of the detail, return to the initial position. 

The logical block-scheme provides the following regimes: 

a) complete automatic cycle with the capabilities to change 
the duration of the separate motion, 

b) manual control. 



The control is realized as a combinational lcgic network 
with a program device. The program is recorded on a data tape 
and is read by a pneumatic reading device. The current impulse 
is fed by a pneumatic current generator with frequency 2Hz. 
The logic block is realized by pneumatic membrane elements of 
the type "Dreloba" (GDR) . 

The manipulator scheme investigates the turn to fluidic 
elements of the type "Faloma," designed by the Institute of 
Engineering Cybernetics. 

3. Manipulators of the Type "Faloma-IES-05" 

The manipulator has five grippers which act simultaneously. 
The cycle consists of the following motions: horizontal for- 
wards, catching of five details simultaneously, rotation to 45 , 
horizontal to the right, slackening of the details, horizontal 
backwards, horizontal to the left. 

The working regimes are three: 

a) single automatic cycle, 

b) continuous automatic cycle return, and 

C )  manual control. 

The following block systems are stipulated: 

a) stop--stopping at closed position 

b) zero--automatic return to the initial position. 

The control system is a synchronous automaton with a period 
frequency 0,5Hz and consists of the following main blocks: 

a supplying , 

b) a generating device for time impulses, 

C) memory block, 

d) amplifier, and 

el servomechanism. 

The system is organized by fluidic logic modules of the 
type "Faloma" designed at the IEC. The total number of elements 
is 149. Forty-nine of them are pneumatic, fluidic, logic 
elements, while the other 100 are interfaces and connective ele- 
ments. 



4. Development Tendencies 

The electronics give great possibilities for the realization 
of all main blocks with the exception of servo-organs. 

However, the using of the pneumatic and hydraulic servo- 
mechanisms makes imperative the introducing of a second kind of 
energy in the manipulator system and requires the necessary elec- 
trofluidic transformers and amplifiers. 

This complication is the reason for designing entirely 
fluidic systems using fluidic logic modules and interfaces. 

A comparative evaluation is represented in the table given 
below. 

Table 1. 

These tendencies determine for us an interesting and neces- 
sary scientific trend, namely: synthesis of "intelligent" 
systems of manipulator and robot control, including also dialogue 
systems of the type "questions-answers" in other modifiable 
"question-answering" systems. 

In this direction, we look forward to coworking with IIASA 
on the examined problems. 

Character--"nature1' 
of the blocks 

All blocks are 
pneumatic 

Input block-computer 
Transforming block- 

electro-pneumatic 
Servoblock-pneumatic 

--- 

Number 

1. 

2 .  

3 .  

Type of the Manipulator (Robot) 

Manipulator with a cycle of 
action (nonintelligent robot 
or industrial robot) 

Manipulators with cyclic action 
and possibilities for readjust- 
ment at the time of their 
action (intelligent robot) 

Robots with analogous action 
with an adaptive behavior; 
recognizing, searching, with 
space action (superintelligent 
robot) 



APPENDIX 1 

Some Comments on A1 Research Coinformation 

D. Dubrovsky 

1. Introduction 

The participants of the workshop would like to point out 
that QAS developmenk is only one part of A1 research being con- 
ducted in the different countries. 

There are important and interesting results also in A1 
research areas connected with psychology, linguistics, neurocy- 
bernetics, automatic programing, robotics, symbol manipulation, 
pedagogics, etc. (For example, see the following section.) It 
is very desirable that the different forms of A1 research being 
conducted by IIASA member countries should be coinformed to some 
extent by IIASA research policy. 

Coinformation in the A1 field could become a framework for 
the system analysis of A1 research as a complex "R 8 D system." 
In that case, IISA could be a point of linkage between national 
research groups cooperating on different topics of an A1 field, 
while the work could be done by scientists of national organ- 
izations who were interested in it. 

Now, the workshop initiates that work and the participants 
hope that there will be fruitful results in that direction in the 
near future. 

2. A~vendix to A1 Research Coinformation 

2 . 1  On Social Prelevant Applications of A1 

QAS's are an application of A1 with clear general relevance 
for social systems as far as storage and retrieval operations in 
large data bases are concerned. 

There is a great tendency to consider that BAS and robotics 
are the only two socially relevant applications of AI. It is 
important to refute this opinion. 

One of the source fields of semantic information processing 
was the Computer Aided Instruction (CAI) Project from ARPA at 
Bolt, Beranet and Newman (BBN) in Cambridge, Ilassachusetts. A 



second pedagogical application of A1 was the research work of 
Professor Seymour Pappert, AI-Laboratory, MIT, Cambridge, on 
"Teaching Children to be Mathematicians and not Teacsing Them 
about Mathematics." A third application on pedagogics was 
suggested by Professor Quillian (at both BBPJ and AI-Lab, PIIT) in 
his paper, "The Computerized Piaget cr Psychology from the Point 
of View of a Radical Computerist." In this paper, the natural 
mathematical ability and performance of little children (pattern 
recognition, generative grammar) is studied in order to teach 
children at school another kind of mathematics even before they 
begin to learn to read. The work of Messrs. Chomsky, Linguistics 
Department, MIT, Cambridge, on formal models of language acquisi- 
tion by children is also related to this field. 

A further application in this sense is to simulate the 
cognitive development stages of children's brains in order to 
provide children from underdeveloped countries or from underpriv- 
ileged strata with an early compensatory training in mathematics 
and linguistics, and thereby reduce the cognitive deprivation 
effects on large parts of humanity. 

A project in this area would allow IIASA to obtain financial 
support from UNESCO in Paris and other UN agencies involved in a 
world-wide effort to combat illiteracy and cognitive deprivation 
among more than half of the world population. A theoretical pro- 
ject at the Paedagogische Hochschule in West Berlin is actually 
engaged in this subject, (conducted by Prof. Alex Baumgartner 
and myself) with special regard to a mathematical curriculum for 
preelementary schools. In this project, the simulation of affec- 
tive development stages of children (as described by Rene Syitz) 
is linked interactively with the simulation of cognitive develop- 
ment stages (as described by Piaget and others). 

An experimental project is being conducted at an elementary 
special school for children of Spanish immigrant workers at 
Frankfurt-Plain, FRG, together with psychologist Professor Leber , 
Department of Special Paedagogics (for deviate behavior) at 
Frankfurt University. The results of this project could be util- 
ized for a project proposal to be sent to the involved UN agencies 

A n  important aspect of social behavior between nations and 
other human collectives is the problem of peace and conflict. 
Various important institutes in the world are engaged in empirical 
data collecting and the interpretation of such problems as the 
arms race, racial or national hatred, social struggle, counter- 
insurgency, military-industrial complexes, raw material embargoes, 
etc. 

The Max-Planck-Institute at Starnberg, FRG, the Nobel 
Institute of Peace Research at Stockholm, the Governmental US 
Peace Research Agency, the Institute of Strategic Studies in the 
UK are among others involved in these problems. 

Professor Hie1 de Soola Pool and Professor Nazli Chouckri 
both from HIT, Cambridge, and Professor Carl W. Deutsch, Harvard 



University, Cambridge, were engaged for some years in formalizing 
nongaming approaches for a computer simulation of international 
conflicts. Artificial intelligence approaches for the represen- 
tation of the subjective attutdes of politicians and governmental 
and nongovernmental organizations in international relations 
were developed among others by Professor Matthew Bonham, American 
University, Washington; Professor Howard Alker, MIT, Cambridge; 
and myself, at the Frankfurt University. I have made an arrange- 
ment with Professor Bonham to link our simulation algorithms to 
a complex system in order to simulate historical processes as 
sequences of discrete political events synchronized with socio- 
economic semicontinuous processes. 

Dr. Raul Espejo, IIASA Project on Large Organizations, 
worked together with Stafford Beer (see his book: Designing 
Freedom), on the theory of Maturana (Urbana) and Varela (Stanford) 
on self-repairing (autopoietic) automatons, applicable to the 
behavior of social systems. 

This could be improved as the beginning of an IIASA project 
on Peace and Conflict Simulation ?.lodeling with the financial 
support of some important international or national agencies and 
foundations. It is presumable that such a project could provide 
for IIASA an international resonance as the project "Limits to 
Growth" providsd fcr the Club of Rome, and have a broad public 
relations effect for the Laxenburg organization. 



APPENDIX 2 

A Word of Caution 

S.D. Isard 

Abstract 

In planning a natural language information retrieval system, 
it is tempting to think in terms of two relatively independent 
components: one which knows about language and is able to trans- 
late sentences, regardless of their content, into some internal 
semantic representation, and another which can manipulate semantic 
representations in order to produce answers to questions. How- 
ever, I feel that one must give serious consideration to the fact 
that in successful artificial intelligence projects of the past 
few years, not only have language and reasoning components been 
blended together, but the design of the whole system has been 
heavily influenced by the particular subject matter with which it 
is intended to deal. The main reason for this would appear to 
be that knowledge of language and reasoning alone are not suffi- 
cient to deternine either (a) what constitutes a useful answer to 
a given question, or (b) how to look for it in a sensible way. 

Another important point is that neither the first order, 
predicate calculus nor the other forms of semantic representation 
so far proposed offer truly satisfactory ways of representing the 
information conveyed in natural language by tense, aspect, sub- 
junctive mood, modal verbs, intentional adjectives, and a variety 
of other sorts of words and constructions. Each artificial 
intelligence system tends to cope with such phenomena in a fashion 
appropriate to the particular questions with which it is designed 
to deal, or to otherwise ignore them whenever possible. 

"Whyn and "how" questions constitute an especially tricky 
area where neither predicate calculus nor semantic nets offer 
any straightforward hints on how to proceed, and where the problem 
of what will serve as an answer is dependent both on the subject 
matter under discussion and the state of knowledge of the ques- 
tioner. It is interesting to compare the ways in which the pro- 
grams of Winograd, Stansfield, and Scragg adopt different tactics 
appropriate to their different settings in trying to answer such 
questions. 

The moral, I think, is that one will inevitably fail to 
capture the full subtlety of natural language, and that practical 
success depends largely on making the right compromises. In 



particula~, the nature of these compromises should be determined 
primarily by the sort of information to be stored and the kinds of 
questions you want to ask and answers you want to receive. If, 
for instance, you are dealing with a static body of facts, such 
as a table of atomic weights, you may be able to largely ignore 
the semantics of tenses, aspects, and modal verbs; but if you want 
to discuss the effects of various processes on a situation which 
change over time, such as the world economy, then you cannot. 
It is these considerations which should determine the choice of 
semantic representation and the way in which natural language 
sentences are translated into it. 
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