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Abstract

The self-purification process in rivers is described qualitatively. Dif-
ferent ways of representing this process by systems of differential
equations are discussed. The parameters of the differential equations can-
not be measured directly, but must be estimated from experimental values
of the dependent variables. For this problem, called model identification,
the quasilinearization technique is recommended and explained. The technique
is applied to self-purification models of some simple laboratory studies.
A model is given of rivers whose benthos may be neglected. Its dependent va-
riables are: concentration of easily degradable wastes, concentration of
slowly degradable wastes, bacterial mass concentration, protozoan mass con-
centration, and oxygen concentration. Keeping the measurement efforts within
reasonable limits, the conditions under which this model can be identified
are investigated. Finally, a self-purification model of the Rhine river
between Mannheim/Ludwigshafen and the Dutch-German-border is proposed. It is
shown that the model is consistent with the measured data. The model is used
to estimate the consequences of activities such as waste heat disposal or

sewage treatment.



1. Introduction
in view of the enormous pollution of our rivers it is
today imperative that greater efforts toward water pollution
control must be made /18/. Uncertainties exist in the se-
lection of measures to be applied to concrete situations.
An important factor is the ability of the river to clean it-
self. This should be used on the one hand, but on the other
hand it should not be abused. This optimization problem
can only be solved if one can quantitatively describe the
self-purification processes; but today one is far away from
it. Most of the sanitation programs for rivers are based
on the so-called Streeter-Phelps-Equation (e.g., /53/),
although one knows today that this equation is only a very
crude model of the self-purification process /32/ (see also
Section 4.2).

The following thoughts are to be a contribution to a
more realistic theoretical model of the self-purification
process in rivers. The initial question was how waste heat
fed into rivers interacts with organic pollution /50/.

To start with, the biochemical, physical and mathematical
facts were compiled for the laying down of a mathematical
model of the self-purification process. Then, several self-
purification models, their possibilities and limits, are
discussed.

2. Qualitative description of the self-purification processes

2.1 Degradation of the pollutants by bacteria

In the complex process, which is termed self-purification,
the first and most important step is the degradation of the
pollutants by bacteria (and lower order fungi). Degradation
consists of a chemical change, which releases electro-chemical
energy. The released energy is used for building up energy
rich organic phosphates (especially adenosine triphosphate
(ATP) ), which in turn deliver energy for the biomass synthesis
(reproduction, growth) and for the maintenance of life functions
(movement; replenishment of spontaneously degenerated protein
molecules etc.). The energy consumption for the maintenance of
life functions is described as endogenous respiration. In the
creation of new biomass, the pollutants or by-products of their
degradation possibly can be used as building materials (assimi-
lation); but normally also other building materials, which can
not be derived from the energy donor, must be available in
the water (e.g., nitrates, phosphates, and calcium). If an
energy donor, or some essential nutrient is not available, the
endogenous respiration continues through the degradation of
cellular matter (especially that of the reserve substance
glycogen /10/). That way the biomass is slowly reduced, because



the degradation products are eucreted. The degradation of a
pollutant normally consists of a iong chain of enzyme catalysed
reactions (see for example /i0/}). ‘Th2 eneragy producing reactions
are exclusively cxydations, and especially oxydations through
dehydrogenation. As the lasit {extracellular) hydrogen

acceptor, oxygen is the most lmportant one (aerobic degradation),
but under certain circumstancss also other substances (e.g.,
sulphur, CO, or fragments of degraded molecules) can be re-
duced (anaetrobic degradation). Organic pollutants are broken

up in the course of degradation. Ideally, the end products are
purely inorganic (e.g., CO,, H,0, NO,-, SO,~-). The metabolic
pathways of the many different degraaable pollutants are so
arranged that with progressing degradation more and more path-
ways coincide. Thus, for those metabolic pathways which end up
with CO, and H,O, only two possible courses are known: the

Krebs c§cle ana the pentose phosphate cycle /61/.

The enzymes, which catalyze the single steps of degradation
(and synthesis) are proteins or proteids, which are highly
specific to the chemical reaction catalyzed. The ability to
synthesize an enzyme is genetically determined, that is why
only those compounds which have been present for a long time
in nature are biologically degradable. Many compounds, which
have appeared in the last decades with the development of chemi-
cal technology, can not be degraded, or only partially degraded;
among those are, for example, the chlorinated carbohydrates
/28,58/. Only a part of the enzymes, the so-called constituent
enzymes, is synthesized by the microorganisms independently
of the available nutrients. The other enzymes are inducable,
that is, the genetically fixed ability to synthesize them is
only realized when the specific substrate (or sometimes others,
mostly structurally related compounds) are present.

The transport of the nutrient molecules through the cell
walls and the cytoplasmic membranes is also achieved by en-
zymes; these are called permeases. Ordinary diffusion plays
a minor role in nutrient uptake, because the transport has to
be accomplished against a concentration gradient.

If the nutrient molecules are very large (e.g., starch,
cellulose, protein), a direct transport into the cell is im-
possible. In this case, the nutrient molecules are degraded
outside the cell into fragments which are small enough.
These reactions are catalized by exoenzymes, that is enzymes
which act outside the cytoplasmic membrance. They can be
attached to the cellwalls as well as be released into the
surrounding medium. They differufrom ghe endoen zymes by5
their small molecular weight (10" - 10~ as opposed to 107 - 10
of the endoenzymes) and by their extremely louw cystin and
cystein content /76/.
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There are large differences in the degradation abilitiss
of different species of bacteria. Some bacteria grow in purely
inorganic media (autotrophic bacteria), while others are
dependent upon organic compounds (sometimes very complicated)
(heterotrophic organisms). Another classification rests on
the differences in energy gains through dehydrogenation:
the strictly aerobic bacteria are derendent on oxyden as an
hydrogen acceptor, the facultatively aerobic bacteria can do
either with or without oxygen, the anaerobic bacteria cannot
use oxygen as a hydrogen acceptor, and the strictly anaerobic
bacteria will die in the presence of oxygen. Within those
opposed groups of - aerobic - anaerobic and autotrophic -
heterotrophic, there are to be found many other differentiations.
For example, the bacteria of the family nitro-bacteriaceae
(autotrophic, strictly aerobic) derive their energy solely
through nitrification (that is oxydation of ammonia to nitrite,
and of nitrite to nitrate), while the also autotrophic and strictly
aerobic bacteria of the family beggiatoaceae derive their
energy solely through the oxydization of sulphur and hydrogen
sulphide /31/.

If in a heterogeneous bacterial community all species
have the ability to decompose a certain nutrient, in most
cases the degradation of that nutrient follows the same meta-
bolic pathway. That is, while the nutrient is decomposed, the
heterogeneous population acts like a homogeneous population
(see for example /35,93/).

Those bacteria found in rivers show great flexibility in
their use of the pollutants /31,43/, that is, in the analysis
of the self-purification processes one can be guite certain
that the bacteria will react like a homogenous population in
regard to most pollutants. These assumptions can be realized
even when just a few species are able to degrade a substance,
because often metabolic intermediates can be used by all
bacteria. This is especially possible with the end products
of reactions catalyzed by exoenzymes. The bacteria found in
rivers are mainly of genus bacillus, aerobacter,; pseudomonas,
flavobacterium, escherichia, achromobacter, alcaligenes, micro-
coccus, sphaerotilus, or chromabacterium /31,43,44,65/.

The most important exception regarding the collective de-
gradation behaviour are the above-mentioned nitrifying bacteria
which oxidize the ammonium or nitrite excreted by other bacteria.
Because of their low growth rate, the nitrifying bacteria only
play an important part in slowly flowing (e.g. impounded) or
overgrown bodies of water /38,65,922,96/. (In overgrown bodies
of water the nitrifiers settle on the waterplants). Besides
that, their growth is inhibited by numerous pollutants /15/,
so that their influence on the self-purification process is
often negligible.

The kinetics of the degradation process are dependent upon
numerous chemical and physical factors. The rate of degradation
changes rapidly with temperature, that is, it increases with
temperature as long as those enzymes concerned with degradation are




not denatured. Grogue it dawporitancoe arve th2 pi o vzlae, the O, content
Oof the water, the size of the available soiid surfaces, and“the tur-
bulence. The latter two play an especially great part when exozymes
are involved in degradation.

The kinetics of the degradation of a certain nutrient is
often specifically influenced by other nutrients or by non-
degradable compounds. This influence can consist of the re-
pression of the production of an encyme. Thus, numerous in-
ducable enzymes, expecially exzoenzymes, are only formed when
other, more easily degradable nutrients have been used up
/76,87/. Also, the activity of enzymes already present can be
regulated. This kind of regulation can be achieved through
the binding of the regulator molecnule to the active site
of the enzyme molecule which is then not longer available for
the substrate (competitive inhibition /63/); in this case the
regulator molecule and the nutrient molecule are normally
structually similar. (The special case of the competitive
inhibition in which the regulator molecule and the substrate
molecule are identical occurs if the metabolic pathways of
two substrates merge and the slowest (i.e., rate determining)
reaction is in the common part of the pathways /93/) In many
cases, the requlator molecules are bound to some other part of
the enzyme molecule and activate or inhibit it by changing
the form of the molecule (allosteric regulation /63/):; in
these cases there is, in general, no structural similarity
between substrate and regulator molecule. In competitive in-
hibition, the enzyme activity depends upon the ratio of
the concentration of the substrate to the concentration of the
regulator; if there is sufficient concentration of the sub-
strate the inhibition can be overcome. On the other hand, in
allosteric regulation the enzyme activity depends only on the
concentration of the regulator. Allosteric inhibitions and
activations also play an important part in the endogenic regu-
lation of the metabolism: the end product of a metabolic path-
way acts as an allosteric regulator of the first reaction
(feedback) /67/. Many components of sewage influence the
metabolism of the bacteria so seriously that they are damaged
or die. Such toxic materials are, for example, heavy metals
/40,41/.

In the realm of bacteria there exist great differences in
regard to mobility. There are attached types as well as various
types of flagella. The former can also be carried away by
flowing water (as can the motile types):; be it that they are
attached to suspended particles, or be it, that they have been
ripped off from the river bed.

2.2 Continuation of the self-purification by higher order
links of the food chain, and the influence of the photo-
trophic organisms

After the total elimination of the pollutants from
the river water, the self-purification process cannot be
considered finished, because a large amount of energy produced
by the degradation has been used to produce new bacterial
mass; part of the pollutants even have been directly inte-
grated into the biomass. Should the bacteria die for any
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reason, they become new pollutaubs, wiiich can result in a new

growth of bacteria /34/. 1lowever, the poliutants, after

their conversion into bkacterial mass, are no longer in the
dissolved state, so that tiey —an be filtered off or sedimented
out. The effectiveness ouf tue coaversion, umieasured as the
ratio of the chemical oxygen denand of the produced biomass

(see Section 4.2) to the chemical oxyygen demand of the elimi-
nated material usually lies betweesn 10 and 60% /19,66,81/.
The biomass would decrease very slewly in the following due
to endogeneous respiration; the death rate would become
significant only relatively late /85/. Normally, the self-
purification process develops considerably faster, because
the bacteria are consumed by protozca; this already occurs
during the bacterial degradation ©f the pollutants.

The role of the protozoa in the self-purification pro-
cess was dgreatly disputed until recent times (see for example
/65/), however, recent investigations verified their great
importance /12,13,22,51,70,86,95/. Figure 2.1 shows, as
an example, the growth over time of the bacterial density
and the biological oxygen consumption in a laboratory ex-
periment with river water, in one case with, and the other
without, the addition of protozoa /51/. One can see that
the oxygen consumption, which can be used as a measure for
the physiologically no longer useful freed dissimilation
energy, is much larger in the first case. The bacterial
density is thereby clearly smaller. (After the first day
bacterial and protozoan densities are of the order of
magnitude as that measured in nature. The small amount of
bacterial density at the beginning resulted from the fact
that in the elimination of the natural protozoa many of the
bacteria were eliminated as well). Whether the additional
consumption of oxygen is due solely to the digestion of the
bacteria by protozoa, has not yet been totally explained.
For example in /86/, as a result of the measurements, the
opinion 1is stated that the protozoa create a substance which
enhances the decomposition activity of the bacteria. How-
ever, he importance of the protozoa rests mainly on its
eating capacity', and only this will be considered in the
following. For example, protozoan feeding should be the
reason for the reduction of the bacterial concentration in
the Rhine River between Mainz and Cologne which is observed
during the summer. Figure 2.2a shows the bacterial concen-
trations along the Rhine River during the summer, calculated
as the geometric mean of the measurements taken by the Rhine
Water Works during the six sommer months of 1967 /3/.

Figure 2.2b gives the corresponding figures for the six winter
months. The opposite behaviour bLetween Mainz and Cologne

in the winter (when the self-purificatiun process is slowed
down) shows that the sumuter--reduciicu Luil L0t sulely be caused
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by differences in the measuring technique (plate count).
The curves have very similar shapes for other years, see
for example /2/.

Among the protozoa feeding on bacteria the ciliates are
the most common /13,70/. The flagellates are also frequently
found during the self-purification process, but most of them
live osmotrophically and use by-products of the bacterial
metabolism. Thus, their population dynamics are closely
linked to that of the bacteria, and therefore they are not
treated separately in the following. While the growth rate
of a homogeneous bacteria population can vary greatly according
to the differences in degradability of the nutrients, this
is not the case with ciliate populations, because their food
has in any case approximately the same composition. The
differences between the various species of ciliates seem to
be greater than among the various species of bacteria which
can live on a specific substrate. However, the growth rates
of those ciliates which are most important for the self-puri-
fication of rivers are close enough to consider all ciliates
to act homogeneously /13,70,88/ (see Section 4.2). The
feeding activity of the ciliates is influenced, just as with
the bacteria, by many chemical and physical factors (pH-value,
temperature etc.). By and large, the adaptability of ciliates
is weaker than that of bacteria; for example, very few ciliates
can exist under anaerobic conditions.

The organisms which eat bacteria in turn serve as food for
higher organisms, whereby the chemical energy originally brought
in by the pollutants is further reduced. These second order
consumers are largely raptorial ciliates, rotatoria and phyllopods.
Higher order consumers follow, so that one can speak of a food
chain (though the structure is not strictly like a chain in the
sense that consumers of the n-th order feed only on consumers
of the n-1st order).

As with the bacteria, there exist benthic consumers and
consumers which are carried downstream by the water; again many
of the latter are sessile organisms attached to suspended
particles. Among the higher consumers there are motile species
which move independently of the water current (e.g. fish).

The higher the order within the food chain, the lower the
part of the original chemical energy which the organisms con-
vert. (Assuming the same efficiency for the conversion of
consumed biomass to new biomass and a strict chain structure
[see above], the chemical energy is reduced from link to link
in a geometric progression). Nevertheless, the influence of
the higher order consumers upon the dynamics of the self-
purification process could be considerable, because they reduce
the consumers of the lower order. This, however, is normally
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rnot the case, for two reasons: first, the growth rates de-
crease toward the upper end of the chain. Therefore those
higher consumers which are carried away by the current do

not have enough time to reach that high density which could
be supported by the nutritional base - the pollutants.
Second, with a higher order the consumers become, in general,
more and more exacting, so that many of them cannot survive

or breed in heavily polluted waters (in single cases the
opposite may well occur /16/).

The chemical energy, upon which the food chain is built,
stems not solely from the pollutants, but also in part from
phototrophic organisms, that is, organisms which are able to
use sunlight as an energy source in building new biomass.
This organism group contains, beside a few bacteria and
many flagellates, algae and higher aquatic plants. Consumers
of phototrophs are, among others, herbivorous protozoa,
phyllopods, and fish at the upper end of the food chain. 1In
the case of death (often caused by seasonal changes of phy-
sical conditions) prototrophs are, of course, decomposed
by bacteria.

Although the phototrophs can use sunlight as an energy
source, they often use, indispensably or facultatively,
organic substances, in some cases even growth is possible
in the dark /26,79/. The inorganic or organic substances
which the phototrophic organisms take up are in polluted
rivers to a large extent by-products of bacterial metabolism

(CO,, nitrate [or amonium], phosphates, etc.). Thus, the
poliutants act as fertilizers for aquatic flora (eutrophi-
cation). 1In addition to the already mentioned factors which

influence the growth rates, light intensity is a most important
factor in the growth of phototrophic organisms. Within natural
variations of light intensity, the photosynthetic activity is
nearly proportional to light intensity. It does not noticeably
increase with temperature, as can be expected for a photo-
chemical reaction. On the other hand, endogenous respiration
depends on temperature similarly to chemotrophic organisms,

so that the ratio between assimilation and respiration in-
creases as temperature decreases /79/.

As with chemotrophs, the phototrophs are either benthic
or suspended in the body of water. The higher plants are
without exception stationary. Since the growth rate of most
phototrophs is quite small, the planctonic species are of
importance only in very slowly flowing (impounded!) rivers.

Thus the phototrophs counteract the self-purification
process in that they produce new organic matter, whose
energy comes from sunlight. On the other hand, they alsc
have a beneficial influence on the bacterial degradation:
the oxygen formed by photosynthesis can prevent the undesirable
anaerobic decomposition (see Section 2.1). Also, the photo-



~-11-

trophs provide surfaces for bacteria to attach to, so that,

as already explained in Section 2.1, in the case of dense water
weeds, the bacterial activity can bé very intensive directly
below a waste water inflow. This effect can be observed es-
pecially with slowly growing nitrifiers /38,65/. However,

the phototrophs are more exacting about their environment, and
if pollution is too great, they can not grow.

2.3 Oxygen balance

All aquatic organisms, with the exception of a few bac-
teria, fungi, and protozoa, are dependent upon a certain
oxygen concentration in the surrounding waters. Thus the
oxygen concentration is an important criterion for the quality
of river water, and it has to be the aim of all model theory
of the self-purification process, to know about the changes of
the oxygen concentration over time and space.

Oxygen is consumed, on the one hand, during the aerobic
degradation by bacteria and other consumers; on the other hand,
oxygen is released by the phototrophic organisms during CO2
reduction. At the same time, oxygen concentration is in-
fluenced by the physical process of diffusion: in abiotic
water, diffusive exchange of oxygen between air and water
establishes a certain saturation concentration of oxygen in
the water. If the activity of organisms cause a deviation from
that concentration, diffusion tends to diminish the deviation
for rivers. The diffusion stream in the boundery layer between
air and water is of greatest interest because it determines
the rate at which deviations from the saturation concentration
decay. Within the media water and air, the concentration
differences are normally quickly equalized by turbulence.

If the decomposition activity of chemotrophic organisms
is high, the oxygen consumption, over a longer period of
time, can be greater than the biological and physical reaeration
through photosynthesis and diffusion. Then anaerobic conditions
can result, which are undesirable not only because of the
death of many organisms, but also because of the harmful by-
product of the anaerobic metabolism (methane, H,S etc.).
(Several organisms suffocate at oxygen concentrdtions which are
considerably greater than zero). During intensive photosynthetic
activity, there is a possibility of oversaturation, but this
phenomenon relatively seldom occurs in rivers.

The saturation concentration of oxygen increases with the
lowering of temperature (see Figqure #4.13); apart from that it
is little influenced by realistic changes of all other physical
or chemical factors. The rate at which deviations from the
oxygen saturation level decay is the smaller, the lower the
temperature. It also depends upon the substances contained
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in the water (see for example /60/) and upon hydrological
factors. Also the wind speed and the amount of shipping
traffic have an influence, but the importance of this in-
fluence is still under discussion.

3. Mathematical basis fcr model construction

3.1 Description of the self-purification process by means
of differential equations

In order to model mathematically the processes described
in Section 2, one must first quantify the variables such as
bacteria, pollutants etc. It has proved to be useful to
characterize them all by mass-concentration; that is by
stating the mass of pollutants, bacteria, oxygen etc. wich
is contained in the unit volume. With the organisms the dry
weight will always be given. (The appropriate unit of measure-
ment for all variables will be, as shown in Section &4, [mg/l].)

In order to give an exact description of the influence
of the organisms, one should actually state their number and
size per unit volume. (The same holds for the insoluble
pollutants.) However, it can be seen immediately, that with
the product of both, which is proportional to the mass con-
centration, the eating activity as well as the catchability
is essentially characterized. A more detailed description,
in view of other unavoidable inaccuracies (see Section #), would
not be worthwhile. 1In any case, mass concentration better
describes the effects of the organisms than organism concen-
tration (number per unit volume), which is often used /13/.

The mass concentrations are in general functions of
time t and location (x,y,z). In the following, to indicate
location, an orthogonal cartesian coordinate system is used,
whose x-axis lies in the direction of the flow, and whose
y—axis lies horizontally. The dependence of the concentration
upon time and space cannot be given explicitely in an easy
manner, one can only determine how the changes in concentration
depend upon the concentrations. In other words: one can only
formulate differential equations. Normally the concentration
changes at a specific time and place depend upon the concen-
tration values at the same place and time. In modelling delays,
as they occur for example with degradation by induced enzymes
or with the dying of bacteria, differential-difference equations
can occur, but each of them can be approximated as precisely
as one wants by a differential-equation system. (If one builds
a detailed model of all processes, which result in delays,
differential equations occur from the beginning.)



In the construction of the differential equations it is
useful to differentiate between matter and organisms which
are stationary (benthos variables) and those which are flowing
in the stream (plancton variables). (This differentiation is
an idealization. For example, the heavier suspended particles,
which near the bottom of the river are slowly dragged along,
are hard to classify.) Benthos variables change solely through
degradation or synthesis processes, whereby the transition into
plancton (e.g., tearing off) is interpreted as degradation, and
sedimentation as synthesis. In opposition, concentration
changes of plancton also can be caused by physical transport.
Transportation mechanisms which must be considered are the
downstream flow of water and the mixing in all three dimensions
by turbulence and diffusion. Therefore, the current jk’ defined

as the amount of pellutants, bacteria etc., (k identifies the
variable) which per unit time crosses the unit area whose normal
lies in the direction of the current, is composed of a flow

component ko and a turbulence~- and diffusion component }kvz

ki - e lim

(3.1) T = dge ¥ gy,

The flow component is

—

[ R :
J.8) - = .
i 4 Jkl" C;\ vV,

T

whereby c, is the concentration and v the velocity vector.

k
For the turbulence- and diffusion component one can use the
approximation

- .
(3.3 P, o= = Dve
(3.3) Try =7 B
which means, that the current is proportional to the con-

3 3 3).

3x' 3y’ 3z’

D is in the simplest case a constant, but in general a 2nd
order tensor. ((3.3) is the classical diffusion ansatz.
Diffusion itself does not play a large part in rivers,

that is why D does not have the index k. The possibility

to use a diffusion ansatz to describe the turbulent mixing is
also used to describe the transport of matter in the atmosvhere
see for example /79,39/.)

centration gradient. V denotes the nabla

BRased on the law of conservation of mass

and on the relationship Vv = 0, which holds for incompressible
fluids, we get for the plancton wvariables ck eguations of the
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form (see also /77/)

9k

(3.9) t- Y -‘{]T-(jl'( = M‘A]’ [L)'V\k ) i-fk ( C1,C2,.. .- CN X,y,2z,t ).

The functions fk comprehend degradation and synthesis pro-

cesses; c1,c2,....cN is the total of the model variables

including the benthos variables. Such complicated eguations

however are virtually impossible to solve with reasonable effort.

most cases those equations which one derives from (3.5) by
averaging over the river cross section Q are sufficient.
Assuming

(3.6) Ve s, 2o

this averaging, which is indicated by bars, yields

. NV T Y-
13,7 B | 2. S TP R
R at ’x 9% GQWMA'f“ (cq .20, CNL A Yzt
because of
(5.2 1TV gy Doy iy e, Pdydz s [ g ds = 0.
Q2 ) R
The indices x,y,2z,n indicate the projections of the vector
jkv on the coordinate axes and the normal direction of RO
by 4
respectively. RQ is the border of Q, of which the line ele-
ment is called ds. Under the further simplifying assumption
- _ 3y — . .
Jxvx = B 3w Ck ore obtains the equation
"\_.- ’_‘—_ ’2_..
_ ¢, — 0ok L, O%ck T o
3.9 e I =T TR (ol S ol IR Cn, Yy, z b))
(3.9) " X "5 X THe7 T Tk R2 NRSY ’

whose transport term can be found for example in /82/.
(Similarly, one could simplify equation (3.5) so that the
diffusion in x- and y-direction is eliminated. One can find
also analogues to this in meteorology /89/. See also /74/.)

Equation (3.9) can only be manipulated more easily than
(3.5) if one can assume

(3.10) -f_l-< (C‘I ,C[\J,X,y,z,t) = fk('c—'] IEZI """ _C-NI X,t)

This assumption holds if lateral mixing is much faster than
degradation and synthesis. Occasionally the structure of the
function fk is such, that the assumption (3.10) is approximately

In
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fulfilled (see also Section 4.3).

O%ggn one can ignore the longitudinal mixing accounted for

y°€ . .
by D, ) ;ﬁ then this eguaticn results:

3 X

7 a El’ " G T‘ PO U PO

(3.11) Ssr T xo p RelEnsro ot

Sovlely by simple equations like (3.11) in the following the
dynamics of the plancton variables will be described. They
are correct if the river is completely homogeneous in y- and
z-directions, and no longitudinal mixing occurs.

If one also considers only mean values over river Cross
sections for benthos variables, one obtains approximately

) G E-I . - - n

(3.12) “EY- = ﬁ (C] R, I NI A O I

Thus the model equations for the self-purification processes
in rivers are coupled partial differential equations of the
first order. Their solutions are determined uniquely, if

the values of all c, are given at time t = 0 for all x and

for all t at x = 0. 1In the following, if there is no danger
of confusion, ci will be written instead of ci.

If in a river the benthos variables for the self-puri-
fication process are unimportant, the model which now con-
sists of equations of forms (3.11) only, is equivalent to the
following system of ordinary differential equations /20/:

(3.13) R R T N O

This can be easily understood, if t' is interpreted as being
the flow time: 1in a benthosfree river (following simplifying
assumptions referred to above), the concentrations at a certain
point x; are determined uniquely by the concentrations at an-
other point x, and the travelling time between both points.
Equation (3.19) describes the self-purification dynamics of

a benthos free river in the same way as an observer,who is
moving along with the current,would see it. (One also arrives
at it, igcone is looking for the stationary solutions of (3.11),
that is _k 0.) In order to simplify the notation, in the

ot
following for flow time t' the symbol t will be used as well.

Generally model equations (3.11), (3.12) and (3.13) can
only be solved numerically. In the following for systems like
(3.13) the Runge-Kutta method /98/ is used to solve them;
for the models like (3.11), (3.12), which are not dealt with
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in this paper, the simple technicue of finite differences /1/
has nroved to be quite useful.

3.2 Model identification py quasilinearization

The functions £, in equations (3.11), (3.12) and (3.13)
contain numerous pardmeters, whose numerical values have to be
determined before one can use the model to solve practical
problems. Their number be M. For example, those parameters
would be the (nutrient dependent) maximal growth rate
of bacteria, the rate at which the bacterial mass reduces as
a result of endogenous respiration, or the physical reaeration
rate (see Section #4). Their evaluation is called model iden-
tification.

Normally one cannot measure these parameters separately
without changing the conditions which are relevant for the
parameter value. One could, for instance, measure the in-
tensity of endogenous respiration separately, if one removes
the bacteria from the nutrient solution and observes them
in a non-nourishing medium, it is, however, questionable
if the parameter value thus found will hold for the original
milieu /37/.

Thus it is desirable to determine the parameter values
from measurements which have been carried out under natural
circumstances and in which therefore the influences of all
of the parameters are reflected. This problem represents
a general non-linear boundary value problem, which can be
solved by quasilinearization /8/. (For further solution
techniques see /90/.) In the following, this method as
applied to systems of the type (3.13) is described briefly.
The application to partial differential equation is not
much more difficult, but in the framework of this work not
necessary.

In order to arrive at a lucid notation the M parameters
which are not shown in (3.13) are included as additional
variables by adding to the original differential equations
M equations of the form:

dck
dt

=0, k=N«1, N«2, ..., N«t,

If in the functions fk time t explicitely appears, a further

dependent variable c = t is introduced, and the system

N+M+1
is enlarged by

Eii_N M =1
. dt
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After all dependent variables have been gathered into the

—> . .
vector ¢, the system can be written in the form of

o .
A . ae mim g
(_‘,,14} LI :"r{(j)

ot '

whereby f is a N+M+1 dimensional vector.

Now the problem of parameter estimation can be formulated as
a boundary value problem in the following way: the measured
values Xk of some dependent variables Cy of (3.14) at the

instants t. . be given. The number of the measured values of

c, be J kjThe initial values of all dependent variables

are to ge determined. If more values Xy 2are given than are
indispensable (that is, in geuneral, more” than N+M+1), the
initial values shall be determined in such a manner that the
sum of the squared deviations is minimal. In this formulation
there is no longer any difference between the original vari-
ables and the parameters, that is to say, among the given

values ij could also be the values of certain parameters.

The method of quasilinearization consists in calculating
iteratively better and better approximations cn to ¢ from the
differential equations system

A .\ L] C n e e o e o
(3.15) T =f ey ) e dleyq) Loy -eqg),
starting with an initial approximation go' J(gi) denotes

the Jacobi-Matrix of system (3.14):

20lei) Af(e) o Bhlei)
gey g gcy, 2 OCi, N+M.1
(3.15) ey = : ~ :
Of yamap (Ci) B p pa1 (51)
dci Jﬁl,mr\'1.-.-1 /
where the k - te component of Ei is called SRR The least

square solution ¢ of (3.15) can be determined relatively
easily, since one 'is dealing with a linear system: It is

(3.17) Ch (1) = X, (1) - ¢ (00« ppy (1),

where Xn is the matrix solution of the system

X n .
) e I ‘]1) < withX

ni0) =1

(I is the unit matrix) and En is that solution of the system
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(3.15) which satisfies 5n(0) = 0. (In (3.17) the general

solution of (3.15) is represented by the sum of a particular
solution, and the general solution of the accompanying homo-
geneous system (3.18).) 1If one inserts the expression (3. 17)
into the necessary conditions for the minimum of the sum of

the sguared deviations,

.

N (xS
=y L1 Y o Y a“ - ) ’
o> 2o Lot ..;454,”J-)Z 20, 1212, Nl

one obtains a system of linear equations for the unknowns cp, j (0),
which can be solved using a standard method /98/ (see Appendlx B).
{If the boundary value problem is not overdetermined one obtains
a linear system with a unique solution by equating expression
(3.17) with the boundary wvalues.)

Whether the series of the thus determined gn(t) converges

for a boundary wvalue problem at hand, normally cannot be de-
termined from the onset, but has to be decided through numer-
ical trials. The same holds for the guestion, how sensitive the
solution is to changes in the boundary values. Thus the method
of quasilinearization becomes an important tool for planning
experiments /9/: Dby simulating several boundary value problems
one can find out which variables have to be measured with what
accuracy at which places in order to determine the parameters
of the model. Besides the convergence of the recursion, the
confidence interval for c(0) is an important criterion; if

one gets very similar sums of squared deviations for rather
different c(0), one has to impose more restrictive boundary

conditions.

The deviations c_ P(t“j) xjj can be weighted according to the
‘A,\

accuracy of measurement of ij’ thus the least square condition will

bes
N+M«1 - Ji

(O)( Z >

-1
-n

. 2 ) .
(3.20) (G 7 (e g Lty =Xy 12 ) =0,

3Cnl
One uses such a weighting, for instance, if the variables,
of which measurements were made, have very different values
but the maximum relative errors in measurement are about the
same for all variables. In this case one could use the
weights

’ . "1
(3.21) Gyj = (HMux{ Xy ! 1=12 - It

(The weighting of course could also be effected implicitely
by a suitable transformation of variables in (3.14). This
weighting is applied in the following, unless otherwise

noted.)
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When determining En(t) from eguation (3.15), the pre-

ceding approximation én_1(t) has to be known for the entire

range of t. This can be achieved by storing En_1(t) as a

sufficiently dense table function, however with large systems
the computational effort becomes prohibitiye. One can also
newly evaluate at each iteration step the ci,i=0,1,...n—1,

simultaneously with En' This technique is used in solving

the boundary value problems of the following sections.

If the solution of the system (3.18) has components

of very different orders of magnitude gne can get into
numerical difficulties in determining cn(o) from (3.19).

This can be avoided by using other initial values for Xn

(see /8/). 1In the cases which are dealt with in the following,
this did not occur.

It should also be mentioned, that instead of gn_1(t)

in equation (3.15) one can also use solution of equation
(3.14) with the initial vector cn_1(0). This showed similar con-

vergence characteristics but was not explored further.

4.

4.1

Mathematical Models of the Self-purification Process

Models of a few simple laboratory experiments

For setting up a mathematical model of the self-purification

process on the basis of measured values, the functions
fi(c1,...cn,t) in (3.11),(3.12), and (3.13) still have to

be specified. These functions have to reflect the processes
which are described gualitatively in Section 2. Whether

one has used adequate functions, can best be tested with
simple laboratory experiments, in which the discussed mecha-
nisms are isolated. Therefore a few of them are discussed
in the following. Based on these experiments, the quasi-
linearization technique could be tested, too.

The simplest self-purification system consists of a

homogeneous bacterial population in a completely mixed so-
lution which contains a single energy supplying substrate,

as well as those inorganic substances necessary for bacterial
growth. The corresponding model is a differential equation
system of the type (3.13) for the three variables: substrate
concentration ‘S, bacterial concentration B, and oxygen
concentration :
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ds o un %

o GELRES

418
at

a0

6. 3) 2
(4.3) at

b ) - 0

Here a;, are the parameters, and 0S is the oxygen saturation

k
concentration. The right side of equation (4.1) is the well-
known Michaelis-~Menten-expression /63,93/: for a single
enzyme catalyzed reaction it can be derived from the law of
mass action, provided that the enzyme-substrate complex dis-
integrates slowly into the reaction products and the enzyme.
Thus there first appears, instead of bacterial mass density,
the concentration of the enzyme. For a sequence of enzyme
catalyzed reactions, under certain assumptions there appears
the same expression for the rate with which the original sub-
strate is degraded; the reaction parameter and the enzyme con-
centration in it are those of the slowest reaction of the
sequence /14,93 /. Thus equation (4.1) results, assuming

that the substrate is degraded along a single metabolic path-
way, and that the bacterial concentration is proportional

to the enzyme concentration.

The Michaelis-Menten-expression is used in the following
also for cases in which the suppositions which led to it are
not fulfilled with certainty. Then it represents a two para-
meter approximation to an expression, about which one knows
only that it will behave like S*B for low substrate concen-
trations (probability of enzyme-substrate molecular collision),
and in the case of greater substrate concentration it is pro-
portional to B and independent of S (maximum rate for meta-
bolic reactions).

The first term on the right hand side of equation (4.2) is

ds
21°at’
between the amount of substrate degraded and the amount of
newly formed biomass is constant /39,66/. The second term
on the right hand side of equation (4.2) takes into account
the decrease of the bacterial mass through endogenous respi-
ration (see Section 2.1) /24/.

the same as a that is, it is assumed that the ratio
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Figure 4.1

t [l

measured values from Gates et al./34/

nutrient curve calculated by Gates et al./34/

solution of the model equations using optimal para-
meter values

Model identification for the degradation
of glucose by a heterogeneous population
in a laboratory experiment.
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On the right hand side of equation (4.3) are listed
all processes which affect oxygen balance: first the phy-
sical reaeration, which is proportional to the oxygen
deficit /94/; the oxygen consumption in nutrient degradation,
which is supposed to be proportional to dS; and finally the

dt

oxygen consumption in endogenous respiration, which is
assumed to be constant per bacterial mass unit /11/.

Equations (4.1) - (4.3) are based on the assumption
that the changes in oxygen concentration are not so great
that they would influence the degradation kinetics. This
especially excludes the occurence of anaerobic conditions.

The next more complex self-purification system results,
if instead of homogeneous bacterial population a hetero-
geneous one is used. In many cases no complications arise
because the nutrient is degraded in the same manner (see
Section 2). One can use the same model equations (4.1)-
(4.3).

Such a system was investigated experimentally in /34/,
where glucose was used as the nutrient. Figure 4.1 gives
the measured values of one of the experiments. (In fact, oxygen
concentration was measured continuously, but the chosen
points of Figure 4.1 represent the curve sufficiently.)
The dashed line gives the function S(t) calculated by Gates
et al. /33/ from equations (#.1) and (4.2), whereby a5, = 0

and the other parameters were fitted by a graphical method /33/.
The following varameter values were given in /34/:
a

1" 0.62) [ma Suhstr./ma Bact./n ] dyy = 7.8) [rn Substr./ml ]

[y

a,y = 9.5 [ my Bact./mu Subuir. ]

Also, the values for a31 and az, were given, the former

resulted from a control run in destilled water:
-1 .
_ o 1 = 3 Y q <
aj) = 0.23 [0 ] aq, = 0.273 [ ma Oz/mq Substr. ] .
If cne tries to evaluate all the parameters of the
model (4.1) -~ (4.3) through the quasilinearization technique
(see Section 3.2) from the given measurements, it may happen

that unreasonable parameter values result (e.g. negative
values for @151 8554 OF a31), unless the initial approxi-

mation is very good. That is to say, if all parameters
are completely free for optimization, the given measure-
ments are not sufficient for a unique solution of the
boundary value problem.
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The difficulty cannot be overcome by increasing the
number of measurements of S and 0. If, however, the parameter
is fixed at the value 0.23 given in /384/, the quasilineari-
zgtion method yields, for a large range of initial approxi-
mations, the following parameter values ast

k 1 2 3
i
1 j.4e 2.3
2 0,79 .14
3 0.23 0.25 0,10

The units used are as above, mg/l and h. The initial wvalues
of the parameters may differ by more than a factor of 2 from
the optimal values, without the c 's (see 3.15) converging
into other values. In Figure 4.1 lthe solutions of equations
(4.1) - (4.3), which resulted from model identification, are
given as solid curves. One can see that they fit the measured
data very well.

Most remarkable is the sharp decline of the bacterial
mass density after glucose depletion; this hardly could be
attributed to endogenous respiration, especially since
oxygen consumption is low at the same time. This fast de-
cline is also reported in /34/, even though values for the
bacterial mass were given as functions of time for one run
only. It is ascribed to bacterial death, although the chosen
method of biomass determination allows for other interpre-
tations as well.

If one, in addition to a also fixes the wvalue for

317
az3r then for aj, = 0.67 the model identification yields

the following parameter values aiy

k 1 2 3
N
1 0.474 2.3
0.51 0.013
0.23 0.26 0.67
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and the curves in Figure #4.2. The curves fit the measured
values practically as well as the curves of Figure 4.1,

although some of the parameter values differ considerably.
That is, the parameter estimation based on measurements of
S, 0, and the initial value of B is quite uncertain, even

if g is fixed. The parameter values given in /34/ must

thus be similarly inaccurate, because with the last discussed
model (a33 = 0.67) approximatly the same parameter values

as in /34/ should result, since a is so low (a22 = 0 in

22
/34/1). The_uncertainties of the parameters given in /34/
(especially k= a1 359 and K = a12) are therefore con-

siderably larger than expected from the variations of the
given values. (However, for another experimental run given
in /34/ the parameter values were not as different.)

In order to obtain more accurate estimates of the model
parameters measured values of bacterial mass density as a
function of time have to be used, too. If these values really
drop as quickly after glucose depletion as reported in /34/,
the model (4.1 - 4.3) is inadequate, because it seems
unlikely that at the outset of the experiment the proportion
of the bacteria dying per time unit is the same as after glu-
cose depletion. One should examine the causes of the dying,
and put them into the model. Lack of food cannot be con-
sidered as the cause for such rapid decline of the bacterial
mass /84/, even though a model, into which this process was
included tentatively, simulated the laboratory system very
well, and showed the reincrease of the bacterial mass den-
sity, which is mentioned in /34/.

The next higher order of complexity in the self-cleaning
system is achieved by adding another nutrient, or by adding
bacteria consumers.

If a further nutrient is added, which also is degraded
in the same way by all species of the heterogeneous bacterial
population, several possibilities exist for degradation
kinetics, depending upon the nutrient combinations. It is
possible that both nutrients are independently degraded
according to the Michaelis~Menten kinetics. This has
frequently been observed /93/, especially if the degradation
processes are quite dissimilar, as for instance in a nutrient
combination of carbohydrate and protein. The equivalent

model can be derived from equations (4.1) - (4.3), if one
adds an equation like (4.1)for the second nutrient and the
appropriate terms to equations (4.2) and (4.3).

In other cases the nutrients inhibit each other, where-
by, as described in Section 2.1, there exist two possibilities:
the competitive and the allosteric inhibition. Analogous to
the Michaelis~Menten-expression used for the simple enzyme
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catalyzed reaction, one also can derive easily expressions
which describe the reaction kinetics of these inhibited re-
actions /63/. For the competitive inhibition the espression
reads:

ds

(4.4) ’di - - -'(:i--n e

while the allosteric inhibition has the expression

oo ds a1 s )
( 4.0 ) m——— T = ememee— oo i £
dt (OZ'rS)(_rlJ.(;jBi)

In both cases E is the enzyme concentration and I the
concentration of the inhibitor, which in this case is

another nutrient or one of its degradation products. Ex-
pression (4.5) is only valid if the affinity of the enzyme

to the inhibitor is exactly as strong as to the nutrient.

(For a more general expression see /63/.) Formulae (4.4)

and (4.5) can be used, like the Michaelis-Menten-expression,
for enzyme catalyzed reaction chains and thus for the bacterial
degradation of a nutrient /14,40,41,93/.

A laboratory experiment, in which the degradation of
one nutrient is inhibited by another, was examined in /36/.
The nutrients were sorbitol and glucose. With bacteria
acclimatized to glucose, the sorbitol was only degradated
when the glucose had completely disappeared. Figure 4.3
shows the results of this experiment. Glucose values are
given also for t > 5 h in /36/ - they are about 10 mg/l.
It is, however, most likely that these appear not as a re-
sult of the glucose, but come from a metabolic by-product,
because in a control run, using a sorbitol-free medium,
the 'glucose values' at large t-values stayed also well
over 30 mg/l. (The glucose concentration was measured
using the anthrone test /68/.)

To model mathematically the laboratory experiment, an
allosteric inhibition was assumed. The model thus has the
following form:

. . d S a9y

4.6 zo- A 83

(45 dat a1 + 91

(4.7) 952 @182 g




dB o451 | 452 . aaa B
(4.2) gt~ 931 TG 270 33
' ds dS2
(4.9) %\t/— =4 -(3% - a5 %3 9338

the sorbitol concentration; V is the
1 and 82

experiments of /36/) measured by the chemical oxygen demand
(COD). The biochemical reactions underlying the process
cannot be considered completely known, thus the use of the
kinetic expression for the allosteric inhibition in Model
(4.6) - (4.9) is not imperative. It is certain, however,
that the degradation process of sorbitol leads at first
through dehydrogenation and phosphorylation to fructose-6-
phosphate /52,72/. (The order of the two reactions depends
upon the bacterial species. Both possibilities should be
realized in the heterogeneous population used in /35/ and
/36/.) Fructose-6-phosphate is in a "fast" equilibrium
with glucose-6-phosphate, the first intermediate product

of glucose degradation /10/. Because of this early amal-
gamation of the metabolic pathways of glucose and sorbitol,
the number of the possible inhibition mechanisms is rela-
tively small. (That one is dealing with an inhibition rather
than a repression (see Section 2.1), can be recognized by
the fact that the population adapted to glucose can utilize
sorbitol at a high rate immediately after the glucose has
been used up, whereas in a pure sorbitol medium the degra-
dation only begins very slowly, because the corresponding
enzymes have to be formed first.) The simplest explanation
of the kind of inhibition included in model (4.6) - (4.9)
is that besides glucose-6-phosphate also free glucose enters
the cells and there allosterically inhibits the sorbitol
degrading enzymes. The non-occurance of the inhibition in
'old' sorbitol adapted populations /36/ can be the result
of the changed permeability of the cellwalls for free glucose.
However, the inhibition of the sorbitol degradation could
also be the result of a too high glucose- and fructose-6-
phosphate-level. Then in the degradation of sorbitol one
of the first two reactions would determine the rate so that
the glucose- and fructose-6-phosphate-level would be quite
low /72/.

S1 is the glucose and 82

accumulated oxygen consumption. S are (as in the

As in the previous example, it is here not possible to
determine all the parameters of the model (4.6) -~ (4.9)
uniquely on the basis of measurements of the dependent vari-
ables alone. However, the parameter determination is possible
if one assigns estimates to parameters a157 85y ags a33,and
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which in the process of model-identification are

a
43"

treated in the same manner as the measured values of the
dependent variables (see Section 3.2) If the following

estimates are used

a, = 5.9
a5, = 15.)
854 = 1.0
a5 = 9.1
a3 = 7.35

and their weight (3.21) is multiplied by 0.02 then, using
the quasilinearization technique, the curves of Figure 4.3
result, and the parameter values a;, are:

k 1 2 3
i
1 2.557 5,47
2 0,200  9.40 1.04
3 0.515  92.631  0.0363
4 9.194  0.230  0.367

The given estimates were taken, as far as they are

related to endogenous respiration, from the control runs
with sorbitol-free medium as described in /36/. ({In these
control runs the degradation of the biomass after the glu-
cose depletion has been observed.) The remaining estimates
are based on many different experimental results, which all
lie in the order of mg/l (see for example /10/). The factor
of 0.02 mentioned above was entered because of the rela-
tively high uncertainty of the estimates. It is apparent
that model (4.6) - (4.9) reproduces the measured values
quite well. However, also here the sensitivity of the

sum of squared deviations to changes of some parameters is
quite small, this holds especially for a3- (This low

sensitivity is already indicated by the fact that the ini-
tial parameter estimates are only slightly changed in the
model identification despite the very small weights.)

In determining the parameters based upon the values
given in /36/, it was assumed that the concentration of
the suspended solids is equal to the concentration of
the viable bio-mass, i.e., that the proportion of dead bacteria
in the suspension is negligible. Little is known about the
extent, causes, and kinetics of the dying of bacteria. 1In
the literature one can find, depending upon the experimental
conditions, values for the ratio of suspended solids to
viable biomass, which are close to 1, as well as much greater
values /11,25,37,85/. Because of the low value of a,3 one



274

—
3
- ..29_
Q
[l ~
—— 0
S n |
ta !
N 3
f. g
s =
n
) )
g 0
g 0
0
— 3 LARRLA
[0} — Tyt
- o2 T H
Y o E
(] Y T &
D o Ui B !
6] o . -y 3
o a G- bacterial mass A
'_Q o to.. 4 \ y 4l" /
U v, < F
' \ i N
E.:‘Jo f o e ¥ A
z.:,A PR Moz ¥ . /;’;I’ / 4
g o o o &\ L
4 [ ‘: " o ,.'[
Lo v LT £
; N ¢
A v /
; \\ r—‘"‘""“& \ x sy
D . ALY
O f/ \: / R g
- : % X -2
o /f \\‘ C /f f’:
\ / et
/)\ o
. b o Sty
0 / \\ g
S o
2 \ 0,
/ E !
. 3
¥ s
o
L 8
s y \ (
7200 L A 100
ARLVNI ..\\ o
. \
02 consumption \\
R [+
sorbitol - \\
100 |- o ¢ B
0 Toa oA . , | i . L s .L'ura-\:rr’luAM‘fJa\: [ V. (}
“ 1 2 3 4, 5 ) 7 8 g ¥
t [hl]
o + x measured values from Gaudy et al./36/

Figure 4.3

solution of the model equation using optimal para-

meter values

Model identification for the degradation of a glucose-
sorbitol mixture by a heterogeneous population in

a laboratory experiment /36/
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can suspect that the term a,,B 'in eguation (4.8) comprises

33
not only endogenous respiration, but also cell lysis; thus
a remarkable proportion of the suspended solids could be

dead biomass.

If one does not enlarge the system given by equations
(4.1) = (4.3) by a further nutrient, but by protozoa feeding
on bacteria, one gets the model equations
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where P is the concentration of the protozoa mass, because the
population dynamics of the protozoa can be described in

a similar way as those of the bacteria /21,22,23/. How-
ever, this model was not tested with measured values. 1In
that (as well as for more complex models) the results given
in /12,13,51,70,86/ could be used. It would also be de-
sirable to validate self-purification models for the case
where toxicants are present. The essential kinetic ex-
pressions for these models should be equations (4.4) and
(4.5), depending upon the inhibition mechanisms /40,41/.

4.2 Model for benthos~free rivers

Models for rivers are especially simple if one can
ignore the benthos variables, because then the equations
are ordinary differential equations (see equation (3.13)).
According to Section 3.1 benthos denotes the total of the
river organisms and materials which are stationary. In this
sense, those rivers can be considered benthos-free, which
flow fast and which are deep; also the gquality of the river-
bed plays a major role. To ignore benthos variable Cpr Sy
need not be very small compared with the corresponding
plancton variable. If, for example, the bacterial density
on the river bottom is so high that the Cye values (ck is the

mean value over the river cross-section (see Section 3.11!))
is of the same order of magnitude as the concentration of
the plancton bacterial mass, ¢, can, under certain circum-
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stances, be ignored, because the water layer immediately

next to the river bottom, compared to the major portion of
water, moves only slowly, so that material exchange between
the benthos bacteria and the free-flowing water is relatively
small. Furthermore, in thick bacterial colonies the lower
parts are poorly supplied with nutrients /97/.

Up to now the self-purification of benthos-free rivers
has been usually described using the Streeter-Phelps model
(see Section 1), in which it is simply assumed that the
oxygen demand for bioclogical oxydation (BOD) of the organic
waste decreases according to a first order reaction (see
also equation (4.3)).

) SIS R O] i ’
(4.14) -‘(;’__t::'..‘:’,_::' coL e D6
' dt 1
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(0g -0) - ky BSB
G
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It is obvious, however, that this simple model, in which,

for example, bacteria concentration is not present, des-
cribes the self-purification only incompletely. Figure 4.4
illustrates this /32/: even though k2 was measured separately,

and k1 was determined for each of the three purification

stages such that the sum of the squared deviations is mini-
mal, the solution of (4.14) and (4.15) does not fit the
experiment results. If the measurements used for the para-
meter estimation are so poorly reproduced, it is only natural
that an extrapolation to different experimantal conditions
(e.g., different temperature) becomes doubly problematic.
There have been some attempts to improve upon the Streeter-
Phelps model by adding empirical corrections (which in some
cases are intended to account for benthic variables) to the
analytical solutions of (4.14) and (4.15) /73,96/. Since,
however, the dynamic character of the self-purification
process was not taken into account, it is doubtful if more
than data reproducing models have resulted.

While on one hand the Streeter-Phelps model is too

. crude, it is, on the other hand, in general impossible to
take into account every pollutant in detail (as in model
(4.6) - (4.9)), because of the large number of pollutants.
The aggregation level of the model has to be such that the
data basis for the model identification can be supplied with
a reasonable measurement effort.
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The organic pollution, as the basis for the growth of
heterotrophic bacteria, practically can only be measured in
total. One measure could be the oxygen demand for the com-
plete chemical oxidation of organic materials (COD), another
one is the amount of organically bound carbon (TOC). (For
techniques of measurement see /27,64/. Measuring of COD with
potassium permanganate should, however, not be used because
only a small part of the organic substance is oxidized /7/.)
COD is more useful as a measure of organic pollution for
modelling self-purification processes than is TOC, because
COD reflects the stepwise degradation of the substance, while
TOC could, for instance, only change in the last step of
oxidation. Thus in the following the term "organic pollution"
means COD. (However, by and large the ratio of COD to TOC
remains nearly constant in the course of the self-purification
process /58/.)

Possibly, apart from the total COD, one also could
determine with reasonable effort the amount of biologically
non—-degradable substances. One would have to have water
samples undergo intensive bacterial degradation for a time
which is considerably longer than the flow time of the river,
and after that again determine the COD. (The COD of the
non-degradable pollutants could also be determined approxi-
mately as the difference between the total COD and the long-
term BOD, but one has to consider, that those pollutants
which are at first integrated into the bacterial biomass
are oxidized very slowly /95/.) However, the model identi-
fication described in the following, is also possible, if
one does not have any, or inaccurate values of the COD of
the non-degradable substances.

In the determination of the bacterial mass density a
taxonomic differentiation is not tolerable as well, so that
for model identification only values for the total bacterial
mass are available. As pointed out in Section 2.1, it is
not a bad approximation if one considers all bacteria to
be acting collectively. As a measuring method neither the
direct counting (because of the high expenditure), nor the
plate count /15/ (because of the large errors) can be used.
The measurement through the ATP content, using luciferin
and luciferase, or similar methods, seem to be appropriate.
(It appeared, however, that ATP measurement can be disrupted
by the presence of certain compounds contained in industrial
waste water /59/.) Perhaps the bacterial mass could also
be determined by measuring the oxygen consumption after the
addition of a relatively large amount of bacteria consumers.

If part of the pollutants are present in an undissolved,
suspended form, then in determining the COD the living bio-
mass is inevitably encompassed. Thus the COD values have to
be corrected for the results of the biomass determinations.
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Also higher organisms, if they have to be considered
at all, have to be almagamated into’ larger groups. Counting
seems to be the only practical way to measure them. In the
following, only the protozoa are incorporated in addition
into the model, because, as explained in Section 2.2, the
higher order links of the food chain are not of great im-
portance. The phototrophics are also left out, because
their planctonic forms do not play a large role in rivers
(see Sections 2.2 and 4.3).

Finally, for model identification, the values of
oxygen concentration are usually available, they can be
obtained easily in various ways /15,17/.

A model, which is to be identified on the basis of
measurements of COD, bacterial mass density, protozoan
mass density, and oxygen concentration may well contain
more than these variables. Likewise no measured bacteria
curve was used in the identification of model (4.1) - (4.3)
which contains the bacterial mass. (Only the initial value
of B was used. This would not have been necessary if one
had accepted an unknown, constant factor in the function
B (t).) Because of the various degradation kinetics of
the numerous pollutants it would be desirable to differ-
entiate between easily and slowly degradable materials

in the river model. 1In the following they are denoted by

N. (t) and N, (t), respectively. Thus COD values are values of
N1+N2. The ‘Michaelis-Menten-expression should describe the de-
gradation kinetic of N1 well (see Section 4.1). One of

the expressions (4.4), (4.5) should be more realistic for

the degradation kinetic of N2, where N, acts as inhibitor;

1
it is well known that those enzymes which catalyze the de-
gradation of slowly degradable pollutants are only formed
after the more easily degradable materials have been used
up /76/. (For a large part those materials which are
difficult to degrade (e.g., humic acids /42/ ) only come
into existence during the degradation process of easily

degradable materials.) To describe the degradation process
of N2 expression (4.4) is used, because it gives a better
fit. In other cases expression (4.5) may be more appropriate;

the comments made in the following about the model are also
then valid. In any case, the kinetic expressions for inhi-
bition should be considered only as approximations with
three parameters, which reproduce the essential character-

istics of the inhibition: for small N1 the result for

N2 is the Michaelis-Menten-Kinetic; for high N, the de-

gradation of N2 is blocked. The difference between (4.4)

and (4.5) consists in the following: in the first instance
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the maximum degradation rate of N, is independent of N

2 17

in the second instance this is not the case.

All the assumptions discussed above lead to a model
of the benthos-free river which is shown in Figure 4.5, and
which is to be identified on the basis of measured values of
N1+N2,B,P, and 0.

It is assumed thus far that water inflows into the river
during the time cf interest do not change the concentrations
considerably. Otherwise one has to add the corresponding
source terms on the right hand sides of the model equations.
For instance, in case of an increase of COD through a single
sewage effluent at flow time t, the following terms have to
be added to the first two equations, respectively:

(1.21) X -z8(t-tg)

(4.22) (1-a)2z20(t-tg),

where z is the given COD concentration increase and 6(t—to)
is the impulse function. Parameter o denotes the ratio
under which the discharged pollutants are apportioned to N,

and N2. If we can look upon many effluents on a river

reach as a single distributed source with constant density
one can use these terms also but with rectangular shaped
functions instead of 6(t—to).

A complete set of measured values for the aforementioned
variables seems not to exist thus far for larger river reaches.
Thus in order to test the usefulness of model (4.16) - (4.20),
and in order to clarify the questions of planning measure-
ments raised in Section 3.2, a river was simulated on a
computer which delivered the necessary measured values. This
simulated river is discussed in more detail in Appendix A.

It contains 30 different pollutants, all of them having
different degradation kinetics (mutual inhibitions according
to expressions (4.4) and (4.5), purely additive degradation,
formation of exoenzymes), as well as two protozoa types with
different metabolic dynamics. The kinetic parameters were
generated within realistic ranges by a random number generator.
In Figure 4.6a the values obtained from this "river" are
reproduced. The values of the total organic pollution were
corrected for the non-degradable pollutants by subtracting

the pollution values at t = 145 h (see above).
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As could be expected from Section 4.1, the parameters
of models (4.16) - (4.20) can only be uniquely determined
if estimates for some parameters are given. Model identi-
fication, for example, is possible, if the primed parameters
in equations (4.16) - (4.20) are given the values from the
second following table, and if these values are weighted by
0.003-go, where 95 is again the weight according to (3.21).

The solid curves in Figure 4.6a show the solution of Model
(4.16) - (4.20) using the optimal parameter estimates. The
parameter values a;, are:

\\\f\\ 1 2 3 4 5 6 7
i

4.12

5.41

0.543 19.5 0.0769 21.0 0.996 2.52 0.0479
0.179  8.21 0.0331

1.05 3.08 3.27 1.04 1.03 1.01

N B W N e

while the initial guesses were

\\\i 1 2 3 4 5 6 7
1

1 2.0

2 2.0

3 0.5 2.0 0.07 20.0 1.0 2.0 0.04
4 0.135 15.0 0.04

5 1.0 4.0 1.0 1.0 1.0 1.0

(the dashed curves show the initial approximations 3o(t)

(see Section 3.2).) It is apparent that the simple model
reproduces the "measured values" well. Model identification
is possible in the same manner if the "measured values" have
considerable errors; Figure U4.6b gives an example. The
solution functions have not been changed too much from
Figure 4.6a, the same holds true for the parameter values.
The PL/I computer program, which in the case of Figure 4.6
solved the model identification problem, can be found in
Appendix B along with a program description.
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In selecting the parameters, for which approximate
values are to be prescribed, one has to question whether
reasonable guesses for the concerned parameters are avail-
able. For instance, it is better to use an approximate

value for a31 than for a32, because one knows that a31

is of the same order of magnitude, but below the largest
known growth rate of bacteria at the given temperature,
while for a complex nutrient mix very little can be pre-
dicted about azy- (If one gives an approximate value for

a3, rather than for a a model identification would also

31
be possible if all other circumstances remain unchanged.)
Also one can use the kinetic parameters for the inter-
action between bacteria and protozoa, which have been
found in laboratory experiments, as measured values for
the model identification; but it is desirable to leave
parameter a3 totally free, because the term au3.P is to

account approximately for the influence of higher order

links of the food chain. Parameters a51 and a37 cannot

be left completely free, although it would be desirable
(see below and Section 4.3, respectively), because un-
reasonable parameter values can result if the measured
values are subject to errors as in Figure 4.6b. However,
since the weight of the guesses is very small (see above),
the coupling of the parameter values to the measured
values is not very restricting. Summing up, it can be
stated that on the basis of measurements of total COD,
bacteria, protozoa, and oxygen, model (4.16) - (4.20)

can be identified, although this model distinguishes
between easily and slowly degradable COD. (This also
holds in the case where the non-degradable substances
were not eliminated. However, the fit of the measured
values is not as good.)

The purpose of a model is not only to reproduce
measured values, but also to predict the system behaviour
under circumstances for which no measurements have been
made. Figures 4.7 and 4.8 give two examples for the
application of the identified model to changed conditions.
In one case the initial values were changed, in the other
case the solution is extrapolated beyond the time up to
which values were used for model identification. (Of
course, the second case can be looked upon as one with
changed initial conditions.) 1In both cases (which have
quite different kinetics) the simple model (4.16) - (4.20)
fits the simulated river gquite well even under changed
conditions. Several further numerical experiments of this
kind have given similar results. However, the quality of
the fit certainly depends upon the structure of the complex
river model used (see Appendix A). Opposed to that, the
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conditions formulated above for the model identification
should not be affected by any realistic change of the com-
Plex river model.

One can also use several sets of measured values which
have been obtained from the same system under different
circumstances for model identification (for instance the
"measured values” of Figure 4.7a and b). Then one has to
state the equations for the variables which have changed
as many times in system (3.14). The uncertainty of the
parameter estimation is thus smaller, it may be even possible
to dispense with prescribing approximate parameter values.
Such cases have, however, not been worked out. The model
identification procedure also has not yet been applied to
situations with several waste water affluents on the river

reach under investigation. (The reach must not be too
short, because otherwise the dividing of the pollutants into
N1 and N2 is too uncertain.) If one wants to consider many

affluents with various values of o (see (4.21) and (4.22))
a unique model identification based on measured values from
the river will probably be impossible. One then has to
observe the self-purification in river samples, and based
on the values thus gained one can determine the parameters.
These in turn can be entered as estimates (perhaps with a
higher weight) into the model identification process which
uses the "in-situ" values.

One can use the same proceeding if one wants to deter-
mine the physical .reaeration rate ag 4 without prescribing an.

approximate value for it. (This corresponds to the method usually
applied in the determination of k2 in equation (4.15) /32/.)

Great uncertainty about the size of this parameter exists,
especially for large rivers, which cannot be simulated in
laboratories /71/.

Another open problem is the inclusion of nitrification
into the model and the determination of the conditions under
which the identification of such a model is possible. Es-
pecially interesting is the question if one can dispense
with measured values of nitrifying bacteria mass density, if
values for NHu ’ NO2 ’ NO3 , and organic nitrogen are given.

Also the question how a degradation inhibition by toxi-
cants can be recognized and taken into consideration has
to be cleared up (see Section 4.1). In these cases several
sets of measurements for different dilution ratios (i.e.,
different river discharges) will have to be used (see /55/).
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In closing, it is worth mentioning that the separation
of the total pollution into easily and slowly degradable
materials also can be used to characterize the degradation
characteristics of a specific waste water.

4.3 Model for the self-purification process of the Rhine
River between Mannheim-Ludwigshafen and the Dutch-
German border

The Rhine River with its large discharge and its great
flow velocity can be looked upon as a benthos-free river.
The statement made in Section 4.2 can be applied to it,
that self-purification data measured so far are not sufficient
for model identification. There are many measured values
available, but most of them give only very indirect infor-
mation about the self-purification process. For example,
measurements for additional consumption /56/ are hard to
interpret, because of the unknown preference of the bacteria
to the nutrients added as compared to the nutrients already
present. The same applies to the measurements of the bio-
logical oxygen demand, even solely because of the difference
in temperature between the river and the sample. The many
values of KMnOu - and K2Cr207— demand, which have been mea-

sured so far, encompass usually only the COD of the dissolved
substances, in addition, with the KMnOu test only a small part

of the organic substances is oxidized. Similarly the plate
count results are hardly suitable as a measure of bacterial
mass in the river, as a comparison of the plate counts with
various nutrient media shows /91/. At most, some conclusions
can be drawn by comparing values which were obtained under
the same stipulations.

In order to identify a model corresponding to equations
(4.16) - (4.20) one must have, as explained in Section 4.2,

measured values for N1+N2, B, P and 0, which were taken

from the very same water body as it flows downstream, and
which allow for a fairly accurate averaging over the river
cross-section. Furthermore, if there are sewage effluents
or other inflows, measured wvalues of those wvariables for the
inflows must be given. If necessary, parameter estimates
have to be determined in the laboratory (see Section 4.2).

Before collecting these data some exploratory examinations
concerning the applicability of model (4.16) - (4.20) would
be useful. It must be examined whether those organisms
higher than the bacteria consumers play an important part;
this could be observed best on the Lower Rhine. Even the
role of the bacteria consumers themselves needs to be veri-
fied. It would be worthwhile to examine nitrification more
carefully, although it is most likely that it can be neglected
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in the Rhine River. The NHu - concentration reaches such

values that a complete oxidation would greatly influence
the O, content /5,57/; but because the nitrifiers are in-

2
hibited by some pollutants /15/ and also grow fairly slowly
/38/ nitrification will not become very intensive. In

working out a model one has to face also the possibility
that the toxic influence of some sewage effluents has to
be considered separately (see Section 4.1), or that
dealing with mean values across the river section (see
Section 3.1) turns out to be too inaccurate. The
conditions for dealing with mean values across the river
section, however, are fulfilled better than it may seem
in view of kilometerlong waste water plumes; the terms
for bacterial growth in the model equations are constant
for large concentrations of pollutants; that is, within
the sewage plume they may be barely larger than outside
it. (Degradation inhibition by toxitants, which is
reduced by increasing dilution, acts similarly.)

Despite the many missing measurements and the partly
unverified suppositions, it was tried to formulate a model
of the self-purification process of the Rhine River between
Mannheim and the Dutch-German border, based on equations
(4.16) — (4.20) and on the available data. Such a model,
of course, cannot deliver quantitative results, and an
optimization of waste water inflows based on it would hardly
make sense. But it can facilitate discussions of the pro-
blems of water pollution control in the Rhine River Basin,
because it will reproduce the essential characteristics
of the self-purification process in that river. The model
points out especially which possibilities a better vali-
dated model offers, and which points should be examined
more detailed.

The model equations, which correspond very closely to
equations (4.16) - (4.20) (Figure U4.5), are reproduced
in Figure 4.9. Equation (4.25) for the nondegradable
pollutants, the terms for the inflows (sewage or tributories)
in the first three equations, and the term g in equation

(4.28), which approximately accounts for the biogenic
aeration, are all new compared to Model (4.16) - (4.20).
Thus it is assumed that the inflows only change the
poellution concentrations, and that the biogenic aeration
along the river remains constant. The first assumption
certainly must be corrected for a quantitative model,

at least as far as the Neckar and Main tributories are
concerned, because, apart from pollution, they also bring
in a large bacterial mass; the second assumption is of
less importance because biogenic aeration is relatively
small (see below.) The parameter values were chosen such
that the few values which were measured or which could be
derived from measured values are best reproduced. Con-
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sidering the incomplete data basis, which promised equally
good fit of the measured values for a great variety of sets
of parameter values, the parameter values were determined

by trial and error within realistic variations, not by

the formal method of model identification. In looking back,
however, it must be stated that it would have been probably
more efficient, to have used a model identification program
with sufficiently many prescribed parameter estimates. Figure
4.10 shows the solution of the model. The corresponding,

very simple computer program is given in Appendix C. The
model is supposed to describe the self-purification dynamics
in the Rhine River at a temperature of 20°C and a discharge
of about 1.25 times the mean discharge (about 2500 m3/sec

in Cologne /17/). The pollution corresponds to the situation
in 1969. Those parameters which are assumed to be constant
along the entire river section were given the following
values PR

Nk 1 2 3 4 5 6 /
1\

1 2.6 P a3

2 3.4

3 0.05

4 0.48 20.0 0.1 20.0 3.0 3.0 0.06
) 0.36 12.0 0.07

6 a1 1.6 2.4 1.0 2.0 "~ 1.0 0.07

Thus the maximum growth rate of the bacteria, a1 + aygr

is 0.58 h_1, which gives a generation time of a little more
than one hour:; this is a realistic value at T = 20° /10/.
Endogenous respiration given by a4 is probably a bit high

with 0.06; but the values given in the literature vary
greatly /11,14,37,66,75/; moreover, possible dying of
bacteria because of toxicants can be taken into account
by a higher value of ayq- The ratio between degraded

organic pollutants (measured as COD} and newly created
biomass, which is 2.6 and 3.4 respectively, lies also
within the range marked out by many experimental results
/66/. The saturation constants Ay, and a,y amount up to

several mg/l for single substrates /10,34,87/, yet since
N1 and N2 encompass many nutrients, the parameter values

chosen had to be somewhat larger. (For example, should

N, encompass n nutrients which have the same concentration
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as well as the same kinetic behaviour, and which are purely
additively degraded, then the saturation constant for N1

would be exactly n times as large as that for the single
nutrient). The inhibition constant a,5 Was finally chosen
such that at values N1, for which ay1 N1/(au2+N1) was smaller
than aygs MO substantial inhibition can any longer occur.

The values for a51 and a52 were chosen in accordance with

/22/; those values given in /88/ for the maximum growth
rates of various ciliates are, however, without exception
smaller. The value of A is based on the value of 1.6

mg02/(l-d) given in /54/ for the biogenic aeration near

Koblenz, which was measured using the light and dark bottle
technique. The dotted line in Figure 5.10 shows the oxygen
concentration without regard for biogenic aeration. It is
apparent that the biogenic aeration in relation to physical
aeration is not very important (the above-mentioned value
was even measured at the hight of summer) so that no large
error occurs if the changes of biogenic aeration along

the river and the diurnal variations of photosynthetic
activity are ignored.

For parameters aigr 2437 and Agqr the river section

was divided into 12 reaches, in which these parameters were
considered constant. Parameter a13, which depicts the

hourly concentration increase of the degradable substances
by waste water discharges, is calculated from the amount
A of organic waste which occurs per hour and river kilo-
meter, from the river discharge Q, and from the flow
velocity v (see Appendix C):

_ A-v(Q)
3T T
A is given in Figure 4.11. One can clearly recognize four

major pollution sources: Mannheim-Ludwigshafen (at the
mouth of the Neckar); Mainz-Wiesbaden (at the mouth of

the Main); Bonn-Cologne-Leverkusen; and the Ruhr district.
The values are just estimates which are based on measure-
ments of COD in the river (see below) and the changes along
the river of the number of inhabitants living in the river
catchment area. The Hnscher River, which at this time
still represents an important point source of pollution at
river kilometer 800, was not taken into account because of
the huge treatment plant currently under construction. It
is assumed that the Mosel River at the confluence with the
Rhine exhibits the same qualities as the Rhine River at
this point, as far as self-purification variables are
concerned. A comparison of the values for Braubach (Rhine R.)
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and Koblenz (Mosel R.) in /78/ shows that this assumption
is reasonable. The somewhat smaller pollution of the

Mosel River is certainly compensated by the pollution of
the city of Koblenz. Figure 4.11 gives the flow velocities
v as a function of the river discharge for various water
level gauges. They were communicated over the phone by

the concerned Water- and River Traffic Offices, and give
essentially the ratio of river discharge to cross-sectional
area. Based on these functions, the flow velocity was
estimated for the 12 reaches, they are given in Appendix

C for the case which is shown in Figure 4.10(Q=1.25°MQ).
The mean discharge MQ was approximated by the solid line
step function in Figure 4.11/17/; changes of the river
discharge in relation to the MQ were in the model always
made such that the ratio Q/MQ was independent of the
location.

Parameter aqg7 which determines the ratio of easily

to slowly degradable pollutants, was set at 0.5 (that

is 1:1), with the exception of the reaches between km 420
and 435, and km 500 and 506. For the latter reaches

a5 = 0.4 was assumed, which takes into account that in

the Neckar River and Main River, which confluence in these
reaches, the ratio of N1 to N2 has decreased as a result

of self-purification.

The values of parameter a-q can also be found in

Appendix C; they are all near 0,25, with downward deviations
in the Mainz-Bingen area and upwards deviations in the
Bingen-Koblenz area. The values seem to be slightly

high, but they lie within the range marked by values given
in numerous publications /71/. It is assumed that para-
meter acy is independent of the river discharge, because

when that is changed two effects occur which compensate
each other approximately: an increase of Q results in
a greater water depth, which results in a smaller acqi

on the other hand, as turbulence increases, . increases.

a
61
(The empirical formula for g1 given in /u48/

i

v T-20
(4.29) Qg = €+ —=— (1.0241)
ol h 3/2 !
whereby h is water depth, T is temperature (in ©C), and
c is constant, gives, for example, a result independent
from Q, if one assumes a symmetric right triangle as the ri-

ver profile, and the relationship v(Q) = Q3/7 (see Figure
4.11b).)
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‘The numbered points given in Figure 4.10, which come
from different sources, are now to be explained in more
detail: K

COD wvalues:

There were available - with one exception - COD values
only for the dissolved substances. All these were multi-
plied with factor 2, in order to get an estimate for the
total COD. Indications of the amount of suspended organic
pollutants are given by the measurements taken by the Union
of Rhine Water Works (ARW) of the volatile suspended solids
/4,5,6,7/. These measurements lump together the active
biomass and the suspended organic pollutants, the latter
resulted, by the way, partly from dissolved pollutants
through adsorption, coagulation, and precipitation processes.
If one assumes 1.5 to 2 times their weight for the COD of
the suspended substances (in 1969 the ratio COD/TOC for the
dissolved substances amounted to 2.5/5/), then the COD
of the calcination losses of suspended solids is about the
same as the COD of the dissolved substances /5/. A similar
relationship results if one compares the ARW-measurements of
the COD near Koblenz /6/ with the COD measurements for
Braubach in /78/, which were gained from an unfiltered
sample. (For this one has to chose consistent temperatures
and river discharges.) In all cases, except for the samples
taken at Wiesbaden, the samples were taken near the water
surface. Since the suspended material, despite the relatively
strong turbulence, seem to settle to a certain degree, the
mean values of the suspended organic substance concentration
over the river cross-sections are in reality considerably
larger than the measured values. A comparison of the measure-
ments at Mainz and Wiesbaden confirms this. At Wiesbaden,
where the measurements were taken near the river bottom,
the concentration of suspended organic substance is approxi-
mately 2-3 times as large as at Mainz /5/. (The ratio
between both values depends upon the river discharge: it
increases with decreasing discharge, that is, with decreasing
turbulence. That is the reason why the annual mean of the
volatile suspended solids at Mainz for 1971 is lower than the
value for 1970 (when the discharge was substantially larger), while
the opposite occured at Wiesbaden /7/-) This means, that
the COD of the suspended substances is considerably larger
than that of the dissolved substances /5/. It seems there-
fore reasonable to assume that the total COD is twice as
high as the COD of the dissolved substances, and that the
thus not considered part of the suspended organic matter is
active biomass. The values 1 to 7 are based upon measure-
ments taken during two Rhine trips on 69-08-26 and 69-09-09
/57/. River discharge and temperature were nearly the same as
those assumed in the model (see above). The samples were
taken at times which correspond approximately to the flow
time. Value 8 is based on measurements in the Main River,
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which were taken on the same trip, and on the mixing ratio
on both these days. Points 9 - 18 are based on the ARW
measurements of the COD of the dissolved substances in
August 1970 /6/. Discharge and temperature at this time
are approximately the same as during the Rhine trips des-

cribed above. (For 1969 COD measurements of the ARW are
available for only a few points /5/. For August they are
similar to points 9 - 18.) Point 19 was measured from an

unfiltered sample by the International Commission for the
Protection of the Rhine River against Pollution on 69-07-10
(discharge and temperature are comparable!) Even though
this sample was taken from near the surface, the value

was not raised (see above), because the differences in
concentration of suspended solids are certainly not as great
as for example near Mainz and because this value should -
not encompass the active biomass, which would require a
downward correction of the measured value.

Bacteria Measurements:

The points give apart from a common factor the geometric
mean values of the plate counts taken in the summer half of
1967 by the ARW /3/. (Such measurements were not completely
available for the following years.) Part of them are shown
in Figure 2.2. Because of the inaccuracy of the technique
one cannot draw conclusions about the absolute size of the
biomass from the plate count results, thus the common factor
was chosen arbitrarily, so that the values best fit the model
curve. If one takes as the mean bacteria size the volume of
a cylinder of radius 0.5y and of the height 4y, and the dry
weight in g to be a fifth of the volume in ml /10/, the
plate count figures from /3/ make up only about 1/150 of the
total bacterial mass. This low percentage results partly
from the deficiences of the plate count technique: only a
part of the bacteria can grow on the nutrient medium; and
the lumps of bacteria which often occur in rivers are usually
not resolved during the measurement, so that many colonies
come from more than one cell. One also has to consider that
the samples were taken from near the surface; the differences
between the plate count results at Mainz and Wiesbaden (see
above) are substantial /5/.

i

Protozoa Measurements:

The only indication of the actual protozoa density in the
Rhine River are a few measurements of the number of ciliates
among the suspended solids near Koblenz from the year 1968
/42/. The results in the summer were 105 - 10° organisms
/ml of settled solids. According to the ARW reports /6/,
the dry weight of suspended solids near Cologne is about
30 mg/1l. Assuming that this corresponds to 0.30 ml/l1 undried
settled solids (which is fairly realistic /45/) one gets a
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ciliata density of 3-10u - 3-105/1 for the Rhine water near
Koblenz. If one assumes a ratio of 1:5 between dry and
wet weight of ciliata (as for the bacteria) then one gets
the value of 0.5 mg/l in Figure 4.10, if, for instance,

the ciliates are spheres with a radius between 0.013 and
0.027 mm. The size corresponds to many observations /65/,
so that one can say that the curve of Figure 4.10 is cer-
tainly not wrong by orders of magnitude.

Oxygen measurements:

The oxygen concentrations 1 - 7 were measured on the
Rhine trips on 69-08-26 and 69-09-09 /69/. Values 8 - 16
are mean values of the ARW measurements taken during August
and September 1970 /6/. (Only 2 measurements were taken
each month, that is why the values of September have also
been used, even though the discharge and the temperature did
not fit the assumptions of the model as well.) Value 17
was taken under the same conditions as the COD value 19
(see above.)

On the whole the fit between the values and the curves
is satisfactory. This holds especially for those values
which were taken during the Rhine trips at times corres-
ponding to the flow time. The great variations in the lower
Rhine are probably due to single sewage effluents; actual
averaging over the river cross-section should make them
dissapear. Even though there is such a good fit, it should
be once again emphasized that the model described is too
uncertain to draw quantitative conclusions from it.

In order to test if the model reacts correctly to changes
in the underlying conditions, the two essential parameters
which are subject to natural fluctuations - temperature and
discharge - were changed.

In changing the temperature the biochemical reaction
rates change according to the Arrhenius-law
"C2/T
v(T) = Cq-e

as long as the temperature is not so high, that the proteins
become denatured /47/. ?igure 4.12 shows how well the
bacteria follow this law /46/. (See also /u47/.) (In /46/ the
measured values were plotted using a wrong abscissa unit,
therefore the curve for the activated sludge showed a sharp
bend.) Similar T-dependencies were measured for endogenous
respiration /11/ and for the growth rates of protozoa /88/.
According to these measurements, when T = 20°C was changed

to T = 10°C the maximum growth rate and the parameters ay-

and a 3 were halved, when changed to T = 25°C they were
multip?led by the factor 1.6. The changes of acq for a
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specific river /62/ as well as the changes of 0 with

temperature are shown in Figure 4.13.  However, for the
T-dependency of ac in model (4.23) - (4.28) the relation-

ship (4.29) was used. The remainder of the parameters were
regarded as being independent from temperature. With that
the solid curves of Figure 4.14 resulted for T = 10°9C and
unchanged discharge. The COD concentration at Cologne now is
considerably smaller than at Mainz; whereas at T = 20°C

the values were practically the same. A similar relationship
is shown by the COD measurements which were taken on the one
hand in January and December and on the other in September
1970 /6/. The density of the bacterial mass at the lower
temperature is considerably larger at Cologne than at Mainz,
whereas at T = 20°C the opposite occured. This behaviour is
confirmed also by the measurements (see Figure 2.2 and /2/).
The oxygen values at Cologne are now slightly lower than

at Mainz, whereas earlier the opposite occured. This tendency
cannot be observed at the values in /6/, probably because of
the small number of measurements taken.,

Figure 4.15 shows the model solutions for temperature
T = 250C. The self-purification performance has risen con-
siderably, especially near the Dutch border, whereas the
oxygen concentration near Mainz and at the lower Rhine has
considerably worsened. The O2 minima have moved upstream.

An increase of the water temperature of the Rhine River by

50C is under discussion in connection with fresh water cooling
of power plants /50/; Figure 4.15 shows, even though there

are uncertainties in the model, that the influence of such

a small artificial heating has a serious influence upon the
oxygen concentration. With a smaller discharge anaerobic
conditions could result et Mainz (see below).

The changes in the self-purification process caused
by a decrease of the discharge to 0.77 MQ are shown in
Figure 4.16. The conseguences of this decrease are governed
by two effects: the dilution ratio for the discharged
pollutants is changed, and the flow times between the pollution
sources are changed. Both effects result for a decrease in
discharge in an increase of the relative degradation per-
formance over a certain river section. In Figure 4.16 this
is clearly shown by the curves between Mannheim and Mainz.
In the lower Rhine this is less pronounced because of the
feeding activity of the protozoa, thus the COD concentration
increase in the lower Rhine is slightly larger than at Mainz.
This tendency can also be detected, for example, by a comparison
of the ARW values for September 1970 and 1971 /6,7/, although
this is not as strongly apparant. This is perhaps an indi-
cation that one must consider higher order links of the food
chain.
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One other reason could be the slightly higher temperature
in September 1971. The oxygen concentration for Q = 0.77
MQ at Mainz reaches 0 (which causes the organisms in the
model to cease all metabolic activities except endogenous

respiration.) Altogether, the O2 values of the lower Rhine

are now higher than the ones at Mainz, whereas at Q = 1.25
MQ they were about the same. This is also verified by the
ARW measurements taken in September 1970 and 1971 (See
/7/r p.30.)

In closing, two examples are to be discussed, which
show the facilities offered by a model like the one dis-
cussed for water quality management. Figure 4.17 shows
the changes in the self-purification process of the Rhine
River, if the easily degradable component of the waste water
discharges is reduced by 50%. A similar case could become
reality, if in the future solely biclogical sewage treat-
ment plants are established, because the remainder from
the sewage treatment plants consists of slowly degradable
materials, moreover, biological treatment plants will be
built preferably where a large fraction of easily degrad-
able material in the sewage promises a high degree of puri-
fication. Figure 4.17 shows that even though the total
COD inflow has been reduced by nearly 25% the COD concen-
tration in the river nowhere decreases remarkably, and that
in some sections it even increases considerably. Figure
4.17 shows this effect comparatively mildly. With some-
what different, but still realistic parameter values in
(4.23) - (4.28) substantially higher increases of the COD
concentration can occur /83/. The cause of the rise is
the decrease of the growth rate of the bacteria relative
to the protozoa consumption rate and to the endogenous re-
spiration. The practical consequence of this behaviour
of the model (which is certainly independent from the un-
certainties of the model) must be to eliminate also the
slowly degradable compounds from the waste water. Other-
wise the difficulties, for instance, for drinking water pro-
duction in the Lower Rhine Region could increase even though
there would be a reduction of sewage influx.

Figure 4.18 shows the self-purification processes in
the case where the COD load from the Main River is reduced
by 50%. According to the discussion of Figure 4.17 and
the opinion presented occasionally in literature, that mo-
derate pollution increases the self-purification ability
/56/, one could be afraid that in the lower Rhine this could
lead to an increase in pollution. Figure 4.18 shows that
this does not have to happen. Because of the lower bacterial
density downstream Mainz, the protozoa density in the lower
Rhine does not becofte as large as in Figure 4.10, so that the
degradation ability in the Iower Rhine increases considerably.
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4.4 Sensitivity analysis of the Rhine River model

The results in Section 4.3 are only meaningful if the
model behaviour does not change drastically if the parameter
values vary within the error bounds. Therefore the sensi-
tivity of the model solution to changes of all parameter and
initial values was analysed. In order to avoid as far as
possible a wrong estimate of the actual sensitivity, finite
sensitivity was calculated rather than differential sensi-
tivity /84/. TI.e. sensitivity was estimated from the differ-
ence between two solutions of the model with different para-
meter values rather than from the solution of the sensitivity
system. The changes were in all cases 10%, the nominal values
for Q and T were 1.25 MQ and 15°C, respectively.

It turned out, that in no case the sensitivity was
remarkably high. Figure 4.19 gives, as an example, the
sensitivity to changes of the initial value of N1. The

oscillations which can be seen in the figure occur in all other
sensitivity functions of that model as well. It is surprising
how far downstream the change of the initial value can be felt.
(After long flow time the model solution is - independent from
the initial values - uniquely determined by the sources along
the river, i.e. the model is asymptotically stable. For
constant source terms in equations (4.23) - (4.28) and realistic
parameter values at least variables B, P, and 0 reach stable
equilibrium values, which can easily be evaluated by solving
successively equations (4.27), (4.23), (4.24), (4.26), and
(4.28).)

Figure 4.1 gives, as another example, the sensitivity
to changes in the maximum bacterial growth rate. The most
influential parameter turned out to be the maximum proto-
zoa growth rate. But in all cases the changes of the
dependent variables were less than 20%.

The sensitivity to changes of Q and T can be derived from
Figures 4.15 and 4.16. If T is changed, the sensitivity is
remarkably smaller than if growth rates (which vary with T)
are changed separately. It should also be mentioned that
for lower Q values the sensitivity of COD to changes of Q
might be positive in some places, because, if Q is small,
flow time between pollution sources decreases faster as
Q increases.
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5. Short résumé

The results of the discussions of Sections 2, 3, and 4
may be summarized in the following way:

1. The description of the self-purification processes
in rivers through systems of coupled differential equations
seems to be possible and useful. 1In order to determine the
model parameters from in-situ measurements (model identifi-
cation) the quasilinearization technique of Bellmann /8/ has
proved to be useful. It was used, however, only for models
of those rivers in which the benthos was negligible, and which
can be considered as being homogeneous in the transverse
direction; in these cases the model equations are ordinary
differential equations.

2. For benthos-free, homogeneous rivers, a model was
sgggested which contains the following dependent variables (Sec-
tion 4.2): chemical oxygen demand (COD) of the easily degradable

substances, COD of the slowly degradable substances, bacterial

mass density, protozoan mass density, and oxygen concentration.

In order to determine the parameters of this model it is sufficient,
if one has - apart from bacteria, protozoa, and oxygen values -
measured values for the total 0OD. However, for a few parameters
estimates have to be given, which in the process of model iden-
tification are treated the same way as the measured values for

the dependent variables.

3. In spite of slow transverse mixing, the application
of this model to the Rhine River seems to be useful, because
the transverse differences of the degradation rate are smaller
than the transverse differences of the pollution concentration.
After a tentative parameter estimation, based upon very spotty
measured values, the model correctly described the self-puri-
fication behaviour of the Rhine River between Mannheim and
the Dutch-German border. By extrapolating to conditions which
differ from those of today the following remarkable changes in
the quality of the Rhine River water resulted:

a) an increase of water temperature from 20° to 25°C (which
could occur in the future because of waste heat inflows
from power plants) causes in the model a decrease of
oxygen concentration near Mainz and in the Lower Rhine
from approximately 4 mg/l to approximately 2.5 m/1l.

" Thereby a river discharge of 1.25 times the mean discharge
has been assumed. (With 0.77 times the mean discharge the
oxygen concentration slightly downstream from Mainz sinks
to zero even at 20°C.)

b) a decrease of the easily degradable component in the
introduced sewage by about 50% (without changing the
slowly degradable component) resulted in an increase of
the pollution concentration in the Rhine River. This
could become reality if in the future only biological
sewage treatment plants are built.
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c) a uniform decrease of the pollution load of the Main
River by 50% resulted in an increase of the self-puri-
fication ability of the lower Rhine.

These findings, in view of the sparse data base, just
describe possibilities for future developments, which one
has to keep in mind in planning and managing river quality.
In order to be able to make more detailed and quantitative
forecasts, further measurements on the Rhine River are
necessary. Suggestions for this can be found in Sections
4.2 and 4.3. In their planning and implementation the
model developed is an important tool. These further measure-
ments especially will have to clarify to what extent toxic
materials whichi inhibit self-purification have to be ex-
plicitly encompassed by the model.
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Anhana A, Beschreibuna des komnlexen FluRmodells (s. Abschn. 4.2.)
Gas *odell bestaeht aus 39 aewshnlichan Differentialaleichunagen, die in Abb.

A. Ll wiederaeuoben sind. In ihm bedeuten

i Sudstratrenzentrationen,

£E. txoenzvakonzentrationen,

2 Bakterienmassenkonzentration,

7. Protozoenmassenkonzentirationen,
0 Sauerstoffkonzentration,

J Sauerstoffsiattiqunaskonzentration.

Die Indizierunqg der Paramater st dieselbe wie im Pechenprcaramm des Anhangs
B. Die rarameter sind zum aroBten Teil entweder Zufallszahlen oder aus Zu-
fallszahlen ahaeleitet. Ven diesen Zufallszahlen wivd im folgenden inmer an-
aanommen, dafl sie aus einer Grundaeszmtheit aezoaen wurden. die iber dem

jeweils anazaebenen Intervall aleichverteilt ist.

Die ersten 15 Schmutzstotfe bilden 3 firuppen zu je 5, innerhalb derer sich
die Substanzen neaenseitiq kompetitiv hemmen (s. Abschn., 4.1.). (Man kann
sich darunter die Stoffaruppen Kohiechydrate, EiweiBe und Fette vorstellen

/44/.) Die Konstanten Ay in den ‘ennarn der ersten 15 Gleichunaen wurden

bl

entsprechend

1
(A.l) Q. = —-—-—
),k al,k
besiimmt, wehei die as Zufallszahlen aus dem Intervall (0.1,20) sind. (D.h.,
falls die Ausdriicke zu aewdhnlichen Michaelis-Henten-Ausdriicken entarten,
sind die Sattiqunaskonstanten im Intervall (0.1, 20) aleichverteilt.) Auf

der Basis dieser Parameterwerte wurden die Parameter s ;s 1=1=15, (in der

36. fleichung) entsprechend /
(A.2) a3 = 9 "95k.1, i-5ka, K=0.12,

bestimmi. Dabei kennzeichnat k die Substrataruppe, zu der das i-te Substrat
achort, @i ist eine Zufallszahl aus cem Intervall (O’Vk) und Vi ist die
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maximal zuqelassene Bakterienwachstumsgoschwindigksit aufarund der betref-

fenden Substrataruppe. Die Vi wurden als Zurallszehlen so aewahlt, daB

VR Y, T 1 und«<v1> = % ist. (Es wurden zwai Zufallszahlen El und §2 aus
der Interva]] {0,1) wezoqen und Vo F Min{ El’ §7} I’Z °l v2=l-
) , . U L !
l’ ;23 gesetzt.) D.n. di2 ardberiialiche B:lLCP1PﬂV9Yq0hlUnQ rate auf-
grund der ersten 15 Substrace ist 1.0, was einer Vﬁiioppelunﬂ54e1t von ca.

——

Max

20 min eontsnricht. Die tatsachlich reazlisierte maximale Wachstumsrate ist die
Summe der drei Maximaluerte von‘@i beziiglich der drei Substrataruppen. (Es

ist n&mlich der ardBte Wert, den

L1 oi N,
a a a
tir balichiae N1;O annehmen kann, Max { "5%*' 75%""" "5%“}.)

die zu den Werten A3 1> 1=i=15, achtrenden Paramoter a4 wurden durch Mul-
14 b
tiplikation mit ciner Zufallszahl My aus dem Intervall (2,6) erhalten:

—
p]
(98]

~
@]
!
-

36,1 © i

Analcq wurden die Parameter a39 j bestimmt;

(A.4) azgj = a3z, - i,

wobei Qi eing Zufallszahl aus dem Intervall (1,4) ist. Fir die Schmutzstoffe
NIG bis N20 wird cine einseitiae Hemmung durch die ersten 15 Schmutzstoffe
nach Art der kompetitiven Hemmung angenomian, Die Konstanten a, Lk 16=1=20,
2=k=1], wurdean dabei ebenfalls entsprechend (A.1) bestimmt; im Falle k=2

war auch das Intervall, aus dem die Oy Gzzogen wurden, dasselbe wie coben,
bel den Ubricen VWerten lag das Interva f] (0.5, 53) zugrunde. Die Paramater
dyc s wurden gemdB

(h.5) a3 = ajg Vi

bostinat, wobei die v Zufallszahlen aus dem Intervall (0, 0,06) darstellen.
(D.h,, die maximalen Wachstumsraten auf der Basis dieser Schmutzstoffe sind
im Mittel qeringer als oben.) Die Werte von ai und 339 ; wurden auch wie

b b

oben ermittelt, die ; in Gleichung (A.3) wurden allerdings aus dem Intervall
(2,9) aczogen. (D.h. 1m Mittel wird mehr Substrat pro Gramm neu entstchender
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Biomasse verbraucht.)

Furr die Substrate N21 bis N“G wird eine nicht kowpetitive Henmung {s. Abschn.
{
4.1.) durch jeweils eines von den ersten 15 Subsiraten angenommen, die Aus-
wahl des hemmwenden Substrats wird dabei auch dem Zufall iberlassen. Die
Paramaterverte By o5 Bgp 4o Gy und a.. ., 21:=1=20, werdon auf diesclbe
2 30,1 il 39,1
Weise festqe]eqt wie fir 16=iz20, die Werte 85 3 sind Zufaliszahlen aus dem
b}
Intervall (0.1, 10).

VYon den Substraten L: bis HSO wird cngenomnen, dald ihre Abbaukinetik durch
eine Reakticn bestimmt wird, die durch Exoenzyme katalysiert wird und der
Michaelis-Menten-Kinetik folgt. Alle zugentGrigen Parameterwerte werden in
derselben YWeise bestimmt wie bei den Substraten N16 20, ladiqglich die

v; in (A.5) sind jetzt aus dem Intervall (0, 0.2) gezogen,

Die fAleichunaen, die die Verdnderungen der Excenzymkonzentrationen beschrei-
ben, sind sicher nur grobe WNdherungen fir die tatsdchliche Kinetik der
Enzyinbildung. lmmerhin beinhalten sie die plausiblien Annahmen, daB die
Enzymsynthese unterbleibt, wenn die Konzentration der leicht abbaubaren
Substanzen Nl - N15 groB ist, und daB dic Enzymbildungsgeschwindigkeit bei
kleinen Substratkonzentrationen dieser proportional ist, bei groBen Substrat-
konzentrationen aber konstant wird. Die Parameterwerte 3, 27 31=i=35, wur-
den wieder genauso bestimmt wie die entsprechenden Herte in den vorangehen-
den Gleichunagen. Die Werte ai,l wurden daraus durch Multiplikation mit einer
Zufallszahl aus dem Intervall (0, 0.5) gewonnen, die iibrigen K sind Zu-
fallszahlen aus oem Interva]] (0,1). (e Konstanten 3 4 sollten in den
G]Q1thﬁq9n fiir N26 ‘30 eigentlich wesentlich q*oBer, in den Gleichungen
fiir [1 E5 wesentlich kleiner sein als die entsprechenden Konstanten in

den Gleichungen fir N1 JZ ; denn die Konzentrationen Ei sind um GrdGen-
ordnungen kleiner als die Bakterienmassenkonzentration. Konstanten in der
qewdah1ten GroBenordnung ergeben sich jedoch, wenn man sich die Ei mit einem
konstanten Faktor>>1 behaftet denkt.)

Die Konstanten a36 31 und a39 31 wurden in allen Rechnungen 0.05 gesetzt.
Ebenso wurden den Paramotern a37 93 25 18.,2° 39 34 und a39,35 sowie dem Para-
meter 239 35 feste Werte von 0. 04 bzw. 1 0 erte1]t
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Dia Sattiqungskons tanten fir die FreBtitiakeit dzr zwei Protozoenarten
(l/a35’33 bzu. 1/a36’35) wurden als Zufallszahlen aus dein Intervall (5,25)
cazeren, die maximalen Frefraten (337,1/636,33 bz, ajs,l/a36.35) waren Zu-
fallszahlen aus dem [atervall (0.1, 0.5). fiir das Verhdltnis Wachstumsrate zu
Frodrate der Protozoen wurde eince Zufallszehl aus dem Intervall (0.3, 0.6)
aenoinsen, fir den  Sawverstofyverorauch pro cetressener Bakterienmasseeinheit

aurden schlieBlich Zufallszahlen aus dem Intervall (0.8, 1.2) gezoaen,

Abschliefend soll noch einmal betont werden, da® das beschriebene Modell
in erster Linie dazu diente, a@in breites Spektrum mdqlicher “eBwerte als
Grundiace fir das Modellidentifizierunasverfahren des Abschnitts 4.2. zu
preduzieren; es kam also nicnt so sehr auf die exakte Beschreibuna jedes
Einzelvoraanas an., DaB die angeashenen Schwankunasbereiche fir die Para-
meter realistisch sind, 138t sich der Diskussion in Abschn. 4.3. entneh-

men,

Anhang B Rechenprogramn zur Mcdellidentifizieruna mittels Quasilinearisierung

Das im folaanden beschriebene und wiederqgeqebene PL/I-Programm berechnet auf-
qgrund des Modells aus Anhang A die "MaBwerte" in Abb, 4.6 b und bestimmt mit
dem Verfahren der Quasilinearisierunq die Parameter in den Gleichunaen (4.16) -
(4.20) so, daB die Ldsung dieser Gleichungen die "MefRwerte" mdalichst aut (im
Sinne minimaler Abweichunasquadratsurme) reproduziert. Da der Proarammablauf

im wesentlichen linear ist, wird kein formales FluRdiagramm geqeben, sondern

es werden die Anweisunden bzw. Anweisungsaruppen fortlaufend kommentiert:

Anweisunas-

nummer

3 Die wichtigsten Variablen haben folcgende Bedeoutung:

T ist die Zeit.

MW enthdlt die "MeRwerte".
HW enthd1t die Gewichte entsprechend Gleichuna (3.21).

GX, PR, X entsprechen den Variablen Xr’ Ps Cps Cq o 10 in den
Gleichungen (3.15) und (3.17).
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fepscisungs -

nusyLgr

53-81

82-110

111-169

170-181

DGX, DPR, DX enthalien die Ableiiunten dicser Funktionen.
JM ist die Jecobi-HMatrix flr das entsprechend Gleichung
(3.14) erweiterte System (4,16} - (4.20)
A. B, C sind homogzneyr und inhomoqener Matrixanteil sowic die Ldsung

des Tinearen Gleichungssystems (3.20).

G enthilt die rochten Seiten des entsprechend Gleicnung (3.14)
eveoiterten Systems (4.16) - (4.20).
Co enthdlt die Peramster des komplexen Flulmodells

(in Anhang A & i genannt).

FH entiETt in seinem ersten Element die Zahl der Parsemoter des
Modzlls (4.16) ~ (4.20), tiir die Schitzuzrte vorgegeben wer-
den. Auf den foluenden Plitzen stehen die Indizes dieser
Paremetesr, die durch die Reihenfolge gegeben sind, in der sisa
in ¢ (s. (3.14)) einueordnet wurden.

GH enthdlt die Gewichte dieser Parameter.
R entspiricht denm Index n in Gleichung (3.15).
N ist die Zahl der abhangigen Modellvariablen (einschlieBlich

der Parameter). Sie ist im vorliegenden Fall 23.

Das Unterprogramm berechnet die rechten Seiten des komplexen FlufB3-

modells (s. Anhang A)

Berechnet die rechien Seiten des Gleichungssysters (3.18) und dar

Gleichunassysteme fﬁr'ﬁ}(t), E;(t), E}(t), e c (1)

Mit diesem Unterproarsrm wird ein Runge-Kutta-Inteqgrationsschritt

fiir das Gleichunassystem, dessen rechte Seiten F1 berechnet, ausge-
fihrt. Gleichungen, in denen auf der rechten Seite 0 steht (und die
nur der Ubersichtlichkeit des Programues wegen erscheinen) werden bei

der Rechnung ausgespart.
Es wird die Jacobi-Matrix berechnet.

Berechnet die rechten Seiten des Systems (3.14).
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Anweisunas-

aummer

1532-188  “ultiplikation einer Matrix mit einem Vektor.

153-2)1  HMultinlikation einer Matrix A mit GV Zeilen und 1 Smalteh mit einer
dxi-Matrix B, die ab dar HY-ten Spalte neben Einsern in der Haupt-
diagonalen nur ‘ullen aufweist.

202-207  Zutallszanlenaenerator. Es wird das multiplikative Kongruenzverfahren
ancevandt, Es antstshen aleichverteilte Pseudozufallszahlen im Inter-
vall (U, 0). ‘

213-271  Restimmung der Parameterwerte flir das Model]l des komnlexen Flusses

(Anhana A)
272-284  Bestimmung der Anfanqswerte flr die Variablen dieses Modells.
285-286  Ausdrucken der Parameter- und Anfangswerte des komplexen Modells,

287-315  Intearation der Modellaleichungen aus Anhang A und Berechnung der
“fenlerfreien Mefwerte" fur Abb. 4.6 b. Das Element MW(2,0) enthdlt
die Summe Uber alle Ni zur Zeit T = 145 h. Der Wert wird als MaB
fiir die innarnalb von 20 h uberhaupt nicht abbaubare Substanz genom-
man und von M4 (1,2) subtrahiert. Die Werte der abhdngiagen Variab-
len zu den Zeitpunkten T = 20 und T = 145 werden ausaedruckt.

316-332 Es werden die Gewichte entsprechend Glcichung (3.21) berechret und
die Werte in M mit einem zufdalliqen Fehler versehen und ausqedruckt.
Die Fehler sind normal verteilt mit einer Streubreite von + 7.5 %

des Maximalwerts der betreftenden Variablen.

333-360 Festleaung der Parameter, fir die Schatzwerte voraenchen werden, so0-
wie der entsprechenden fewichte. Yoraabe von N und einidgen Hilfs-
arofien,

1

361-390 Festleaung der Anfanaswerte fir 2;, Xi und E% (s. Gleichunaqen (3.17)
|
und (3.18)). g
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Anwoisungs-

Numineye

391-43

5

. Berechnung der 2;(0) entsprochend dem Vorgehen i Abschn. 3.2.. Die
Koeffizienten des Gleichunyssystems (3.20) werden sulzessive, von
MeBpunkt zu Mefpunkt Tortschreitend, aufgebaut. (fiweisungen 397-404
fur T = 0, Anweisungen 417-422 1ir die Ubrigen T-Werte.) Der Beitraaq
der Paremater-Mefwerte (Schotzwerte) zu den Koeffizienten wird in
den Anweisunaen 424-427 bevechnet, Das externe Unterprogramm MINY
berechriet das Inverse der Matrix A. Es ist die doppeltgenaue Version
eince Unterproaramas aus deim "System/ 360 Scientific Subroutines

(

Package (PL/1)" von IBM,

Die Rechenzeit das Programms betrdgt auf der IBM/370-165 einige Minuten.
(Eine genauere Angabe ist nicht mdglich, da die Rechenzeit (CPU-Zeit!) stark
ven den anderen, zur gqleichen Zeit bearbeiteten Programmen abhangt.) Nach
den 10 im Programm vorgcsehenen Iterationsschri tten verdndern sich die Kom-

ponenten von E;(o) bei weiteren Iterationsschritten um weniger als

[

5 4.
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SORGE | ICTTHE

1 {MOENYERE[NY)
G GHOC NPTLHNSEMATY
2 1 Goen TR TYeRRET) L pieclze(132) :
2 1 NCL (H,EHQ,T,HT.“H(G,Q:Qﬂﬁ,HH(q),(VH,V)(ﬂ]ﬁ).YO(Blﬁ) INTTTIAL [ (R)D)N),
L2, 2, (I, AV 02, 27), (8,0, 5,54)1(23),70039,39),7,yM4(3),R1,02,
Y (13,23) AN, CAX{23,23) RBACFANIONP),
pAL23) RASEN(2D), no2{?23) RATCEN{ORP),
X010, 23) 3ATEN(59 )y nx(n:i10,23) RATEN(NEN)Y ) FLDAT(1S),

(T 0 T ¥ gl g™y Ny Iy R NN NV, (NTTG N LT ), Py FHEDE 23 )
XT{21:25)) FIXED TINARY,

TROTNTTTAL (3111A93) FIXED RINARY{31,9),

MTHY FNTRYS

4 1 £ PRPACENIRE(T,Y,IY) 5
DOL TV (x) AYEE) L, H2) FLOATILS),
(T,N9) FTYED ATgAYy

S
W

6 K HT =YL 2A)SY (17 2014000346 ,21) Y {6) ) 3
7 2 H2=YL{368) Y {393/ 1 72034, 39) *Y{36)) 3
] 2 NV{36) =036 3V 1Y (3A1~CHITA,R2) ML =-CNI1ThH, Y4) XHD
9 2 W?(17):(1(17,1)*Hi-rﬁ(\7,?)+Y(37);
1n 2 Y (3IR)=CDL38, 1) NI~ 31,2 Y (38) ¢
11 ed WY(>0)=~C1(3?.11)*Y(\ﬁ)—rﬂ(30,1“)*H1~Cﬂ(30.7’)*H?—CO(19,16)*Y(37i
=039, 85) %Y [ 38) 4N 33, 36) ¢ (NS=-Y(19) ) ;
L2 2 nn t=1 TN 11 BRY 53
17 2 1 H=13
la 2 1 nNO X=1 73 5;
1€ 4 2 H=H+ 000" K+ )Y (T 4] ] 3
16 22 EMD3
17 2 1 M=1/H;
19 2y NN =1 T 53
]la 2 2 Np=T4K-13
2n 2 " NYINH) =00 (N, V)Y N HY (26) =1
21 2 7 DYL(3RI=IYL 3= A6, ) DIYINH)/TI{NY, 1) 3
22 2 2 CYE3G)=0Y(39)rCA{3, H)x0Y(NH)/CO(NH,11)3
"3 2 ? FrHDS
24 2 1 FHNL3
25 2 N T=16 T 2035
25 2 1 H=L1#0O(L,2)v (T}
21 2 1 nroK=1 T 15;
23 2 2 HzH+C 0T, 24X ) =YY 3
29 2 2 ENGS .
35 D1 V(T Y==COHT L)Y (TR AA) S
31 2 1 NY{34)=0Y(36)=Cn{3A, 1) DY)/ ClTl,1);
12 2 1 OY(39)=nY(39)4+0D(30,T)*0V(T1)/rn{T,1);
22 7 1 END3
34 2 nY (=21 79 253
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15
24
27
39
35
4
41
47
43
44
49
4h

49

55
57
59
61
~2
€3
L4
5
68
G
12
13
T4
15
76
75
20
31

22
a3

34
25
26
87

Lrv NT
/
/
2 1
2 1
5
2 1
2 1
2 i
PR |
2 1
2
2 1
2 1
2 2
2 2
2 1
2 1
2
2 |
1
5
2
2
2
?
?
?
2
2
2
2
2
2 1
2 1
> 1
2 1
2 1
2
2
1
b
2
?
?
2 1
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AYIT ) e 13y Y26 /00 L+CO0T o 23X TN R0 «COUE 3P 2YIXTELY Y )2
Y LA Y=DIV(3AL)~C0(36, Ty=0VLITY/ IO, 1);
NYEGI=Y{ 3 el CURA,TY=OY{TI/COIT 1)
END S
na T=24 TN 303 .
VLT Ye=Cal L PYEYTI32v(T45) /7014000 (2101 ) 5
DYLI3IAY=9Y(36)}=CO0(26, TY=0DY{TY/CQ(TY,13
DY(3SE=0Y!29)+0 043, 11Dy (T} /C0{T 4113
NGO
0N T=31 T7 35;
H=13
ne ¥=1 79 153
HeMH+COUT ¢ K+D )Y MY ;
ENN3
DVITY=CAT 1Y LT85 /(1 «CO(T P2 )2V (T~5) i/ HEY (36,
[SEARIS
PETHANG

FND3

Fl: PROCENIRE (T,V,0V);
NOL (T,Y(#),DY(*)) FLOAT (15),
(1,K) FIXED RINARY;

NO=ADNCLY (1) )3 INP=AGDR LAY (1Y)
PP=ANNR{Y(N) DRP=ANNRINYINDY ) ¢
SP=ADDR(Y(NQNY) ; NEO=ANGR (DY (NENT ) 3

CALL JACOBT (X{R=) g7}, 1M} 3
CALL MMSS (UM OX NaNV,ND5X)
CALL 7S (X({0=1,%),7)%
CALL MMGY (UM, PR-X(R=1,%),Y,D0P)
N Y=1 TP NV DPR(T)I=DPR{TY+ CLT)
TF P>1 THEN CALL RSIEX(N4%) 4,533
nn I=1-T7 NV; X0, 11=501); END3
DN K=1 T7 R-13}
CALL JACORT (X{K=1,4%}sIM)3
TF K> THEN TALL ROIX(K~-1,%),%5]);
CALL MMGY LM XTK 2= X{Y=1 %] (NV,NIX (K%Y )3
DN I=1 T NV; DX(K,1)=nX(¥;[)+G(1)35 END;
FND3 ‘
RETHURNS
END S

1 ENDS

PKs PRACEDIRF (T4 YeNyFKT)
NCL FKT ENTRY,
(TyHy Y%}, BH, (DY 1,Y2,0Y3,NY4)(N)) FLNOAT(15),
(N, T,XKYFTXED BINARY;
HH=H/23
FALL FKT{T,Y,NY1l);
no T=1 70 N4
NO K=NUY{I) 7O NO(I);

-




STMT

n

Ty
an

1

04
cr
VA
(') 7
53
99

101

L2

1IN

107
1=
17"
17

1l

112
113
114
115
114
117
119
119
120
121
122
i23
1724
125
126
177
124
129
120
131
122
123
134
126

v

[ S N B R R e R S A L RS IR R B L L VI TIRE C  |

fo—

]

WOMNN 0 U I TY N DTV N N D Y N U NN

N — VN -

—

[ RS
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MUy (VY et e (2
LM

NS

CALL FY T[T, v, av2)s

IO RS I A R

no =T ) T T )
YHIV Y=Y (£ )i 15 %)
LAY

Frn s

CALL FYT{7,YI,NY2)

naO T=1 T M,

N ovaNUET) T NN(TE)
YY) =Y X)+H%DYR(K)
END;

ENTYS

CALL FYT(7T,¥4,MY4);

Ny 1=l T O

A0 M=NITT Y T N Y

VIR Y=YV )R (DY LIV #2250V (V) £NVYILK))+0Valx)) /hy

ENDS
ISR
DETIIRMN
FNDY;

JATOA[:s PRACFEYIRE (X, 0) 3

NEL (XTRY,, T{%y %) 4] U2 MY A, HS ) FINATILS) S
HL=1/70X(7)exX(L))s

H2 =1 /70X +X(2)+X {231 2X{(1) )

M=) /013 ) X))

Ya=X{17}/X(6);

HE=Y[13)/7X(3)3

JUlyg 1) ==X0A) X010 XU )L TYRHE %13
H143)==X{AYEXIOIRN(L1) 2

{100 a-XO10)=X{ 1) XT3) 413

JUL, 7)==, 1 PEX(1YZX(T) 5

JET10 =1 ,A) XAV /7X(1D) 3

JE23 1Y =Xy =X 0L X 2) X0 3 HH2YH>«X{ 2 }) ¢

JU242)==J2, 11 () +X 23X 01NV 2 AXL2)#%X(23) )3

U243 ==XO 3P eX{ 1) X027 %H23
JE2,8)=0(2,3)X(3)/7X(8)3
JU2,9)=302,1)/%X(73)3
JU2,11)=002,3)2X(3)/X{11)3
J12:23) =012 ,7)*X(1}3

JI2, D) == L, 1) /7 X06)~1{2,1)/X(R) 3
JUR,2)==)02,2)/X(3)3

FE 3 == 0 03 /X6~ 1252/ X (8)=XT12) %K {15)
JE33a Y ==0(12)5X015) X3 *H3;
JU3,7)==0(1,7)/X16)3
J03,7)==312,9)7X{8)3

wx (6) X (V)

[apaxni=x (143
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ATuT LFY O NT

124 ? 1210 = - JLY I /X0

127 2 JOAg ==, 111 /%0 3

138 - 2 TNV ERTENT AN O R7% WA A IV I

1119 2 R B B S QR A B o I IR R B

140 7 A3 e1ay==n{1)

14] ? PC2, 10 =301y 2) /N E15) 3

142 ? JU3,23)==02, 75 /X103 %

1473 2 RIS IR N A R B & B IS AR R

144 2 Jlhgtey == JU 32 /X012 -XE10Y 3

145 z JUG 13 )= 104, 3)5",‘(('3)/):(]'”;

144 ? 415y ==003, 173 /X{10}3

147 2 Jiapinla=-X{413

149 ? O, U= d{l s Lo e JU2, 1105,

149 ? FOE 2 =312, 21015

159 2 A3 =000, 31 sHeed (2,3 0n=10464,3)5X(19)=-X(20)%%{ 14) 3

151 ? TG4 = 302,020 9%%019) IX (4 X (211 xX{14a);

152 2 JIS5;5 ==%{"21

163 4 JUOB T =301, 7) 54

194 2 JGsd9r=302,09) 153

155 2 1H{5:10)=J01,101*H43

156 ? 0511 =007, 11 ) %H5;

157 ? e, 1) ==-J14,13)5x(1)) 3

1o 2 JUH 1 4)Y ==X {20 {2}

159 2 JiBgla)==Jla4 155 %X01 )3

160 2 R 16)y==X{21)}2X {4

1+1 2 JUSyY ) =400

162 2 JIS,18)=d(2,421%3

167 2 HO,19)=003,12)3

154 2 JO5,20)==X{14)YxX(3}3

165 2 M5, 21 ==X (1AY=xX{4);

166 ? JEBR22)=00=-%X({"}3

167 2 J5¢23)=002423V%HSS

1468 2 PETURNS

169 2 END S

171 1 Pae DPPACTENNIRE (Y ,G)3

171 2 N EXEEY g S0 411,12, H3Y FENATILR) S

172 2 HL=X (1o)X L) {3 )/ (XETreX{1) 13

177 2 2= (VT2 32} /KO € X {21 4X (P2 )%X{1) )3

174 2 H3=X (15 )1%X {3 14X (&) /(X(13}+X(3)) 3

175 2 GEL)==X{61=4]13

176 ’ G(2)==xX(3)eti23

177 2 CER)=HL+H42=-X(12)PHRA-X{14) =X (3 )

178 2 SOA)=HI=XTTh)2NX{4)5

179 2 GUS ==X (1715 dl=X (10 2= X PIYEH3=X( 201 =X 16) =X 3) = X{ 21V 2016 ) =X (4]
EX(22) = {NN0=X{5) )3

1390 ? PETHRMNS

131 2 ENDS
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STMY | LY T

122 1 Mermy s ORISR, 0
191 7 NCE (AL, ), (%), 0=y ] FIENATLN),
(M1, 1) #fven Dpaayy
194. 2 Ny 1=V TR
135 L BN A B IR R AR SLAMES R R
| RN 2 1 SRR T .
T ? PTG
153 2 ENS
159 1 MRS DR 8,y by IVL.0) 3
120 2 DAL LRy Yy B (0xy #), 0% ¥),S) FLDATIL15),
(Tngl.,N'N\’, gl ~ARY FIXFN; -
131 2 N I=1 TN MV3
19?2 2 1 DN K=l T N
1 2 0 S=03
154 22 Lo L=1 T HV;
195 2 1 S=C¢Al1,1L3%3(L,X)3
174 2 1 NS
197 2 2 TE WNY THITN S=9+A(T,K) 3
112 > 2 CLT,X)="3
Lan R C A D
200 2 1 N
201 ? N
202 1 CANFTXENOYEREL) ¢
s vannaniine {(1,N) AETHRNS(FLOAT1S])
223 ? L (U, R FLAasT e
204 ? TR=TRREG57 53
2N% ? [F [P¢N THEN IR=[" 21474135474+
206 2 DETUPN{MRTI =D A465F413F--0<(") ) );
207 2 FNDS
231 1 N ERRENPE SEAD AEGRT Y D)™ LTST (0,R,T,Y): 0O T FNDES RENDS
212 i =03
213 1 N5=3.17%
214 1 Q1=ZNRL{ 7,13 R2=THTLIO,Y)S
216 i VALY =ML, 02 V{2 )= AR (R3] ) VM) ={-MAX(R]1,R2) ]
21% 1 Ny I=1 TN 1Y BY 55
229 1 1 an ¥=1 77 03
221 1 2 COLT, el ) =L/ 7 FLID.1,27) 3
222 1 ° COUA, T#v- 1) =700 (), V] /75610 )2000T Y41 )3
223 1 2 COURN, T =1 3=7000 (Ly4) 0N A, T+(-11
74 1T ? COMTEK~Y 31 ) =TFLL?,6) 038, 7+4=1)3
229 1 2 ENDS
226 1 1 €403
277 1 Nl I=146 T 293
229 1 1 CO(T,2)=L/7NFL{0.1,27)5
225 1 1 COU36,T)=/HF1L LD, 00)%CDIT 4,203
230D 1 1 23, DI =200 01,2 0034, 1),
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cTMT LFEV NY

/

221 1 1 CO(T =7, 90000 6,1) 5
212 1 1 DO K=1 T 153
213 1 2 CO(Y K42¥=1/7707L(0.5,701)%
234 1 2 END3
735 1 1 ENDS
236 1 pn 1=21 TO 25;
237 1 1 COUIe2¥=1/779FL{0.1,20);
7238 1 1 COot34,I1V=7UFL{0,0.06}*001T,2)3
229 1 1 COU3G:1)=21FL{1 46)=COTI26,T)}
240 1 1 COCI 1d=ZUri(z2,23%CH{306,1});3
241 1 1 COUI,3}=ZUFL{N1ei0}5
242 L 1 XICIV=ZUFLiL1,168)3
243 1 1 END3
244 1 nn 1=26 Ta 30;
245 1 1 £001,2¥=L77vbLl0.1,2003
246 1 1 (CO(36,1)=2UFL(C,0.2}%CO(Y,;2)3
247 1 1 CO(39,11=7UFLLL1:4)*C0036,1);
248 1 1 (CO(Y,1)1=ZUFL(2,9¥%CN{306,1)3

~ 249 1 1 END;
250 1 pn I=31 TO 353
2%1 1 1 CO(T,2)=1/TUFL(N.1,20)%
252 1 1 CO0UT,13=2UFL{0,0:5)%C11,2)3
253 1 1 0nC K=1T9 15;
254 1 2 COUI Ke2)=IVFLI0,1);
255 1 2 END:
254 1 1 END:
257 1 COl26,21)=0,05;
258 1 CO(36,33)=1/2UFL (5,25} ©N{36,22)=TUFL(N,10,0.50)%C0O(36,33)}1
260 1 CO(2A,35)=1/ZUFL{5,25): CD(36,34)=TUFL{0.10,).50)%C0(36,35};
262 1 CO(3T,11=2FL(0,3,0.51%C0(36437215 CO(3T,21=N.043%

. 264 1 COU38,1)1=ZFL(N.3,0.6100(36,34); CH(33,21=0,043
26¢ 1 £0039,211=0,05; CO039,32)=7UFL(D.8,1.21%C0(36,32)5 CO{39,341=0.043
266 1 CO(32,33)=Z2UFL(0.8,1.2)%C0(36,34); C0{39,25)=0.045 CO{33,36)=1.03
272 1 My(1,C)=0;
213 1 pn I=1 T 303
274 1 1 Y(I)=7UFLI{D,6):
215 1 1 MU(L,C)=MW(1,0)+Y(I};
216 1 1 ENC3
277 1 DN Y=11 TN 255 Y(1)1=0; FEND3
230 1 M (3,0),Y(36)=5.03
2a 1 Y(ATY=ZUFLI0,0.5)3 Y{3R)=0.5-Y(3T); MN(4¢N)=0.5%
234 1 ML 5, C)e Y 33)1=053
285 1 PUT ENIT ((Y(I),CO0T1,%) DN I=1 TD 393} (F(9,3),SKIP42 {13 F(9,3}),34I"},

SKIP);

286 1 PUT £OIT ((Y(I) DN T=1 TO 3G)) (SKIP,y3 {13 F(943)SKIPY,SKIP);
237 1 T=93 H=0.053 MM=13 NU(1)=1; MyNI{11=39;
292 1 pn Y=1 TA 203
2913 1 1 nnoJg=1 TH 20;
294 1 2 CALL RK(T,H,Y,\M,FO};

-
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TTMT LRV T

294 1 » TuT4H:
254 L2 [HD3
217 1 1 »u{l,73¥=0;
29 r 1 e g=! T) 303
2391 2, T, T el 1)
1 2 BN 3
371 1L mWl3, 7 =v{36); "a,T)=y(27)+Y(23); MI(A,T1)=Y[23)3
AN 4G 1 1 ENDS
1N ] ouT ENIT (IYLT) NN T=1 TN 39)) (SKIP,3 (13 F(9,3),°KIP),XIP);
IChH 1 Ny I=1 T3 25003
37 1 1 CALL RK(T,H,YyM,FN) 3
379 1 1 T=T+H;
319 1 1 END;
310 1 BUT GNIT ((Y(T) DO T=1 71 39)) (SKIP,3 (13 F(9,3),SKTP),CKIP);
LR 1 MG 2,0 )=3
12 1 co I=1 TN 303
ERAE! 1 1 MU(D,0)=MY(2492)4Y(T )3
314 11 Fang
315 1 ML, = 01y ) =M {2,0) 3
B 1 Y =1 ,3,4,5;
27 1 ] MUY= {0 )5
318 1 1 pn K=1 7Y ?°3;
117 | S IF ML, YISH{T) THITL WU T ) =v{[,v)
32N 1 2  [ENO3
R ] 1 H1=t90T) e, 155 HX=C,75TaR4/HL Y
323 1 1 nn ¥=0 T) 203
324 1 ? 7V
Z=TUF (='1,1{1) 3
325 | B IF H2AFEXD(=2%2(7/H1 ) %42 )7 7UFL(0,42) THEM nOTN TV
178 1 2 MU(T - =Ty KY+73
327 1 2 ©NDs
32 R 1 1 HW{I)=L/HN{T )2
179 1 1 FAN3S
3130 1 DA T=7 Tl 20% PUT 1 TOY ({*,1)) SKTO5; FHD;
271 1 FHI0) =11 FH{1)=17; FH{?)=1; FHIT)=12; FHla)=14; FH{5)=13;
333 1 FH{(6)=193 FHIT =73 FHI{R) =215 FHII)=223 FHLID) =153 FHA{11) =213
345 1 GH=0.003;
Thh 1 FPe=1R-695  11=7,75;
348 1 Y=13 =03 1M=03
3R] 1 M2 3 SBEINENES B NIN=MOENS
354 1 NV =53 NIELY=13 NA(L ) ="y g
367 1 N} 1=2 T 13,
3513 1 MULTY=NY+MNS{T=2Y 5 1M1y =1y #Mv=-13
3450 1 1 FMDs -
1T 1 YOINAMY =" L,N) %0, 455 . VAIRNON4L) =M1 ,0)*0.553
343 1 YOUININ$2Y=MU(3,0) YA(NO+Y =9 (4 ,0) 3
365 1 YOUN NG =M5,0) 5 VYOINI#5) =7 .03 VAN 4 )= D0k
346 1 YOONINGTY=2,03 YALHO )y =20.7 0 YOG+ =0, 5/
371 1 YOINCH+LA) =N N7 CoVOUNGT LY =205 YOI(NVI+2)=16,03



T LEV

374
377
340
313
244
3rh
3FA
147
IRG
389
399
361
392
393
397
399
401
403
405
406
4C17
408
5(CG
410
411
412
413
416
417
418

416
420

471
422
4273
424
425
476
4217
478
429
4720
431
432
413

ol et it pd Pt et ot ot ot P st et et

P et et Pt ek e i et Ml e et et fond b el et Pt o) et fed pef bt et et et s et et e ped

NT

NN N

—

W NN AN W W N M 0N et e e et e bt

S W

N et e et NN N PN W0 S
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YOINGCIHe13)=0.0N43 YO(MNN+1L41=0.1135% YO(MONET1S5)=0.043
CYOUNQNTLO) =4, 05 YOLNON+1 Ty =1 .0y YOUNAN+18Y=1,0%
NOUNAMS 1Y =1 .03 YOONMN+20Y =1 0% YOUNQW+21)=1.03%
YO{NOR+22 ) =1 .03

L=03

ng =1 77 H3
D K=1 T M3
L=L41;
TF T=¥ THEN YOiL)=13
NS
FND §
nn R=1 91 103
W=l e Ty
IETL R EREE N Yy L=Q3 BR=03
Bi]!,B(Z}=HN(1,0}*HH(I H {3 =M{3.0YEHWN3) 5
BlLG =Ml &G, 01 HYWI4) s BI5)=Mu{S5,0)*HW{G}
A(Eol sAl1e2VsA02,10,A402,23=0{L1)s AC3:31=HW{)}
AlLo4)=mu{a} s Al545)=HU(S) S
nn I=1 TO Y3
YH{T Y, Y(T)=YD(T);
END3
pn I=1 70 29;
Do v =1 T 203
CALL REK(T,HyYsMsF1) H
T=T+H 3 -
ENDS
QP=ANDRLY(1))s RP=ANDRIY{MNT)} S <P=AQDR{Y{NQMY};
PUT ENITE{T,(XI{R~1,L) N0 L=1 TO 5)) {SKIPy & E(Ll1431))3
nn J=1 79 N3
REII=P{JYH(OX {1 JI+OX {2, 3131, 1)~PR {1 )=PR{2Z2)IXHUITI+GX(3,0) %
(M3, T1=P203) Y RHY (2 ) 06X (4, J)R{ MU(4y T)-PR{&)I*HWI4) ¢+
OIS IR (M5 T )}=PREST) =W {SY) 3
Do K=1 TN N3
ACJLKY=AL IR+ (6XI1 346X (2, Y RIOX (T, K EGX02,¥W) IEHU (1Y +
OX{3p )02, KYRHU LR 40X 4y J)HGX{ 44K ) EHW L 4) +
GXIG, 11O XTS G K RHW (S ¢

END;
FND;
NN
no I=1 TA FHID):
ALFHIT) (FHITI I =ACEAT ) yFHIT ) 4GHIT ) /YDINANCFH{T b =1 )1%%2;
REFHIT) ) =RICHE TN +aHI TI/YO(NINFH(T)=1);
END3
CALL MINY (A N,D,EPS) s
CALL MMBY (A, 3,H,C)3
PHT SKTIPS
PUT LIST (C);:
e I=1 TI N;
YCUM#TI=C( T35




STHT LEY
414 1
44 1
436 1

NT

2 FND;

1 ENOS
ENOE:
F93

-93 -
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Anhang C

Rechenprogramm fiir das Selbstreinigungsmodell des Rheins



STHMT LoV NT

ro

19
20
21
24
25
24
29
32
33
34
35
36
37

38
40
4
42

43

G4

—

r.,
AN

NN N N NG A N Ry

n

AN}

RS

NN NNYNN NN NN RGN

—

—

—— e
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SOUPCE LISTING

Rivz SO0 CPTIONS (HATN)
DIL Lttty Tys eV 0 YLO) g 2L TH (RS Y W DK SVI(L2) KA, K 14) FLOAT(15),
(G130 ,1,d9 ) FIXED BINARYS

Lo pagn {T,Y DY

DCL {Y,Y{#),0Y (2}, HIyH2:H3) FLOAT (15)3%

Hlaala, 1)uYilray (4 )/ {A0G6,2)eY (1))

H2=A404,3)=Y(2)eY e ) 7LALA, 6 Y21 +A04,5)%Y(1))

H3=A(S, L1AY{4 )2 YIS 1/ (A(5,2)+0(4)) 3

IF ¥i16)1<0.1 THEN d1l,H2,H3=03

DY L1ha—~AC L, LmilvAlL,y 2)%A01L,3) 3

DY {22202, 1) 12+ 1=Al1le 2) ) ALL 4303

Deiay=a03,1)xall,313

Dy el eHA=A A AP UH3-AlA, TYeY 4 s

MY LY sH3=0 05, 30150

DV io)2A L6, 13 iDM-Y(B))-a(69 21 HL~A(G; 3)¥H2~A{6,;4 V%A 9T ) ¥ (@) =4(6,5)%H}
~A{B,B)EALSy3IRYUHI A 6,7

RETURNS

ENDS

RK: PRNCEDURE (ToH,YoNyFKT) 3
CCL FRY ENTRY, - .
T oH, YORT il (YO,0YL,0Y2,0Y3,0Y4)(NY) FLOAT(LS),
(N T KIFIXED AINAF Y3
M=/ 25
CALL FXRT{T,Y,DYLl);
DN I=1 YO N; YOUI =Y {[)+HHFDYLI(] ) END;
CALL FXT(T,Y0,DY2):
N0 I=1 70 N; YOL I)=Y(])Ye+HHEDY2(T1 ) 3 END 3
CALL FRT{T,¥0,0Y3):
B0 I=1 7O N3 YOUI)=Y(L)+H2DYA(I); END s
CALL FRT{TYO,DY4)} s
NO =1 YO N3
YiT)=Y(I )+ {OYLL D) 4+2={DY2(11+DY3(1)I+DY4( 1)) /6;
END
FETURRMS
END

CET LISY (A): PUT EDIT ("PARAMETER Y, A) (X(25),8,3Ki?(2),5(53K]1P,
7 F{10,43) )},

PUT FDIT (KM, PA0 1 3) e PA(152) %'V, MO, YA(G,1)Y)
(SI(IP(’&),A,X(’H,ﬂ,X(‘)’,I\,X(ll)'A,X(l‘e),A,X(Ll),\);

GEYT LIST (UG,2C W, SV4DK,V) 3

GET LIST (WFVydT0M) s

DE=0KS 14251 ,0241%s(T~-20);

ne I=1 70 123
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STMT LV NT

45
46
4!
48
49
54
56
57
58
59
60
61
62
63
G4
65
61
60
69
T0
71
72
73

400
420
435
520
504
%30
590
660
&80
700
725
81%

1 1 PUT EDIT (UGEIZ,DCUI)eSVET, VITWIT DRI N {SKIPer{3:01,9 E{1H:30)
MND

:' ' ;uT EDIT (PO/7MQ7 o tTE, 0058 ) (SKIPI3) K10 sAXID) yAXUT) e A} %

1 PUT EDLT (UWEV TN (SKRIPy X4 e F{5:2102 FUBy21ME;

1 KM=400,00; T=01 H=0.05% M=65 Jd=I3

i GET LIST {Vhs HUH=Y{l1hev{2)+Y(3):

1 PUT EDIT (KMyHH,Y) (SKIP(20),4F(6,01,7 £L15,5) )%

1 PO KHILE {KMCESQSS

1 1 IF (KE>=UGLEIY THEN DO3

1 2 ACL 3)=DCUI VI ) ZEWFVRW YT I 2TTe TT 83

1 2 ALy 21=SV(J):

1 2 AlGs 1 i=DKEJ):

12 NENE S

¥ 2 ENDs

1 1 CALL RE{Te¢HyYeteFOCEe

I 1 T=T+H: KMNsHReVOJ~LIEHS

1 01 IF (TRUNCHEKM/ZZIKTRUNCEKMH/Z)) THEN DOS

1 2 HE=Y {1 Y (2):Vi3)3

1 2 PUT EDIT (KMNgtiieY) (SKIPF(640)¢7 E{LS.5})}

1 2 END;

1 1 KM=KHMN3

1 1 END:

1 END;

PARAMETER

2600 0.000 0.000 0.009 0,000 0.009 30023

3.4 C0O C.000 C.000 0.000 06 00N 0.N00 Ded0D

0,050 0,000 0,000 Q. 000 0.000 0,000 4250

0.4 80 20,C00 0.100 20.000 3,000 3,000 J.060

0. 360 12.000 0.070 0.000 0.000 0.000 0000

0 CQO 1. 600 20400 1.000 2,000 1.000 0.07J

A Al 2] v MQ Ale, L

G.250F-01 5e GCOE-QO1 5 00LEXCO 1. 200E+03 2.9235-01
86 T50E+00 44,000E=-01 5 000E+CO 1e300EG3 14520801
5.000t-01 5., 000E~01 5+000E+00 1.300C+0C3 2.523:=-01

1l 370E+01
6e250f~01
3.750E-01
T.500E-01
3.125E+00
5. 625E+00
1.250E400
1.250E+00

Q/MQ
1. 25

T

20,00

420001 -01
5.0C0E~01
5. 0C0E-01
5.000E-01
5.000E=01
5.000E-~01
5. 000QF-01
5. 000t~01
5.000t-01

oS
9. 20

46 00NF+00
3. 500E+ 00
6.500E+00
6,0COE«OD
5.000E+00
5.00CE+00
5.0006+400
5.000F +00
5.00CE+Q0

Lo HDOEX03
1e5005F¢03
1.600E+03
1.90N0++03
2.000E+073
Zo03NE+ Q3
2+000E«03
2:000E+03
2.100E«03

&e2208-01
29 l"J'_:*‘O L
2o 24OE-DJ
2e GYIE-J1
2040021
2¢40)E-D1
264032-01
2052J)E-D1
2e40J)z~01



