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Abstract

This paper is concerned with the mixed H2/H∞ control problem for a class
of stochastic time-varying systems with nonlinearities. The nonlinearities are
described by statistical means and could cover several kinds of well-studied
nonlinearities as special cases. The occurrence of the addressed nonlinearities
is governed by two sequences of Bernoulli distributed white sequences with
known probabilities. Such nonlinearities are named as randomly occurring
nonlinearities (RONs) as they appear in a probabilistic way. The purpose
of the problem under investigation is to design a controller such that the
closed-loop system achieves the expected H2 performance requirements with
a guaranteed H∞ disturbance attenuation level. A sufficient condition is
given for the existence of the desired controller by means of the solvability of
certain coupled matrix equations. By resorting to the game theory approach,
an algorithm is developed to obtain the controller gain at each sampling
instant. A numerical example is presented to show the effectiveness and
applicability of the proposed method.

Keywords: Discrete time-varying systems, Nonlinear stochastic systems,
Randomly occurring nonlinearities, Mixed H2/H∞ control, Game theory.

In control engineering practice, it is always desirable to design controllers
that are able to satisfy multiple performance objectives, such as the H2
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performance index evaluating the transient system behaviors [18] and the
H∞ performance index scaling the system robustness against external dis-
turbances as well as parameter uncertainties [6, 16, 17]. In particular, the
mixedH2/H∞ control scheme serves as a typical multiobjective controller de-
sign technique by which the closed-loop system could simultaneously achieve
the pre-specified H2 and H∞ performance indices. Therefore, in the past
few decades, the mixed H2/H∞ control problem has attracted considerable
research interests and, accordingly, a number of theoretical and practical
results have been reported in the literature, see e.g. [7, 9, 11, 19].

So far, several approaches have been developed to tackle the mixedH2/H∞
control problem. For linear deterministic systems, the algebraic approach,
time-domain Nash game approach, convex optimization approach and linear
matrix inequality (LMI) approach have been applied in [1, 5, 8, 12], respec-
tively, to solve the mixed H2/H∞ control problems. Parallel to the mixed
H2/H∞ control problems, the mixed H2/H∞ filtering problems have also
gained quite a lot of research interests, see e.g. [2, 15] where the minimiza-
tion approach and Nash game approach have been employed. As far as the
nonlinear deterministic systems are concerned, the mixed H2/H∞ control
problem has been dealt with in [10] with the solution characterized in terms
of the cross-coupled Hamilton-Jacobi-Issacs (HJI) partial differential equa-
tions. Due to the difficulty in solving HJI equations, a T-S fuzzy model has
been proposed in [3] to approximate the nonlinear system with hope to solve
the mixed H2/H∞ output feedback control problem.

It is now well recognized that the stochastic systems have been playing
more and more important roles in control theory and applications. Accord-
ingly, the mixedH2/H∞ control and filtering problems for stochastic systems
have recently stirred much research interest and some initial results have
been available in the literature, see e.g. [4, 20, 21, 23]. Specifically, in [20], a
unified LMI framework has been established for solving the mixed H2/H∞
filtering problem for a class of uncertain stochastic systems. By means of
game theory, the mixed stochastic H2/H∞ control problem has been solved
with state and disturbance dependent noises for continuous-time case in [4]
and discrete-time case in [23], respectively. When it comes to the nonlinear
stochastic system, the reported results are relatively fewer due mainly to the
complicated dynamics of the nonlinearities. Moreover, most of the existing
literature has focused on the time-invariant nonlinear stochastic systems de-
spite the fact that real-world systems are usually time-varying, that is, all
the system parameters are explicitly dependant on time. In fact, for a truly
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time-varying nonlinear stochastic system, we would be more interested in
the transient behaviors over a finite time-interval, e.g., the mixed H2/H∞
performance over a finite horizon. Unfortunately, for time-varying stochastic
nonlinear systems, the H2/H∞ control as well as filtering problems have not
been adequately investigated yet.

Another issue that should be brought to our attention is the so-called ran-
domly occurring nonlinearities (RONs) [13]. In many real-world engineering
practices, due to random abrupt changes of the environmental circumstances,
the system may be corrupted by nonlinear disturbances in a probabilistic way.
As opposed to the traditional deterministic disturbances, such nonlinear dis-
turbances could be either existent or non-existent at a specific time and
the existence is governed by certain Bernoulli distributed white sequences
with known probabilities. For example, in the maneuvering target tracking
problem, it is quite common for the targets to maneuver in a nonlinear way
occasionally in order to get rid of the potential track. In this case, the RONs
can be ideally applied to describe such a maneuvering behavior. Another
case that can be perfectly interpreted by RONs is the networked control
systems (NCSs). In NCSs, due to the limited bandwidth, the network in-
evitably suffers from the poor stability and variational reliability that give
rise to probabilistic nonlinear disturbances. Such phenomena of RONS have
already been verified by many experiments. Unfortunately, up to now, the
phenomena of RONs have not gained adequate research attention especially
in the context of mixed H2/H∞ control problem.

Summarizing the discussion made by far, in this paper, we aim to employ
the game theory method to deal with the mixed H2/H∞ control problem for
a special type of nonlinear stochastic systems where the nonlinearities are de-
scribed by statistical means and could cover several nonlinearities frequently
appearing in engineering practices. Such nonlinearities appear in a proba-
bilistic way and are therefore named as randomly occurring nonlinearities.
The purpose of the problem under investigation is to design a controller such
that the closed-loop system achieves the pre-specified H∞ disturbance atten-
uation level and, at the same time, the energy of system output is minimized
when the worst-case disturbance happens. The main contribution of this pa-
per lies in: (i) a unified framework is established to solve the mixed H2/H∞
control problem when the system is both time-varying and nonlinear ; (ii)
the controller design technique developed in this paper is presented in terms
of the solvability of certain Riccati-like difference equations that have a much
lower computation complexity than the commonly used LMI technique, and
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is therefore more convenient and effective for practical design; and (iii) the
phenomena of randomly occurring nonlinearity are considered in the mixed
H2/H∞ control problem. As a conclusion, the control problem considered in
this paper is significant in both the theoretical and practical senses.

The rest of the paper is organized as follows. In Section 1, the mixed
H2/H∞ control problem for a class of discrete time-varying nonlinear stochas-
tic systems is formulated. A sufficient condition for satisfying the pre-
specified H∞ performance index is given 2. Section 3 proposes the state
feedback design algorithm. In Section 4, a numerical example is presented
to show the effectiveness of the proposed algorithm. Section 5 gives the
conclusion.

Notation The notation used here is fairly standard except where other-
wise stated. Rn denotes the n-dimensional Euclidean space. The notation
X ≥ Y (respectively X > Y ), where X and Y are symmetric matrices,
means that X − Y is positive semi-definite (respectively positive definite).
E{x} stands for the expectation of stochastic variable x and E{x|y} for the
expectation of x conditional on y. The superscript “T ” denotes the trans-
pose. ‖a‖2 represents aTa where a is a vector, while ‖a‖2

A means aTAa. tr(A)
means the trace of matrix A. diag{F1, F2, . . . , Fm} denotes a block diagonal
matrix whose diagonal blocks are given by F1, F2, . . . , Fm.

1. Problem Formulation

Consider the following discrete-time nonlinear stochastic system defined
on k ∈ [0, N − 1]:

{
xk+1 = Akxk + Bkuk + Dkωk + αkfk(xk, uk, k)

yk = Ckxk + βkgk(xk, uk, k), x0 = x0.
(1)

where xk ∈ Rn is the system state, uk ∈ Rm is the control input, yk ∈
Rr is the system output, ωk ∈ Rp is the external disturbance belonging
to l2([0, N − 1],Rp). Ak, Bk, Ck and Dk are time-varying matrices with
appropriate dimensions.

For notation simplicity, let hk ,
[

fT
k (xk, uk, k) gT

k (xk, uk, k)
]T

. For all
xk and uk, hk is assumed to satisfy:

E {hk|xk} = 0, (2)

E
{
hkh

T
j |xk

}
= 0, k 6= j (3)
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E
{
hkh

T
k |xk

}
=

q∑
i=1

[
Π 11

ik Π 12
ik

(Π 12
ik )T Π 22

ik

]
E

{(
xT

k Γikxk + uT
k Ξikuk

)}
, (4)

where Π 11
ik ≥ 0, Π 22

ik ≥ 0, Γik ≥ 0, Ξik ≥ 0 and Π 12
ik (i = 1, 2, . . . , q) are

known matrices with compatible dimensions.

Remark 1. As discussed in [22], the nonlinear descriptions (2)-(4) can
characterize several well-studied nonlinear stochastic systems, such as sys-
tems with state-dependent multiplicative noises, nonlinear systems with ran-
dom sequences whose powers depend on sector-bound nonlinear function of
the state, nonlinear systems with a random sequence whose power depends on
the sign of a nonlinear function of the state, to name just a few. It is worth
pointing out, in [23], a mixed multiobjective controller has been designed for
a type of discrete-time systems with state-dependent noise, which is a special
case of the stochastic systems we study in this paper. Moreover, in this paper,
we also consider the phenomena of RONs which will be illustrated in detail in
the following section. Such a model is applied to describe the way in which the
time-varying working conditions affect the system structure. Compare with
[26], the model we studied in this paper is much closer to the engineering
practice not only in the type of nonlinearities but also in the way how these
nonlinearities affect the system.

The random variables αk ∈ R and βk ∈ R, which account for the phe-
nomena of RONs, are assumed to be independent from hk and take values of
0 and 1 with

Prob{αk = 1} = µ, Prob{αk = 0} = 1− µ, (5)

Prob{βk = 1} = ν, Prob{βk = 0} = 1− ν. (6)

Hence it can be easily obtained that

E{αk} = E{α2
k} = µ. (7)

and
E{βk} = E{β2

k} = ν. (8)

Remark 2. As discussed in [13], the Bernoulli distributed white sequences
αk and βk are employed to describe the randomly occurring stochastic non-
linearities. Such a phenomenon often occurs with the changes of the envi-
ronmental circumstances, for example, random failures and repairs of the
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components, changes in the interconnections of subsystems, sudden environ-
ment changes, modification of their types and/or intensity. Obviously, if
αk = 0 (βk = 0), there is no nonlinearity in the state (output) equation;
if αk = 1 (βk = 1), there is a nonlinear disturbance with first and second
moments specified by (2)-(4).

For system (1), given a γ > 0, we consider the following performance
index:

J1 , E
{

N−1∑

k=0

(‖yk‖2
Rk
− γ2‖ωk‖2

Wk

)
}
− γ2‖x0‖2

Sk
, (9)

where Rk > 0, Wk > 0 and Sk > 0 are weight matrices.
In this paper, our aim is to determine a state feedback control law uk =

Kkxk such that
(R1) For a pre-specified H∞ disturbance attenuation level γ > 0, J1 < 0

holds.
(R2) When there exists a worst-case disturbance ω∗k, the output energy

defined by J2 , E{
N−1∑
k=0

‖yk‖2} is minimized.

2. H∞ Performance

In this section, we first analyze the H∞ performance for the time-varying
stochastic system with randomly occurring nonlinearities. Then, a sufficient
condition is given for satisfying the pre-specified H∞ requirement. To this
end, setting uk = 0, we obtain the corresponding unforced system for system
(1) as follows:

{
xk+1 = Akxk + Dkωk + αkfk(xk, k)

yk = Ckxk + βkgk(xk, k), x0 = x0.
(10)

We now consider the following recursion:

Qk = AT
k Qk+1Ak +

q∑
i=1

Γik

(
tr[µQk+1Π

11
ik ] + tr[νRkΠ

22
ik ]

)

+ CT
k RkCk +

(
DT

k Qk+1Ak

)T
Θ−1

k

(
DT

k Qk+1Ak

)
,

(11)

with QN = 0 and
Θk , γ2Wk −DT

k Qk+1Dk. (12)
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Lemma 1. Consider the system (10) with given positive scalar γ > 0 and
weight matrices Wk, Rk and Sk. A sufficient condition for J1 in (9) to be
negative for all nonzero ({ωk}, x0) is that there exists a solution Qk to (11)
such that Θk > 0 and Q0 < γ2Sk.

Proof 1. By defining

J̃k , xT
k+1Qk+1xk+1 − xT

k Qkxk (13)

we have

E{J̃k} =E{(Akxk + Dkωk + αkfk(xk, k))TQk+1

× (Akxk + Dkωk + αkfk(xk, k))} − xT
k Qkxk

=xT
k

(
AT

k Qk+1Ak −Qk +

q∑
i=1

Γiktr[µQk+1Π
11
ik ]

)
xk

+ 2xT
k AT

k Qk+1Dkωk + ωT
k DT

k Qk+1Dkωk.

(14)

Adding the following zero term

‖yk‖2
Rk
− γ2‖ωk‖2

Wk
− (‖yk‖2

Rk
− γ2‖ωk‖2

Wk
) (15)

to the right side of (14) and then taking mathematical expectation results in

E{J̃k}

=xT
k

(
AT

k Qk+1Ak −Qk + CT
k RkCk +

q∑
i=1

Γik

(
tr[µQk+1Π

11
ik ] + tr[νRkΠ

22
ik ]

))
xk

+ 2xT
k AT

k Qk+1Dkωk + ωT
k

(−γ2Wk + DT
k Qk+1Dk

)
ωk

− E{‖yk‖2
Rk
− γ2‖ωk‖2

Wk

}
.

(16)
By applying completing squares method, we have

E{J̃k} = −(ωk − ω∗k)
TΘk(ωk − ω∗k)− E

{‖yk‖2
Rk
− γ2‖ωk‖2

Wk

}
, (17)

where
ω∗k = Θ−1

k DT
k Qk+1Akxk. (18)
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Then, it follows that

E{
N−1∑

k=0

J̃k} =E{xT
NQNxN} − xT

0 Q0x0

=−
N−1∑

k=0

(
(ωk − ω∗k)

TΘk(ωk − ω∗k)

+ E
{‖yk‖2

Rk
− γ2‖ωk‖2

Wk

} )
.

(19)

Since Θk > 0, QN = 0 and Q0 − γ2Sk < 0, we obtain

J1 =E

{
N−1∑

k=0

(
‖yk‖2

Rk
− γ2‖ωk‖2

Wk

)}
− γ2‖x0‖2

Sk

=xT
0 Q0x0 −

N−1∑

k=0

(ωk − ω∗k)
TΘk(ωk − ω∗k)− γ2‖x0‖2

Sk
< 0,

(20)

which ends the proof.

3. Mixed H2/H∞ Controller Design

In this section, we shall design a state feedback controller for system (1)
such that the design objectives (R1) and (R2) are satisfied simultaneously. It
turns out that the solvability of the addressed mixedH2/H∞ control problem
can be determined by the solvability of certain coupled backwards Riccati-
type matrix equations. A computational algorithm is proposed in the sequel
to solve such set of matrix equations.

3.1. State-Feedback Controller Design

Implementing uk = Kkxk to system (1), we consider the following closed-
loop stochastic nonlinear system over the finite horizon [0, N − 1]:

{
xk+1 = (Ak + BkKk)xk + Dkωk + αkfk(xk, Kkxk, k)

yk = Ckxk + βkgk(xk, Kkxk, k), x0 = x0.
(21)

The following theorem presents a sufficient condition for the closed-loop
system (21) to guarantee both the H∞ and H2 performances at the same
time.
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Theorem 1. For a pre-specified H∞ performance index γ > 0 and properly
chosen weight matrices Wk, Rk and Sk, there exists a state feedback con-
troller uk = Kkxk for system (21) such that the requirements (R1) and (R2)
are achieved simultaneously if the following coupled matrix equations have
solutions Qk and Pk (0 < k 6 N − 1):





Qk =(Ak + BkKk)
TQk+1(Ak + BkKk) + CT

k RkCk

+

q∑
i=1

(
Γik + KT

k ΞikKk

) (
tr[µQk+1Π

11
ik ] + tr[νRkΠ

22
ik ]

)

+
(
DT

k Qk+1(Ak + BkKk)
)T

Θ−1
k

(
DT

k Qk+1(Ak + BkKk)
)
,

Θk =γ2Wk −DT
k Qk+1Dk > 0,

QN =0, Q0 < γ2Sk,

(22)





Pk =(Ak + DkTk)
TPk+1(Ak + DkTk)

+

q∑
i=1

Γik

(
tr[µPk+1Π

11
ik ] + tr[νΠ 22

ik ]
)

+ CT
k Ck − (Ak + DkTk)

TPk+1BkΩ
−1
k BT

k Pk+1(Ak + DkTk)

Ωk =

q∑
i=1

Ξik

(
tr[µPk+1Π

11
ik + tr[νΠ 22

ik ]
)

+ BT
k Pk+1Bk > 0,

PN =0,

(23)

where the matrix Tk and the feedback gain Kk can be recursively computed
by: {

Tk = Θ−1
k

(
DT

k Qk+1(Ak + BkKk)
)
,

Kk = −Ω−1
k BT

k Pk+1(Ak + DkTk).
(24)

Proof 2. According to Lemma 1, the closed-loop system (21) achieves J1 <
0 if there exists a solution Qk to equation (22) such that Θk > 0. If Qk

exists, the worst-case disturbance can be expressed by ω∗k = Tkxk. Moreover,
J1max = xT

0 Q0x0 when ωk = ω∗k.
In the following stage, under the situation of worst-case disturbance, we

shall try to find out the parametric expression of Kk which is able to minimize
the output energy J2. To this end, when the worst-case disturbance happens,
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the original system (1) can be formulated by:{
xk+1 = (Ak + DkTk)xk + Bkuk + αkfk(xk, uk, k)

yk = Ckxk + βkgk(xk, uk, k), x0 = x0.
(25)

Similar to the derivation of Lemma 1, we first define

J̃2k , xT
k+1Pk+1xk+1 − xT

k Pkxk. (26)

Denoting Āk = Ak + DkTk, we have

E{J̃2k} =E{(Ākxk + Bkuk + αkfk(xk, uk, k))TPk+1

× (Ākxk + Bkuk + αkf(xk, uk, k))} − xT
k Pkxk

=xT
k

(
ĀT

k Pk+1Āk − Pk +

q∑
i=1

Γiktr[µPk+1Π
11
ik ]

)
xk

+ uT
k

(
BT

k Pk+1Bk +

q∑
i=1

Ξiktr[µPk+1Π
11
ik ]

)
uk

+ 2xT
k ĀT

k Pk+1Bkuk.

(27)

Then, it follows that

E{J̃2k + ‖yk‖2 − ‖yk‖2}

=xT
k

(
ĀT

k Pk+1Āk − Pk +

q∑
i=1

Γiktr[µPk+1Π
11
ik ] + CT

k Ck +

q∑
i=1

Γiktr[νΠ 22
ik ]

)
xk

+ uT
k

(
BT

k Pk+1Bk +

q∑
i=1

Ξiktr[µPk+1Π
11
ik ] +

q∑
i=1

Ξiktr[νΠ 22
ik ]

)
uk

+ 2xT
k ĀT

k Pk+1Bkuk − E{‖yk‖2}.
(28)

Completing the squares of uk, it is obtained that

E{J̃2k + ‖yk‖2 − ‖yk‖2} = E{(uk − u∗k)
TΩk(uk − u∗k)− ‖yk‖2}, (29)

where Ωk is defined in (23) and u∗k = Kkxk with Kk defined in (24). Fur-
thermore, we have

J2 = E{
N−1∑

k=0

‖yk‖2}

= E

{
N−1∑

k=0

(uk − u∗k)
TΩk(uk − u∗k)

}
+ xT

0 P0x0 − xT
NPNxN .

(30)
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Since PN = 0, it is easy to see that, when uk = u∗k, the following relation-
ship

J2 min = xT
0 P0x0 (31)

is true, which means that

J1(u
∗
k, ω

∗
k) > J1(u

∗
k, ωk), J2(u

∗
k, ω

∗
k) 6 J2(uk, ω

∗
k). (32)

We can now conclude that (u∗k, ω
∗
k) is a Nash equilibria we intend to find.

The proof is complete.

Notice that the solvability of the addressed controller design problem is
presented as the feasibility of four coupled matrix-valued equations. In the
following subsection, we propose a numerical recursive algorithm to obtain
the value of the required controller gain Kk.

3.2. Computational Algorithm

The following algorithm shows how to solve the addressed problem with
known parameters and terminal values QN and PN .

Algorithm of Mixed H2/H∞ Control Problem

• Step 1. Select the proper initial values. Set k = N−1, then Qk+1 = QN

and Pk+1 = PN are known.

• Step 2. Calculate Θk, Ωk with known Qk+1 and Pk+1 via the second
equation of (22) and (23), respectively.

• Step 3. With the obtained Θk and Ωk, solve the following coupled
matrix equations:

{
Tk = Θ−1

k

(
DT

k Qk+1(Ak + BkKk)
)

Kk = −Ω−1
k BT

k Pk+1(Ak + DkTk)
(33)

to obtain the values of Tk and Kk.

• Step 4. Solve the first equation of (22) and (23) to get Qk and Pk

respectively.

• Step 5. If k = 0, EXIT. Else, set k = k − 1 and go to Step 2.
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Remark 3. By the recursive algorithm developed above, we can obtain the
controller gain Kk step by step at every sampling instant. However, in Step 2,
one needs to check whether the obtained Θk is positive definite or not. If not,
then the addressed problem is not solvable. Moreover, in Step 5, when the
recursion is finished, we should also check if the initial condition Q0 < γ2Sk

is satisfied with the obtained Q0. If not, the addressed problem is not solvable
as well, and then we need to change the pre-specified parameters’ values and
repeat the iterative algorithm again.

4. Numerical Example

In this section, a numerical example is presented to demonstrate the ef-
fectiveness of the method proposed in this paper.

First, assume the stochastic nonlinearities fk(xk, uk, k) and gk(xk, uk, k)
have the following bilinear form:

fk =
2∑

i=1

[
aik

bik

]
(likx1kζ1k + mikx2kζ2k + nikukζ3k),

gk =
2∑

i=1

%ik(likx1kζ1k + mikx2kζ2k + nikukζ3k),

where x1k and x2k stand for the first and second component of the system
state respectively, and ζjk (j = 1, 2, 3) represents three mutually independent
Gaussian white noise sequences. aik, bik, %ik, lik, mik, nik are time-varying
coefficients.

Let the exogenous disturbance input be ω(k) = exp(−k/35)×n(k) where
n(k) is uniformly distributed over [−0.5, 0.5]. The probability is assumed to
be δ = 0.9.

Now, consider the following discrete time-varying nonlinear stochastic
system with time-varying parameters as follows:

For k = 0;

A0 =

[
0.5 −0.1
−0.3 0.07

]
, B0 =

[
0.2
−0.6

]
, D0 =

[
0.2
−0.8

]
, H0 = 0.1,

S0 = I, C0 =
[

0.5 −0.6
]
, R0 = I, W0 = I, µ = 0.16, ν = 0.25,

a10 = 0.6324, a20 = 0, b10 = 0, b20 = 0.7746, %10 = 0.6, %20 = 0.8,

l10 = l20 = 0.4472,m10 = m20 = 0.7071, n10 = 0.7, n20 = 0.5477,
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hence, we can easily obtain that

Γ10 = Γ20 =

[
0.2 0
0 0.5

]
,Π 11

10 =

[
0.4 0
0 0

]
,Π 11

20 =

[
0 0
0 0.6

]
,

Π 22
10 = 0.36,Π 22

20 = 0.64,Ξ10 = 0.49,Ξ20 = 0.3,

For k = 1,

A1 =

[
0.4 −0.08
−0.1 0.05

]
, B1 =

[
0.3
−0.6

]
, D1 =

[
0.1
−0.5

]
, H1 = 0.1,

S1 = I, C1 =
[

0.3 −0.1
]
, R1 = I, W1 = I, µ = 0.16, ν = 0.25,

a11 = 0.8367, a21 = 0, b11 = 0, b21 = 0.4472, %11 = 0.3162, %21 = 0.5477,

l11 = l21 = 0.3162,m11 = m21 = 0.5477, n11 = n21 = 0.3162,

hence, we can easily obtain that

Γ11 = Γ21 =

[
0.1 0
0 0.3

]
,Π 11

11 =

[
0.7 0
0 0

]
,Π 11

21 =

[
0 0
0 0.2

]
,

Π 22
11 = 0.1,Π 22

21 = 0.3,Ξ11 = 0.1,Ξ21 = 0.1.

For k = 2,

A2 =

[
0.2 −0.05
−0.1 0.08

]
, B2 =

[
0.03
−0.5

]
, D2 =

[
0.05
−0.8

]
, H2 = 0.1, S2 = I,

C2 =
[

0.1 −0.2
]
, R2 = I, W2 = I, µ = 0.16, ν = 0.25,

a12 = 0.8944, a22 = 0, b12 = 0, b22 = 0.7071, %12 = 0.8944, %22 = 0.7071,

l12 = l22 = 0.4472,m12 = m22 = 0.3162, n12 = n22 = 0.6324,

hence, we can easily obtain that

Γ12 = Γ22 =

[
0.2 0
0 0.1

]
,Π 11

11 =

[
0.8 0
0 0

]
,Π 11

21 =

[
0 0
0 0.5

]
,

Π 22
11 = 0.8,Π 22

21 = 0.5,Ξ12 = 0.4,Ξ22 = 0.4.

For k = 3,

A3 =

[
0.3 −0.1
−0.1 0.2

]
, B3 =

[
0.1
−0.2

]
, D3 =

[
0.03
−0.5

]
, H3 = 0.1, S3 = I,

C3 =
[

0.2 −0.5
]
, R3 = I, W3 = I, µ = 0.16, ν = 0.25,

a13 = 0.7071, a23 = 0, b13 = 0, b23 = 0.7071, %13 = 0.6324, %23 = 0.7746,

l13 = l23 = 0.3162,m13 = m23 = 0.3162, n13 = 0.4472, n23 = 0.5477,
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hence, we can easily obtain that

Γ13 = Γ23 =

[
0.1 0
0 0.1

]
,Π 11

13 =

[
0.5 0
0 0

]
,Π 11

23 =

[
0 0
0 0.5

]
,

Π 22
13 = 0.4,Π 22

23 = 0.6,Ξ13 = 0.2,Ξ23 = 0.3.

Choosing γ = 1, we apply the Algorithm of Mixed H2/H∞ Control Prob-
lem from the instant k = 3 to k = 0 with Q4 = 0 and P4 = 0:

• Set k = 3.

• Then, we obtain
Θ3 = 1, Ω3 = 0.05.

• With obtained Θ3 and Ω3, we have

T3 =
[

0 0
]
, K3 =

[
0 0

]
.

• With known Θ3, Ω3, T3 and K3, we have

Q3 =

[
0.0650 −0.1000
−0.1000 0.2750

]
, P3 =

[
0.0650 −0.1000
−0.1000 0.2750

]
.

By similar recursions, it can be obtained that

Θ2 = 0.8158, Ω2 = 0.2139,

T2 =
[ −0.0161 0.0091

]
, K2 =

[ −0.4518 0.2559
]
,

Q2 =

[
0.11222 −0.0373
−0.0373 0.0852

]
, P2 =

[
0.0840 −0.0203
−0.0213 0.0756

]
,

Θ1 = 0.9738, Ω1 = 0.0758,

T1 =
[

0.0068 −0.0075
]
, K1 =

[ −0.2709 0.0769
]
,

Q1 =

[
0.1144 −0.0327
−0.0327 0.0452

]
, P1 =

[
0.0683 −0.0186
−0.0198 0.0402

]
,

Θ0 = 0.9560, Ω0 = 0.1509,

T0 =
[

0.0336 −0.0073
]
, K0 =

[ −0.1461 0.0291
]
,

Q0 =

[
0.3401 −0.3078
−0.3078 0.4925

]
, P0 =

[
0.2870 −0.2964
−0.2967 0.4883

]
.
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In order to show the effectiveness of the proposed controller design algo-
rithm, choosing the initial value of the system state x0 = [0.1 0.1]T, first we
define the system noise attenuation index as

J3 =

N−1∑
k=0

‖yk‖2
Rk

N−1∑
k=0

‖ωk‖2
Wk

+ ‖x0‖2
Sk

,

then, we will show in the following table that the different performances with
or without applying the control scheme.

TABLE I
J3 J̄3 J2 J̄2

k = 0 0.0004 0.0004 0.0001 0.0001
k = 1 0.0060 0.0062 0.0067 0.0069
k = 2 0.0156 0.0179 0.0181 0.0206
k = 3 0.0165 0.0254 0.0241 0.0372

In the table listed above, J2 and J3 represent the performances after imple-
menting the proposed control strategy, while J̄2 and J̄3 stand for that without
control. It is clearly shown in the table that both the disturbance attenua-
tion level and the output energy have been largely improved by applying the
proposed control algorithm. Therefore, the proposed algorithm is capable of
obtaining the required controller gain Kk in an effectively recursive way.

5. Conclusion

In this paper, the mixed H2/H∞ controller design problem has been dealt
with for a class of nonlinear stochastic systems with randomly occurring non-
linearities that are characterized by two Bernoulli distributed white sequences
with known probabilities. The stochastic nonlinearities addressed cover sev-
eral well-studied nonlinearities in the literature. For the multiobjective con-
troller design problem, the sufficient condition of the solvability of the mixed
H2/H∞ control problem has been established by means of the solvability of
four coupled matrix-valued equations. Then, a recursive algorithm has been
developed to obtain the value of feedback controller step by step at every
sampling instant. A numerical example has been given to show the effective-
ness of the proposed method. It should be noted that based on the result of
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this paper, we can apply the game theory approach to much more complex
system with more general nonlinearities. The result will appear in the near
future.
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