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Abstract 

Background: Plant root research can provide a way to attain stress-tolerant crops that produce greater yield in a 
diverse array of conditions. Phenotyping roots in soil is often challenging due to the roots being difficult to access and 
the use of time consuming manual methods. Rhizotrons allow visual inspection of root growth through transparent 
surfaces. Agronomists currently manually label photographs of roots obtained from rhizotrons using a line-intersect 
method to obtain root length density and rooting depth measurements which are essential for their experiments. We 
investigate the effectiveness of an automated image segmentation method based on the U-Net Convolutional Neural 
Network (CNN) architecture to enable such measurements. We design a data-set of 50 annotated chicory (Cichorium 
intybus L.) root images which we use to train, validate and test the system and compare against a baseline built using 
the Frangi vesselness filter. We obtain metrics using manual annotations and line-intersect counts.

Results: Our results on the held out data show our proposed automated segmentation system to be a viable solu-
tion for detecting and quantifying roots. We evaluate our system using 867 images for which we have obtained 
line-intersect counts, attaining a Spearman rank correlation of 0.9748 and an r2 of 0.9217. We also achieve an F1 of 0.7 
when comparing the automated segmentation to the manual annotations, with our automated segmentation system 
producing segmentations with higher quality than the manual annotations for large portions of the image.

Conclusion: We have demonstrated the feasibility of a U-Net based CNN system for segmenting images of roots in 
soil and for replacing the manual line-intersect method. The success of our approach is also a demonstration of the 
feasibility of deep learning in practice for small research groups needing to create their own custom labelled dataset 
from scratch.

Keywords: Roots, Convolutional neural network, Rhizotron, Deep learning, Phenotyping, Image analysis, Root 
intersection method
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Background
High-throughput phenotyping of roots in soil has been 
a long-wished-for goal for various research purposes 
[1–4]. The challenge of exposing the architecture of roots 
hidden in soil has promoted studies of roots in artificial 
growth media [5]. However, root growth is highly influ-
enced by physical constraints [6] and such studies have 
shown to be unrepresentative of roots in soil [7, 8].

Traditionally studies of roots in soil have relied on 
destructive and laborious methods such as trenches in 

the field and soil coring followed by root washing [9]. 
Recently 3D methods such as X-ray computed tomogra-
phy [10] and magnetic resonance imaging [11] have been 
introduced, but these methods require expensive equip-
ment and only allow small samples.

Since the 1990, rhizotrons [12–14] and minirhizotrons 
[15, 16] which allow non-invasive monitoring of spa-
tial and temporal variations in root growth in soil, have 
gained popularity. Minirhizotrons facilitate the repeated 
observation and photographing of roots through the 
transparent surfaces of below ground observation tubes 
[17].

A major bottleneck when using rhizotron methods 
is the extraction of relevant information from the cap-
tured images. Images have traditionally been annotated 
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manually using the line-intersect method where the 
number of roots crossing a line in a grid is counted and 
correlated to total root length [18, 19] or normalised 
to the total length of grid line [20]. The line-intersect 
method was originally developed for washed roots but is 
now also used in rhizotron studies where a grid is either 
directly superimposed on the soil-rhizotron interface [21, 
22] or indirectly on recorded images [23, 24]. The tech-
nique is arduous and has been reported to take 20 min 
per metre of grid line in minirhizotron studies [25]. Line-
intersect counts are not a direct measurement of root 
length and do not provide any information on architec-
tural root traits such as branching, diameter, tip count, 
growth speed or growth angle of laterals.

To overcome these issues, several attempts have been 
made to automate the detection and measurement of 
roots, but all of them require manual supervision, such as 
mouse clicks to detect objects [26, 27].

The widely used “RootFly” software provides both 
manual annotation and automatic root detection func-
tionality [28]. Although the automatic detection worked 
well on the initial three datasets the authors found it did 
not transfer well to new soil types (personal communica-
tion with Stan Birchfield, September 27, 2018).

Following the same manual annotation procedure as in 
RootFly, [29] calculated that it takes 1–1.5 h per 100  cm2 
to annotate images of roots from minirhizotrons, adding 
up to thousands of hours for many minirhizotron experi-
ments. Although existing software is capable of attaining 
much of the desired information, the annotation time 
required is prohibitive and severely limits the use of such 
tools.

Image segmentation is the splitting of an image into 
different meaningful parts. A fully automatic root seg-
mentation system would not just save agronomists time 
but could also provide more localized information on 
which roots have grown and by how much as well as root 
width and architecture.

The low contrast between roots and soil has been a 
challenge in previous attempts to automate root detec-
tion. Often only young unpigmented roots can be 
detected [30] or roots in black peat soil [31]. To enable 
detection of roots of all ages in heterogeneous field 
soils, attempts have been made to increase the contrast 
between soil and roots using custom spectroscopy. UV 
light can cause some living roots to fluoresce and thereby 
stand out more clearly [3] and light in the near–infrared 
spectrum can increase the contrast between roots and 
soil [32].

Other custom spectroscopy approaches have shown 
the potential to distinguish between living and dead roots 
[33, 34] and roots from different species [35, 36]. A dis-
advantage of such approaches is that they require more 

complex hardware which is often customized to a specific 
experimental setup. A method which works with ordi-
nary RGB photographs would be attractive as it would 
not require modifications to existing camera and lighting 
setups, making it more broadly applicable to the wider 
root research community. Thus in this work we focus on 
solving the problem of segmenting roots from soil using a 
software driven approach.

Prior work on segmenting roots from soil in photo-
graphs has used feature extraction combined with tra-
ditional machine learning methods [37, 38]. A feature 
extractor is a function which transforms raw data into 
a suitable internal representation from which a learning 
subsystem can detect or classify patterns [39]. The pro-
cess of manually designing a feature extractor is known 
as feature engineering. Effective feature engineering for 
plant phenotyping requires a practitioner with a broad 
skill-set as they must have sufficient knowledge of both 
image analysis, machine learning and plant physiology 
[40]. Not only is it difficult to find the optimal descrip-
tion of the data but the features found may limit the per-
formance of the system to specific datasets [41]. With 
feature engineering approaches, domain knowledge is 
expressed in the feature extraction code so further pro-
gramming is required to re-purpose the system to new 
datasets.

Deep learning is a machine learning approach, condi-
tioned on the training procedure, where a machine fed 
with raw data automatically discovers a hierarchy of rep-
resentations that can be useful for detection or classifica-
tion tasks [39]. Convolutional Neural Networks (CNNs) 
are a class of deep learning architectures where the fea-
ture extraction mechanism is encoded in the weights 
(parameters) of the network, which can be updated 
without the need for manual programming by changing 
or adding to the training data. Via the training process a 
CNN is able to learn from examples, to approximate the 
labels or annotations for a given input. This makes the 
effectiveness of CNNs highly dependent on the quality 
and quantity of the annotations provided.

Deep learning facilitates a decoupling of plant physiol-
ogy domain knowledge and machine learning technical 
expertise. A deep learning practitioner can focus on the 
selection and optimisation of a general purpose neural 
network architecture whilst root experts encode their 
domain knowledge into annotated data-sets created 
using image editing software.

CNNs have now established their dominance on 
almost all recognition and detection tasks [42–45]. They 
have also been used to segment roots from soil in X-ray 
tomography [46] and to identify the tips of wheat roots 
grown in germination paper growth pouches [41]. CNNs 
have an ability to transfer well from one task to another, 
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requiring less training data for new tasks [47]. This gives 
us confidence that knowledge attained from training on 
images of roots in soil in one specific setup can be trans-
ferred to a new setup with a different soil, plant species or 
lighting setup.

The aim of this study is to develop an effective root seg-
mentation system using a CNN. For semantic segmen-
tation tasks CNN architectures composed of encoders 
and decoders are often used. These so-called encoder-
decoder architectures firstly transform the input using 
an encoder into a representation with reduced spatial 
dimensions which may be useful for classification tasks 
but will lack local detail, then a decoder will up-sample 
the representation given by the encoder to a similar 
resolution as the original input, potentially outputting 
a label for each pixel. Another encoder-decoder based 
CNN system for root image analysis is RootNav 2.0 [48] 
which is targeted more towards experimental setups with 
the entire root system visible, where it enables extrac-
tion of detailed root system architecture measurements. 
We use the U-Net CNN encoder-decoder architecture 
[49], which has proven to be especially useful in contexts 
where attaining large amounts of manually annotated 
data is challenging, which is the case in biomedical or 
biology experiments.

As a baseline machine learning approach we used the 
Frangi vessel enhancement filter [50], which was origi-
nally developed to enhance vessel structures on images 
of human vasculature. Frangi filtering represents a more 
traditional and simpler off-the-shelf approach which typ-
ically has lower minimum hardware requirements when 
compared to U-Net.

We hypothesize that (1) U-Net will be able to effectively 
discriminate between roots and soil in RGB photographs, 
demonstrated by a strong positive correlation between 
root length density obtained from U-Net segmentations 
and root intensity obtained from the manual line-inter-
sect method. And (2) U-Net will outperform a traditional 
machine learning approach with larger amounts of agree-
ment between the U-Net segmentation output and the 
test set annotations.

Methods
We used images of chicory (Cichorium intybus L.) taken 
during summer 2016 from a large 4 m deep rhizotron 
facility at University of Copenhagen, Taastrup, Denmark 
(Fig.  1). The images had been used in a previous study 
[51] where the analysis was performed using the manual 
line-intersect method. As we make no modifications to 
the hardware or photographic procedure, we are able 
to evaluate our method as a drop-in replacement to the 
manual line-intersect method.

The facility from which the images were captured 
consists of 12 rhizotrons. Each rhizotron is a soil filled 
rectangular box with 20 1.2 m wide vertically stacked 
transparent acrylic panels on two of its sides which are 
covered by 10 mm foamed PVC plates. These plates 
can be removed to allow inspection of root growth at 
the soil-rhizotron interface. There were a total of 3300 
images which had been taken on 9 different dates dur-
ing 2016. The photos were taken from depths between 
0.3 and 4 m. Four photos were taken of each panel in 
order to cover its full width, with each individual image 
covering the full height and 1/4 of the width (For fur-
ther details of the experiment and the facility see [51]). 
The image files were labelled according to the specific 
rhizotron, direction and panel they are taken from with 
the shallowest which is assigned the number 1 and the 
deepest panel being assigned the number 20.

Line-intersect counts were available for 892 images. 
They had been obtained using a version of the line-
intersect method [18] which had been modified to use 
grid lines [19, 52] overlaid over an image to compute 
root intensity. Root intensity is the number of root 
intersections per metre of grid line in each panel [20].

In total four different grids were used. Coarser grids 
were used to save time when counting the upper pan-
els with high root intensity and finer grids were used 
to ensure low variation in counts from the lower panels 
with low root intensity. The 4 grids used had squares of 
sizes 10, 20, 40 and 80 mm. The grid size for each depth 
was selected by the counter, aiming to have at least 50 
intersections for all images obtained from that depth. 
For the deeper panels with less roots, it was not pos-
sible to obtain 50 intersections per panel so the finest 
grid (10 mm) was always used.

Fig. 1 Chicory (Cichorium intybus L.) growing in the rhizotron facility
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To enable comparison we only used photos that had 
been included in the analysis by the manual line-intersect 
method. Here photos containing large amounts of equip-
ment were not deemed suitable for analysis. From the 
3300 originals, images from panels 3, 6, 9, 12, 15 and 18 
were excluded as they contained large amounts of equip-
ment such as cables and ingrowth cores. Images from 
panel 1 were excluded as it was not fully covered with 
soil. Table 1 shows the number of images from each date, 
the number of images remaining after excluding panels 
unsuitable for analysis and if line-intersect counts were 
available.

Deeper panels were sometimes not photographed as 
when photographing the panels the photographer worked 
from the top to the bottom and stopped when it was clear 
that no deeper roots could be observed. We took the 
depth distribution of all images obtained from the rhi-
zotrons in 2016 into account when selecting images for 
annotation in order to create a representative sample 
(Fig. 2). After calculating how many images to select from 
each depth the images were selected at random.

The first 15 images were an exception to this. They had 
been selected by the annotator whilst aiming to include 
all depths. We kept these images but ensured they were 
not used in the final evaluation of model performance 
as we were uncertain as to what biases had led to their 
selection.

Annotation
We chose a total of 50 images for annotation. This num-
ber was based on the availability of our annotator and the 
time requirements for annotation.

To facilitate comparison with the available root inten-
sity measurements by analysing the same region of the 
image as [51], the images were cropped from their origi-
nal dimensions of 4608× 2592 pixels to 3991× 1842 

pixels which corresponds to an area of approximately 300 
× 170 mm of the surface of the rhizotron. This was done 
by removing the right side of the image where an overlap 
between images is often present and the top and bottom 
which included the metal frame around the acrylic glass.

A detailed per-pixel annotation (Fig.  3) was then cre-
ated as a separate layer in Photoshop by a trained agron-
omist with extensive experience using the line-intersect 
method. Annotation took approximately 30 min per 
image with the agronomist labelling all pixels which they 
perceived to be root.

The number of annotated root pixels ranged from 0 to 
203533 (2.8%) per image.

Data split
During the typical training process of a neural network, 
the labelled or annotated data is split into a training, vali-
dation and test dataset. The training set is used to opti-
mize a neural network using a process called Stochastic 
Gradient Descent (SGD) where the weights (parameters) 
are adjusted in such a way that segmentation perfor-
mance improves. The validation set is used for giving an 
indication of system performance during the training 
procedure and tuning the so-called hyper-parameters, 
not optimised by SGD such as the learning rate. See the 
section U-Net Implementation for more details. The test 
set performance is only calculated once after the neural 
network training process is complete to ensure an unbi-
ased indication of performance.

Firstly, we selected 10 images randomly for the test set. 
As the test set only contained 10 images, this meant the 
full range of panel heights could not be included. One 
image was selected from all panel heights except for 13, 
17, 18 and 20. The test set was not viewed or used in the 

Table 1 Number of images from each date

Not all images are included as they may contain large amounts of equipment

Date Total images Included Line-
intersect 
counts

21/06/16 192 168 Yes

27/06/16 296 180 No

04/07/16 320 196 Yes

11/07/16 348 216 No

18/07/16 396 248 Yes

25/07/16 420 268 No

22/08/16 440 280 Yes

05/09/16 440 276 No

21/09/16 448 280 No

Fig. 2 The number of images selected for annotation from each 
panel depth
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computation of any statistics during the model devel-
opment process, which means it can be considered as 
unseen data when evaluating performance. Secondly, 
from the remaining 40 images we removed two images. 
One because it didn’t contain any roots and another 
because a sticker was present on the top of the acrylic. 
Thirdly, the remaining 38 images were split into split into 
training and validation datasets.

We used the root pixel count from the annotations to 
guide the split of the images into a train and validation 
data-set. The images were ordered by the number of root 
pixels in each image and then 9 evenly spaced images 
were selected for the validation set with the rest being 
assigned to the training set. This was to ensure a range of 
root intensities was present in both training and valida-
tion sets.

Metrics
To evaluate the performance of the model during devel-
opment and testing we used F1 . We selected F1 as a met-
ric because we were interested in a system which would 
be just as likely to overestimate as it would underestimate 
the roots in a given photo. That meant precision and 
recall were valued equally. In this context precision is the 
ratio of correctly predicted root pixels to the number of 
pixels predicted to be root and recall is the ratio of cor-
rectly predicted root pixels to the number of actual root 
pixels in the image. Both recall and precision must be 
high for F1 to be high.

The F1 of the segmentation output was calculated using 
the training and validation sets during system develop-
ment. The completed system was then evaluated using 
the test set in order to provide a measure of performance 
on unseen data. We also report accuracy, defined as the 
ratio of correctly predicted to total pixels in an image.

In order to facilitate comparison and correlation with 
line-intersect counts, we used an approach similar to [53] 
to convert a root segmentation to a length estimate. The 
scikit-image skeletonize function was used to first thin 
the segmentation and then the remaining pixels were 
counted. This approach was used for both the baseline 
and the U-Net segmentations.

For the test set we also measured correlation between 
the root length of the output segmentation and the man-
ual root intensity given by the line-intersect method. We 
also measured correlation between the root length of 
our manual per-pixel annotations and the U-Net output 
segmentations for our held out test set. To further quan-
tify the effectiveness of the system as a replacement for 
the line-intersect method, we obtained the coefficient of 
determination ( r2 ) for the root length given by our seg-
mentations and root intensity given by the line-intersect 
method for 867 images. Although line-intersect counts 
were available for 892 images, 25 images were excluded 
from our correlation analysis as they had been used in 
the training dataset.

(1)F1 = 2 ·
precision · recall

precision+ recall

Fig. 3 Sub region of one of the photos in the training data. a Roots and soil as seen through the transparent acrylic glass on the surface of one of 
the rhizotrons and b is the corresponding annotation showing root pixels in white and all other pixels in black. Annotations like these were used for 
training the U-Net CNN
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Frangi vesselness implementation
For our baseline method we built a system using the 
Frangi Vesselness enhancement filter [50]. We selected 
the Frangi filter based on the observation that the roots 
look similar in structure to blood vessels, for which the 
Frangi filter was originally designed. We implemented 
the system using the Python programming language (ver-
sion 3.6.4), using the scikit-image [54] (version 0.14.0) 
version of Frangi. Vesselness refers to a measure of tubu-
larity that is predicted by the Frangi filter for a given pixel 
in the image. To obtain a segmentation using the Frangi 
filter we thresholded the output so only regions of the 
image above a certain vesselness level would be classified 
as roots. To remove noise we further processed the seg-
mentation output using connected component analysis to 
remove regions less than a threshold of connected pixels. 
To find optimal parameters for both the thresholds and 
the parameters for the Frangi filter we used the Covari-
ance Matrix Adaptation Evolution Strategy (CMA-ES) 
[55]. In our case the objective function to be minimized 
was 1−mean(F1) where mean(F1) is the mean of the F1 
scores of the segmentations produced from the thresh-
olded Frangi filter output.

U-Net implementation
Architecture
We implemented a U-Net CNN in Python (version 3.6.4) 
using PyTorch [56] which is an open source machine 
learning library which utilizes GPU accelerated tensor 
operations. PyTorch has convenient utilities for defining 
and optimizing neural networks. We used an NVIDIA 
TITAN Xp 12 GB GPU. Except for the input layer which 
was modified to receive RGB instead of a single channel, 
our network had the same number of layers and dimen-
sions as the original U-Net [49]. We applied Group norm 
[57] after all ReLU activations as opposed to Batch norm 
[58] as batch sizes as small as ours can cause issues due 
to inaccurate batch statistics degrading the quality of 
the resulting models [59]. The original U-Net proposed 
in [49] used Dropout which we avoided as in some cases 
the combination of dropout and batch normalisation can 
cause worse results [60]. He initialisation [61] was used 
for all layers.

Instance selection
The network takes tiles with size 572× 572 as input and 
outputs a segmentation for the centre 388× 388 region 
for each tile (Fig.  4). We used mirroring to pad the full 
image before extracting tiles. Mirroring in this context 
means the image was reflected at the edges to make it 
bigger and provide some synthetic context to allow seg-
mentation at the edges of the image. In neural network 

training an epoch refers to a full pass over the training 
data. Typically several epochs are required to reach good 
performance. At the start of each epoch we extracted 
90 tiles with random locations from each of the training 
images. These tiles were then filtered down to only those 
containing roots and then a maximum of 40 was taken 
from what ever was left over. This meant images with 
many roots would still be limited to 40 tiles. The removal 
of parts of the image which does not contain roots has 
similarity to the work of [62] who made the class imbal-
ance problem less severe by cropping regions contain-
ing empty space. When training U-Net with mini batch 
SGD, each item in a batch is an image tile and multiple 
tiles are input into the network simultaneously. Using 
tiles as opposed to full images gave us more flexibility 
during experimentation as we could adjust the batch size 
depending on the available GPU memory. When train-
ing the network we used a batch size of 4 to ensure we 
did not exceed the limits of the GPU memory. Validation 
metrics were still calculated using all tiles with and with-
out soil in the validation set.

Preprocessing and augmentation
Each individual image tile was normalised to 
[−0.5,+0.5] as centering inputs improves the conver-
gence of networks trained with gradient descent [63]. 
Data augmentation is a way to artificially expand a 

Fig. 4 U-Net receptive field input size (blue) and output size (green). 
The receptive field is the region of the input data which is provided 
to the neural network. The output size is the region of the original 
image which the output segmentation is for. The output is smaller 
than the input to ensure sufficient context for the classification of 
each pixel in the output
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dataset and has been found to improve the accuracy of 
CNNs for image classification [64]. We used color jit-
ter as implemented in PyTorch, with the parameters 
0.3, 0.3, 0.2 and 0.001 for brightness, contrast satura-
tion and hue respectively. We implemented elastic 
grid deformation (Fig.  5) as described by [65] with 
a probability of 0.9. Elastic grid deformations are 
parameterized by the standard deviation of a Gauss-
ian distribution σ which is an elasticity coefficient and 
α which controls the intensity of the deformation. As 
opposed to [65] who suggests a constant value for σ and 
α , we used an intermediary parameter γ sampled from 
[0.0,  1.0) uniformly. γ was then used as an interpola-
tion co-efficient for both σ from [15,  60] and α from 
[200,  2500]. We found by visual inspection that the 
appropriate α was larger for a larger σ . If a too large α 
was used for a given σ then the image would look dis-
torted in unrealistic ways. The joint interpolation of 
both σ and α ensured that the maximum intensity level 
for a given elasticity coefficient would not lead to over 
distorted and unrealistic looking deformations. We fur-
ther scaled α by a random amount from [0.4, 1) so that 
less extreme deformations would also be applied. We 
consider the sampling of tiles from random locations 
within the larger images to provide similar benefits to 
the commonly used random cropping data augmenta-
tion procedure. The augmentations were ran on 8 CPU 
threads during the training process.

Loss
Loss functions quantify our level of unhappiness with 
the network predictions on the training set [66]. During 
training the network outputs a predicted segmentation 
for each input image. The loss function provides a way 
to measure the difference between the segmentation 
output by the network and the manual annotations. The 
result of the loss function is then used to update the 
network weights in order to improve its performance 
on the training set. We used the Dice loss as imple-
mented in V-Net [67]. Only 0.54% of the pixels in the 
training data were roots which represents a class imbal-
ance. Training on imbalanced datasets is challenging 
because classifiers are typically designed to optimise 
overall accuracy which can cause minority classes to be 
ignored [68]. Experiments on CNNs in particular have 
shown the effect of class imbalance to be detrimental 
to performance [69] and can cause issues with conver-
gence. The Dice loss is an effective way to handle class 
imbalanced datasets as errors for the minority class will 
be given more significance. For predictions p, ground 
truth annotation g, and number of pixels in an image N, 
Dice loss was computed as:

The Dice coefficient corresponds to F1 when there are 
only two classes and ranges from 0 to 1. It is higher for 
better segmentations. Thus it is subtracted from 1 to con-
vert it to a loss function to be minimized. We combined 

(2)DL = 1−
2(p ∩ g)

p ∪ g
= 1−

2
∑N

i pigi
∑N

i pi +
∑N

i gi

Fig. 5 a Elastic grid applied to an image tile and b corresponding 
annotation. A white grid is shown to better illustrate the elastic grid 
effect. A red rectangle illustrates the region which will be segmented. 
Augmentations such as elastic grid are designed to increase the 
likelihood that the network will work on similar data that is not 
included in the training set
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the Dice loss with cross-entropy multiplied by 0.3, which 
was found using trial and error. This combination of loss 
functions was used because it provided better results 
than either loss function in isolation during our prelimi-
nary experiments.

Optimization
We used SGD with Nesterov momentum based on the 
formula from [70]. We used a value of 0.99 for momen-
tum as this was used in the original U-Net implementa-
tion. We used an initial learning rate of 0.01 which was 
found by using trial and error whilst monitoring the vali-
dation and training F1 . The learning rate alters the mag-
nitude of the updates to the network weights during each 
iteration of the training procedure. We used weight decay 
with a value of 1× 10−5 . A learning rate schedule was 
used where the learning rate would be multiplied by 0.3 
every 30 epochs. Adaptive optimization methods such 
as Adam [71] were avoided due to results showing they 
can cause worse generalisation behaviour [72, 73]. The F1 
computed on both the augmented training and validation 
after each epoch is shown in Fig. 6.

Results
We succeeded in getting both the U-Net and the Frangi 
filter system to segment roots in the images in the train 
and validation datasets (Table  2) as well as the held 
out test set (Table  3). As F1 , recall and precision is not 
defined for images without roots we report the results 
on all images combined (Table  3). We report the mean 

and standard deviation of the per image results from 
the images which contain roots (Table  4). When com-
puting these per image statistics we can see that U-Net 
performed better than the Frangi system for all metrics 
attained.

Fig. 6 F1 on training and validation data sets. F1 is a measure of the system accuracy. The training F1 continues to improve whilst the validation F1 
appears to plateau at around epoch 40. This is because the network is starting to fit to noise and other anomalies in the training data which are not 
present in the validation images

Table 2 Best U-Net model results on  the  train set 
and the validation set used for early stopping

These train set results are calculated on data affected by both instance selection 
and augmentation

Training Validation

Accuracy 0.996 0.996

Precision 0.758 0.674

Recall 0.780 0.712

F1 0.769 0.692

Table 3 Metrics on  all images combined for  the  held 
out  test set for  the  Frangi and  U-Net segmentation 
systems

Frangi U-Net

Accuracy 0.996 0.997

F1 0.462 0.701

Precision 0.660 0.659

Recall 0.355 0.748

Prediction mean 0.002 0.006

True mean 0.005 0.005
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Train and validation set metrics
The final model parameters were selected based on the 
performance on the validation set. The best validation 
results were attained after epoch 73 after approximately 
9 h and 34 min of training. The performance on the train-
ing set was higher than the validation set (Table  2). As 
parameters have been adjusted based on the data in the 
training and validation datasets these results are unlikely 
to be reliable indications of the model performance on 
new data so we report the performance on an unseen test 
set in the next section.

Test set results
The overall percentage of root pixels in the test data was 
0.49%, which is lower than either the training or valida-
tion dataset. Even on the image with the highest errors 
the CNN is able to predict many of the roots correctly 
(Fig.  7). Many of the errors appear to be on the root 

boundaries. Some of the fainter roots are also missed by 
the CNN. For the image with the highest (best) F1 the 
U-Net segmentation appears very similar to the origi-
nal annotation (Fig.  8). The segmentation also contains 
roots which where missed by the annotator (Fig.  8d) 
which we were able to confirm by asking the annotator 
to review the results. U-Net was also often able to seg-
ment the root-soil boundary more cleanly than the anno-
tator (Fig. 9). False negatives can be seen at the top of the 
image where the CNN has failed to detect a small section 
of root (Fig. 8d).

The performance of U-Net as measured by F1 was 
better than that of the Frangi system when computing 
metrics on all images combined (Table  3). It also had a 
closer balance between precision and recall. The U-Net 
segmentations have a higher F1 for all images with roots 
in the test data (Fig.  10). Some segmentations from the 
Frangi system have an F1 below 0.4 whilst all the U-Net 
segmentations give an F1 above 0.6 with the highest being 
just less than 0.8. The average predicted value for U-Net 
was over twice that of the Frangi system. This means 
U-Net predicted twice as many pixels to be root as Frangi 
did.

The slight over estimation of total root pixels explains 
why recall is higher than precision for U-Net. The accu-
racy is above 99% for both systems. This is because accu-
racy is measured as the ratio of pixels predicted correctly 
and the vast majority of pixels are soil that both systems 
predicted correctly.

For the two images which did not contain roots each 
misclassified pixel is counted as a false positive. The 
Frangi system gave 1997 and 1432 false positives on these 

Table 4 Mean and standard deviation of results on images 
containing roots

These are computed by taking the mean of the metrics computed on each of 
the 8 images containing roots. The 2 images without roots are excluded as for 
these F1 , precision and recall are undefined

Frangi U-Net

F1 mean 0.463 0.705

F1 standard deviation 0.085 0.040

Recall mean 0.361 0.749

Recall standard deviation 0.081 0.042

Precision mean 0.660 0.666

Precision standard deviation 0.087 0.043

Fig. 7 Original photo, annotation, segmentation output from U-Net and errors. To illustrate the errors the false positives are shown in red and the 
false negatives are shown in green. This image is a subregion of a larger image for which U-Net got the worst (lowest) F1
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images and the U-Net system gave 508 and 345 false 
positives. The Spearman rank correlation for the corre-
sponding U-Net and line-intersect root intensities for the 
test data is 0.9848 ( p = 2.288× 10−7 ). The U-Net seg-
mentation can be seen to give a similar root intensity to 
the manual annotations (Fig. 11).

We report the root intensity with the segmented root 
length for 867 images taken in 2016 (Fig. 12). The two 

measurements have a Spearman rank correlation of 
0.9748 (p < 10−8) and an r2 of 0.9217. Although the 
two measurements correlate strongly, there are some 
notable deviations including images for which U-Net 
predicted roots not observed by the manual annotator. 
From this scatter plot we can see that the data is het-
eroscedastic, forming a cone shape around the regres-
sion line with the variance increasing as root intensity 
increases in both measurements.

Fig. 8 Original photo, annotation, segmentation output from U-Net and errors. To illustrate the errors the false positives are shown in red and the 
false negatives are shown in green. This image is a subregion of a larger image for which U-Net got the best (highest) F1 . The segmentation also 
contains roots which were missed by the annotator. We were able to confirm this by having the annotator review these particular errors

Fig. 9 From left to right: Image, annotation overlaid over image in red, U-Net segmentation overlaid over image in blue, errors with false positive 
shown in red and false negative shown in green. Many of the errors are along an ambiguous boundary region between the root and soil. Much of 
the error region is caused by annotation, rather than CNN segmentation errors
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Conclusions
We have demonstrated the feasibility of a U-Net based 
CNN system for segmenting images of roots in soil and 
for replacing the manual line-intersect method. The suc-
cess of our approach is also a demonstration of the fea-
sibility of deep learning in practice for small research 
groups needing to create their own custom labelled data-
set from scratch.

Discussion
We have presented a method to segment roots from 
soil using a CNN. The segmentation quality as shown in 
Figs. 7c and 8c and the approximation of the root length 

given by our automated method and the manual line-
intersect method for the corresponding images as shown 
in Figs. 11 and 12 are a strong indication that the system 
works well for the intended task of quantifying roots.

The high correlation coefficient between the meas-
urements from the automated and manual methods 
supports our hypothesis that a trained U-Net is able to 
effectively discriminate between roots and soil in RGB 
photographs. The consistently superior performance of 
the U-Net system on the unseen test set over the Frangi 
system as measured by F1 score supports our second 
hypothesis that a trained U-Net will outperform a Frangi 
filter based approach.

The good generalisation behaviour and the success of 
the validation set at closely approximating the test set 
error indicate we would likely not need as many annota-
tions for validation on future root datasets. As shown in 
Fig. 12 there are some images for which U-Net predicted 
roots and the line-intersection count was 0. When inves-
tigating these cases we found some false positives caused 
by scratches in the acrylic glass. Such errors could be 
problematic as they make it hard to attain accurate esti-
mates of maximum rooting depth as the scratches could 
cause rooting depth to be overestimated. One way to fix 
this would be to manually design a dataset with more 
scratched panels in it in order to train U-Net not to clas-
sify them as roots. Another possible approach would be 
to automatically find difficult regions of images using an 
active learning approach such as [74] which would allow 
the network to query which areas of images should be 
annotated based on its uncertainty.

An oft-stated limitation of CNNs is that they require 
large scale datasets [75] with thousands of densely 
labelled images [76] for annotation. In this study we were 
able to train from scratch, validate and test a CNN with 
only 50 images which were annotated in a few days by a 
single agronomist with no annotation or machine learn-
ing experience. Our system was also designed to work 
with an existing photography setup using an ordinary 
off-the-shelf RGB camera. This makes our method more 
broadly accessible than methods which require a more 
complex multi-spectral camera system.

We used a loss function which combined Dice and 
cross entropy. In preliminary experiments we found this 
combined loss function to be more effective than either 
Dice or cross entropy used in isolation. Both [77] and [78] 
found empirically that a combination of Dice and cross 
entropy was effective at improving accuracy. Although 
[77] claims the combination of the loss functions is a way 
to yield better performance in terms of both pixel accu-
racy and segmentation metrics, we feel more research 
is needed to understand the exact benefits of such com-
bined loss functions.

Fig. 10 The F1 for the 8 images containing roots for both the Frangi 
and U-Net systems

Fig. 11 Normalised root length from the U-Net segmentations, 
manual annotations and the line-intersect counts for the 10 test 
images. The measurements are normalised using the maximum 
value. All three methods have the same maximum value (Image 6)



Page 12 of 15Smith et al. Plant Methods           (2020) 16:13 

Converting from segmentation to root length was 
not the focus of the current study. The method we used 
consisted of skeletonization and then pixel counting. 
One limitation of this method is that it may lead to dif-
ferent length estimates depending on the orientation of 
the roots [79]. See [79] for an in depth investigation and 
proposed solutions.

Finding ways to improve annotation quality would 
also be a promising direction for further work. Fig-
ure  9 shows how even a high quality segmentation 
will still have a large number of errors due to issues 
with annotation quality. This makes the F1 given for a 
segmentation to not be representative of the systems’ 
true performance. [80] found significant disagreement 
between human raters in segmenting tumour regions 
with Dice (equivalent to our F1 ) scores between 74 and 
85%. We suspect a similar level of error is present in 
our root annotations and that improving annotation 
quality would improve the metrics. Improved annota-
tion quality would be particularly useful for the test 
and validation datasets as it would allow us to train the 
model to a higher performance.

One way to improve the quality of annotations would 
be to combine various annotations by different experts 
using a majority vote algorithm such as the one used by 
[80] although caution should be taken when implement-
ing such methods as in some cases they can accentuate 
more obvious features, causing an overestimation of per-
formance [81].

It may also be worth investigating ways to reduce the 
weight of errors very close to the border of an annotation, 
as seen in Fig.  9, these are often issues with annotation 
quality or merely ambiguous boundary regions where a 
labelling of either root or soil should not be detrimental 
to the F1 . One way to solve the problem with mislead-
ing errors caused by ambiguous boundary regions is the 
approach taken by [41] which involved having a bound-
ary region around each area of interest where a classifi-
cation either way will not affect the overall performance 
metrics.

We excluded an image not containing roots and an 
image containing a sticker from our training and valida-
tion data. During training we also excluded parts of the 
image where no roots were found in order to handle the 
severe class imbalance present in the dataset. A limita-
tion of this approach is that it may be useful for the net-
work to learn to deal with stickers and in some cases, 
images without roots could contain hard negative exam-
ples which the network must learn to handle in order for 
it to achieve acceptable performance.

For future research we aim to explore how well the 
segmentation system performance will transfer to pho-
tographs from both other crop species and different 
experimental setups. In our work so far we have explored 
ways to deal with a limited dataset by using data augmen-
tation. Transfer learning is another technique which has 
been found to improve the performance of CNNs when 
compared to training from scratch for small datasets [47]. 

Fig. 12 RI vs segmented root length for 867 images taken in 2016. The two measurements have a Spearman rank correlation of 0.9748 and an R2 of 
0.9217



Page 13 of 15Smith et al. Plant Methods           (2020) 16:13  

We can simultaneously investigate both transfer learn-
ing and the feasibility of our system to work with differ-
ent kinds of plants by fine-tuning our existing network on 
root images from new plant species. [82] found pre-train-
ing U-Net to both substantially reduce training time and 
prevent overfitting. Interestingly, they pre-trained U-Net 
on two different datasets containing different types of 
images and found similar performance improvements in 
both cases. Such results indicate that pre-training U-Net 
using images which are substantially different from our 
root images may also provide performance advantages. 
Contra to this, [83] found training from scratch to give 
equivalent results to a transfer learning approach, which 
suggests that in some cases training time rather than final 
model performance will be the benefit of a transfer learn-
ing approach. As shown in Fig. 7, the CNN would leave 
gaps when a root was covered by large amounts of soil. 
An approach such as [84] could be used to recover such 
gaps which may improve the biological relevance of our 
root length estimates and potentially facilitate the extrac-
tion of more detailed root architecture information.

As opposed to U-Net, the Frangi filter is included in 
popular image processing packages such as MATLAB 
and scikit-image. Although the Frangi filter was initially 
simple to implement, we found the scikit-image imple-
mentation too slow to facilitate optimisation on our data-
set and substantial modifications were required to make 
optimisation feasible.

Another disadvantage of the CNN we implemented is 
that as opposed to the Frangi filter, it requires a GPU for 
training. It is, however, possible to use a CPU for infer-
ence. [85] demonstrated that in some cases U-Net can be 
compressed to 0.1% of it’s original parameter count with 
a very small drop in accuracy. Such an approach could be 
useful for making our proposed system more accessible 
to hardware constrained researchers.

Acknowledgements
We thank Kristian Thorup-Kristensen and Dorte Bodin Dresbøll for their con-
tinued support and supervision and for the creation and maintenance of the 
rhizotron facility used in this study.

Authors’ contributions
AS implemented the U-Net, baseline system and wrote the manuscript 
with assistance from all authors. CR did the annotations and collaborated 
on the design of the study and the introduction. RS and JP provided valu-
able machine learning expertise. All authors read and approved the final 
manuscript.

Funding
We thank Villum Foundation (DeepFrontier project, grant number VKR023338) 
for financial support for this study. The funding body did not play any role in 
neither design of the study, data collection, analysis, interpretation of data nor 
in writing the manuscript.

Availability of data and materials
The data used for the current study is available from [86]. The source code for 
the systems presented is available from [87] and the trained U-Net model is 
available from [88].

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1 Department of Plant and Environmental Sciences, University of Copenhagen, 
Højbakkegaard Allé 13, 2630 Taastrup, Denmark. 2 Department of Computer 
Science, University of Copenhagen, Universitetsparken 1, 2100 Copenhagen 
Ø, Denmark. 

Received: 1 October 2019   Accepted: 27 January 2020

References
 1. Trachsel S, Kaeppler SM, Brown KM, Lynch JP. Shovelomics: high through-

put phenotyping of maize (Zea mays L.) root architecture in the field. 
Plant Soil. 2011;341(1–2):75–87.

 2. Wasson AP, Richards RA, Chatrath R, Misra SC, Prasad SVS, Rebetzke GJ, 
Kirkegaard JA, Christopher J, Watt M. Traits and selection strategies to 
improve root systems and water uptake in water-limited wheat crops. J 
Exp Bot. 2012;63(9):3485–98. https ://doi.org/10.1093/jxb/ers11 1.

 3. Wasson A, Bischof L, Zwart A, Watt M. A portable fluorescence spectros-
copy imaging system for automated root phenotyping in soil cores in the 
field. J Exp Bot. 2016;67(4):1033–43. https ://doi.org/10.1093/jxb/erv57 0.

 4. Maeght J-L, Rewald B, Pierret A. How to study deep roots-and why 
it matters. Front Plant Sci. 2013;4(299):1–14. https ://doi.org/10.3389/
fpls.2013.00299 .

 5. Lynch JP, Brown KM. New roots for agriculture: exploiting the root phe-
nome. Philos Trans R Soc B Biol Sci. 2012;367(1595):1598–604. https ://doi.
org/10.1098/rstb.2011.0243.

 6. Bengough AG, Mullins CE. Penetrometer resistance, root penetration 
resistance and root elongation rate in two sandy loam soils. Plant Soil. 
1991;131(1):59–66. https ://doi.org/10.1007/bf000 10420 .

 7. Wojciechowski T, Gooding MJ, Ramsay L, Gregory PJ. The effects of dwarf-
ing genes on seedling root growth of wheat. J Exp Bot. 2009;60(9):2565–
73. https ://doi.org/10.1093/jxb/erp10 7.

 8. Watt M, Moosavi S, Cunningham SC, Kirkegaard JA, Rebetzke GJ, Richards 
RA. A rapid, controlled-environment seedling root screen for wheat corre-
lates well with rooting depths at vegetative, but not reproductive, stages 
at two field sites. Ann Bot. 2013;112(2):447–55. https ://doi.org/10.1093/
aob/mct12 2.

 9. van Noordwijk M, Floris J. Loss of dry weight during washing and storage 
of root samples. Plant Soil. 1979;53(1–2):239–43. https ://doi.org/10.1007/
bf021 81896 .

 10. Mooney SJ, Pridmore TP, Helliwell J, Bennett MJ. Developing X-ray com-
puted tomography to non-invasively image 3-d root systems architecture 
in soil. Plant Soil. 2011;352(1–2):1–22. https ://doi.org/10.1007/s1110 
4-011-1039-9.

 11. Stingaciu L, Schulz H, Pohlmeier A, Behnke S, Zilken H, Javaux M, 
Vereecken H. In situ root system architecture extraction from magnetic 
resonance imaging for water uptake modeling. Vadose Zone J. 2013;. 
https ://doi.org/10.2136/vzj20 12.0019.

 12. Taylor H, Huck M, Klepper B, Lund Z. Measurement of soil-grown roots in 
a rhizotron 1. Agron J. 1970;62(6):807–9.

 13. Huck MG, Taylor HM. The rhizotron as a tool for root research. Adv Agron. 
1982;35:1–35. https ://doi.org/10.1016/S0065 -2113(08)60320 -X.

 14. Van de Geijn S, Vos J, Groenwold J, Goudriaan J, Leffelaar P. The wagenin-
gen rhizolab—a facility to study soil-root-shoot-atmosphere interactions 
in crops. Plant Soil. 1994;161(2):275–87.

 15. Taylor HM, Upchurch DR, McMichael BL. Applications and limitations of 
rhizotrons and minirhizotrons for root studies. Plant Soil. 1990;129(1):29–
35. https ://doi.org/10.1007/bf000 11688 .

https://doi.org/10.1093/jxb/ers111
https://doi.org/10.1093/jxb/erv570
https://doi.org/10.3389/fpls.2013.00299
https://doi.org/10.3389/fpls.2013.00299
https://doi.org/10.1098/rstb.2011.0243
https://doi.org/10.1098/rstb.2011.0243
https://doi.org/10.1007/bf00010420
https://doi.org/10.1093/jxb/erp107
https://doi.org/10.1093/aob/mct122
https://doi.org/10.1093/aob/mct122
https://doi.org/10.1007/bf02181896
https://doi.org/10.1007/bf02181896
https://doi.org/10.1007/s11104-011-1039-9
https://doi.org/10.1007/s11104-011-1039-9
https://doi.org/10.2136/vzj2012.0019
https://doi.org/10.1016/S0065-2113(08)60320-X
https://doi.org/10.1007/bf00011688


Page 14 of 15Smith et al. Plant Methods           (2020) 16:13 

 16. Johnson MG, Tingey DT, Phillips DL, Storm MJ. Advancing fine root 
research with minirhizotrons. Environmental and Experimental Botany. 
2001;45(3):263–89. https ://doi.org/10.1016/S0098 -8472(01)00077 -6

 17. Rewald B, Ephrath JE. Minirhizotron techniques. In: Eshel A, Beeckman T, 
editors. Plant roots: the hidden half. New York: CRC Press; 2013. p. 1–15. 
https ://doi.org/10.1201/b1455 0.

 18. Newman E. A method of estimating the total length of root in a sample. J 
Appl Ecol. 1966;3(1):139–45. https ://doi.org/10.2307/24016 70.

 19. Tennant D. A test of a modified line intersect method of estimating root 
length. J Ecol. 1975;63(3):995–1001. https ://doi.org/10.2307/22586 17.

 20. Thorup-Kristensen K. Are differences in root growth of nitrogen catch 
crops important for their ability to reduce soil nitrate-n content, and how 
can this be measured? Plant Soil. 2001;230(2):185–95.

 21. Upchurch DR, Ritchie JT. Root observations using a video record-
ing system in mini-rhizotrons1. Agron J. 1983;75(6):1009. https ://doi.
org/10.2134/agron j1983 .00021 96200 75000 60033 x.

 22. Ulas A, auf’m Erley GS, Kamh M, Wiesler F, Horst WJ. Root-growth 
characteristics contributing to genotypic variation in nitrogen efficiency 
of oilseed rape. J Plant Nutr Soil Sci. 2012;175(3):489–98. https ://doi.
org/10.1002/jpln.20110 0301.

 23. Heeraman DA, Juma NG. A comparison of minirhizotron, core and mono-
lith methods for quantifying barley (Hordeum vulgare L.) and fababean 
(Vicia faba L.) root distribution. Plant Soil. 1993;148(1):29–41. https ://doi.
org/10.1007/bf021 85382 .

 24. Thorup-Kristensen K, Rasmussen CR. Identifying new deep-rooted plant 
species suitable as undersown nitrogen catch crops. J Soil Water Conserv. 
2015;70(6):399–409. https ://doi.org/10.2489/jswc.70.6.399.

 25. Böhm W, Maduakor H, Taylor HM. Comparison of five methods for 
characterizing soybean rooting density and development1. Agron J. 
1977;69(3):415. https ://doi.org/10.2134/agron j1977 .00021 96200 69000 
30021 x.

 26. Lobet G, Draye X, Périlleux C. An online database for plant image analysis 
software tools. Plant Methods. 2013;9(1):38.

 27. Cai J, Zeng Z, Connor JN, Huang CY, Melino V, Kumar P, Miklavcic SJ. Root-
graph: a graphic optimization tool for automated image analysis of plant 
roots. J Exp Bot. 2015;66(21):6551–62.

 28. Zeng G, Birchfield ST, Wells CE. Automatic discrimination of fine roots 
in minirhizotron images. New Phytol. 2007;. https ://doi.org/10.111
1/j.1469-8137.2007.02271 .x.

 29. Ingram KT, Leers GA. Software for measuring root characters from digital 
images. Agron J. 2001;93(4):918. https ://doi.org/10.2134/agron j2001 
.93491 8x.

 30. Vamerali T, Ganis A, Bona S, Mosca G. An approach to minirhizotron root 
image analysis. Plant Soil. 1999;217(1–2):183–93.

 31. Nagel KA, Putz A, Gilmer F, Heinz K, Fischbach A, Pfeifer J, Faget M, 
Blossfeld S, Ernst M, Dimaki C, Kastenholz B, Kleinert A-K, Galinski A, 
Scharr H, Fiorani F, Schurr U. GROWSCREEN-rhizo is a novel phenotyping 
robot enabling simultaneous measurements of root and shoot growth 
for plants grown in soil-filled rhizotrons. Funct Plant Biol. 2012;39(11):891. 
https ://doi.org/10.1071/fp120 23.

 32. Nakaji T, Noguchi K, Oguma H. Classification of rhizosphere components 
using visible—near infrared spectral images. Plant Soil. 2007;310(1–
2):245–61. https ://doi.org/10.1007/s1110 4-007-9478-z.

 33. Wang Z, Burch WH, Mou P, Jones RH, Mitchell RJ. Accuracy of visible and 
ultraviolet light for estimating live root proportions with minirhizotrons. 
Ecology. 1995;76(7):2330–4.

 34. Smit AL, Zuin A. Root growth dynamics of brussels sprouts (Brassica 
olearacea var.gemmifera) and leeks ((Allium porrum L.) as reflected by root 
length, root colour and UV fluorescence. Plant Soil. 1996;185(2):271–80. 
https ://doi.org/10.1007/bf022 57533 .

 35. Goodwin RH, Kavanagh F. Fluorescing substances in roots. Bull Torrey Bot 
Club. 1948;75(1):1. https ://doi.org/10.2307/24821 35.

 36. Rewald B, Meinen C, Trockenbrodt M, Ephrath JE, Rachmilevitch S. Root 
taxa identification in plant mixtures—current techniques and future chal-
lenges. Plant Soil. 2012;359(1–2):165–82. https ://doi.org/10.1007/s1110 
4-012-1164-0.

 37. Zeng G, Birchfield ST, Wells CE. Detecting and measuring fine roots in 
minirhizotron images using matched filtering and local entropy thresh-
olding. Mach Vis Appl. 2006;17(4):265–78.

 38. Zeng G, Birchfield ST, Wells CE. Rapid automated detection of roots in 
minirhizotron images. Mach Vis Appl. 2010;21(3):309–17.

 39. LeCun Y, Bengio Y, Hinton G. Deep learning. Nature. 2015;521(7553):436.
 40. Tsaftaris SA, Minervini M, Scharr H. Machine learning for plant phenotyp-

ing needs image processing. Trends Plant Sci. 2016;21(12):989–91.
 41. Pound MP, Atkinson JA, Townsend AJ, Wilson MH, Griffiths M, Jackson 

AS, Bulat A, Tzimiropoulos G, Wells DM, Murchie EH, et al. Deep machine 
learning provides state-of-the-art performance in image-based plant 
phenotyping. GigaScience. 2017. https ://doi.org/10.1093/gigas cienc e/
gix08 3.

 42. Krizhevsky A, Sutskever I, Hinton GE. Imagenet classification with deep 
convolutional neural networks. In: Advances in Neural Information Pro-
cessing Systems; 2012. p. 1097–05.

 43. Farabet C, Couprie C, Najman L, LeCun Y. Learning hierarchical features for 
scene labeling. EEE Trans Pattern Anal Mach Intell. 2013;35(8):1915–29.

 44. Szegedy C, Liu W, Jia Y, Sermanet P, Reed S, Anguelov D, Erhan D, Van-
houcke V, Rabinovich A. Going deeper with convolutions. In: Proceedings 
of the IEEE conference on computer vision and pattern recognition; 2015, 
p. 1–9.

 45. Tompson J, Goroshin R, Jain A, LeCun Y, Bregler C. Efficient object localiza-
tion using convolutional networks. In: Proceedings of the IEEE conference 
on computer vision and pattern recognition; 2015, p. 648–56.

 46. Douarre C, Schielein R, Frindel C, Gerth S, Rousseau D. Transfer learning 
from synthetic data applied to soil-root segmentation in X-ray tomogra-
phy images. J Imaging. 2018;4(5):65.

 47. Tajbakhsh N, Shin JY, Gurudu SR, Hurst RT, Kendall CB, Gotway MB, Liang J. 
Convolutional neural networks for medical image analysis: full training or 
fine tuning? IEEE Trans Med Imaging. 2016;35(5):1299–312.

 48. Yasrab R, Atkinson JA, Wells DM, French AP, Pridmore TP, Pound MP. Root-
nav 2.0: deep learning for automatic navigation of complex plant root 
architectures. GigaScience. 2019;8(11):123.

 49. Ronneberger O, Fischer P, Brox T. U-net: Convolutional networks for 
biomedical image segmentation. In: International conference on medical 
image computing and computer-assisted intervention. Springer; 2015, p. 
234–41.

 50. Frangi AF, Niessen WJ, Vincken KL, Viergever MA. Multiscale vessel 
enhancement filtering. In: International conference on medical image 
computing and computer-assisted intervention. Springer; 1998, p. 130–7.

 51. Rasmussen CR, Thorup-Kristensen K. Dresbøll DB Uptake of subsoil 
water below 2 m fails to alleviate drought response in deep-rooted 
Chicory (Cichorium intybus L.). Plant Soil. 2020;446:275–90. https ://doi.
org/10.1007/s1110 4-019-04349 -7.

 52. Marsh B. Measurement of length in random arrangements of lines. J Appl 
Ecol. 1971;8:265–7.

 53. Andrén O, Elmquist H, Hansson A-C. Recording, processing and analysis 
of grass root images from a rhizotron. Plant Soil. 1996;185(2):259–64. 
https ://doi.org/10.1007/bf022 57531 .

 54. Van der Walt S, Schönberger JL, Nunez-Iglesias J, Boulogne F, Warner JD, 
Yager N, Gouillart E, Yu T. scikit-image: image processing in python. PeerJ. 
2014;2:453.

 55. Hansen N. The cma evolution strategy: A tutorial. arXiv preprint arXiv 
:1604.00772 ; 2016.

 56. Paszke A, Gross S, Chintala S, Chanan G, Yang E, DeVito Z, Lin Z, Desmai-
son A, Antiga L, Lerer A. Automatic differentiation in pytorch. In: NIPS-W; 
2017.

 57. Wu Y, He K. Group normalization. In: Proceedings of the European confer-
ence on computer vision (ECCV). 2018. p. 3–19.

 58. Ioffe S, Szegedy C. Batch normalization: Accelerating deep network train-
ing by reducing internal covariate shift. arXiv preprint arXiv :1502.03167 ; 
2015.

 59. Ioffe S. Batch renormalization: Towards reducing minibatch dependence 
in batch-normalized models. In: Advances in neural information process-
ing systems, 2017. p. 1945–1953.

 60. Li X, Chen S, Hu X, Yang J. Understanding the disharmony between 
dropout and batch normalization by variance shift. In: Proceedings of the 
IEEE conference on computer vision and pattern recognition. 2019. p. 
2682–90.

 61. He K, Zhang X, Ren S, Sun J. Delving deep into rectifiers: Surpassing 
human-level performance on imagenet classification. In: Proceedings of 
the IEEE international conference on computer vision; 2015, p. 1026–34.

 62. Kayalibay B, Jensen G, van der Smagt P. Cnn-based segmentation of 
medical imaging data. arXiv preprint arXiv :1701.03056 ; 2017.

https://doi.org/10.1016/S0098-8472(01)00077-6
https://doi.org/10.1201/b14550
https://doi.org/10.2307/2401670
https://doi.org/10.2307/2258617
https://doi.org/10.2134/agronj1983.00021962007500060033x
https://doi.org/10.2134/agronj1983.00021962007500060033x
https://doi.org/10.1002/jpln.201100301
https://doi.org/10.1002/jpln.201100301
https://doi.org/10.1007/bf02185382
https://doi.org/10.1007/bf02185382
https://doi.org/10.2489/jswc.70.6.399
https://doi.org/10.2134/agronj1977.00021962006900030021x
https://doi.org/10.2134/agronj1977.00021962006900030021x
https://doi.org/10.1111/j.1469-8137.2007.02271.x
https://doi.org/10.1111/j.1469-8137.2007.02271.x
https://doi.org/10.2134/agronj2001.934918x
https://doi.org/10.2134/agronj2001.934918x
https://doi.org/10.1071/fp12023
https://doi.org/10.1007/s11104-007-9478-z
https://doi.org/10.1007/bf02257533
https://doi.org/10.2307/2482135
https://doi.org/10.1007/s11104-012-1164-0
https://doi.org/10.1007/s11104-012-1164-0
https://doi.org/10.1093/gigascience/gix083
https://doi.org/10.1093/gigascience/gix083
https://doi.org/10.1007/s11104-019-04349-7
https://doi.org/10.1007/s11104-019-04349-7
https://doi.org/10.1007/bf02257531
http://arxiv.org/abs/1604.00772
http://arxiv.org/abs/1604.00772
http://arxiv.org/abs/1502.03167
http://arxiv.org/abs/1701.03056


Page 15 of 15Smith et al. Plant Methods           (2020) 16:13  

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your research ?  Choose BMC and benefit from: 

 63. Le Cun Y, Kanter I, Solla SA. Eigenvalues of covariance matrices: applica-
tion to neural-network learning. Phys Rev Lett. 1991;66(18):2396.

 64. Perez L, Wang J. The effectiveness of data augmentation in image clas-
sification using deep learning. arXiv preprint arXiv :1712.04621 ; 2017.

 65. Simard PY, Steinkraus D, Platt JC. Best practices for convolutional neural 
networks applied to visual document analysis. In: Null. IEEE; 2003, p. 958.

 66. Karpathy A. Convolutional neural networks for visual recognition. Course 
notes hosted on GitHub. http://cs231 n.githu b.io. Accessed 4 Feb 2020.

 67. Milletari F, Navab N, Ahmadi S-A. V-net: Fully convolutional neural 
networks for volumetric medical image segmentation. In: 2016 fourth 
international conference on 3D Vision (3DV). IEEE; 2016, p. 565–71.

 68. Visa S, Ralescu A. Issues in mining imbalanced data sets-a review paper. 
In: Proceedings of the sixteen midwest artificial intelligence and cogni-
tive science conference, 2005;2005: 67–73. sn.

 69. Buda M, Maki A, Mazurowski MA. A systematic study of the class 
imbalance problem in convolutional neural networks. Neural Netw. 
2018;106:249–59.

 70. Sutskever I, Martens J, Dahl G, Hinton G. On the importance of initializa-
tion and momentum in deep learning. In: International conference on 
machine learning; 2013, p. 1139–47.

 71. Kingma D, Ba J. Adam: A method for stochastic optimization. arXiv pre-
print arXiv :1412.6980; 2014.

 72. Wilson AC, Roelofs R, Stern M, Srebro N, Recht B. The marginal value of 
adaptive gradient methods in machine learning. In: Advances in neural 
information processing systems; 2017, p. 4151–61.

 73. Zhang J, Mitliagkas I. Yellowfin and the art of momentum tuning. arXiv 
preprint arXiv :1706.03471 ; 2017.

 74. Yang L, Zhang Y, Chen J, Zhang S, Chen DZ. Suggestive annotation: a 
deep active learning framework for biomedical image segmentation. In: 
International conference on medical image computing and computer-
assisted intervention. Springer; 2017, p. 399–407.

 75. Ma B, Liu S, Zhi Y, Song Q. Flow based self-supervised pixel embedding 
for image segmentation. arXiv preprint arXiv :1901.00520 ; 2019.

 76. Roy AG, Siddiqui S, Pölsterl S, Navab N, Wachinger C. ‘Squeeze & excite’ 
guided few-shot segmentation of volumetric images. Med Image Anal. 
2020;59:101587.

 77. Khened M, Kollerathu VA, Krishnamurthi G. Fully convolutional multi-scale 
residual DenseNets for cardiac segmentation and automated cardiac 
diagnosis using ensemble of classifiers. Med Image Anal. 2019;51:21–45.

 78. Roy AG, Conjeti S, Karri SPK, Sheet D, Katouzian A, Wachinger C, Navab 
N. Relaynet: retinal layer and fluid segmentation of macular optical 
coherence tomography using fully convolutional networks. Biomed Opt 
Express. 2017;8(8):3627–42.

 79. Kimura K, Kikuchi S, Yamasaki S-I. Accurate root length measurement by 
image analysis. Plant Soil. 1999;216(1–2):117–27.

 80. Menze BH, Jakab A, Bauer S, Kalpathy-Cramer J, Farahani K, Kirby J, 
Burren Y, Porz N, Slotboom J, Wiest R, et al. The multimodal brain tumor 
image segmentation benchmark (brats). IEEE Trans Med Imaging. 
2015;34(10):1993.

 81. Lampert TA, Stumpf A, Gançarski P. An empirical study into annotator 
agreement, ground truth estimation, and algorithm evaluation. IEEE Trans 
Image Process. 2016;25(6):2557–72.

 82. Iglovikov V, Shvets A. Ternausnet: U-net with vgg11 encoder pre-trained 
on imagenet for image segmentation. arXiv preprint arXiv :1801.05746 ; 
2018.

 83. He K, Girshick R, Dollár P. Rethinking imagenet pre-training. In: Proceed-
ings of the IEEE international conference on computer vision. 2019. p. 
4918–4927.

 84. Chen H, Valerio Giuffrida M, Doerner P, Tsaftaris SA. Adversarial large-scale 
root gap inpainting. In: Proceedings of the IEEE conference on computer 
vision and pattern recognition workshops; 2019.

 85. Mangalam K, Salzamann M. On compressing u-net using knowledge 
distillation. arXiv preprint arXiv :1812.00249 ; 2018.

 86. Smith AG, Petersen J, Selvan R, Rasmussen CR. Data for paper ’Segmenta-
tion of Roots in Soil with U-Net’. https ://doi.org/10.5281/zenod o.35277 13.

 87. Smith AG. Abe404/segmentation\_of\_roots\_in\_soil\_with\_unet: 1.3. 
https ://doi.org/10.5281/zenod o.36271 86.

 88. Smith AG, Petersen J, Selvan R, Rasmussen CR. Trained U-Net Model for 
paper ’Segmentation of Roots in Soil with U-Net’. Zenodo. 2019;. https ://
doi.org/10.5281/zenod o.34840 15.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

http://arxiv.org/abs/1712.04621
http://cs231n.github.io
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1706.03471
http://arxiv.org/abs/1901.00520
http://arxiv.org/abs/1801.05746
http://arxiv.org/abs/1812.00249
https://doi.org/10.5281/zenodo.3527713
https://doi.org/10.5281/zenodo.3627186
https://doi.org/10.5281/zenodo.3484015
https://doi.org/10.5281/zenodo.3484015

	Segmentation of roots in soil with U-Net
	Abstract 
	Background: 
	Results: 
	Conclusion: 

	Background
	Methods
	Annotation
	Data split
	Metrics
	Frangi vesselness implementation
	U-Net implementation
	Architecture
	Instance selection
	Preprocessing and augmentation
	Loss
	Optimization


	Results
	Train and validation set metrics
	Test set results

	Conclusions
	Discussion
	Acknowledgements
	References




