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Abstract. We present a computational approach for the construction of reduced-
order controllers for the Timoshenko beam model. By means of a space discretiza-
tion of the Timoshenko equations, we obtain a large-scale, finite-dimensional
dynamical system, for which we compute an LQG controller for closed-loop sta-
bilization. The solutions of the algebraic Riccati equations characterizing the
LQG controller are then used to construct a balancing transformation which
allows the dimensional reduction of the large-scale dynamic compensator. We
present numerical tests assessing the stability and performance of the proposed
approach.

Keywords. Timoshenko beam, closed-loop control, model order reduction, LQG
control/ balancing.

1. Introduction and description of the problem

The design of mechanisms for vibration control is a highly relevant topic in structural
dynamics (see for instance [17] and references therein). Among the different control
strategies, model-based feedback control is widely used to generate a stable closed-
loop that attenuates external dynamical disturbances. The underlying complexity of
this optimal design problem motivates its mathematical and numerical analysis.

We approach the structural vibration problem by considering the well-acknowledged
Timoshenko beam model, describing the deformation of a beam of thickness τ over a
reference configuration Ω × (−τ/2, τ/2), where Ω := (0, L) with L the length of the
beam. The vibration is characterized in terms of the rotation amplitude θ(x, t) and
the transverse displacement amplitude w(x, t), both depending on the space variable
x and the time variable t. For a clamped beam, the vibration is governed by the
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following second-order evolution system:

ρS
∂2w

∂t2
= kSG

(

∂2w

∂x2
−

∂θ

∂x

)

+ ū(x, t) + f(x, t) x ∈ Ω, t ∈ R
+
0 , (1)

ρI
∂2θ

∂t2
= EI

∂2θ

∂x2
+ kSG

(

∂w

∂x
− θ

)

x ∈ Ω, t ∈ R
+
0 , (2)

w(0, t) = w(L, t) = θ(0, t) = θ(L, t) = 0 t ∈ R
+
0 , (3)

w(x, 0) = w0(x),
∂w

∂x
(x, 0) = ζ(x) x ∈ Ω, (4)

θ(x, 0) = θ0(x),
∂θ

∂x
(x, 0) = η(x) x ∈ Ω. (5)

The coefficients ρ, E, and G, represent the mass density, the Young modulus and, the
elasticity modulus of the shear, respectively. The coefficient k is a correction factor
usually taken as 5/6. The parameters S and I represent the sectional area of the
beam and the inertia moment; in this case, considered as S = τ2 and I = τ4/12,
respectively. The term f(x, t) accounts for external loads and disturbances, whereas
the control ū(x, t) is assumed to be a constant load in space, distributed along a fixed
subset ωc of the domain,

ū(x, t) = χωc
(x)u(t)

where χωc
(x) denotes the indicator function over ωc. The feedback control problem is

related to the computation of u(t) by means of a mapping K ∈ L([L2(Ω)]4,R) acting

over the current state of the system y = (w, θ, ẇ, θ̇) (where henceforth ˙( ) stands for
time derivative)

u(t) = −Ky ,

such that external disturbances are compensated and the system is steered towards
a certain reference trajectory. However, in a realistic setting a full knowledge of the
state of the system is not available, and an additional observation equation

z(t) = Cy

with C ∈ L([L2(Ω)]4,Rm), is often considered. As a consequence, the feedback op-
erator is evaluated over estimates p constructed from the measurements and the
knowledge of the system dynamics,

u(t) = −Kp .

This paper concerns the study and numerical approximation of such a control loop
over the infinite-dimensional dynamics defined by the Timoshenko model. The ap-
proach that we follow considers in a first step a space discretization of the dynamics
leading to a large-scale dynamical system, to subsequently address the design prob-
lem at a finite-dimensional level. The theory of optimal feedback control under partial
information for linear, finite-dimensional systems is well understood and dates back
to the seminal work by Kalman [11]. Feedback control design for infinite-dimensional
systems following the aforementioned approach have been studied in several cases,
e.g., [3, 6, 14]. In particular, similar problems for the Timoshenko model have been
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studied in [18, 19, 9]. One drawback of the approach is the high complexity of the
resulting controller, as the number of state space variables is directly linked to the
discretization parameters used in the first step. Furthermore, the computation of the
controller/observer pair involves solving Riccati equations of the same order. Instead,
we propose an intermediate step of model order reduction, allowing to approximate
the dynamics (and therefore the controller) by a considerably lower dimensional sys-
tem. Model order reduction is a well-established technique for the simulation of con-
trol of large-scale systems [4, 7], and has been successfully applied in the control of
infinite-dimensional systems [1, 5, 8, 12]. In this paper we follow a linear quadratic
Gaussian control/reduction approach as presented in [15], where the reduction is
obtained as a by-product of the computation of the feedback control.

The paper is structured as follows. In section 2, we present the abstract, infinite-
dimensional setting and its numerical approximation via a locking-free finite element
formulation. In section 3, we address the finite-dimensional optimal control and es-
timation problems by means of an LQG controller, which is then reduced using an
ad-hoc balanced truncation algorithm. Finally, in section 4 we present numerical
experiments illustrating the performance of the proposed approach.

2. The abstract setting and its approximation

In order to fit the problem within the classical settings of linear control theory, we
begin by recasting eqns. (1)-(5) as a first-order evolution system. By considering the
elastic operator

A(w, θ) := −





kG
ρ

∂2

∂x2 −kG
ρ

∂
∂x

kAG
ρI

∂
∂x

E
I

∂2

∂x2 − kAG
ρI









w

θ



 , D(A) = [H2(Ω) ∩H1
0 (Ω)]

2 ,

we can define the augmented operators (A,B)

A :=

[

0 I
−A −D(A)

]

, B :=









0
0

χωc
(x)
0









,

where I corresponds to the identity operator. For sake of simplicity, henceforth we
shall neglect the existence of disturbances (f ≡ 0), and thus reduce the problem to
the implementation of an optimal feedback regulation under partial state observation.
With no additional difficulties, this can be modified in order to include the effect of
noise. We have introduced a damping operator D(A), which in our case will be set
as D(A) = αA, α > 0, as discussed in [13, Chapter 5]. We can now represent the
Timoshenko model as the first-order linear system

ẏ(x, t) = Ay +Bu , (6)

y(x, 0) = y0(x) (7)
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acting over the state y = (w, θ, ẇ, θ̇)T . We shall also consider the existence of an
observation equation

z = C(y) , (8)

where the observation operator C ∈ L([L2(Ω)]4 Rm) will be defined as

C(y)(t) :=

(

1

|ω1|

∫

ω1

w(x, t) dx, . . . ,
1

|ωm|

∫

ωm

w(x, t) dx

)

,

where {ωi}
m
i=1 are disjoint, non-empty subsets of Ω. Having defined the abstract state

space representation (6)-(8), we now turn our attention to the control design problem.
We consider the state space Y = [H1

0 (Ω)]
2 × [L2(Ω)]2 such that D(A) ⊂ Y , a control

space U = R, an observation space Z = R
m, and a cost functional

J(y, u) =
1

2

∫

∞

0

‖z‖2Z + ‖u‖2U dt . (9)

The corresponding optimal control problem reads

min
u∈L2([0,∞);R)

J(y(u), u) (10)

subject to system dynamics and observations (6)-(8). We present some relevant re-
sults for this problem concerning the well-posedness of the optimal control problem
(10). For more details concerning the abstract problem we refer to [9].

Proposition 2.1. A is the infinitesimal generator of a strongly continuous, analytic
semigroup eAt,on Y .

Proposition 2.2. (Finite cost condition) For every initial condition y0 ∈ Y , there
exists u ∈ L2([0,∞);R) such that J(y, u) < ∞.

Note that due to the inclusion of a damping term generates an exponential decay of
the uncontrolled system, and therefore J(y, u) < ∞. Exponential stabilizability and
detectability follow trivially ([13]).

Theorem 2.3 ([9]). For each initial condition y0 ∈ Y, there exists a unique optimal
pair (u∗, y∗) of the abstract optimal control problem subject to the system dynamics
(6).

Formally, the solution of the optimal control problem (10) with partial observation
(the LQG control problem) is expressed as a dynamic compensator of the form

ẏ = Ay +Bu , (11)

z = Cy , (12)

ṗ = (A−BK)p+ F (z − Cp) , (13)

u = −Kp , (14)

with

K = B∗P , F = QC∗ , (15)
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where the operators P and Q ∈ L(Y, Y ) are the unique non-negative self-adjoint
operators satisfying the following operator Riccati equations

A∗P + PA− PBB∗P + C∗C = 0 , (16)

AQ+QA∗ −QC∗CQ+BB∗ = 0 . (17)

Note that these are abstract operator equations over an infinite-dimensional state
space. In what follows, we shall generate an approximating sequence of finite-dimensional
state-space representations (Ah, Bh, Ch), leading to approximate solutions (Ph,Qh)
which converge to the solution of this abstract problem when h goes to 0. For this
purpose, the first step is to consider a discretization in space of the system leading to
a finite-dimensional representation of the dynamics. In this context, the application
of standard finite elements or finite difference schemes is usually sufficient to gen-
erate a theoretically and computationally convergent sequence of problems (see for
instance, the series of examples in [13, Chapter 5]). However, it is well-known that the
application of standard finite element approximations to the Timoshenko model leads
to the so-called locking-phenomenon, which produces unsatisfactory results when the
beam tichkness parameter τ is decreased [2]. In this latter reference, a locking-free
mixed finite element formulation is proposed. The application of this technique for
the control problem (10) has been presented in [9], and we adopt a similar approach.
We briefly recall the most relevant steps in the locking-free discretization.

Let us consider a finite-dimensional approximating subspace Vh ⊂ H1
0 (Ω), to be a

piecewise linear finite element space. For this reason, we consider a family {Th} of
regular partitions of the interval Ω:

Th : 0 = x0 < x1 < · · · < xn = L,

with mesh size h := L/n. The subspace Vh can be written as

Vh :=
{

v ∈ H1
0 (Ω) : v|[xj−1−xj ] ∈ P1, j = 1, . . . , n

}

⊂ H1
0 (Ω).

Let Vh1
consists of the elements of Vh and equipped with the H1(Ω) seminorm and

let Vh2
consists of the elements of Vh equipped with the L2(Ω) norm. We set Vh =

V2
h1

× V2
h2
. We denote by Ph the orthogonal projection from [L2(Ω)]4 onto Vh, i.e.,

Ph := πhI4, where I4 denotes the identity matrix in the square matrices of size 4,
and πh represents the orthogonal projection from L2(Ω) onto Vh. The subspace Vh

satisfies the approximation property

‖πhv − v‖HlΩ) ≤ Chs−l‖v‖Hs(Ω), ∀v ∈ Hs(Ω) ∩H1
0 (Ω), 0 ≤ l ≤ s ≤ 2 .

To define a locking-free scheme for the approximation of the Timoshenko model, we
consider the following discrete space:

Wh :=

{

dv

dx
+ c, v ∈ Vh, c ∈ R

}

⊂ L2(Ω). (18)

The Galerkin approximation of the operator A is defined upon the following weighted
L2(Ω)× L2(Ω) inner product:

〈(η, ς), (v, β)〉τ = (η, v) +
τ2

12
(ς, β). (19)
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The Galerkin approximation of the operator A on Vh is defined as follows:

Ah =

[

0 Πh

−Ah −αAh

]

: Vh → Vh, Πh =

[

πh 0
0 πh

]

, (20)

where Ah denotes the locking-free approximation of the operatorA, defined by means
of the bilinear form

〈Ah(wτh, θτh), (vh, βh)〉τ =
E

12ρ̂

∫

Ω

dθτh
dx

dβh

dx
dx

+
κ

τ2ρ̂

∫

Ω

π0
h

(

dwτh

dx
− θτh

)

π0
h

(

dvh
dx

− β

)

dx,

for all (wτh, θτh), (vh, βh) ∈ V2
h, where π0

h denotes the projection from L2(Ω) onto
Wh.Moreover, we have considered a rescaling in the density of the material, ρ = ρ̂τ2.
For more details concerning the locking-free discretization of the Timoshenko beam
model in the context of optimal control, we refer to [10]. The approximation of the
operator B is given by

Bhu := PhBu =









0
0

πhχωc
u(t)

0









=









0
0

χωc
u(t)
0









: R → Vh.

Finally, the obervation operator C is approximated as

Ch(y)(t) :=

(

1

|ω1|

∫

ω1

πhw(x, t) dx, . . . ,
1

|ωm|

∫

ωm

πhw(x, t) dx

)

.

This locking-free Galerkin approximation generates a finite-dimensional sequence
state space representations (Ah, Bh, Ch) for which the solution the optimal control
problem converge to the solution of the abstract problem (10). This has been exten-
sively discussed in previous works [3, 13, 9].

3. LQG balancing

The key point in the synthesis of the approximate LQG control is the solution of the
Riccati equations (16)–(17) for the system (Ah, Bh, Ch), which is a computationally
demanding task for large-scale systems such as those generated in this semi-discrete
setting. Assuming that it is possible to solve this problem in a rather expensive of-
fline phase, the resulting dynamic compensator (13)-(14) is of the same dimensions
of the state space representation. This represents a prohibitive limitation for the
implementation of an online controller, thus making necessary to obtain a reduced-
order controller. For this purpose we apply an LQG-balanced truncation algorithm
as in [15], based on the balancing of the operators P and Q. We look for a sim-
ilarity transformation such that P and Q are transformed into a diagonal matrix
D = (λ1, . . . , λn) of LQG-characteristic values, λ1 ≥ λ2 ≥ . . . > 0. Then, we apply
this transformation either to the state space representation of the system or to the
compensator to obtain a hierarchical representation in balanced coordinates. The
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balanced representation is then truncated up to the first r coordinates, yielding a
reduced system (Ar

h, B
r
h, C

r
h). For the details concerning the efficient solution of the

LQG balancing problem, we refer the reader to [5]. In this context, the design of a
reduced-order controller can be performed in two ways. The first alternative is to con-
sider an LQG-balanced truncation of the dynamics, and then solve the LQG control
problem for the reduced dynamics, leading to a reduced-order compensator. Instead
we opt for solving the LQG problem over the full dynamics, and as a by product of
the solution of the Riccati equations, obtain the balancing transformation in order
to truncate the full-order compensator. The following result provides an error bound
for the LQG-balanced truncation algorithm.

Theorem 3.1. When the LQG-balanced truncation algorithm is applied over a finite-
dimensional system (A,B,C), the following error bound for the output zr of the
reduced model (Ar , Br, Cr) holds:

‖z − zr‖L2(0,T ;Rm) ≤ 2‖u‖L2(0,T ;R)

n
∑

i=r+1

λj
√

1 + λ2
j

.

4. Numerical tests

We present two numerical tests highlighting the main features of the proposed ap-
proach. In this tests, we discretize the Timoshenko beam model by means of the
locking-free finite element discretization with mesh parameter h as described in
section 2, leading to a finite-dimensional state-space representation (Ah, Bh, Ch).
For this system, we solve the Riccati equations (16)-(17), and construct the bal-
ancing transformation for the reduced-order compensator by means of the LYA-
PACK MATLAB toolbox [16]. We consider two tests with τ = 0.1 (Test 1) and
τ = 0.01 (Test 2), the remaining parameters are set α = 10−6, L = 1, h = 0.01,
E = 2.1 × 1011[Pa], ρ = 7.8 × 103[Kg/m3], G = E/2.6, a distributed control along
ωc = [0.3, 0.6], and 10 uniformly distributed observations of length h/2. Initial condi-
tions are w(x, t) = sin(πx) and zero for the remaining state variables. The dynamical
behavior of the uncontrolled system is obtained with a trapezoidal implicit scheme
with time step ∆t = h/50, and is it shown for the two test cases in Figure 1. It
can be seen that despite the small damping factor, it is enough to generate a strong
dissipative effect for thick beams, whereas in the thin case the model it produces an
almost undamped output. A direct consequence can be seen in the decay of the LQG-
characteristic values, when for τ = 0.1 its strong decay suggest a good approximation
of the model with a few number of balanced states (which is usual for parabolic-like
dynamical systems). In the case τ = 0.01 which recovers the hyperbolic nature of the
undamped system, the decay is very slow and a large number of balanced states will
be required to guarantee stabilization of the full-order model.
Test 1. In this thick beam test τ = 0.1 our purpose is to validate the reduced-order
controller and the observer design. As the strong decay of the LQG-chracteristic
values suggests, in this case it is enough to take a reduced order model of 2 states
to generate a stabilizing compensator for the full-order model. Stabilization of the
state variables and the evolution of the observer error are shown in Figure 2. The
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Figure 1. Uncontrolled state w for thickness τ = 0.1 (left) and τ =
0.01 (right). The decay of the LQG-characteristic values (middle)
provides a guideline for dimensional reduction.

difference between the stabilization rate of the state variables and the decay of the
observer error is due to the scaling of the velocity variables ẇ and θ̇.

t
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||y
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|| [L
2 (Ω
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4
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||y-p
2
||

[L
2
(Ω)]

4

Figure 2. Test 1. Evolution of the controlled states w (left) and θ
(middle) with a reduced-order control of dimension 2. In the right,
we see the evolution of the observer error for the full-order estimate
p and the reduced-order observer pr.

Test 2. In the thin beam case τ = 0.01, we study the limitations of the proposed ap-
proach. As it has been observed in Figure 1, the damping effect in this case is negligi-
ble and the low dissipation translates into a very slow decay of the LQG-characteristic
values. In fact, for less than 20 reduced states, the reduced-order compensator is not
able to consistently stabilize the full-order dynamics. The first satisfactory results
are obtained with r = 22 as shown in Figure 3. Although this is a radically different
scenario if compared with Test 1, it must be noted that the reduced order controller
for r = 20 has an efficiency factor of 20× with respect to the the full-order compen-
sator. Figure 4 indicates that with r = 40 states, i.e. with an efficiency factor of 10×,
it is possible to replicate the full order-dynamics and controller in a very accurate
way.

Concluding remarks. We have discussed the application of a reduced-order control
algorithm for the stabilization of the Timoshenko beam model. As a by product of the
design of an LQG controller, is it possible to obtain a balancing transformation for
the dimensional reduction of the dynamic compensator. In this context, a generic re-
quirement for the approach to be successful is the fast decay of the LQG-characteristic
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Figure 3. Test 2. Full order controlled w (left), reduced-order (r =
22) controlled w (middle) and control signal u(t) (left).
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Figure 4. Test 2. Evolution of the difference between the state
with full-order control y and the state with reduced-order control yr
(left). Difference between the full-order controlled state y and the
reduced-order state estimator pr extended to the full space (right).

values. For systems governed by partial differential equations, this relates to the exis-
tence of dissipative effects within the system. Therefore in our case the possibility of
synthesizing a low-complexity controller is conditioned to the interplay between the
structural damping term and the model parameters such as the thickness of the beam.
A relevant question that remains open is to determine a lower bound for the number
of reduced states which are necessary for a reduced compensator to guarantee the
stabilization of the full-order dynamics. This relates to the H∞ control and reduction
problem. In [15], the authors present a sufficiency test for determining the number of
reduced states for full-order stabilization. However, in our experience these estimates
are not optimal, and therefore we aim at improving the aforementioned bounds for
specific models arising in structural vibration.
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