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Kurzfassung

Die vorliegende Arbeit beschäftigt sich mit der Charakterisierung des Wachstums und der magne-

tischen Eigenschaften von ultradünnen Fe Filmen auf GaAs(001). Insbesondere kam hierbei ein im

Rahmen dieser Arbeit weiterentwickeltes Raster-SQUID (superconducting interference device) Mag-

netometer im Ultrahochvakuum (UHV) zum Einsatz. Aus dem mit diesem Gerät gemessenen mag-

netischen Streufeld eines magnetisierten Films kann die remanente Magnetisierung absolut und mit

Submonolagen-Nachweisempfindlichkeit bestimmt werden. Hierzu wurde im Rahmen dieser Arbeit

das magnetische Streufeld analytisch berechnet. Die Kombination von SQUID- und Ferromagnetische-

Resonanz-Messungen (FMR) am gleichen Film im UHV erlaubt die unabhängige Bestimmung von mag-

netischen Anisotropien und der Magnetisierung als Funktion der Temperatur, Schichtdicke, Substrat-

topographie und Sauerstoffangebot. Die Ergebnisse sind im Einzelnen:

1. Die schichtdickenabhängige remanente Magnetisierung von 2 bis 20 Monolagen Fe auf

GaAs(001) wurde als Funktion der Temperatur ohne Deckschichten bestimmt.

2. Eine kontinuierliche Reorientierung der Magnetisierung in der Ebene (von [1 1 0] nach [1 0 0])

von Fe Filmen mit zunehmender Schichtdicke wurde mit der Raster-SQUID-Technik beobachtet

und zeigt gute Übereinstimmung mit FMR-Messungen.

3. Die Änderung der Magnetisierung und der magnetischen Anisotropie wurde als Funktion von

Sauerstoffangebot quantitativ untersucht. Es stellt sich heraus, dass bezogen auf den sich bilden-

den Eisenoxidanteil die Änderung der Magnetisierung in dünneren Filmen (5 und 8 ML) weit

größer ist als für dickere Filme (16 ML). Bei geringem Sauerstoffangebot (<10 Langmuir) wird

die senkrechte uniaxiale AnisotropiekonstanteK2⊥ um 40% reduziert wohingegen die anderen

Anistropien nur geringfügig beeinflusst werden. Diese Untersuchungen wurden durch strukturelle

IV-LEED Messungen ergänzt.

4. Ein 8.6 ML Fe/GaAs(001) Film, der bei 300 K einem Sauerstoffangebot von 25000 L O2 ausge-

setzt wurde, zeigte eine spontane Magnetisierungrichtung senkrecht zur Filmebene bei tiefen Tem-

peraturen. Bei Erhöhung der Temperatur dreht sich die Magnetisierung zwischen 175 K< T <250

K in die Ebene hinein. Die Reorientierung wird auf die unterschiedliche Temperaturabhängigkeit

der Formanisotropie undK2⊥ zurückgeführt.
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Abstract

This thesis deals with the characterization of the growth and of the magnetic properties of ultrathin Fe

films on GaAs(001). In particular, a scanning SQUID (superconducting quantum interference device)

magnetometer was used in ultrahigh vacuum (UHV), whose performance has been improved within the

scope of this thesis.

By probing the magnetic stray field of a magnetized film, the absolute remanent magnetization can

be determined with submonolayer sensitivity. In the context of this thesis the magnetic stray field has been

calculated analytically. The combined use of SQUID and ferromagnetic resonance (FMR) on the same

film in UHV allows for the independent determination of the magnetization and the magnetic anisotropy

constants as a function of temperature, film thickness, topography of the substrate and oxygen exposure.

The results of this thesis are:

1. The thickness dependent remanent magnetization from 2 to 20 monolayer (ML) Fe on GaAs(001)

without cap layer was measured as a function of temperature.

2. The continuous in-plane reorientation of the magnetization (from [1 1 0] to [1 0 0]) of Fe films

with increasing film thickness was observed using the scanning SQUID technique and showed

good agreement with FMR measurements.

3. The influence of controlled oxygen exposure on the remanent magnetization and the magnetic

anisotropy constants of 5 to 16 ML Fe was investigated. A faster reduction of the magnetization is

found for the thinner Fe films when the volume of the Fe oxide is taken into consideration. At low

oxygen exposure (<10 Langmuir), the perpendicular uniaxial anisotropy constantK2⊥ is reduced

by about 40% whereas other anisotropy contributions remain virtually unchanged. In addition,

structural investigations using IV-LEED during the oxygen exposure were carried out.

4. An 8.6 ML Fe/GaAs(001) film which was exposed to 25000 L O2 exhibits a spontaneous mag-

netization perpendicular to the film plane at low temperature. As the temperature is increased a

continuous reorientation of the magnetization back to the plane of the film was observed from 175

to 250 K. The reorientation can be ascribed to the different temperature dependencies of the shape

anisotropy (due to the temperature dependence of the magnetization) andK2⊥.
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List of Abbreviations

2D / 3D = 2-dimensional / 3-dimensional

AF = antiferromagnet

AFM = atomic force microscopy

AES = Auger electron spectroscopy

bcc = body-centered cubic

CEMS = conversion electron Mössbauer spectroscopy

e.a. = easy axis

FM = ferromagnet / ferromagnetic

FMR = ferromagnetic resonance

h.a. = hard axis

hcp = hexagonal close-packed

IPMA = in-plane magnetic anisotropy

i.p. = in-plane

L = Langmuir = 10−6 Torr sec

LEED = low energy electron diffraction

MAE = magnetic anisotropy energy

ML = monolayer(s)

MFM = magnetic force microscopy

o.p. = out-of-plane

QMS = quadrupole mass spectrometer

rf = radio frequency

SC = semiconductor

SO = spin-orbit (coupling, interaction etc.)

SQUID = superconducting quantum interference device

STM = scanning tunneling microscopy

UHV = ultrahigh vacuum

XMCD = X-ray magnetic circular dichroism

XPS = X-ray photoelectron spectroscopy
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1. Introduction

In the field of spintronics, the spin degree of freedom is added to conventional charge-based

electronic devices to open new avenues of device conception and performance [1,2]. The tech-

nical issues for exploiting the spin include the basic aspects of efficient spin injection, spin trans-

port, controlled manipulation and detection of the spin polarization. An economically successful

spintronic device is the giant magnetoresistance (GMR) sensor [3,4] which is used nowadays

in the read heads of hard disc drives. Another famous example is the spin transistor, proposed

by DATTA andDAS [5], which has the potential of revolutionizing today’s integrated circuits.

However, its experimental realization has not been accomplished yet. Currently, two routes for

the realization of spin injection devices are under intensive investigation. (i) Para- or Ferromag-

netic semiconductors were employed to yield spin-injection efficiencies of up to 90% [6,7]. The

drawback of this approach, though, is the necessity of low temperatures and high magnetic fields

for the device operation, which limits its technological applicability. Hence, the use of (ii) fer-

romagnetic metals/semiconductor heterostructures seems more promising. Ferromagnetic (FM)

metals on semiconductor (SC) substrates are attractive for spin injection contacts due to their

high Curie temperatureTC and high spin polarization at the Fermi level. With regards to these

requirements the Fe/GaAs system is a promising candidate.

The spin-injection efficiency of Fe/GaAs was measured byHAMMAR et al. [8] and ZHU

et al. [9] and yielded values of 1% and 2%, respectively, at room temperature. A spin-injection

efficiency of 30% at low temperature and of 9% at room temperature has been measured for

Fe/AlGaAs(001) using optical methods [10]. However, a detailed and quantitative study on the

magnetic properties of the injector has not been carried out in any of these studies.

Other earlier works (e.g. Ref [11]) report reduced interfacial magnetic moments at the

Fe/GaAs interface. However, the samples were grown at 175◦ C which probably induced the

formation of a thick interdiffused layer with reduced magnetization. To reduce interfacial inter-

diffusion ZÖLFL et al. [12] andXU et al. [13] deposited Fe at room temperature on As depleted

GaAs(001) and capped the Fe films with a protective Au layer. Both studies byex situmag-

netometry, find that the average Fe magnetic moment in these films is bulk-like. On the other

handDOI et al. [14] and Cuenyaet al. [15] probed interfacial Fe magnetic moments of several

nm thick Fe/GaAs(001) films using conversion Mössbauer spectroscopy (CEMS) and found re-

duced interfacial magnetic moments of down to 0.5µB. These authors attribute their finding to
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1. Introduction

the formation of dilute Fe-based FeGa or FeAs alloys.

Despite these results, the absolute magnetization of Fe films has never been measured un-

der ultrahigh vacuum conditions. These measurements are systematically carried out and are

reported in this thesis.

These measurements are supplemented by a detailed study of the magnetic properties of

Fe/GaAs heterostructures during exposure to oxygen. Literature on this topic is rarely found.

This investigation is motivated by the fabrication of future spin electronic devices which re-

quires microscale or even nanoscale patterning of suitable heterostructures [16]. Fe microstruc-

tures which are protected by capping layers against oxidation before patterning are subject to

oxidation at the edges. For small structures (nm regime) the oxide formation will alter the mag-

netic properties which influence the spin transport undesirably. For instance, it was shown in

Ref. [17] that Fe films grown on InAs which were insufficiently capped with Ag, and were there-

fore partly oxidized at the surface, showed a significant exchange bias effect at low temperature.

This was attributed to a non-collinear spin order at the Ag capping layer/Fe interface.

The magnetic remanent state of thin films is of great importance for storage applications and

device performance. Therefore, in this thesis the absolute remanent magnetization of ferromag-

netic monolayers under ultrahigh vacuum (UHV) conditions is measured by a high-temperature

superconducting (HTS) SQUID (Superconducting QUantum Interference Device). The HTS-

SQUID which resides outside the UHV in a dewar is only separated by a thin walled non-

magnetic metal sheet and is kept at operating temperature by using liquid nitrogen (`N2). A

saturated ferromagnetic film can then be scanned below the HTS-SQUID to monitor thez-

component of the magnetic stray field~B as a function of position which allows the extraction

of the sample magnetization. The arrangement of this thesis is as follows:

In Sec.2 the fundamentals are presented starting with an overview of the Fe/GaAs system.

Subsequently, the physical mechanisms which lead to the formation of domains are discussed.

In this context the magnetic anisotropy energy density is introduced which determines the di-

rection of the magnetization in the absence of an applied magnetic field (magnetic remanent

state). The calculation for the magnetic stray field of different sample shapes is presented which

is necessary for extracting the magnetization from the stray field measurements using the HTS-

SQUID. In addition, the influence of magnetic domains on the magnetic stray field is simulated

and limitations for the evaluation of these multi-domain films are given.

Section3 deals with the experimental methods which were used throughout this thesis

where special attention is paid to the rf (radio frequency) SQUID operation. The advanced

SQUID setup now includes scanning ability in virtually 3 dimensions, which (i) reduces errors

in the determination ofM and (ii) enables us to analyze the in-plane angle of the magnetization.

The unique combination ofin situ SQUID and FMR on the same sample is illustrated as well.

In Sec.4 the results are discussed. This begins with a description of analytical methods

2



in Sec.4.1 for the stray field analysis. Also included is an experimental approach to find the

SQUID to sample distance by using the magnetic field from a current loop. It is shown that the

outstanding sensitivity of the scanning SQUID can resolveM with sub monolayer resolution.

Moreover, a technique to derive the equilibrium angle of magnetization is introduced. Further-

more, it is proven by calculations that both demagnetizing effects in remanence, and a rough

surface of the ferromagnetic film (typical for the Fe/GaAs system) do not influence the mag-

netic stray field in a distance of a few mm. This section ends with a summary of factors limiting

the accuracy. In Sec.4.2the remanent magnetization and interplanar distance of Fe/GaAs(001)

was characterized as a function of film thickness. Additionally, temperature dependent mea-

surements (40 K< T <400 K) for 2.3, 3.7 and 6.5 ML Fe films are presented which show a

significantly reduced Curie temperature for the thinner films. The temperature dependence ofM

of these films was quantitatively analyzed in terms of the classicalT 3/2-law. Sec.4.3deals with

the reversal of magnetization of a 15 ML Fe/GaAs(001) film capped with Pt which shows no

magnetic domains in remanence by using Kerr microscopy. Subsequently, the SQUID is used

to study the in-plane reorientation transition of Fe/GaAs(001) (from [1 1 0] to [1 0 0]) with

increasing film thickness (Sec.4.4). A detailed study on the oxidation of Fe/GaAs heterostruc-

tures and the concomitant evolution of the magnetic parameters follows in Sec.4.5where also

chemical and structural properties are addressed. In the last section4.5.1the temperature driven

reorientation transition from out-of-plane to in-plane of a heavily oxidized 8.6 ML Fe film is

shown. This is explained in terms of the temperature dependence of the uniaxial out-of-plane

anisotropy constantK2⊥(T ) and the magnetizationM(T ).
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2. Fundamentals

2.1. Magnetic and structural properties of Fe/GaAs

heterostructures

The Fe/GaAs heterostructure, whose magnetism and structure has been intensively studied over

the last decade [18,19,20,21,22,23,24,11,25,12,13,26,27,28,29], has been considered as a ma-

terial system for future spintronic applications. Such applications may become possible due to

the high Curie temperature of Fe (TC=1043 K) and the fact that Fe atoms have a large mag-

netic moment of 2.22µB, exceeding the values of Co (1.72µB) and Ni (0.606µB) [30] for

instance. Further benefit stems from the epitaxial growth of Fe on GaAs by molecular beam

epitaxy, which is supported by similar lattice constants of the Fe bcc phase (a0 = 2.866Å) and

the zinc-blend-type GaAs crystal (a0 = 5.654 Å) with a lattice mismatch of only 1.4 % [31].

An important parameter of such FM/SC structures is its magneto-crystalline anisotropy, which

is absent in polycrystalline or amorphous films.

First attempts to measure spin-injection efficiencies of Fe/GaAs heterostructures yielded

disappointingly low values below 1% (e.g. [8]). SCHMIDT et al. [32] found that a fundamental

obstacle exists for electrical spin injection in the diffusive regime from a FM metal into a semi-

conductor. They calculated that the spin injection efficiency from a ferromagnet into a semi-

conductor depends linearly on the ratio of their conductivitiesσsc/σfm, which is in the order

of ∼ 10−4 for Fe and GaAs. Due to the high conductivity mismatch between those candidates,

a maximum spin-injection efficiency of 1 % could be derived. One possibility to circumvent

these difficulties is the use of Schottky barriers which leads to tunnel contacts. In the case of Fe

on GaAs,ZHU et al. [9] demonstrated an efficiency of 2% at room temperature (detected op-

tically). Recently, a spin-injection efficiency of 30% has been measured for Fe/AlGaAs(001),

using optical methods at low temperature and of 9% at room temperature [10]. In both cases a

detailed analysis of the magnetic properties was not reported.

The growth of Fe on GaAs at elevated temperatures (70◦ - 100◦ C) results in flat Fe films as

demonstrated by atomic force microscopy (AFM) [33]. PRINZ et al. [31] checked the quality of

the films’ crystallinity with FMR, revealing line widths even narrower than the line width of Fe

whiskers, which normally serve as a benchmark for excellent crystalline quality. Unfortunately,

’magnetic dead’ layers at the interface evolve due to the formation of intermetallic compounds

5



2. Fundamentals

(e.g. iron-arsenides) at elevated growth temperatures. The terminology ’magnetic dead layer’,

which is used throughout the literature, is sometimes misleading. Although the layer is non-

ferromagnetic it is paramagnetic or anti-ferromagnetic.

Since chemical and magnetic disorder, as well as surface segregation at the interface, dis-

turb spin polarized electron transport across the interface, the film growth has to be carried

out at lower temperatures to prevent interfacial mixing. Admittedly, one has to accept a poorer

crystalline quality of the Fe layers, which, however, is still sufficient for spin injection applica-

tions. For epitaxial interfaces, the inhomogeneities, which emerge on large length scales, do not

significantly influence the spin injection. In order to obtain high spin injection efficiency, the

spin polarization needs to be high, not onlyin the FM metal, but alsoat the interfaceof the het-

erostructure. Therefore, the quality and sharpness of the FM/SC interface becomes an important

factor. It has been shown in Ref. [34] that a defective interface of a ZnMnSe/AlGaAs-GaAs(001)

spin-LED will reduce the spin injection efficiency. It was proven theoretically and experimen-

tally that spin scattering at defects was the decisive cause for this finding. It was confirmed by

means of Mössbauer spectroscopy (CEMS) that Fe can be deposited on GaAs(001) at room

temperature such that the Fe interface does not contain any ’magnetic dead’ layers. From the

analysis of the magnetic hyperfine field distribution, an average Fe magnetic moment of 1.7-2.0

µB was deduced [14]. X-ray magnetic circular dichroism (XMCD) measurements of 0.25-1 ML

Fe capped with 9 ML Co showed Fe spin moments of (1.84-1.96)µB and a large enhancement

of the orbital magnetic moment at the Fe/GaAs(001)-4×6 interface [35].

The growth of Fe on GaAs has been investigated on Ga-rich and As-rich surfaces using

LEED, RHEED and STM by numerous authors (e.g. [36,13,37]). Although the exact thick-

nesses of the growth stages vary by about 2 ML from study to study, the growth of Fe on Ga

rich surfaces can be divided in two steps. In a first step the growth proceeds via a Volmer-Weber

growth (nucleation of 3D islands) between 3 and 5 ML Fe, followed by quasi-layer-by-layer

growth from coverages around 5 ML onwards.THIBADO suggested that the preferential bond-

ing of Fe to As influences the growth mode, since Fe tries to minimized its contact with the

Ga-rich surface [23].

On As-rich surfaces, the growth at 175◦C proceeds via nucleation of 2D islands and subse-

quent layer-by-layer growth [38]. Here it is noteworthy, that the growth front for thin Fe films

is approximately 2 ML thick and even for a 35 ML Fe film it does not exceed 3 Fe layers [23].

However, it has been reported byLALLAIZON that at a lower growth temperature (T=RT), a

more 3D like growth mode was observed on GaAs(001)-(2×4) [39], which was thought to

result from the lower Fe mobility on the surface. A first-principles study byERWIN et al. [40]

found that at low Fe coverage the following factors influence the growth: At first, the bonding of

Fe to As is favored over Ga. Secondly, Fe atoms prefer to be highly coordinated which enables

a single adatom to break spontaneously surface Ga-Ga and Ga-As bonds in order to form Fe-As

6



2.1. Magnetic and structural properties of Fe/GaAs heterostructures

bonds. Interestingly, these authors showed that the initial intermixing of Fe with the GaAs in-

terface becomes energetically less favorable for increasing film thickness. Hence, above a film

thickness of 2 ML abrupt interfaces are energetically favored. Furthermore, the outdiffusion of

As or Ga atoms which can segregate to the top of the growing Fe film significantly reduces its

formation energy [41].

Although the use of As rich GaAs surface reconstructions reduces the density of defects

in the Fe overlayers [33], non-magnetic Fe-As compounds with undesired magnetic proper-

ties tend to form at the surface. Therefore, Fe deposition on As depleted surfaces is preferred.

Throughout this thesis only GaAs substrates with a {4×6}-reconstructed surface were used

since this is one of the most Ga rich surfaces.

The magnetism of bulkα-Fe is well understood. Some fundamental properties are listed in

Tab.2.1 which has been adapted from Ref. [28]. It is important to note that the structural and

magnetic properties of epitaxially grown transition metal films are not exclusively defined by

their bulk properties. They can be altered significantly by the substrate [42]. In the first magnetic

characterization of Fe/GaAs byJANTZ et al. [43] in 1983, the authors find non-equivalent FMR

spectra along the different <110> in-plane directions. The cubic fourfold anisotropy,K4, cannot

explain this finding from the symmetry of bulkα-Fe. A further study byKREBSet al.[19] clari-

fies that the [1 1 0]-direction is always less hard than the [11̄ 0]-direction, and the in-plane <1 0

0> directions are magnetically equivalent. Based on this fact the existence of a uniaxial in-plane

magnetic anisotropy (IPMA) was suggested which has been investigated in the course of further

research (e. g. [24,21,44,45]). The physical origin of the IPMA has not been entirely clarified.

According to Ref. [28] the total IPMA consists of different contributions, a magnetocrystalline

interface anisotropy which is related to interfacial bondings (predominately Fe-As bonds), a

magnetoelastic anisotropy due to anisotropic (in-plane) film strain, and a smaller dipolar con-

tribution which is related to anisotropic surface roughness.

The evolution of the FM phase at room temperature of Fe on {4×6}-reconstructed

GaAs(001) proceeds in 3 distinct steps as identified byXU et al. using in situ MOKE [13].

Below 3.5 ML an Fe film is found to be non ferromagnetic at room temperature. The absence of

Lattice constant a0 2.8664 Å

Curie temperature TC 1043 K

Saturation magnetization Ms 1714 kA/m

µ0Ms 2.15 T

Magnetic moment per atom 2.22 µB

Lowest order

Anisotropy constant K4 4.81×104 J/m3

Table 2.1.:Properties of bulkα-Fe at room temperature taken from Ref. [28]

7



2. Fundamentals

a magnetic signal might arise from the formation of smaller clusters, which inhibits magnetic

ordering, or the ordering at room temperature. During further Fe deposition, the small clusters

increase in size and coalesce to form larger clusters. Hence, in the thickness range between 3.5

and 4.8 ML Fe a superparamagnetic regime was found. This means that the magnetization starts

to fluctuate within the experimental time scale, although the temperature is far below the Curie

temperature. Above the critical thickness of 4.8 ML, a continuous Fe film evolves which ex-

hibits a FM phase which could be identified by a rectangular hysteresis loop measured in the [1

1 0]-direction. The superparamagnetic-to-ferromagnetic phase transition has been confirmed in

Ref. [46] to occur at∼ 4 ML. The onset of ferromagnetism of Fe films has been investigated on

(4× 2) and (2× 6) GaAs(001), and the sameTC as a function of film thickness was found [47].

Apparently the critical thickness, below which the film loses its ferromagnetism at all tempera-

tures does not depend on the surface reconstruction, at least for Ga-rich surfaces. According to

Ref. [29] the FM and the IPMA both appear at 2.5 ML Fe in the ground state. The appearance

of the IPMA was suggested to be induced by a structural transformation from an amorphous

state to a crystalline state. Furthermore, this structural transformation is most likely linked to

the island percolation which indirectly relates the onset of FM and IPMA.

With regards to structure, magnetism and the origin of the uniaxial magnetic anisotropy, the

influence of surface reconstruction of the GaAs substrate has been a matter of debate. However,

reports by various authors substantiate that in the initial growth stage (up to 2 ML) interfacial

bonding between Fe and As occurs whereas As-Ga bonds are broken up. Thereafter (above 2

ML), Fe atoms displace substrate atoms in order to form the preferential Fe-As bonds. As a

consequence it was suggested that a common Fe-GaAs interface forms irrespective of the sur-

face termination (Ga- or As-rich) [33,48,49]. Furthermore, the substrate surface reconstruction

will be disassembled such that it finally results in an interface that is likely to be neither flat

nor sharp. Note that disassembled substrate atoms can float on top of the Fe film or can even be

incorporated into the film.

Since in theoretical studies often ideally flat surfaces are assumed, the prediction of these

studies concerning electronic and magnetic properties of the Fe interface should be handled

with caution. Notwithstanding, in the discussion of the magnetic moments, theoretical works

with ideally flat interfaces are also summarized in the next section.

Magnetic moments of Fe monolayers on Ga-rich surfaces

deposited at room temperature

In magnetic monolayers the magnetic moments can significantly differ from the values of the

bulk. Due to a reduced coordination number in 2D, assuming flat interfaces, the narrowing of

thed-band width enhances the density of states,n0(EF ), near the Fermi-level and consequently

can lead to increased magnetic moments [50]. Besides, the magnitude of the magnetic mo-
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ment depends on the details of the electronic structure of the ferromagnet-substrate interface

and can be enhanced or decreased. An overview of the underlying principles has been given

by ELMERS [51]. The situation with the Fe/GaAs structure, on the one hand, might be com-

plicated by a corrugated interface and, on the other hand, by the presence of Ga and As at the

interface, incorporated in the Fe film or floating on top of the Fe film as a segregated layer. It

was theoretically shown that the presence of As and Ga ad-layers can suppress the interfacial

magnetic moments by as much as 1µB [40]. Ab initio calculations byCRISAN andENTEL [52]

have shown an enhanced magnetic moment for a 1 ML Fe film on Ga-terminated GaAs of 2.82

µB for an ideally flat surface. The average magnetic moments as a function of Fe film thick-

ness for relaxed Fe films by these authors are listed in Tab.2.2. The authors found a gradual

decrease of the magnetic moment to the Fe bulk value at a thickness of around 7 ML Fe, with a

superimposed oscillation. This oscillation was attributed to the different Fe positions in adjacent

Fe layers with respect to the GaAs. A theoretical study byERWIN et al. [40] even showed an

increased surface Fe magnetic moment of∼ 3.0µB.

Besides theoretical considerations, magnetic moments have also been investigated experi-

mentally. Using CEMS measurements, the interfacial Fe magnetic moments of 1.7 to 2.0µB

on GaAs(001)-(4×6) were derived from the hyperfine field distribution. Using the same tech-

nique on Fe/GaAs/Al0.35Ga0.65As(001) 2D electron gas heterostructures yielded interface mag-

netic moments between 1.8 and. 2.1µB [15]. Both CEMS investigations indicate a reduction

of the interface magnetic moment of up to 0.5µB. From a Au capped Fe film of 7 ML thick-

ness which was measured withex situSQUID magnetometry,ZÖLFL et al. [12] deduced an

Fe interface magnetic moment of 2.1µB. However, the authors made assumptions about the

magnetic moments of Fe/Au interface atoms and also about the inner layers of the Fe film

which may raise doubts about the accuracy of their results. In addition, X-ray magnetic circular

dichroism (XMCD) measurements were conducted on 0.25 to 33 ML Fe films on GaAs(001)-

(4×6) [53,54,35] to find the spin and orbital contributions of the magnetic moments by applying

Fe ML magnetic moment

[µB/atom]

1 2.82

2 1.89

3 2.46

4 2.03

5 2.30

6 2.13

7 2.26

Table 2.2.:Average magnetic moment for relaxed Fe layers on Ga-terminated GaAs(001) from Ref. [52].
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2. Fundamentals

Fe thickness [ML] mspin [µB] morb [µB] mtotal [µB]

bulk bcc Fea 1.98 0.085

33b 2.07± 0.14 0.12± 0.02 2.19± 0.16

8b 2.03± 0.14 0.26± 0.03 2.29± 0.17

5c 2.53± 0.29 0.25± 0.04 2.78± 0.33

4c 2.21± 0.23 0.22± 0.03 2.43± 0.26

1d 1.84± 0.11 0.23± 0.04 2.07± 0.15

0.5c,d 1.84± 0.21 0.25± 0.05 2.09± 0.26

0.25d 1.96± 0.5 0.23± 0.1 2.19± 0.6

Table 2.3.:Fe spin, orbital and total magnetic moments measured with XMCD. Values were taken from

Refs.a [58], b [53], c [54] andd [35].

the sum-rules [55,56]. The data are presented in Table2.3, where bulk bcc Fe values are also

given for comparison. The data show bulk-like spin moments at all thicknesses and a giant

enhancement of the orbital moment of up to 300% for a thickness below 8 ML.

Substrate temperatures larger than room temperature and Fe deposition on As rich sur-

faces can also decrease interfacial magnetic moments. Deposition of Fe on sputter annealed

GaAs(001)1 at 175◦ C results in a reduced magnetization of the films (90-330 Å) which is es-

pecially so the thinner the films are [19]. Fe films up to 100 Å show a saturation magnetization

which is only about 60% of the bulk value which indicates that 40% of all Fe atoms are magnet-

ically inactive. It was suggested that this behavior is due to the formation of antiferromagnetic

Fe2As (TN = 353 K [57]) resulting from As out-diffusion. A reduced magnetization with re-

spect to the bulk value is also observed in Ref. [11] which was explained by the formation of

a nearly half-magnetized Fe3Ga2−xAsx (with 0.52 Mbulk
Fe ) sandwiched between GaAs and bulk-

like Fe. The width of this layer increases with substrate temperature during growth from 0.8 nm

at 50◦ C to 5.7 nm at 250◦C.

Theoretical work byM IRBT et al. [49] suggests that As from the GaAs substrate segregates

to the top of the Fe layers, while most likely Ga is incorporated in the Fe film (in agreement

with experimental studies). They found that the Fe-Ga interaction is very weak and therefore

the presence of Ga in the Fe film does not influence the magnetic moment. On the other hand,

1 ML As on top of the Fe film will quench the magnetic moment of the top Fe layer to almost

zero. If only 0.5 ML As is present, the Fe magnetic moment is not influenced, since the Fe-

Fe interaction is stronger than the Fe-As interaction. The segregation of As is independent of

temperature, whereas the segregation of Ga depends onT .

1the reconstruction of the GaAs(001) substrate was not stated in this work
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2.2. Magnetic domains

2.2. Magnetic domains

2.2.1. Physical origin

The idea of magnetic domains was first proposed byWEISS in 1907 who gave an explanation

for the fact that a ferromagnet can appear non-magnetic [59]. Although single domains of a

magnetic sample are uniformly magnetized their alignment across a large volume of material

can be more or less random. Motivated by experimental observations of domainsLANDAU and

L IFSHITZ argued that magnetic domains form to minimize the total free energy of a FM [60].

Generally, the total free energy of a FM is given by the integral over different free energy

contributions:

Ftot =
∫

(Fexchange + Fanisotropy + FZeeman + Fstrayfield+

Fext.stress + Fmagnetostriction) dV (2.1)

The last two terms of this equation refer to magneto-elastic interactions and magnetostriction

effects and will not be discussed in the following.

Exchange energyFexchange describes the change of energy depending on the relative ori-

entation of two neighboring magnetic moments and is the origin of magnetic order. Phenom-

enologically, the Heisenberg exchange interaction can be written asFexchange = Aex[(∇ ~Mx)
2 +

(∇ ~My)
2 + (∇ ~Mz)

2]/M2. [61]. Here Aex is a material constant the so-called exchange stiff-

ness constant andMi (i=x,y,z) are the cartesian components of the magnetization vector~M .

For Aex > 0 the interaction favors a collinear alignment of magnetic moments (ferromagnetic

state) whereas forAex < 0 an antiferromagnetic order is preferred. It is obvious that in the

FM state any deviation from a uniform magnetization, e.g. a spacial variation of the direction

of ~M , will give rise to an increased energy contribution. In ultrathin structures the exchange

energy between electrons maintains the same orientation of atomic moments across the film

thickness. Therefore, the question is at what film thicknessd magnetic domains can form across

the thickness of the film. The spacial variation of the magnetization is most likely of Bloch

type, i.e. a rotation of~M perpendicular to the domain wall, to avoid dipolar stray fields. The

exchange length is generally estimated byδex =
√

Aex/K, whereK is the magnetic anisotropy

constant of the material [62]. For the Fe bulk anisotropy constantK4 = 4.81 × 104 J/m3 [28]

andAex = 21 pJ/m [63] δex is about 21 nm which is much larger than all investigated film

thicknesses in this thesis. This finding implies that ford < δex magnetic domains can only be

found laterally and never across the thickness of the films, i.e. thez-direction.

Magnetic anisotropy energy(MAE) Fanisotropy describes the energy dependency of a FM

on the direction of its magnetization. There are two causes for magnetic anisotropy, namely (i)

dipole interaction and (ii) spin orbit interaction (SO coupling). The (i) dipole interaction energy

(Eq. (2.15)) depends on the magnitude and direction of two dipole moments~µi and ~µj and their
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2. Fundamentals

separation~rij. Due to the regular arrangement of the magnetic dipoles on the lattice sites the

distance~rij is connected to crystallographic axes. Thus, the MAE depends on the orientations of

the magnetization with respect to the crystal axes. The second contribution is given by the spin

orbit interaction, which couples the isotropic spin of an electron to the lattice of a crystal. The

regular arrangement of atoms in a crystal gives rise to periodically arranged crystal fields. These

electric fields will influence the orbital motion of electrons, i.e. the orbital magnetic moment

will become direction dependent. Without external magnetic field applied the magnetization of

a sample will adjust along directions where the MAE is lowest. These directions denote the easy

axes of a system whereas magnetization directions with the highest MAE are called hard axes.

Expressions of the MAE for different symmetries are presented in Sec.2.2.2.

TheZeeman energyFZeeman is the interaction energy of an external magnetic field~Hext with

the magnetization vector field of a sample and can be written as

FZeeman = −µ0

∫
~Hext · ~MdV (2.2)

A parallel alignment of the magnetization with the magnetic field is hence energetically favor-

able.

Stray field energy[64]: Demagnetizing fields emanate from spaces where the magnetization is

not solenoidal. Maxwell’s equation∇ · ~B = ∇ · (µ0
~H + ~M) = 0 can be transformed into

∇ · ~Hd = − 1

µ0

∇ · ~M (2.3)

Here ~Hd is identified with the demagnetizing field and one sees that its source are divergences

of the magnetization, the magnetic poles of a sample. The potential energy of the magnetic

moments of a sample with the demagnetizing field is often referred to asmagnetostatic self

energy, i.e. magnetic moments themselves give rise to the demagnetizing field. We write this

energy as:

Ed = −µ0

2

∫
~Hd · ~MdV (2.4)

An important fact of the self energy is itsnon-locality, since it contains the interaction of any

dipole with all remaining ones.

The demagnetizing field can be depicted by the gradient of a scalar potential:

~Hd = −∇φ (2.5)

It is a consequence of∇× ~Hd = 0 and it is treated in potential theory. For a given magnetization

within a sample volumeV and the assumption of an abrupt decrease of the magnetization to

zero ’outside’V the scalar potential can be solved [65]:

φ(~r) =
1

4π


−

∫

V

∇′ · ~M(~r′)

|~r − ~r′| dr′3 +

∫

∂V

~n(~r′) · ~M(~r′)

|~r − ~r′| dS ′


 (2.6)
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2.2. Magnetic domains

This is the Poisson potential equation and gives the volume and surface contributions separately.

In the special case of a uniform sample magnetization∇′ · ~M(~r′)=0 the first term, i.e. the volume

contribution of Eq. (2.6) vanishes. In addition,~M is not a function of the positionr′. The Poisson

equation then simplifies to:

φ(~r) =
1

4π

∫

∂V

~n(~r′) · ~M

|~r − ~r′| dS ′ (2.7)

Equation (2.7) is used in section4.1.5to calculate the demagnetizing field of an in-plane mag-

netized film in order to estimate whether or not the formation of magnetic domains in a ferro-

magnetic film is favored after it has been saturated in an external magnetic field.

As the demagnetizing field linearly depends on the magnetization~M , it is common practice

to express the field with the demagnetizing tensorÑ

~Hd(~r′) = −Ñ(~r′) · ~M (2.8)

It is interesting to note that Eq. (2.8) can be directly related to Eq. (2.7) which is inserted into Eq.

(2.5). The demagnetizing tensor̃N can therefore be identified with the vector gradient arising

from the combination of the latter two equations [66].

If a sample has a ellipsoidal shape then the demagnetizing tensor, and therefore the demag-

netizing field, is independent of the position inside the sample [64]. It is always possible to

convert the tensor to a diagonalized form.

~Hd = −




NxMx

NyMy

NzMz


 (2.9)

Moreover it is essential that trace tr(Ñ) = 1 or in other wordsNx + Ny + Nz = 1 in the SI-

system. For simple sample geometries the demagnetizing factors can be calculated. For a thin

film with infinite dimensions the demagnetizing factors areNx = Ny = 0 andNz = 1. It means

that the demagnetizing field for an out-of-plane magnetized sample is maximal and opposed to

the magnetization direction, whereas no demagnetizing field exists for a film with in-plane mag-

netization. The magneto static energy (Eq. (2.4) is maximal for the out-of-plane case and hence,

this situation is unfavorable. The shape anisotropy for a flat cylinder, i.e. a good approximation

for a thin film, can explicitly be expressed byFshape = µ0M
2 cos2(θ)/2 whereθ is the polar

angle. It means that the dipole-dipole interaction always constrains the magnetization in the film

plane (θ = π/2). The out-of-plane alignment of the magnetization becomes the less favored the

bigger the magnitude of the magnetization is. Thus most FM films have an easy axis of magne-

tization in the plane of the film unless out-of-plane magnetocrystalline anisotropy contributions

become dominant. However, in the case of very thin magnetic layers the discreteness of the lat-

tice becomes evident and a continuum approximation is not an appropriate description [67,42].
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The average demagnetizing factorN⊥ for a film of n layers is reduced toN⊥ = 1−A/n, where

A = 0.4245 (n ≥ 2) for a bcc(001) structure,A = 0.2338 (n≥2) for fcc(001) andA = 0.15 (n

≥ 3) for hcp(0001). In addition, it was demonstrated that a surface roughness can considerably

influence the effective dipolar energy [68]. The positive dipolar roughness contribution favors

an out-of-plane alignment and behaves as1/d.

In an in-plane magnetized film with finite lateral size, magnetic poles at the edges appear

which are sources of inhomogeneous demagnetizing fields. The demagnetizing field for an in-

plane magnetized film is calculated in Sec.4.1.5. It will be shown that the demagnetizing effects

of typical films investigated in this thesis (d < 10 nm, a=4 mm) are negligible.

2.2.2. The magnetic anisotropy energy density

The theorem ofMERMIN andWAGNER [69] states that a two-dimensional system cannot de-

velop ferromagnetic order at finite temperatureT > 0, if the magnetic interactions are isotropic

and short-range. The magnetic anisotropy is the decisive quantity to stabilize ferromagnetic

order in the 2D Heisenberg system at finite temperature [70]. Note, that in addition, the dipole-

dipole interaction between the magnetic moments at the lattice sites might be anisotropic (e.g.

for a non cubic system) and can stabilize ferromagnetic order.

Phenomenologically, it is customary to develop the free energy of cubic systems in direction

cosinesαi = ( ~M/M)~ei (i=1,2,3) of the magnetization with respect to the cubic〈100〉 crystal

axes. Due to cubic symmetry all mixed terms ofαi (e.g.α1α2) and allαi of odd power have

to vanish as these terms do not reflect the cubic symmetry of the system. Additionally, the free

energy has to be invariant considering exchange of anyαi with one another. Eventually, the

anisotropy energy density of cubic systems is given by [71]:

Fcub = K4

(
α2

1α
2
2 + α2

1α
2
3 + α2

2α
2
3

)
+ K6

(
α2

1α
2
2α

2
3

)
+ K8

(
α2

1α
2
2 + α2

1α
2
3 + α2

2α
2
3

)2
(2.10)

HereK4, K6 andK8 are the anisotropy constants. The lowest order term is of the order four.

Terms higher than theK4 term are small and generally neglected. If all direction cosines are

expressed in spherical coordinatesα1 = sin(θ) cos(φ), α2 = sin(θ) sin(φ) andα3 = cos(θ), the

free energy of a cubic system is written as:

Fcub = K4 sin2(θ)− 1

8
K4 (cos(4φ) + 7) sin4(θ) (2.11)

It should be noted thatθ is measured against the [0 0 1]- andφ against the [1 0 0]-direction. Eq.

(2.11) is appropriate for the symmetry ofα-Fe in the bulk.

Besides the fourfold anisotropy, there may also exist two uniaxial anisotropies in a thin film.

The out-of-plane uniaxial anisotropy is given by

F o.p.
uni = K2⊥ sin2(θ) (2.12)
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2.2. Magnetic domains

whereas the in-plane uniaxial anisotropy can be described by

F i.p.
uni = −K2‖ sin2(θ) cos2(φ− δ) (2.13)

whereδ is the angle between the easy axis of the twofold in-plane anisotropy with respect to

the easy axis of the fourfold anisotropy. Figure2.1shows polar plots of the free energy surface

for the fourfold anisotropy and the uniaxial in-plane anisotropy. For better visualization of the

energy surfaces a sphere is added in the polar plots. Figure2.1(a) shows the fourfold anisotropy

for K4 < 0 with the easy axes of magnetization along the〈1 1 1〉-directions. Anisotropy energy

plots forK4 > 0 are plotted in (b) and here the e. a. are along〈 1 0 0 〉. In (c) a cut of (b) is

presented, since the cross section in the film plane is relevant for the alignment of magnetization

in the in-plane case.

Taking into account both uniaxial anisotropies the in-plane case is of particular importance

when considering Fe films on III/V semiconductor substrates. A cross section of the polar plots

of free energies along a plane parallel to the film surface is plotted forK2‖ > 0 with e. a. along

the [1 1̄ 0]-direction in (d) and forK2‖ < 0 with e. a. along [1 1 0]. Note thatδ = π/4 in Eq.

(2.13) has been chosen to reflect the experimental situation. A change of sign of the uniaxial

anisotropy constantK2‖ will rotate the in-plane easy axis byπ/2.

Uniaxial anisotropy contributions become more and more important in the limit of thin

films, since they originate from strains and the interfaces of the films, i.e. vacuum-Fe and Fe-

substrate interface. In a phenomenological way the surface and the volume contributions of the

anisotropy constants for ultrathin films can be separated by the ansatz [72]:

Ki = Kv
i +

Ks,eff
i

d
(2.14)

Here, it is important to note thatKs,eff
i = Ks,vac

i +Ks,GaAs
i contains both the Fe-vacuum and the

Fe-GaAs interface contribution to the magnetic anisotropy. Eq. (2.14) can be used to separate

the volume and interface contributions from thickness dependent measurements. In Eq. (2.14)

one often writes 2Ks,eff
i when the two surface anisotropies cannot be separated properly. If

they are separable they can be given explicitly.

In thin magnetic films anisotropy contributions also arise from dipole-dipole interactions

as has been discussed in the previous section. This interaction supports the alignment of the

magnetization in the plane of a magnetic film. It is worth mentioning that thisshape anisotropy

has the same angular dependency as the out-of-plane uniaxial anisotropy described byK2⊥.
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2. Fundamentals

Fig. 2.1.:Polar plots of the magnetic anisotropy energy density for fourfold anisotropy with (a)K4 < 0,

(b) and (c)K4 > 0, where (c) is a cross section of (b). (d) and (e) show cross sections of the uniaxial

in-plane anisotropy forK2‖ > 0 andK2‖ < 0, respectively, in the plane of the film.
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2.3. Quantitative magnetometry using the stray field

2.3. Quantitative magnetometry using the stray field

Measuring the magnetic stray field emanating from a ferromagnetic sample has become a stan-

dard to determine its magnetization.ZIEBA andFONER investigated the effects of the sample

geometry on the output of a vibrating sample magnetometer (VSM) [73]. They found that two

samples with different shapes and the same sample volume can alter the magnetic signal consid-

erably, thus leading to erroneous magnetization values. Therefore, the exact sample geometry

has to be taken into consideration to obtain quantitative magnetization values. The scanning

SQUID-magnetometry technique has an outstanding sensitivity to measure the magnetization

of ferromagnetic monolayers (10−7 emu) [74] and can even be used for measurements under

UHV conditions at a high speed [75]. However, in these studies either noanalyticalsolution for

the magnetic field fields were given, or the solutions were restricted to special cases. Instead,

numerical calculations were used, which makes the evaluation of experimental data impractical

and limits the adaptability. In this workanalytical stray field expressions are derived for thin

magnetic films of different shapes and magnetization orientation (guidance can be found e.g.

in Ref. [76]). Special focus will be given to the derivation of the experimentalz-component

of the magnetic stray field,Bz. An important requirement for the subsequent calculations is a

homogenously magnetized film, which resides in thex, y-plane of a cartesian coordinate sys-

tem. Since the films referred to in Sec.4 have different lateral dimensions, the calculations for

a square shaped film with in- and out-of-plane magnetization and for circular shaped films with

in-plane magnetization directions are presented. Nevertheless, it will be shown that the derived

stray field expressions converge to the same description below a distance which is ten times

the samples’ dimension. This is the typical distance where a dipole approximation describes a

magnetization distribution in the far field. In the in-plane cases, the magnetization orientation

includes arbitrary angles with respect to thex-axis.

Section2.2discusses the influence of simulated magnetic domains on the magnetic stray field.

In order to find more generalized solutions, length scales are expressed in units of sample di-

mensions, the so-called rescaled units.

2.3.1. General remarks

The dipole-dipole interaction energy of two magnetic dipoles~µi and ~µj at a distance~rij in

SI-units is given by:

Edip =
µ0

4π

(
~µi · ~µj

(~rij · ~rij)3/2
− 3(~rij · ~µi)(~rij · ~µj)

(~rij · ~rij)5/2

)
(2.15)
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To calculate the magnetic field~Bi which is generated by the dipole~µj at the position of~µi one

differentiates~Bi = −∂Edip/∂~µj. This then gives:

~Bi = −µ0

4π

(
~µi

r3
ij

+
3(~rij · ~µi)(~rij)

r5
ij

)
(2.16)

Furthermore one substitutes

~µ = µ ~̃S with | ~̃S |= 1 (2.17)

Here, ~̃S represents the direction of the magnetic moment and is defined as~̃S =

(sin θ cos φ, sin θ sin φ, cos θ) whereφ is the angle between~M and thex-axis andθ is the an-

gle between~M andz. Although Eq. (2.16) refers to discrete magnetic dipoles one assumes a

homogenously distributed magnetization~M =
∑N

i ~µi/V which is true concerning the lateral

dimensions of the samples (a few mm) in relation to interatomic distances. One can physically

interpretµ as an area magnetization, in whichµ = MV ol · d, whereMV ol is the volume mag-

netization andd is the thickness of the film. Note that for thin films whered ¿ L the posterior

integration is carried out over the lateral dimensions, neglecting the film thickness. Further-

more, the magnetic field probing device, the SQUID, will measure the flux penetrating through

the superconducting loop, which is aligned with the area normal pointing inz-direction and thus

makes it sensitive solely to thez-component of the magnetic field vector~B. The choice of the

used coordinate system can be gathered from Fig.2.2, shown for the instance of a square shaped

film. With ~r = (x− x′, y − y′, z) using Eq. (2.16) and the above mentioned premises, one gets

thez-component of~B from thei-th dipole element for an in-plane magnetization (θ = 90 ◦):

Bz,i(~r, ~r
′) =

3µ0µ

4π

[
(x− x′) cos α + (y − y′) sin α

]
z

[(x− x′)2 + (y − y′)2 + z2] 5/2
(2.18)

with ~r = (x, y, z) as the position vector of the stray field, and~r′ = (x′, y′, z′) as the position

vector of the magnetic dipole element. To obtain the total magnetic fieldBz,tot at position~r one

has to integrate over the dipole distribution, i.e. the shape of the film.

2.3.2. Square shaped film with in-plane/out-of-plane magnetization

In-plane magnetization with arbitrary in-plane angle

Figure2.2 shows a schematic drawing of a square shaped film of lengthL, thicknessd and

the involved variables. The origin of the coordinate system lies in the center of the film for

symmetry reasons. The total magnetic field in thez-direction can be calculated from Eq. (2.18):

B in-plane
z,square( ~̃S, ~r) =

3µ0µ

4π

L/2∫

−L/2

L/2∫

−L/2

dx′dy′
[
(x− x′) cos α + (y − y′) sin α

]
z

[(x− x′)2 + (y − y′)2 + z 2] 5/2

︸ ︷︷ ︸
Bresc,i.p.

z,square( ~̃S,~r)

(2.19)
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Fig. 2.2.:Square shaped film of lengthL and thicknessd. A magnetic dipole elementµi gives rise to a

magnetic field element at~r.

In the further calculations we will turn our attention toBresc,i.p.
z,square( ~̃S, ~r) and introduce rescaled

variables~̃r and~̃r′. One substitutes

~̃r(′) =
~r (′)

L/2
⇔ ~r (′) =

L

2
~̃r(′) (2.20)

and change the integration boundaries such that

Bresc,i.p.
z,square( ~̃S, ~̃r) =

2

L

1∫

−1

1∫

−1

dx̃′dỹ′
[
(x̃− x̃′) cos α + (ỹ − ỹ′) sin α

]
z̃

[(x̃− x̃′)2 + (ỹ − ỹ′)2 + z̃ 2]5/2
(2.21)

The result of this calculation is a lengthy expression that just depends on

Bresc,i.p.
z,square = f(α,L, x̃, ỹ, z̃) (2.22)

Hereα represents the magnetization direction with respect to thex-axis. Interestingly,Bresc,i.p.
z,square

is inversely proportional to the square lengthL. If one compares two films ofL = a andL = 2a

the stray field at the rescaled heightsz = a andz = 2a, respectively, is smaller by a factor of

two for the larger film. The whole formula is fully displayed in the appendix of this thesis (see

Eq. (A.4)).

Figure2.3displays the distributions of the magnetic stray field componentBresc,i.p.
z,square at dif-

ferent heightsz = h above the samples as density plots. In the case of Fig.2.3 (a)-(c) the

magnetization~M of the film is pointing along thex-direction, whereas in Fig.2.3 (d)-(f) it is

orientedα = 45◦ away from it. Bright coloring in the density plot corresponds to positive values

of the stray field, whereas a dark contrast level marks negative values. At a heighth = 0.1L the
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Fig. 2.3.: Density plot ofBz in rescaled units for three different heightsz = h above the sample with

the magnetization lying parallel to thex-axis ((a)-(c)) and diagonal with respect to the square magnetic

film ((d)-(f)). The white dotted squares in (a), (b), (d), and (e) indicate the position of the magnetic film.

At a height ten times the distance of the sample lengthh = 10L ((c), (f)) the film position is depicted as

a small white square.
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2.3. Quantitative magnetometry using the stray field

a) b)

Fig. 2.4.:Line scans of thez−component of the magnetic stray field along the dashed lines of Fig.2.3.

(a) refers to the three different heights above the sample from Fig.2.3 (a),(b) and (c). (b) refers to Fig.

2.3(d), (e) and (f).

field distribution clearly reflects the contours of the sample boundary since the magnetic flux

density emerges at the edges of the in-plane magnetized film. When the distance increases to

h = L (see Fig.2.3 (b), (d)), the stray field distribution does not any longer mirror the shape

of the film, but still unambiguously reveals the orientation of the magnetization. Increasing the

distance toh = 10L (see Fig.2.3 (c), (f)) further separates the stray field’s extremal values.

Note that thex andy scales extend by a factor of 10. Figure2.4 shows line scans along the

dashed liness of Fig. 2.3whose directions all coincide with the magnetization directions across

the center of the films. All graphs have been normalized to the respective maximum field value

because increasing the distance fromh = 0.1L to h = 10L reduces the magnitude of magnetic

field Bz by a factor of more than2×104. Note, that for the lowest distanceh = 0.1L the change

in both scan lines (respective curves in Fig.2.4(a) and (b) are visible. The extremal values of the

diagonal scan from Fig.2.4 (b) reside approximately above the film edges at a further distance

than in figure2.4(a) because of the film geometry. For a distanceh = 1L, the extremal position

deviates less than1% and comparison of absolute values at this position gives an accordance of

better 0.3%. At a distance ofh = 10L, the discrepancy between different magnetization direc-

tions almost vanishes (10−6) and measurements of the far field of a magnetic charge distribution

can be described by a point dipole. We will refer to this in Sec.2.3.5.

Out-of-plane magnetization

If one assumes an out of plane magnetization direction (θ = 0), one can write for~̃S in Eq.

(2.17) ~̃S = (0, 0, 1). Together with Eq. (2.16), this yields for the magnetic field componentBz
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generated by a dipole element:

Bz,i(~r, ~r
′) =

3µ0µ

4π

[− (x− x′)2 − (y − y′)2 + 2(z − z′)2
]

[(x− x′)2 + (y − y′)2 + z2] 5/2
(2.23)

where once again~r is the position vector of the considered magnetic field and~r′ is the position

of a single dipole element of the magnetic film. The integration is performed in a similar manner

to the way it was done in the previous section. Appendix (Eq. (A.5)) explicitly shows the result

of the analytic expression ofBz. Figure2.5shows theBz distribution for the out-of-plane case

at two distinct distances. On the left hand side of the figure, contour plots ofBz are shown for

distancesh = 0.1L andh = 1L. The right hand side presents a 3D view ofBz plotted againstx

andy for the stated heights. The closer the distance, the more the stray field illustrates features

of the film’s lateral dimensions. Figure2.5(e) shows line scans of theBz distribution along the

x-axis for y = 0 and the given heights. Both scans have been normalized to their maximum

field value in order to display them in the same graph. For small distances (e.g.h = 0.1L) the

maxima are positioned close to the sample edges, whereas for greater distances (hereh = 1L)

a single maximum evolves in the middle above the film.

2.3.3. Square film with arbitrary magnetization orientation

As shown in the previous sections, analytic expressions for the magnetic stray field of square

shaped films exist for in-plane, as well as out-of-plane magnetized samples. Using these re-

sults, the stray field of arbitrary uniform magnetization orientations can be derived by a suitable

superposition:

Bz(x, y, z, ϕ, θ) =
µ0µ

4π

[
sin(θ)Bzip

(x, y, z, ϕ) + cos(θ)Bzop(x, y, z)
]

(2.24)

Here,θ denotes the polar angle of the magnetization andϕ denotes the azimuth.Bzip
is the

rescaled in-plane contribution toBz and represents Eq. (A.4), while Bzop has to be substituted

by Eq. (A.5). Equation (2.24) satisfies the condition that the absolute value of the magnetization

does not change ifθ andϕ vary. If the polar angle isθ = 0, then Eq. (2.24) results in the out-

of-plane case since the first term disappears. One obtains the in-plane case whenθ = π/2 and

the second term becomes zero.

2.3.4. Magnetic stray field of a circularly shaped film

Once again Eq. (2.18) is the starting point of the calculation. For the rotational symmetry of the

problem one chooses a fixed angle of the magnetization, e. g.α = π/2. The coordinate system

resides in the center of the circular film as can be seen in Fig.2.6. Eventually, one has to carry

out an integration over a circle with radius R.
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2.3. Quantitative magnetometry using the stray field

z=0.1L

z=1.0L

a)

c)

b)

d)

e)

Fig. 2.5.: (a) and (b) respectively show the rescaledBz field in a contour plot and a 3D-plot at a height

z = 0.1L, (c) and (d) show the same plots for heightz = 1.0L. (e) presents two line scans at the

previously discussed heights fory = 0.
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Fig. 2.6.:Circular shaped film of RadiusR and thicknessd. A magnetic dipole elementµi gives rise to

a magnetic field element at~r.

B in-plane
z,circle(x, y, z, R) =

3µ0µ

4π

∫ ∫

︸ ︷︷ ︸
circle area

(y − y′)z

[(x− x′)2 + (y − y′)2 + z2]5/2
dx′dy′

︸ ︷︷ ︸
B

resc,i.p.
z,circle(x,y,z,R)

(2.25)

Now it is useful to employ cylindrical coordinates, due to the sample geometry:x = r · cos θ

andy = r · sin θ on the one hand, andx′ = r′ · cos θ′ andy′ = r′ · sin θ′ on the other hand.

Subsequently, one integratesθ′ from 0 to 2π andr′ from 0 to R. In cylindrical coordinates, the

result is:

Bresc,i.p.
z,circle (R, β, r, z) =

1

R r
[
(r − 1)2 + z2

]3/2
·

{
2z

√
1− 4r

(r + 1)2 + z2

[
(1 + r2 + z2)EllipticE

(
4r

(r + 1)2 + z2

)
+

− [
(r − 1)2 + z2

]
EllipticK

(
4r

(r + 1)2 + z2

)]
sin(β)

}
(2.26)

whereR is the radius of the film andβ, r, andz are the cylindrical coordinates.EllipticK and

EllipticE are analytic expressions respectively known as the complete elliptic integrals of the

first and second kind. By definition [77]:

EllipticK(m) =

1∫

0

[(1− t2)(1−mt2)]−1/2

EllipticE(m) =

1∫

0

(1− t2)−1/2(1−mt2)1/2dt (2.27)
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2.3. Quantitative magnetometry using the stray field

Fig. 2.7.: Auxiliary chart for the transformation of the coordinate system to account for an arbitrary

in-plane orientation of the magnetization.

Elliptic integrals arise, e.g. in solving the equation of motion for a simple pendulum. Because

cartesian coordinates are used in the experiments, the expressions must be transformed back to

cartesian coordinates. The substitution instruction is:

β = arctan(y/x)

r =
√

x2 + y2

z = z (2.28)

The analytic cartesian expression is explicitly written in (A.6).

Although Eqs. (2.26) and (A.6) do not include an arbitrary in-plane angle for the alignment

of the magnetization vector~M , one can describe this situation by rotating the coordinate system

in the film plane. The circular shape of the sample is suitable for rotation of the coordinate

system around its center in the film plane. Figure2.7helps to derive an appropriate coordinate

transformation. In the initial coordinate system(x, y), the magnetization is aligned in thex-

direction. Now one expresses pointP2 = (x, y) in terms ofx′ andy′. From basic geometric

considerations, the transformation instruction reads as follows:

x = x′ cos(φ)− y′ sin(φ) (2.29)

y = x′ sin(φ) + y′ cos(φ) (2.30)

Consider that the new coordinate system(x, y) in Fig. 2.7 is turned counter-clockwise by an

angleφ. The magnetization~M viewed from this new coordinate system rotates thereupon vice-

versa (α = −φ).
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Fig. 2.8.:Contour plot ofBz in thex-y plane for three different heightsz = h above the sample. (a),(b)

and (c) represent cases with~M parallel to thex-axis. (d),(e) and (f) show the same plots for an in-plane

angleα = 45◦. The white circles represent the boundaries of the sample.
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2.3. Quantitative magnetometry using the stray field

2.3.5. Discussion of different stray field geometries

To get the magnetic stray field in absolute values the rescaled stray fields (Eqs. (A.4),(A.5) and

(A.6)) have to be multiplied by3µ0 · µ/4π. Here the magnetic moment per areaµ = M · d,

whered is film thickness, is connected with the volume magnetizationM by

µ = M · n · dinter (2.31)

with n the number of monolayers anddinter the interplanar distance of the sample atoms. Ad-

ditionally, one must re-substitute the rescaled position variable from Eq. (2.20), i.e. x̃ = 2x/L,

ỹ = 2y/L andz̃ = 2z/L.

Convergence of analytic description for extended sample geometries and

depiction with point dipole

In contrast to the calculation of the stray field of a magnetic charge distribution, the magnetic

field originating from a single point dipole can be calculated much more simply using Eq.

(2.16):

~B(~r) =
3µ0

4π





1

r5







x

y

z







µx

µy

µz










x

y

z


− 1

r3




µx

µy

µz








(2.32)

where the magnetic moment~µ can have any spatial direction. Reasonably, one uses spheri-

cal coordinates to define the moment’s direction:~µ = µ(sin ϑ cos φ, sin ϑ sin φ, cos ϑ). Just

considering a magnetic moment aligned alongx (i. e. ϑ = 0) theBz-component in cartesian

coordinates results in:

Bz(~r) =
3µ0

4π

x · z · µ
(x2 + y2 + z2)5/2

(2.33)

Let’s now compare the magnetic stray field of a point dipole, a square shaped film and a circular

film where all have a magnetic moment alongx. In order to adequately evaluate the stray fields,

it is necessary to assume the same magnetic moments for all three cases. For the square film, we

consider a sample length ofa = 3 mm and a thickness of 10 ML Fe with bulk magnetization.

In contrast, the circle radius is chosenr = a/2 which makes the sample boundaries lie onto the

ones of the square. But as the areas of the square (a2) and the circle (a2π/4) differ, the magnetic

moments differ as well, and the circle’s stray field is multiplied by a correction factor4/π. This

reflects the ratio of the respective areas. The point dipole unifies the total magnetic moment (of

the square) in a singular pointµ = M · V = M · a2 · d, whered is the thickness of the film. In

Fig. 2.9 (a), (b) and (c), the stray field component,Bz(x), is plotted at heightsh =3, 5 and 10

mm above the film’s center (y = 0). The point dipole shows the biggest stray field amplitude,

followed by the circular film’s for all heights. The greater the distance from the film the more

quickly all three line scans approach each other. Note that the far field of a (magnetic) charge
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a) b)

c) d)

Fig. 2.9.:(a), (b), (c) Comparison ofBz(x) ath=3, 5, 10 mm for a square shaped (3×3 mm2) and circular

sample (∅=3 mm) and a point dipole. (d) Stray field amplitude as a function of heighth for the different

sample geometries.

distribution (distanceÀ sample dimensions) always describes a dipole approximation. In Fig.

2.9 (d), the maximum values ofBz as a function of height,h, are numerically calculated by

solvingdBz/dx = 0 for x > 0. In the limit of h → 0 the stray field diverges in all three cases.

As seen in (a)-(c), theBz,max value of the point dipole deviates more at smaller distances and

drops withh−3. At great distances, all three curves merge. At heights around 5 mm, as typically

used in the experiments, the stray field amplitudes of the circle and the square differ only by

about 3 %. Therefore, a description with both stray field formulas, including a small correction

factor, will yield acceptable accordance.
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2.3. Quantitative magnetometry using the stray field

2.3.6. Simulation of the stray field of magnetic films including

domains

Magnetic domains will alter the magnetic stray field~B of a ferromagnetic sample in comparison

to a homogenously magnetized film. Having illustrated the physical origins for the evolution of

magnetic domains in a previous section we will now describe the effects of a given magnetic

domain configuration on the measured magnetic signalBz. This is important for the quantitative

determination of the sample magnetizationM from the effective stray field.

In Sec.2.3.5an expression for square shaped magnetic films has been given for homoge-

nous in-plane magnetized films. In a simplified approach we will simulate magnetic domains

by summing the stray fields of magnetic films with different in-plane magnetization direction.

A simple domain arrangement can be seen in Fig.2.10. A square film of lengthL = 3a is

divided into nine smaller patches of lengthL = a representing the domains. Each film´s center

position is given by the coordinates(na,ma) with n,m = −1, 0, 1. Of course the shape and

size of the domains lack physical reality. Nonetheless it will help to improve our understanding

of the SQUID data which senses the stray field in a distance comparable to the lateral sample

dimensions. With Eq. (A.4) (see appendix) we can calculateBnm
z (αnm, x + na, y + ma, z) of

a

x

y

( )-a,a

( )-a,0

( )-a,-a

( )0,a

( )0,0

( )0,-a

( )a,a

( )a,0

( )a,-a

Fig. 2.10.:Square film of lengthL = 3a divided in 9 square ’sub’-films of lengtha. Each film position

is given by the coordinates shown above and can be addressed with an arbitrary in-plane magnetization

direction.
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the sections with individual magnetization directionsαnm and obtain the total magnetic field by

Btot
z (x, y, z) =

∑
n,m

Bnm
z (αnm, x + na, y + ma) (2.34)

Exemplary, we chose a multi domain state of a square film with 4 of the 9 sections having a

magnetization direction turned in-plane by -45 degree fromx and the other 5 sections turned by

+45 degree. This situation is sketched in Fig.2.11(a). The stray fieldsBz at various heightsh

are presented in density plots. At close distanceh = 0.2 mm (b) the individual sections can be

identified in the stray field distribution. Ath = 1 mm (c) the stray field looks more blurred but

still reflects the domain arrangement. Further increasing the distance toh = 5 mm (d) makes

the stray field look typical dipolar where all individual stray field contributions of the individ-

ual domains have merged. Since there was an imbalance of magnetization contributions (by 5

to 4) with respect to thex-direction the stray field amplitudes appear rotated by some angle.

Consequently, one can state that magnetic domains in the ferromagnetic film cannot clearly be

identified, since at a typical measuring distance of the scanning SQUID ofh = 5 mm their con-

tribution will be smeared out. Domains alter the appearance and also the magnitude of the stray

field. But it is impossible to deduce the detailed domain configuration from SQUID measure-

ments when measuring in the far field regime. Nevertheless, if one knew that the magnetization

is aligned along the diagonal directions (see Fig.2.11 (a)) then statements could be made on

how much of the film was magnetized at 45 and -45 degree. From Fig.2.11one can conclude

that domains can be resolved when the distanceh is smaller than the domain size. Finally the

special case of a thin film with biaxial anisotropy (90◦ symmetry) shall be discussed, where

the easy axes of magnetization are turned by 45◦ from the scanning directionx which is very

similar to the situation in Fig.2.11(a). We assume, however, that the film magnetization after

being magnetized alongx decomposes in a great number of magnetic domains, but on average

equally distributed in 45◦ and -45◦ direction. From the magnetic stray field distribution at a

heighth greater than the maximum domain size the existence of domains cannot be deduced,

and the film seems to be magnetized alongx. If one assumes a single domain magnetic state

with M alongx and follows the fit procedure which is explained later one would obtain an

erroneous magnetization which is reduced by a factorcos(45◦) = 1/
√

2. Only thex component

of M is measured whereas the components iny and−y cancel out. Therefore, care should be

taken to saturate the sample in a magnetic field which is parallel to an easy axis of the film to

avoid domain formation and ambiguous stray fields.
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2.3. Quantitative magnetometry using the stray field

Fig. 2.11.:Calculated density plots ofBz for 9 domains including angles of 45 degree with respect tox

at various distances. The domain configuration is shown in the upper left panel.
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3.1. UHV system

The experiments are carried out in an ultrahigh vacuum chamber with a base pressure of 2

×10−10 mbar, along with a combination of an ion getter pump (300 l/sec), a titanium subli-

mation pump (TSP) and a turbo molecular pump (300 l/sec). A rotary vane pump serves as a

forepump for the turbo molecular pump with a base pressure below10−2 mbar. An ion gauge

measures the absolute pressure in the UHV chamber. A manipulator allows sample movement

along the main axis (x direction) by 600 mm and rotates the sample about thex axis by using

computer-controlled stepper motors. Two micrometer screws move the sample manually in the

y-z-plane within a circle of radiusR=25 mm. The manipulator is equipped with a flow cryo-

stat for liquid He cooling and a resistive heater to control the temperature, allowing a sample

temperature variation from 40 to 500 K. Since the sample preparation requires temperatures

of T = 870 K, an integrated current loop inside the sample holder can be used to heat the

sample above 900 K. A K-type thermocouple integrated in the Cu sample holder (see appendix

Fig. A.5) measures the sample temperature. Additionally, the UHV-chamber contains an Ar+

ion gun to clean the sample surfaces by argon ion bombardment. A cylindrical mirror analyzer

(CMA) with an axial electron gun is used for Auger electron analysis to obtain chemical in-

formation on the sample surfaces. Structural investigations are carried out with a low energy

electron diffraction (LEED) unit which is mounted opposite to the CMA. Residual gas analysis

is performed with a quadrupole mass spectrometer (QMS). A sketch of the setup of the SQUID

measurement system is shown in Fig.3.1. The cryostat which contains the SQUID is filled with

liquid nitrogen. It can be shifted along thez-axis by means of a translator such that the sample

can be scanned along the x-axis at a fixed distance to the SQUID. While the sample is scanned

along thex-direction, the SQUID measures thez-component of the magnetic fieldBz. The

non-magnetic steel finger which separates the liquid nitrogen from the vacuum is surrounded

by twoµ metal cylinders with holes to let the sample holder pass through. If the SQUID is not

in use, thez-translator is retracted upwards. Prior to SQUID experiments the sample is moved

in the glass finger where a (pulsed) magnetic field can be applied along thex, y or z direc-

tion to saturate the magnetic film along its easy axis of magnetization. The appendix (seeA.2)

describes the electric circuitry of the device, which is used to generate pulsed magnetic fields
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SQUID

z-Translator

µ-Metal
shielding

Sample

Evaporator
Manipulator

Glass finger

Stainless steel
cryostat

Non-magnetic
steel finger

lN2

z

x

to SQUID electronics

Fig. 3.1.: The UHV-SQUID setup shows the basic elements in a cross section of the vacuum chamber

along thex-z-plane. (From [78])

(’Pulse box’). The glass finger’s location shown in Fig.3.1is also the sample position for thein

situFerromagnetic Resonance (FMR) measurements. A 4 pocket e-beam evaporator is mounted

at the bottom side of the chamber. Flux electrodes measure the ion flux during evaporating and

feed back the signal into the power supply of the evaporator. A PID controller uses this signal

to stabilize the ion flux (∝ evaporation rate). Figure3.2 shows the aperture which is fixed to

a water-cooled quartz micro balance. It is 20 mm wide and 80 mm long to prevent the sample

holder from being contaminated by the evaporating material. Through the apertures a film of

square (4× 4 mm2) or circular shape (4 mm diameter) can be deposited on the substrate. This

experimental configuration permitssimultaneousevaporation and thickness determination.

A substrate (20 mm× 5 mm) is mounted on the front part of the sample holder whose

detailed drawings and a photograph are shown in the appendix (see Figs.A.5, A.6, A.7, A.8).

The length of the substrate offers the possibility to fix it with a screw ’far’ away from the Fe
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3.2. Magneto-optical Kerr effect

Fig. 3.2.: Experimental configuration during the deposition of thin films on a substrate. A metal sheet

with well defined holes is attached to a quartz micro balance which can be retracted with a z-bellow. The

evaporant is simultaneously deposited on the quartz crystal and on the substrate through the aperture.

film’s position. This is advantageous because sometimes the Cu screw shows a ferromagnetic

signal. Due to the lateral spacing the signal from the film and the undesired background signal

can be distinguished. In addition, this method ensures good thermal contact of the substrate

and the Cu sample holder. Another important issue is a good electrical contact since LEED

and Auger measurements would otherwise charge the substrate and make investigations with

electrons - especially at low energy - difficult.

3.2. Magneto-optical Kerr effect

Magneto-optical effects include the magneto-opticalKerr effect (MOKE) [79] in reflection

geometry and theFaradayeffect [80] in transmission. In principle they are based on the depen-

dence of the optical constants on the direction of the magnetization. Besides, the much smaller

Voigt effect [81] is quadratic in its magnetization components and is also calledlinear bire-

fringenceor Cotton-Moutoneffect. On the other hand, the Kerr effect and the Faraday effect,

which are both linear in the components of magnetization, are referred to ascircular magnetic

birefringence.

Three possible configurations for the MOKE are defined by the direction of the applied

magnetic field~B. In polar geometry~B is applied in a direction normal to the film plane whereas

in longitudinal (transverse) geometry~B lies in the film plane parallel (perpendicular) to the

plane of incidence. It is helpful to consider the incident linearly polarized light as a superposition

of a left and a right circularly polarized wave of equal phase and amplitude. The change of its
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polarization state is considered to be a birefringence at the interface, i.e. both components have

different absorption coefficients and phase shifts. In general, the reflected light is elliptically

polarized where the Kerr rotationθK is the angle between the polarization plane of the incident

light and the major axisa of the ellipse. The ellipticity is by definitionεK = a/b, wherea and

b are the major and minor (principal) axes of the ellipse. Consequently, both angles may be

combined to form the complex Kerr angle:

ΦK = θK + iεK (3.1)

At optical frequencies the influence of the magnetic field of the light on MO effects can gen-

erally be neglected [82] 1. Therefore, the response of a magnetized solid to the perturbation of

an electromagnetic wave is described by the frequency-dependent conductivity tensorσ. For a

cubic system with~M ||[0 0 1], symmetry considerations lead to [83]:

σ (ω) =




σ̃xx σ̃xy 0

−σ̃xy σ̃xx 0

0 0 σ̃zz


 (3.2)

with complex elements̃σij. The off-diagonal elements are caused by the symmetry breaking

property of the magnetization. Generally, theσ̃xy are small in comparison to the diagonal ele-

ment and depend linearly on the magnetization. Instead of using the optical conductivity ten-

sor, the dielectric tensorε can be applied, both of which are related byε̃ij = 1 + i
ω ε0

σ̃ij (ω

= frequency). In addition, the index of refraction can be used to describe the interaction by

ñij =
√

ε̃ij.

For thin magnetic films with a thicknessd, the complex Kerr angle in polar configuration

can be calculated ifd is much smaller than the wavelengthλ of the polarized light [84]:

ΦK =
iσ̃xy

σ̃s
xx

4πd

λ
(3.3)

The Kerr angle is proportional to the off-diagonal element of the conductivity tensorσ̃xy and to

the film thicknessd. It scales reciprocally with both the wavelengthλ andσ̃s
xx which describes

the optical properties of the substrate. Equation (3.3) is also valid for longitudinal MOKE when

multiplied with a factorf(θincidence) which depends on the angle of incidenceθincidence.

In an atomistic picture the magneto-optical Kerr effect is explained from the interplay of mag-

netic ordering and the spin-orbit interaction∆SO [85]. Generalized analytical formulae for

the magneto-optical Kerr effects including thick and ultrathin magnetic films are elaborated

in Refs. [86,87].

Fig. 3.3 illustrates the experimental setup for the longitudinalin situ magneto-optical Kerr

effect measurement. A diode Laser emits light at a wavelength ofλ = 675 nm with a power of 3

1usually the relative magnetic permeabilityµ is set to unity, since the magnetic interactions of the light with the

medium is about 2 orders of magnitude smaller than the electric ones.
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3.3. Low energy electron diffraction

Fig. 3.3.: in situsetup of the longitudinal magneto-optic Kerr effect.

mW. The light passes a Glan-Thompson prism with an extinction ratio of 10−6 to obtain linearly

polarized light. By rotating the polarizer (and the laser simultaneously), s-polarized light, i.e.

the electric field vector~E of the laser light lies in the plane of incidence, or p-polarized light (~E

⊥ plane of incidence) can be selected. A lens of focal distancef = 200 mm focuses the light

beam through the glass finger at grazing incidence on the sample surface where it is reflected.

Having prepared the sample under UHV conditions, it is then moved inside the glass finger

along thex-direction. The analyzer (also a Glan-Thompson prism) is turned approximately

1◦ away from extinction such that a small intensity falls onto the photo detector. A change

of sample magnetization gives rise to a Kerr rotation, which the photo detector reads as an

intensity variation. The voltage output of the photo detector is recorded as a function of the

magnetic field of the computer controlled electromagnet. A software is used to control favored

measuring parameters like the magnetic field steps, the maximum magnetic field (Bmax = 60

mT), the time at each measuring point and the number of loop averages. The maximum angle of

incidence is given by the MOKE magnet (AppendixA.1) and is about 75◦ from the film normal.

3.3. Low energy electron diffraction

Low energy electron diffraction is used to determine the structure of thin films and surfaces.

The vertical position of surface atoms can be measured by IV curves, i.e. the intensity variation

of the diffraction spots as a function of primary kinetic energy of the electrons.

A beam of electrons of kinetic energyE incident on a sample surface is elastically scattered.

The observed diffraction pattern is directly connected to the crystal reciprocal lattice by the

scattering condition [30]:

~k − ~k0 = ~Ghkl, (3.4)
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3. Experimental methods

Fig. 3.4.:Experimental inelastic mean free path as a function of energy for different materials. The full

line is a least square fit of all points in the graph. The graph has been taken from [88] (and references

therein).

where~k is the scattered wave vector,~k0 is the incident wave vector, and~Ghkl represents the

reciprocal lattice vector. Hereh, k, l are integers which do not necessarily have to coincide with

the indices of real crystal planes.

As scattering occurs elastically one can write

| ~k |=| ~k0 | (3.5)

which means energy as well as momentum is conserved. If diffraction is performed using elec-

trons one has to consider their penetrating depth in a solid. In the case of low energy electrons,

diffraction occurs in the range of a few atomic layers as can be seen from Fig.3.4. A compilation

of experimental data shows that the universal behavior of the mean free path, due to inelastic

scattering of electrons, is independent of material type. Fig.3.4also demonstrates that low en-

ergy electrons have certain surface sensitivities. Thus, the diffraction pattern mainly originates

from the 2D periodicity of the surface. In this case, Eq. (3.4) can be rewritten in the form:

~k|| − ~k
||
0 = ~Ghk (3.6)

This means, that the scattering wave vector( ~k|| − ~k
||
0 ) must coincide with the reciprocal lattice

vector ~Ghk (both lying in the film plane) in order to obtain LEED spots. Contrary to the parallel

scattering wave vector, the one perpendicular to the surface does not conserve momentum. The

lack of periodicity in the film normal direction can formally be written as an infinite periodicity

lengthc → ∞, which results inc∗ → 0. The reciprocal lattice points are arranged infinitely

close along the normal direction forminglattice rodsat the sites of the 2D reciprocal lattice

points. This situation can be graphically visualized (Fig.3.5 (a)). In addition to the shown

38



3.3. Low energy electron diffraction

Fig. 3.5.: (a) Ewald construction for diffraction from a 2D surface lattice along thekx-direction. (b)

Ewald construction for diffraction from a 2D surface with lattice periodicity alongz in addition.

lattice rods, there also exist rods along theky direction. By the simple Ewald construction the

direction of the scattered wave vector can be determined (see Fig.3.5). First the incident wave

vector~k0 is plotted into the reciprocal lattice in such a way that it terminates at a reciprocal

lattice point. Then a sphere of radiusk = 2π/λ is drawn with the origin of~k0 to be its center

point. Now all intercepts of the sphere with the reciprocal lattice points correspond to scattered

wave vectors which start from the center of the sphere. Along these directions of~k, diffraction

spots at the LEED screen may appear as shown for the (0,3) reflex in Fig.3.5(a). A diffraction

pattern will only originate from an area of the electron spot which is within the transfer width

(corresponding to the coherence length) of the electron beam, i.e. typically 100 Å [89]. Although

the penetration depth of the electrons in the solid is small, the electrons only slightly ’feel’

the vertical periodicity. This gives rise to periodic swellings of the vertical lattice rods along

the z-direction as indicated in Fig.3.5 (b) and therefore, is a further constriction for possible

diffraction spots. It explains the experimentally observed intensity variation of LEED spots in

consequence of electron energy variation and is exploited to investigate the vertical interplanar

spacing.

IV-LEED

Another way to write Eq. (3.4) is the Bragg equation2dhkl sin θ = nλ [30], wheredhkl is the

interplanar spacing,θ the angle of incident of the wave,n the order of the Bragg reflexes and

λ the wavelength of the incident wave. This situation is presented in Fig.3.6. In a simple IV-

LEED experiment, the intensity variation of the (0,0)-LEED spot is analyzed as a function of

the primary electron energy. The sample alignment is90◦ − θ ≈ 3◦ off normal incidence to

reveal the (0,0) spot, which at normal LEED operation is covered by the electron gun of the
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3. Experimental methods

Fig. 3.6.:Bragg reflection: An incident wave, with wave number~k0, is reflected along the atomic planes

of a single crystal, which has an interplanar lattice spacingdhkl with a scattering wave vector~k.

LEED. In a simplified approach the intensity of the diffracted (0,0) spot is brightest when the

Bragg condition is fulfilled. Thus one gets:

E =
h2

8d2mee sin2(θ)
· n2 + V (3.7)

whereh is Planck’s constant,d = d001 is the vertical interplanar distance along thez-direction,

θ is the angle of incidence (as indicated in Fig.3.6), me is the electron’s mass,e is the electron’s

charge,n is the order of the Bragg peak andV reflects the inner potential of the sample. In the

experiment the peak energy is plotted overn2. The slope of the linear fit can then be used to

calculate the vertical interplanar spacing using Eq. (3.7) [90]. The lowest order Bragg peak to

be evaluated isE = 140eV (n=3) since for high energy electrons the influence of the inner po-

tentialV is negligible. Their band structure approaches the one of free electrons. The IV-spectra

can also be calculated using full dynamic computer codes [89] to include, e.g., temperature ef-

fects on the shape of the curves in order to evaluate interplanar spacings between individual

surface layers or even individual atom positions. However, the above presented method, only

gives an averaged vertical interplanar distance of the surface layers from the energy positions

of the Bragg peaks. The accuracy of the measurements is about 1-2 %.

3.4. Auger electron spectroscopy

Auger electron spectroscopy (AES) is a surface specific spectroscopic technique which reveals

information about the chemical composition of e.g. thin films. For a review, the reader should

refer to Ref. [91]. By an arbitrary excitation process, (Fig.3.7 (a),(b)) a core-level atomic ion-
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Fig. 3.7.: (a) A high energy electron impacts on an atom and (b) ionizes a core level. (c) An outer level

electron fills the hole and the excess energy is transferred to another outer-shell electron, which then

leaves the atom.

ization occurs, which is followed by a de-excitation of an outer electron to fill the core hole.

The energy difference either generates an X-ray photon (X-ray fluorescence) or is transferred

to another outer-level electron (Auger electron) which leaves the specimen at a defined kinetic

energy (Fig.3.7(c)). This energy can be calculated by the differences in binding energies of the

three energy levels whereupon a correction term for the work function and electron wave func-

tion relaxation has to be taken into consideration. Due to the involved energy levels one denotes

the Auger process by e.g.KLILIII . There is experimental proof from a variety of experiments

that the mean free path of electrons with kinetic energies ranging from 0 to 3000 eV lies within

the range of 5 to 30 Å (as already shown in Fig.3.4). The escape probability of Auger electrons

decays exponentially with overlayer thickness and explains the high surface sensitivity of AES.

To excite electron core states one employs a primary electron beam energy of 3 keV which is

substantially larger than the binding energy of the states involved. Consequently, not only does

the primary energy give rise to excitation processes, but also backscattered primary electrons

can contribute to the generation of Auger electrons. One obtains a maximum of the Auger

electron yield if the excitation energy is 3 to 5 times larger than the core energy levels.

To analyze the energies of the Auger electrons, one employs a cylindrical mirror analyzer

(CMA) with coaxial electron gun, whose mode of operation is explained e.g. in Ref. [92]. The

electron beam is focused to a small point (d ≈ 1 mm) and hits the sample at perpendicular

incidence. Ejected electrons from the excited surface enter the analyzer through an aperture.

By applying a suitable voltage between the inner and outer cylinder of the CMA, electrons of

proper energy are deflected in such a way that they can pass through a set of apertures to finally

hit an electron multiplier. The amplified signal is fed in a computer and is recorded as a function

of pass Energy E.

Inelastically scattered electrons dominate the secondary electron energy distribution N(E).
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3. Experimental methods

The Auger peaks only contribute by a factor of10−4 to 10−3. Therefore, it is common practice

to evaluate the derivative signal dN/dE which can clearly identify the Auger peaks. The peak

to peak signal strength is used as a relative measure of the investigated element concentration.

To identify the Auger transition energies one employs the negative peak value in the derivative

spectrum. As three energy levels are involved in the Auger process, lithium is the first element

in the periodic table of the elements that can be detected. For higher atomic numbers of the

elements the probability of the Auger process decreases and it is more likely to observe the

de-excitation of electron core levels via photo emission.

3.5. rf SQUID magnetometry under ultrahigh vacuum

conditions

The Superconducting QUantum Interference Device (SQUID) is known to be the most re-

ceptive tool for probing magnetic fields. In comparison to the earth’s magnetic field which

is in the order of 50µT (in middle Europe) [93], its sensitivity is a factor of more than 5

×105 higher. The SQUID used in this work consists of an Yttrium-Barium-Cuprate-compound

(YBCO≡YBa2Cu3O7−x) on a SrTiO3 substrate. YBCO is a so-called highTC superconductor,

which becomes superconducting above`N2 temperature. A highTC SQUID is much easier to

handle in contrast to a lowTC SQUID, which needs̀He for cooling.

A SQUID exploits two physical principles: (i) quantization of magnetic flux in supercon-

ducting rings, and (ii) the Josephson-effect. (i) When a magnetic field is applied to a super-

conducting loop, a superconducting shielding current is generated inside the loop. These cur-

rents can be described by a macroscopic wave function, whose stationary states obey quantized

boundary conditions. Consequently the generated current in the ring will have discrete values.

The Bohr-Sommerfeld quantization condition has the form:∮
~pc · d~s = nh, (3.8)

wheren is an integer. The momentumpc of a cooper-pair is an integer multiple of h (Planck´s

constant). Taking the canonical momentum with a vector potential A (magnetic field) one ob-

tains:

Φ =
nh

q
= nΦ0, Φ0 =

h

2e
(3.9)

Φ0 is a flux quantum or fluxoid and has a value ofΦ0 = 2.07 · 10−15V s and is the elementary

flux. As the supercurrent is carried by cooper pairs one writesq = 2e for the charge. When a

transition in the superconducting ring between two states occurs, which differs by a single flux

quantum, the wavefunction changes its phase by2π.

(ii) A Josephson junction is a thin insulating barrier which separates two superconductors.

The electrical properties of this junction are described by the two Josephson equations [94].
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3.5. rf SQUID magnetometry under ultrahigh vacuum conditions

Since the junction is normal conducting, only a tunneling current of cooper pairs is able to flow

through it. The superconducting order parameter is given byΨ = Ψ0e
iΘi, whereΘi are the

phases of the wave functions on each side of the junction. Consequently, the current through the

junction is governed by the phase differenceδ = Θ1 −Θ2 of the superconductors resulting in a

current

I = Imax sin δ (3.10)

whereImax is the maximum current. This equation is the dc (direct current) Josephson equation,

which describes a stationary state asδ is time independent. The situation changes if a voltageU

is applied across the Josephson junction which gives the second Josephson equation:

U =
~
2e

(
dδ

dt

)
(3.11)

Consequently, this causes a high frequency ac (alternating current) with frequencyν = 2eU/h.

Figure3.8 shows a dc SQUID which contains two Josephson contacts. If the SQUID is

exposed to a changing magnetic field the maximum supercurrent oscillates with a periodicity of

Φ0. However, a dc SQUID requires two Josephson junctions which need to be nearly identical.

This problem of fabrication is overcome by using an rf SQUID which works with a single

Josephson junction.

rf SQUID operation

The basics of an rf superconducting quantum devices have been described by several au-

thors [95,96,97]. Here a brief and simplified overview about the underlying principles is pre-

sented. Figure3.9shows an rf-SQUID with a single weak link, which is driven by a tank circuit

Fig. 3.8.:A dc (direct current) SQUID consists of a closed loop with two Josephson junctions (Josephson

contacts). A currentItotal splits inI1 andI2. Without magnetic field applied, both currents oscillate in

phase. If a magnetic field smaller than the critical field is switched on, a phase shift occurs between the

two currents. Then the currentItotal exhibits interferences. The phase difference is proportional to the

external magnetic field.
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3. Experimental methods

consisting of a capacitorCT and a loop with inductionLT , operating at frequencies ranging

from 100 MHz to 1 GHz. The tank circuit is inductively coupled to the SQUID loop and can

be used to couple alternating and constant magnetic fields into the SQUID ring. A direct volt-

ageV across the tank circuit can be used to determine changes in the penetrating flux through

the SQUID loop. The flux is obtained by demodulating the ac voltageVrf from the excitation

currentIrf of the tank circuit.

Firstly, the flux quantization inside the SQUID loop has to be considered. If an external flux

does not satisfy the quantization constraint, the missing flux is instantaneously compensated

by a supercurrentIs, which has to run through the weak link. An ac currentIrf will drive the

tank circuit at its resonant frequencyω0. Consequently, an alternating fluxΦrf ∝ sin (ω0t) is

generated inside the SQUID which superimposes the external flux. This flux depends on the

quality factor of the tank circuit, a coupling constantk and the inductancesLT of the tank

circuit, and the SQUID loop respectively.k reflects the SQUID geometry and position with

respect to the inductance of the tank circuit.

Now one can visualize the process of measuring with the SQUID. The weak link of the

SQUID is designed such that it can approximately compensate a single flux quantumΦ0 before

the supercurrentIs will exceed the critical valueIc of the Josephson junction. If one assumes

an external magnetic field, which causes a fluxΦext = nΦ0 in the SQUID, then an integer

numbern of flux quanta are kept inside. In this case, no supercurrents are needed to correct the

deficiency of the total flux through the ring in order to satisfy the quantization constraint. If the

tank circuit is driven with a small amplitudeIrf , the SQUID will shield this additional flux by

a supercurrentIs. As long as the supercurrent does not overcomeIc an increase of the pumping

currentIrf , linearly raises the voltageV of the tank circuit. Once the critical fluxΦc, which is

Amplifier

Φtot

ΦRF

CT

LT

Φext

VRF

I sin( t)RF RFω

Fig. 3.9.:A SQUID loop contains a single week link, which is inductively coupled to an inductanceLT .

It is powered by a driving currentIrf , which produces an ac flux in the SQUID. The voltageVrf detects

external magnetic flux changes through the SQUID loop.
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3.5. rf SQUID magnetometry under ultrahigh vacuum conditions

connected to the critical supercurrentIs is established, the tank circuit voltageV approaches a

limit. At this threshold, the weak link of the SQUID becomes locally normal conducting and

dissipates energy. A flux quantum leap occurs and the state of the SQUID changes fromn to

(n + 1) or (n − 1), which allows a flux quantum to penetrate through the weak link inside the

SQUID or escape it. The dissipated energy, which is about∆E = Ic × Φ0 [98], is withdrawn

from the tank circuit. If∆E approximates the stored energy of the tank circuit, it meant that

it is significantly damped and its amplitude is immediately reduced. The external oscillator

needs several periods to recover the tank circuit’s amplitude to the critical voltageVc before the

dissipating process takes place again. The sharp threshold of this process, effectively limitsV .

Further increase of the pumping currentIrf recovers the amplitude of the resonant circuit faster

and consequently, the dissipating processes occur in shorter time periods. For a wide range of

Irf the voltageV does not increase, forming the plateauB, C in Fig.3.10. If Irf grows such that

every high frequency period causes a flux quantum jump, the voltageV will rise linearly with

Irf once more. IfIrf is high enough, even a second flux quantum leap takes place, which leads

to another plateau similar to the previous case. In the section above the influence of an external

flux Φext = nΦ0 was discussed, which is an extreme case since no supercurrent at all flows

while there is an absence of flux deficiency (not regarding the rf-flux). The other extreme case

is found whenΦext = (n + 1/2) Φ0. Here, a superconducting shielding current already exists

to satisfy the flux quantization condition. As a consequence the critical currentIc is reached

earlier when the pumping currentIrf is increased. In this case, the voltageV of the tank circuit

as a function of the pumping currentIrf is plotted as a dashed line in Fig.3.10. Note that it

will never be necessary to compensate more than1/2Φ0 to fulfill the quantization condition.

Having discussed the two extreme cases, it is worth mentioning that any external flux apart

from those cases causes a shielding current and therefore, a tank circuit voltage between the

discussed values.

A real rf-SQUID system operates with a fixed pumping currentIrf , which is advisably

adjusted slightly aboveIB (in practice this means to adjust the operating point). The measured

voltage amplitudeV can vary betweenV n andV (n+1/2). The voltage value only depends on

the external fluxΦext. Fig.3.10(b) displays the corresponding flux-voltage transfer function. It

also describes the direct sensor characteristics of a SQUID and has a periodicity of exactlyΦ0.

With the described setup, magnetic field changes up to1/2Φ0 maximum can be measured.

Greater field values lead to ambiguous signals due to the periodicity of the flux-voltage transfer

function. For an effective loop area of 0.2 mm2, 1/2Φ0 corresponds to a magnetic field range of

about 5 nT, which is much too narrow to be applied. To overcome this limitation an electrical

loop instantly compensates for a change in the external magnetic field. In this configuration

the SQUID will be a null field detector. This mode of operation is called ’flux locked mode’

since the total flux inside the SQUID does not change. The ’flux-locked-mode’ easily increases
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Fig. 3.10.:(a) Dependence of the voltageV across the resonant circuit as a function of pumping current

Irf for the two extremal quantum states. (b) flux-voltage transfer function of an rf-SQUID.

the measuring range of the SQUID by orders of magnitude without significantly reducing its

resolution.

3.6. Technical improvements of the SQUID setup

During this thesis the setup of the SQUID (originating from a former PhD thesis [78]) has

been modified considerably. On the one hand, the stability of the SQUID operation has been

increased such that in can be operated in the flux locked mode for up to several hours without

the need for a reset. On the other hand, the hole in theµ-metal shielding has been enlarged for

sophisticated stray field analysis without affecting the magnetic shielding ability. Furthermore,

the software for recording the stray field data, now has the capability to average a number of

single scans, which is helpful for low level magnetic signals, and automatically displaces the

averaged curve to the ’zero’ line. This latter feature enables the user to quickly analyze stray

field data.

Electrical shielding and µ-metal screening

The electrical signal from the rf tank circuit (frequency of about 800 MHz) is conducted through

a coaxial cable to the electrical SQUID controller unit (JSQUID HTSL-RF-SQUID-Elektronik,

model 1000, vers. 2.0), which resides right above the support-stick in which the SQUID chip

is located. However, it is very sensitive to hf (high frequency) electromagnetic environmental

noise and pulsed electromagnetic fields, which can be generated by e.g. cellular phones, WLAN

access points, CPUs of laboratory PCs, or even passing trams. We found that the best possibility

to shield the signal cable is to put it in a Faraday-like cage which isproperly grounded. Fig.

3.11presents a photograph of the current setup. A stainless steel cylinder can be attached to

46



3.6. Technical improvements of the SQUID setup

the bottom aluminum plate where the SQUID electronics is mounted with two M3 screws. The

shielding can be lowered to refill the dewar with liquid nitrogen, as illustrated in Fig.3.11.

A hole in the aluminum plate is used to put through the signal cable which also needs to be

shielded above this plate. This is achieved by putting an aluminum cover box over the cable and

connector of the SQUID electronics (not shown in the image). The SQUID electronics itself

is completely covered by a full aluminum housing which has same ground potential as is the

stainless steel cylinder. Fortunately, the position of the SQUID sensor is inside the stainless

steel UHV chamber which minimizes disturbing electrical field influence directly acting on the

SQUID and tank circuit.

A critical issue to the SQUID operation is the influence of ac magnetic fields arising from

power consuming devices with typical 50 Hz characteristics. Here the SQUID itself is solely

influenced by the magnetic part of the electromagnetic noise. These effects will be attenuated

by employing aµ-metal shield whose inner space is free of magnetic fields to some extent.

Static magnetic fields that originate from ferromagnets, like in the ion getter pump of the UHV

system, do not affect the SQUID operation. Theµ-metal screening used in this thesis consists

of two cylinders with diameters ofd1 = 41.5 mm andd2 = 61.5 mm and a wall thickness of 0.7

mm. A scanning SQUID requires a relative motion of the sensor with respect to the sample. This

relative movement is found by moving the sample underneath the SQUID resting in the dewar.

Fig. 3.11.:SQUID electronics and the electrical shielding, which has been lowered for the photograph.
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The sample holder enters theµ-metal shield through rectangular holes in both cylinders, which

have been further countersunk in this study. Previously, its size was 4 mm in height and 7 mm

wide. In comparison to the cross section of the sample holder (3 mm× 6.5 mm, see Appendix

A.6) variations were not possible. This encouraged us to scale up the hole dimension to 5.5 mm

× 13.5 mm. We tried to leave some distance between the shield and the sample holder during

the measurements because thermal effects may alter the relative distance, which could end up

in crashing the sample holder into theµ-metal shielding. To ensure that the sample holder does

not touch the magnetic shield, an ohmmeter (with acoustic alarm at an emerging short-circuit)

measures the resistance between theµ-metal, which is on ground potential, and the sample

holder, which is electrically isolated from ground. Height variations of the sample holder of 2

mm are easily achievable (by lifting up the SQUID, the distance can be increased arbitrarily),

as well as a 6 mm variation in they-direction. Figure3.12shows how a discontinuous variation

of they-position is used to monitor theBz distribution in a plane of distanceh = 5.6 mm with

respect to the sample surface of a 3× 3 mm2 20 ML Fe film. Prior to the experiment, the film

had been magnetically saturated in a magnetic field along thex-direction, which is one of the

film’s easy magnetic axes. The curve with the greatest maximum is located aty = 28.3 mm.

The variation ability in they-direction gives one the opportunity to find the in-plane equilibrium

Fig. 3.12.:MeasuredBz scans above a 20 ML Fe film of3 × 3 mm2 size with the magnetization lying

parallel to the scanning directionx in the plane of the film at a heighth = 5.6 mm. Lines where

continuously recorded inx-direction whereas they-position is varied in steps of0.4 mm, covering a

range of∆y = 5.2 mm.
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angle of the magnetization with respect to the scanning directionx (see Sec.4.1.4) and allows

one to minimize errors when fitting the magnetization (see Sec.4.1.8).

Software improvements

Besides the hardware improvements of the last section, the data acquisition software was also

modified. Basically, two features were added, which help to simplify the routine work. First,

to reduce the noise in theBz(x)-scans, an optional number of single scans can be averaged

by a few mouse clicks and data is recorded in both scanning directions (x-direction and−x-

direction). A series of scans is then graphically displayed, and by activating the respective tabs,

the desired graphs can be included in an average procedure. This is necessary as there is a

temporal drift in the SQUID output voltage due to the SQUID electronics. This results in a

tilted curve with a slight negative slope as scanning is performed in+x-direction and the same

slope with opposite sign is obtained in−x-direction. By averaging an equal number of+x

and−x-scans, the individual slopes of the data curves are compensated. Secondly, the software

offers the chance to displace theBz(x) line scans along theBz axis. One should reconsider

that the SQUID electronics measures absolutechangesof the magnetic flux through the ring

and cannot give the magnetic field with respect to an absolute zero field. One defines the zero

field far away from the sample where the stray field has decayed to a non-measurable value.

Now one can choose a range of the x-axis (presumably when the sample is outside theµ-metal

screening) of theBz scans where all data points are averaged and subsequently the averaged

value is subtracted from all data points. Thus, one shifts the signal along theBz-axis in order to

define a ’zero line’.

3.7. Calibration of the SQUID

The output voltage of the SQUID electronics varies linearly with the magnetic flux within the

SQUID loop. The proportionality constant depends on the area of the SQUID loop and the

intrinsic gain factors of the SQUID electronics. Furthermore, the sensitivity of the SQUID, i.e.

the voltage to flux transfer coefficient, can be set manually to get either a low sensitivity and

consequently bigger field range, or high sensitivity for better field resolution. We choose the

latter setting since we are interested in detecting small stray field signals with sub-nT resolution.

The calibration procedure is carried out with the SQUID operating in theµ-metal shielding

inside the UHV chamber. A single turn Cu wire around the SQUID support stick, such that the

loop axis coincides with the SQUID, generates a well defined magnetic field at the SQUID’s

position. The schematic experimental situation is shown in Fig.3.13 (b). Additionally, one

can connect a low pass (RC) filter between the leads and the high precision current source

(D. C. Current Calibrator (Type 609), Time Electronics Limited) to eliminate high frequency
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noise. The use of the RC filter turns out to be necessary, as the input leads outside theµ-

metal and electrical shield act as an antenna. This reduces electric oscillations (noise), which

are conducted to the calibration loop, and in turn generate time varying magnetic fields at the

SQUID, which makes stable SQUID operation impossible. We choose a cut-of frequency of the

RC filter of about 15 Hz to eliminate the predominating 50 Hz environmental perturbation. The

feed wires are tightly twisted to eliminate stray fields from the leads when a current flows. Then

the axial magnetic field (inz-direction) of a single turn loop is expressed by

Bz = µ0
I

2R
(3.12)

with I the current andR the radius of the loop. One uses a high precision current source for

currents up to 1.4 mA which are converted in magnetic fields employing Eq. (3.12). Fig. 3.13

(a) presents the result of the calibration. The slope of the linear fit defines the calibration factor

(15.289 nT/V). After the calibration, slight shifts of the calibration loop along the axial direc-

tion result in only smaller SQUID output signals for a given current. Hence, one can concluded

whether the calibration loop is at an ideal position during the calibration procedure. The max-

imum error of the SQUID calibration is estimated to be around 1%. The noise of the SQUID

limits its sensitivity, which is below 0.2 nT. Sec.4.1.3discusses the sensitivity with respect to

the smallest detectable amount of material.
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Fig. 3.13.: (a) Experimental determination of the calibration factor of the SQUID which converts the

SQUID output voltage to a magnetic field. (b) Schematics of the calibration loop arrangement.
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3.8. SQUID-magnetometry and Ferromagnetic resonance

3.8. SQUID-magnetometry and Ferromagnetic

resonance

Ferromagnetic resonance (FMR) is a powerful technique to study the magnetic properties of

ultrathin magnetic films [71]. Its high sensitivity and energy resolution allows one to measure a

set of magnetic parameters in the ferromagnetic ground state (wave vectork ≈ 0), such as mag-

netic anisotropy, magneto-elastic coupling effects (see e. g. [99]) and relaxation mechanisms of

the magnetization. Moreover, in superlattices one can obtain the interlayer exchange coupling

strength [100,101]. It is also possible to determine the spectroscopic splitting factor (g-factor),

which comprises information on the orbital contribution to the magnetic moment. However, an

absolute measurement of the total magnetic moment is not possible.

In an FMR experiment, one places a ferromagnetic sample in a microwave resonant cavity,

in which forms a standing wave with a magnetic part~hmw perpendicular to the external field
~H0. The magnetization of the sample precesses around the effective magnetic field~Heff , which

not only comprises the externally applied field~H0 but also the microwave~hmw and other in-

ternal fields~Hint inside the sample that account for anisotropies and the strong interaction of

individual spins in a ferromagnet:~Heff = ~H0 + ~hmw + ~Hint.

The frequency of this precession is the Larmor frequency:

ωL = γHeff (3.13)

with the gyromagnetic ratioγ = gµB/~. At ω = ωL energy is absorbed by the spin system and

one can measure a detuning of the system by the change of microwave power reflected by the

cavity. It should be noted that in most experimental setups, the microwave frequencyω is held

constant and the external field~H0 is varied.

The equation of motion of the magnetization vector~M in a magnetic field is given by the

Landau-Lifshitz equation:
d ~M

dt
= −γ

(
~M × ~Heff

)
(3.14)

This equation describes the precession of the magnetization around the direction of~Heff caused

by the torque~M × ~Heff .

Joint research done bySMIT andBELJERS, as well an independent study bySUHL [102,

103] derive the resonance condition for a ferromagnet with free energy densityF :

ω

γ
=

1

Ms sin(θ0)

√
(FθθFφφ − F 2

θφ) (3.15)

θ andφ denote the the polar and azimuthal angles of the used coordinate system andFθθ, for

instance, is the second derivative with respect toθ.

For the samples examined here, the main contributions to the free energy density (in terms

of magnetic properties) are the magnetocrystalline anisotropyFMCA, the dipolar interactions
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(giving rise to shape anisotropy)Fshape and the Zeeman energy:F = FMCA +Fshape +FZeeman.

Please note that in comparison to Eq. (2.1) Fanisotropy is now split into two terms. One term

refers to its magnetocrystalline origin (FMCA), and the other refers to its long range dipolar

interaction (Fshape).

The values of the anisotropic termsFMCA andFshape are given by the anisotropy constants

Ki [104]. One can calculateKi from the anisotropy fieldsHani = Ki/Ms, which can be ob-

tained from angular dependent FMR. The anisotropy constantsKi can only be given in absolute

values if one knows the saturation magnetization of the sample. As a consequence, authors often

assumeMs from bulk values. Especially in the ultrathin film regime, the magnetization can be

different from bulk values, or change in a non-predictable manner, e.g. as a function of temper-

ature or oxygen exposure, respectively. Thus, the measurement of the absolute magnetization is

of extreme value to get a description of the systemin extenso. In conclusion, the combination

of (in situ) FMR and SQUID magnetometry is unique to study the magnetic properties of thin

magnetic films under ultra high vacuum conditions.

52



4. Results and discussion

4.1. Quantitative magnetometry: analytical methods

and limitations

The analysis of the sample magnetization requires the following: a) The film must be in a

magnetic single domain state. b) The SQUID must be scanned above thecenterof the sample

(y = 0). c) The film thicknessd must be known. d) The lateral dimensions (shape) of the films

must be known. e) The sample to SQUID distanceh must be known.

Since the latter point is not givena priori, the following two sections deal with two in-

dependent methods for the determination ofh. This is the most crucial quantity in fitting the

experimental stray fields in order to determineM . The first method is discussed in detail for in-

plane magnetized samples; and it makes use of the intrinsic property of the stray field to change

the peak positions and also their shape when the heighth is varied. The second method uses

the stray field of a current loop to determine the sample to SQUID distance. A further method

presented below deals with the finding of the in-plane magnetization angle with respect to the

scanning direction of the sample. Shown below is the necessity of this feature in order to find

the correct values of sample magnetization. It is not merely an additional piece of information

the scanning SQUID can provide.

Also discussed is the possibility of magnetic domain formation in magnetic remanence and the

magnitude of its influence on the magnetic stray field. Sec.4.1.6discusses how the sizeable sur-

face roughness of Fe films on GaAs influences the magnetization determination. Finally, Sec.

4.1.8summarizes all the limiting factors for quantitative SQUID magnetometry in UHV.

4.1.1. SQUID-sample distance from stray field data

Figure4.1shows thez-component of the magnetic stray field of a 40 ML Fe film which was sat-

urated in the film plane in a pulsed magnetic field along thex-direction before the experiment.

The line scans were measured above the film center along the magnetization direction inx for

various heightsh. The curve with the biggest amplitude was measured at a heighth = 4.8 mm.

This height was obtained from fitting the stray field data as described in the following. We de-

note the distance between the minimum and the maximum peak positions of the scan trace with
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p. When the distance changes, two things become evident. An increase of distanceh (i) reduces

the stray field amplitude and (ii) shifts the peak positions farther apart. Note that the line scans of

Fig. 4.1are slightly asymmetric. For this measurement that can be explained by a slightly tilted

sample surface with respect to the scanning direction. If one tries to fit the analytic expression

for the magnetic stray field to experimental data, one can basically change two parameters to

find good accordance, i.e. the magnetizationM and the distanceh between sample and SQUID.

The stray field is proportional to the sample magnetizationBz ∝ M . Therefore, changingM

will only change the amplitude of theBz fit. On the other hand, changing the heighth will have

two effects that were already illustrated in Fig.4.1. The magnetizationM can always be chosen

such that the stray field amplitude matches the experimental data. But only if the heighth is

chosen correctly will the shape of the calculated stray field fit the experiment. Figure4.2shows

calculatedBz line scans normalized to the peak values of a 3× 3 mm2 film with magnetiza-

tion in the film plane alongx (a) and out of the film plane alongz (b). The insets present the

same graphs without normalization for a 10 ML Fe film with the bulk magnetization value. The

normalization takes into account thatM is adjusted to match the stray field peaks and only the

effect ofh on the stray field shape can be examined. The greater the sample to SQUID distance,

the broader the curves are in the in-plane case as well as in the out-of-plane case. Following

this approach, the sample-SQUID distance can be obtained for sufficiently smooth curves with

an accuracy of 0.1 mm. A systematic and quantitative study of the evolution of the stray field

shape as a function ofh is shown in Fig.4.3. For an in-plane magnetized film alongx of 3× 3

Fig. 4.1.: Bz(x) of a 40 ML Fe film magnetized alongx across the film’s center for various SQUID-

sample distancesh.
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a) b)

Fig. 4.2.:(a) normalizedBz(x) above the center (y = 0) of a square film (3×3 mm2) with in-plane mag-

netization alongx at three given distances. The insets showsBz of the three curves without normalization

for a 10 ML Fe film with bulk magnetization. (b) as in the left figure for an out-of-plane magnetized film

alongz.

Fig. 4.3.:Peak to peak distancep of Bz(x) line scans as a function of heighth for a 3× 3 mm2 film with

magnetization lying along thex-direction.
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mm2 size, the peak to peak distancep was calculated as a function of heightz = h by finding

dBz(x, y, z = h)/dx = 0 of the analytic stray field numerically. The solid (dashed) line repre-

sents the result for a line scan across the sample centery = 0 (1 mm displaced iny). In the limit

ash → 0 the peak to peak distance equals the sample lengtha = 3 mm since the stray field

emerges from the sample poles. In the limit of great distances,p approaches the peak to peak

spacing of a point dipole (dashed-dotted line), i.e.d = h. There is good agreement between

the solid and the dashed line, indicating that this is a robust method to determinep. Regardless

of this finding, the deviation ofdy=0 anddy=1mm have been plotted (4) in the same graph but

with a different scale (see right axis). The deviations are largest ath between 3 and 7 mm. This

covers the range of typical experimental sample-SQUID distances. Nevertheless, the absolute

deviation is only 0.03 mm which is below the resolution limit of the measurement.
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4.1.2. SQUID-sample distance using a current loop

Another possible method of finding the SQUID-sample distance makes use of the distance de-

pendence of a magnetic field from a current loop. An insulated tungsten wire loop of rectangular

shape inside the sample holder is used for sample heating at currents of a few Amperes. At a

lower current of5 mA the induced magnetic stray field at a typical distance of5 mm is in the

range of100 nT and can easily be detected by the SQUID. In this section, an analytic expres-

sion for the magnetic stray field of this wire geometry is derived followed by the experimental

approach to find the distanceh.

To calculate the stray field of a current carrying wire, the Biot-Savart law is used:

d ~B =
µ0I

4π

d~l × ~r

r3
(4.1)

Consider a straight wire of small diameter and finite lengthL (see Fig.4.4). LetS be the starting

point andE be the end point of this wire with a constant currentI running through it.P is a

point at a distance~r where the line elementd~l causes the magnetic flux elementd ~B. Expression

of dB in terms ofϑ1 yields:

dB =
µ0I

4π

cos ϑ1

r2
dl (4.2)

Thus,

B =
µ0I

4π

ϑ2∫

ϑ1

dϑ′1 cos ϑ′1
h

=
µ0I

4πh
(sin ϑ2 + sin ϑ1) (4.3)

where0 ≤ ϑ1, ϑ2 ≤ π
2
. Note thatB points out of the plane of the page due to the cross product

of Eq. (4.1). For an infinitely long wire (ϑ1, ϑ2 → π
2
) Eq. (4.3) transforms toB = µ0I/(2πr),

ϑ 1
r

l

dl

h

S

P

E

ϑ 2

Fig. 4.4.:A line elementd~l with a currentI produces a magnetic flux elementd ~B at a distance~r which

is perpendicular to theSPE plane
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Fig. 4.5.: TriangleSPE of Fig. 4.4 with P being an arbitrary point in the cartesian space. The wire

coincides with thex axis.

wherer is the distance from the wire. In the next step, the stray field is expressed in Cartesian

coordinates. In Fig.4.5, one finds the triangle tilted in three dimensional space and the straight

wire lies along the x-axis withxs located at the starting point andxE at the end point of the

wire, respectively. The heighth in the triangleSPE can be expressed in Cartesian coordinates

(see Fig.4.5) h =
√

y2
p + z2

p . The next step is to find an expression forϑ1 andϑ2:

xa − xp

h
= tan ϑ1 ⇒ ϑ1 = arctan

(
xa − xp√
y2

p + z2
p

)

xe − xp

h
= tan ϑ2 ⇒ ϑ2 = arctan

(
xe − xp√
y2

p + z2
p

)
(4.4)

Inserting the latest relations (Eq. (4.4)) into Eq. (4.3) yields1:

B =
µ0I

4π
√

y2
p + z2

p

{
sin

[
arctan

(
xe − xp√
y2

p + z2
p

)]
− sin

[
arctan

(
xa − xp√
y2

p + z2
p

)]}
(4.5)

As the experiment is only sensitive to thez-component of the stray field, we need to determine

the projection of~B onto thez axis. Forα one finds the expressionα = arctan(zp/yp) and using

the identitycos[arctan(x)] = 1/
√

1 + x one gets:

Bz = B
1√

1 + zp

|yp|
(4.6)

Note that in the last equation the absolute value ofyp is taken to get consistent values forBz

whenyp changes sign.

1note that using the identitysin[arctan(x)] = x/
√

1 + x2 this equation can be rewritten. However, it is shown in

the present form since it is shorter
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Fig. 4.6.:Arrangement of three straight wires as used in the experiment. The distance of the two parallel

wires is2a and the the origin of the cartesian coordinate system is located as indicated.

Figure4.6 shows an arrangement of three straight wires of finite length denoted with 1,2

and 3. The z-component of~B of the individual wires is labelled asBz1,Bz2 andBz3. The total

field is obtained by superpositionBztot = Bz1 + Bz2 + Bz3, where the individual expressions

are adapted to the geometry of each wire section. The explicit expression can be reviewed in

the AppendixA.3.1.

The stray fieldBztot can be viewed in the 3D plot in Fig.4.7 (a). The rectangular wire

configuration with the given dimensions is also drawn below the stray field distribution. Across

the center of the loop along thex-direction theBz peak values are largest and at a distance

of h=5 mm reach a value of about 100 nT forI = 5 mA. The coordinate system was chosen

such that it coincides with Fig.4.6. Figure4.7 (b) shows measuredBz line scans in a 3D plot

alongx for step-wise variations ofy measured at a distanceh = 5 ± 0.2 mm. Projections of

the line scans aty =25, 27, and 29 mm, marked as bold lines on thex-y-plane, illustrate the

site of the line scans. The absolutex andy positions in (b) are given in the lab frame (using the

absolute positions of the manipulator). The qualitative good agreement between the calculated

and measured stray fields is demonstrated when comparing (a) and (b). Experimentally one

can easily find the center line scan by varyingy until the peak ofBz(x) is the largest. Then,

experimental and calculated stray fields can be compared. The heighth in the calculation can

be adapted in order to find the best agreement. As the loop position is not at the substrate’s

position, the distance between both must be considered. It is specified by the dimensions of the

sample holder (see Appendix Fig.A.5,A.8).

However, it turns out that the experimentally attained heighth using the calibration loop by

fitting the calculated stray field can differ by±0.2 mm. This is inferior to the formerly method

which determinesf from the geometry of the sample stray fields (Sec.4.1.1). Reasons for it, on
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Fig. 4.7.:Comparison of calculated (a) and experimental (b)Bz(x, y) distribution of the rectangular cali-

bration loop in thex-y-plane at a distanceh=5 mm as a 3D plot. A schematic plot of the rectangular wire

configuration with dimensions reflecting the experimental situation is given beneath. The experimental

scans (b) were performed for I=5 mA.
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Fig. 4.8.: (a) Experimental line scans above the center of the calibration loop at various distances and a

current ofI = 5 mA. Schematic drawing of the wire arrangement which resides in thex-y-plane below

the SQUID at a distancez0 + ∆z. (b)Bz values at a fixed positionx = 65 mm. The solid line represents

a polynomial fit.

the one hand, stem from the deviation of the experimental wire shape, such as curved bending

edges of the wire and uncertainty in the absolute position from the substrate. On the contrary,

it is unlikely that the entire sample holder of lengthL = 91 mm is perfectly aligned along the

x-direction. Small tilt angles of only 0.5◦ can visibly change theBz line scans of the calibration

loop.

Nonetheless, the calibration loop can be used as a very sensitive tool for measuring slight

deviationsof the SQUID sample distance since the stray field of a current carrying wire drops

with 1/r. It was observed that during SQUID measurements there is always a continuous drift in

the SQUID sample distance which is attributed to a continuous evaporating of liquid nitrogen

from the dewar which contains the SQUID. Consequently, the upper part of the dewar warms

up and elongates, thus decreasing the distance between the SQUID and the sample (typically

∆h > 1 mm in 2 hours). By this method, absolutechangesof the distance of about 0.01 mm are

resolvable. Stray field evaluation using this method yields more consistent magnetization values

with much less scattering in contrast to magnetization values extracted from sample stray fields

alone. This method can determine relative changes of magnetization of only 1%.

Figure4.8illustrates how relative distance changes can be monitored. In (a) four line scans

above the calibration loop at different heights are presented starting from an arbitrary height

z0 ≈ 4.5 mm and a current ofI = 5 mA. Then, the micrometer screw of the UHV manipulator

is used to adjust well-defined increases of distance in steps of 0.2 mm. The farther the SQUID

is away from the sample holder, the smaller theBz values become. At a fixed position, e.g.

x = 65 mm, theBz values are taken and plotted against the height variations∆z. They are

found in (b) where the data points are additionally fitted by a polynomial of second order. The
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error bars of the data points are much smaller than the symbol size. Now absolute changes of

the SQUID sample distance can be measured with the following procedure (Fig.4.8(a)). A first

measurement of the ferromagnetic film is performed without a current through the rectangular

loop thus revealing the stray field of the film. In a second measurement, a calibrated current is

sent through the loop. In a subsequent step, both measurements can be subtracted in order to

find the stray field of the current loop alone. By comparing the stray fieldBz at an unknown

height with a calibration plot shown in Fig.4.8, heightchangescan instantaneously be detected

and incorporated in the analysis.

This method also proves helpful in measuring magnetic films below 5 ML since the mag-

netic stray field decreases with decreasing film thickness. In this case, finding the height from

the stray field shape is much more inaccurate. Admittedly, this procedure requires knowledge of

the absolute distance which can be extracted from sample stray fields of previous measurements

on thicker Fe films.

Additionally, the use of the calibration loop allows for theimmediatecorrection of changes

of the SQUID-sample distance. This feature is necessary, e.g., in temperature dependent mea-

surements which might lead to a change of the sample-SQUID distanceh resulting in an appar-

ent change of the magnetization.

4.1.3. The optimal SQUID-sample distance and ultimate sensitivity

Since we are interested in ultrathin films, we assume a homogenous magnetized square Fe film

of 4 mm length and a thickness of a single atomic layer. This film contains about 1.963× 1014

(1.227× 1015 atoms/cm2) Fe atoms, each with a bulk magnetic moment of 2.22µB. A line

scan across the center of the film at a heighth = 5 mm would yield a peak to peakBpp
z value

of 4.17 nT. The magnetic field of a point dipole scales with1/r3 with ~r being the position

vector (see Eq. (2.16)). Consequently, a reduction of the distancer by a factor of two will

increase the magnetic field eight-fold. Yet in the case of the finite extended film the increment

will be smaller than for the point dipole. A line scan above the previously mentioned film at

half distanceh = 2.5 mm yieldsBpp
z = 20.20 nT. At first glance, one would conclude that the

most accurate determination ofM would be obtained forh as small as possible. That, however,

requires that the heighth is known exactly. From the experimental point of view the SQUID-

sample distance is determined with an error bar of approximately±0.1 mm. As it follows, the

error inM is for h = 5 mm, 5.1%, and for h=2.5 mm already 7.8%. That is an increase of the

uncertainty by more than50%. Within the SQUID setup, the typical noise ofBz (four averaged

scans) is about0.1 nT. Consequently, even at a distance of 5 mm fractions of a monolayer Fe

can be detected easily without increasing the error in the magnetization which arises from a

smaller distanceh, provided that the ferromagnetic film is in a single domain magnetic state.

The ultimate sensitivity of the present setup is estimated to be around 10−7 emu when taking
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into consideration a signal to noise ratio of 1:1. In conclusion, a distance of about 5 mm is a

good compromise between high sensitivity on the one hand and higher accuracy with regard to

height uncertainties on the other hand.

In principle, one could also scan the stray field with high lateral resolution at a distance

h < 0.1 mm. Since the size of the SQUID loop is 100× 100 µm2, this is the maximum

attainable spacial resolution. However, as shown before, the magnetic analysis of 10% of a

monolayer can already performed with our setup. To decreaseh to 0.1 mm would have required

to bringing the SQUID sensor into UHV with all cooling and other technical problems during

bake-out processes and measurements. Hence, in this work we always worked with the easy-

to-handle setup described before. For completeness we note thatK ITLEY et. albuilt a scanning

SQUID microscope which can resolve small magnetic fields down to theµm scale, but it is only

functional under ambient conditions [105].

4.1.4. Determination of the direction of the in-plane magnetization

Besides the absolute magnetization determination with the scanning SQUID, it is also possible

to find the in-plane easy axis of a homogenously magnetized film, if the remanent magnetiza-

tion direction does not coincide with the scanning direction. Since the stray field geometry is

independent of the magnetization value, the thickness or the lateral size of the film, the rescaled

stray field (as introduced in Sec.2.3.1) is used for the analysis.

In Fig. 4.9(a) and (c), contour plots of theBz component are presented for a square shaped

film at a distanceh = 1L (L: square length) for in-plane angles of the magnetizationα = 0◦

andα = 30◦, respectively. Forα = 0◦, the magnetization direction is parallel to thex axis.

(b) shows line scans along the dashed lines of the contour plot in (a). The stray field is largest

across the film’s center, i.e.y = 0. All other Bz scans (in (b) and (d)) have been normalized to

this maximum field value. The farther one moves away from the center scan iny-direction the

smaller the maximum (minimum) values ofBz becomes.

The case is more interesting, if the scanning direction is not parallel to the magnetization

direction (see (c) and (d)). A scan aty = 0 yieldsBz scans which are reduced by a factorcos α.

In the extreme case thatα = 90◦ at y = 0 there will not be any z-component of the magnetic

stray field. A variation ofy for α 6= 0 has two effects on the line scans: (i) theBz line scan

becomes asymmetrical and (ii) the zero line shifts.

Fig. 4.10 shows how to extract the in-plane angleα from stray field data. In (a), a cross

section of an in-plane magnetized film in thex-z-plane is shown. Sources of the magnetic field

are the edges of the magnetized film so that the magnetic flux forms closed lines between the

two poles of the film. Along the dotted line the magnetic field does not posses az-component of

the magnetic field. Thez-component of the stray field of a point dipole, which is normal to the

dipole orientation, is generally zero in a plane which is orthogonal to the dipole and includes
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Fig. 4.9.: Contour plots of the rescaled stray field componentBz at a distancez = L in thex-y-plane

at the different in-plane anglesα = 0◦ (a) andα = 30◦ (c). The square indicates the boundaries of the

magnetic film below. (b) and (d) show respective line scans along the dashed lines in (a) and (c).
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Fig. 4.10.:(a) Side view of the magnetic flux of an in-plane magnetized film. Along the dotted lineBz

vanishes. (b) Top view.

it. Consequently, in everyx-y-plane one finds a ’zero line’ (dotted line) perpendicular to the

magnetization vector. This situation is depicted in Fig.4.10(b) where ~M and thex-direction

include an angleα. This sketch shows a top view of a square shaped sample with two dashed

lines indicating the scan direction. Apparently, a shift of they-position will change the position

of Bz(x, y, z = h) = 0 line profiles alongx (Fig. 4.9 (d)). Since experimentally they-position

can be set by means of a micrometer screw one only needs to extract the null positionx from

theBz scans. One can show easily that

α = arctan

(
∆x

∆y

)
(4.7)

with ∆x and∆y being the differences of two respectivex andy positions. The experimental

uncertainty of∆y is assumed to be negligible where∆x is limited by the observational accuracy

in theBz scans. For typical line scans thex position can be determined with an accuracy of 0.1

mm. This leads to an error bar of± 3◦ for angles0◦ < α < 45◦ (fixed ∆y = 2 mm). For

45◦ < α < 90◦ the accuracy even becomes better (< ±1.5%).

Fig. 4.11gives an example for the determination of the in-plane angle. In (a), theBz(x, y =

yi, h = 5mm) profiles of an 8 ML Fe film on GaAs(001) are shown for differentyi. Thex andy

coordinates are given in the laboratory reference frame. The [100]-direction of the GaAs(001)

substrate is oriented parallel to the scanning directionx of the sample. As an 8 ML Fe film

has its easy axis along the [110]-direction (compare Sec.4.4), an in-plane angle ofα = 45◦

is expected with respect to the [100]-direction. In Fig.4.11(b), the ’zeros’ of theBz profiles

are plotted versus the correspondingyi positions. In Eq. (4.7), α is determined byx(yi), i.e.

how muchx changes wheny is shifted. Therefore, the linear fit in Fig.4.11(b) corresponds to

∆x/∆y and yields an angleα = 45.7◦ which is in good agreement to the expected easy axis

along the [1 1 0]-direction (α = 45◦). Here the error in the angle determination is quite small
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Fig. 4.11.:(a) ExperimentalBz(x, y, h = 5 mm) line scans fory =28-30.5 mm with 0.5 mm spacing.

(b) Zero crossing of theBz line scans as a function ofy position. The in-plane magnetization angle of
~M is determined according to Eq. (4.7).

(∆α = ±1.5◦), since 5 line scans at differentyi are taken into consideration. Yet in a typical

experiment, only 2 discretey positions are used which gives an error bar of typically 5 %.

One should note that at a closer distanceh ¿ L there is no straight ’zeroline’ (Bz = 0),

perpendicular to the sample magnetization but thex,y position whereBz = 0 changes with

height (’null curve’). Only along the high symmetry directions, i.e. magnetization parallel to a

sample edge or diagonal to the square sample, one obtains an exact ’zero line’. Fortunately, at

distancesh ≈ L thecurve is quite well approximated by a line perpendicular to~M such that

the above presented method yields an accurate result within the assumptions of Eq. (4.7). The

reading inaccuracy of the determination of thex-position at whichBz = 0 yields the biggest

contribution to the error of the in-plane angleα.

4.1.5. Demagnetizing fields of in plane magnetized films

Using Eqs. (2.6) and (2.5), the demagnetizing field of a sample with uniform magnetization can

be calculated. The result for a square shaped film with magnetization lying in the film plane

along thex-direction is shown in Fig.4.12. The two poles give rise to pseudo magnetic surface

charges and generate fields which are opposed to~M . Furthermore, we neglect they-component

of the demagnetizing field and focus on thex component because (i) its magnitude is much

larger and (ii) it is the relevant component which can force the magnetization near the poles to

align along−x (i.e. demagnetizing the sample). Under these assumptions, Eq. (2.7) simplifies

to:

~Hd(x, y, z) = Mx∇




L/2∫

−L/2

L/2∫

−L/2

d/2∫

−d/2

δ(x′ − L/2)− δ(x′ + L/2)

|~r − ~r′| dx′dy′dz′


 (4.8)
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4.1. Quantitative magnetometry: analytical methods and limitations

Fig. 4.12.:A uniform magnetization causes magnetic poles at the sample edges which give rise to de-

magnetizing fields.

Fig. 4.13.:(a) Contour plot of theHx-component of the demagnetizing field (logarithmic spacing of the

contour lines). (b)Hx profiles along the two dashed lines in (a) for Fe films of different thicknesses.

whereδ is theDirac Delta function. This integral was analytically evaluated by using ’Mathe-

matica’ [ 106]. The solution was expanded in a series ford ¿ L and its final form can be found

in the appendix Eq. (A.7). Note that in this 2D continuum approach the volume magnetization

transforms to an area magnetizationM · d. Figure4.13(a) shows a qualitative contour plot of

theHx component of the demagnetizing field inside a film of 4×4 mm2 size. Quantitative line

scans along thex-direction are found in Fig.4.13(b) for three different film thickness: 10, 20

and 100 ML. For the 100 ML film, the line scans were calculated in the middle of the film, e.g.

y = 0 mm, and 10µm away from the edge of the film aty = 1.99 mm. These line scans are

illustrated as dashed lines in Fig.4.13(a). However, no significant difference is seen. The other

film thicknesses are only shown fory = 0. The thicker the films, the larger the demagnetizing

fields in the interior.

To estimate the influence of the demagnetizing fields on the magnetization at the edges,

one can regard the coercive fieldHc. For thin films, typical coercive fields applied along the

easy axis are in the order of 10 Oe. Therefore, we calculate the distancex from the sample
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4. Results and discussion

Fig. 4.14.:Numerical calculation of the demagnetizing field rangeycritical (measured from the sample

edge) as a function of Fe film thickness where it drops below a critical value (10, 20 or 50 Oe).

edge where the demagnetizing field has dropped below this value. The result of this numerical

calculation is presented in Fig.4.14. The symbols represent the distance from the sample edges

up to which the demagnetizing field exceeds the hypothetic coercive fields of 10 Oe as a function

of film thickness. Assuming a coercive field of 10 Oe, different symbols (triangles and squares)

indicateHx line profiles along thex-direction, that are parallel shifted along they-direction.

Data fory = 0 andy = 1.0 mm fall on top of each other. Only very near the sample edge (here

10 µm away from the edge) can deviations be found. In this case, the critical field range at the

sample edge is even smaller compared to scans across the middle. The critical field range for

higher coercive fields as indicated in the plot becomes smaller. For an Fe film thickness up to

50 ML, the maximum range of the demagnetizing field is below 5µm compared to the lateral

film dimensions of 4 mm. Even if one assumes the extreme case that all the magnetization is

reversed inside the critical range, the stray field at the SQUID position will only be reduced

by 0.5%. This error is smaller than other experimental errors (see Sec.4.1.8). To show that

this consideration is an upper estimate for the ’worst case’, experiments to i) find a reduction

of the remanent magnetization (by MOKE) and ii) to observe domains (by Magnetic Force

Microscopy and Kerr Microscopy) have been performed (Sec.4.2and Sec.4.3).

The situation changes when the film thickness is 100 nm or larger. In this limit, demag-

netizing effects might reduce the ’far away’ stray field at the SQUID position such that the

magnetization values determined from stray field data are virtually reduced.
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4.1. Quantitative magnetometry: analytical methods and limitations

To summarize this section:

• Demagnetizing fields arise from the magnetic poles of a sample and are opposed to the

magnetization direction.

• At the sample edges (magnetic poles) the magnitude of demagnetizing fields is large and

drops fast in the interior of the film.

• The magnitude and range of demagnetizing fields depend linearly on the magnetization

M and thicknessd of the film.

• For a critical field strength, e.g. 10 Oe, the edge area over which demagnetizing fields

for films up to 100 ML thickness must be considered is limited to a fewµm. This implies

that for macroscopic films of a few mm size the lateralmacroscopic shape(square, circle)

does not influence the development of domains in these samples.

• A decrease in thickness near the sample edge or a corrugated border as experimentally

expected willreducethe magnetostatic potential (due to the scalar product~n · ~M in Eq.

(2.6)) and therefore the formation of domains gets even less favorable.

• In the calculation, the magnetization at the sample edges (magnetic poles) is considered

unchanged by the demagnetizing field~Hd. If, however, a part of the magnetization at the

edges was reversed by~Hd, the demagnetizing effects would even become further reduced.

4.1.6. Influence of surface roughness on the magnetic stray field

BRUNO investigated the influence of surface roughness on the demagnetizing field theoret-

ically and could show that it can give rise to an effective perpendicular anisotropy whose

magnitude can be calculated using roughness parameters [107]. Experimental work on the in-

fluence of interfacial roughness was carried out for Co/Au sandwich structures [108] and for

Ni/Cu(001) [109]. Since magnetization measurements in this thesis use the magnetic stray field

of FM films, the question is how the surface roughness can influence the magnetic stray field.

An ad hocconsideration might come to the conclusion that the magnetic flux which emerges at

roughness features of a thin film forms closed flux lines as indicated in Fig.4.15. The roughness

is characterized by the so-called roughness correlation lengthξ (see Fig.4.15). It is implied that

the surface roughness does not change the average magnetization of the film and that its orien-

tation remains unchanged near roughness features. To confirm the last point, we consider the

island sizes of Fe grown on GaAs.THIBADO investigated the size of Fe islands on GaAs(001)-

(2×4) at 175◦ C by STM. At a coverage of 1 ML, the average island width× length is about 35

× 90 Å. A 35 ML Fe film exhibits rectangular islands of approximately 50× 80 Å (elongated

along [̄110]) on average and a height of 3 ML. Another STM study of 150 Å Fe/GaAs shows
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4. Results and discussion

Fig. 4.15.:Ad hocconsideration of the influence of surface roughness on the magnetic stray field. The

film roughness with correlation lengthξ gives rise to localized closed flux lines. The magnetic stray field

of the whole in-plane magnetized film at pointP is regarded.

island-like undulations about 10 Å high and about 150 Å in diameter [110]. Considering the

Fe exchange lengthδex ≈ 21 nm, it is therefore unlikely that the magnetization in the islands is

laterally tilted out-of-plane due to surface anisotropy effects. This is because a tilt of magnetic

moments at a length scale comparable toδex would be very costly with regard to the energy.

Under these premises, one may argue that the magnetic flux is lost at an observation pointP

and the magnetic flux density is reduced atP . The consequence of this scenario would be an

erroneous reduction of the magnetization value of the film from SQUID analysis. However, it is

proven in the following that mesoscopic roughness does not influence the magnetic stray field

at typical distances of a few mm from the film.

This can be shown strictly assuming that the roughness does not change the in-plane mag-

netization orientation of the layer. Namely, the stray field of a rough film can be evaluated as

a field of ’magnetic charges’ appearing on the film surface because the magnetization projec-

tion on the surface normal is not zero when a surface roughness is present (this is the situation

depicted in Fig.4.15). Expanding the surface density of these charges into a Fourier series and

substituting this expansion into the standard Poisson equation for the scalar magnetic potential

shows that the potential of each individual harmonic decays exponentially with the decay length

proportional to the spatial wave vectork of this harmonic. This calculation is carried out in ap-

pendixA.4. Further, the net ’magnetic charge’ of a film surface remains zero (assuming that on

average the film magnetization remains in-plane), so that the constant contribution to the stray

field from k = 0 is absent. Hence, one finds that the total stray field from an in-plane magne-

tized film with a rough surface decays exponentially with the decay length corresponding to the

spatial wave vector for which the Fourier component of the surface roughness profile is maxi-

mal. This means, in turn, that the decay length of the stray field is about the typical roughness

wavelength, which is much smaller than the distance between sample and SQUID.
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4.1. Quantitative magnetometry: analytical methods and limitations

In a PhD thesis [111], it was shown that the deviation of the magnetic stray field originating

from discrete spins at the position of regular lattice sites drops exponentially to zero when

compared to continuum theory. The modelling of the surface roughness can be transferred to

this situation.

4.1.7. Asymmetric magnetic stray field shapes of in-plane

magnetized films

Asymmetries inBz line scans for in-plane magnetized films can have different origins. In the

following a checklist is given to account for possible experimental errors in the analysis ofM :

• A ferromagnetic backgroundsignal of the sample holder can make it impossible to eval-

uate the stray field data. Even measuring the background stray field of the magnetized

sample holder with a subsequent substraction from the film’s signal will not yield a satis-

factory result. The magnitude and shape of the background signal depends on the position

and can be different from the configuration during the measurement of a ferromagnetic

film. Therefore, ferromagnetic contamination of the sample holder must be avoided! Ad-

ditionally, the recommendations given in the appendixA.6 concerning the sample holder

materials and the cleaning procedure should be followed.

• A tilt of the sample surfacewith respect to thex-y plane causes an asymmetricBz profile.

An asymmetric line shape can be observed because of the effect of distance on the stray

field. Extreme care should be taken to align the sample holder such that it does not include

an angle with the surface parallel to thex-y plane.

• An angleα between magnetizationM and scanning directionx will also lead to asym-

metric scans alongx (Sec.4.1.4). The in-plane angle, however, can be determined and

used in the analysis. In order to find the center of the film (y = 0) y should be varied until

the asymmetry vanishes.

• A non-uniform magnetization over the film areacan also give rise to asymmetries. This

possibility includes the formation of magnetic domains and a locally reduced magnetiza-

tion which can arise from a rough topography of the underlying substrate. It might also

be possible that a part of the film was inadvertently deposited on the sample holder, not

the substrate.

4.1.8. Accuracy limitations for the magnetization determination

The individual factors determining the accuracy of the magnetization analysis of the present

SQUID setup are listed below:
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4. Results and discussion

Origin of errors Mexp −∆M/Mexp

SQUID calibration 1.0%∗

deviation from sample center♦ ∆y = 0.5 mm 1.3%∗ (1.6%)

y=0 ∆y = 1.0 mm 5.3% (6.1%)

height determination♦ h0 = 5 mm,∆h = 0.1 mm 5.0%∗ (5.5%)

film thickness calibration 5%∗

edge domains negligible

surface roughness negligible

tilt of the sample rectifiable

(FM background signal) (variable)

maximum total error∗ 12.3%

Table 4.1.:Error contributions to the magnetization. The total error is the sum of the values marked by

(∗)
♦The estimates are made for a square shaped film with a side length of L=4 mm. For L=3 mm the errors

increase and are given in parentheses.

This conservative estimate yields a total uncertainty of about 12%. The center of the film

needs to be found within∆y = 0.5 mm. Interestingly, the accuracy, with regard to the height

determination and to the deviation iny, increases as the film size increases from 3×3 (values

in parenthesis) to 4×4 mm2. This is understandable to some extent from regarding the stray

field geometry in units of the sample length, i.e. the rescaled variables introduced in Sec.2.3.1

since in rescaled lengths the deviation for a larger film are smaller. The errors arising from an

inaccuracy in height determination can be reduced by a factor of 2, using the calibration loop

which is described in Sec.4.1.2. One main error contribution comes from the uncertainty of film

thickness measurements by means of a quartz oscillator. Using MEED (or RHEED) oscillations

is considered to be the most accurate method to determine the film thickness in UHV as is

demonstrated for e.g. Ni on Cu [112]. However, it would only slightly improve the thickness

accuracy and we were not able to see any MEED oscillations for Fe on GaAs(001). Sec.4.1.5

showed that the formation of magnetic domains is negligible, and that the surface roughness

does not modify the magnetic stray field in the far field (see Sec.4.1.6). A tilted substrate or

sample holder (tilt angleβ < 1◦) with respect to the scanning directionx results in asymmetric

Bz line shape. A simplified approach to correct this effect is to substitutez = z0 + x sin(β) in

the stray field formulas.

Special care must be taken to avoid ferromagnetic background signals, since they can make

stray field analysis impossible. The cleaning procedure to remove FM impurities from the sur-

face of the Cu sample holder is explained in appendixA.6.
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4.2. Magnetization of Fe monolayers on GaAs(001)

4.2. Magnetization of Fe monolayers on GaAs(001)

4.2.1. Substrate preparation and growth of Fe films

GaAs(001) substrates are first cleaned with acetone and isopropanol in an ultrasonic bath for 5

minutes until an optical microscope reveals a clean surface. The surface roughness is checked

with an atomic force microscope (AFM) revealing an RMS (root mean square) roughness of

typically 0.4 nm. In the UHV chamber, the substrate is sputtered with Ar+ ions at an Ar pressure

of 1×10−5 mbar and an ion energy of 500 eV until no contaminations of carbon are visible with

AES. Then, the substrate temperature is increased to 600◦ C while the substrate is sputtered as

mentioned above for about 30 minutes. After 2 to 3 cycles of this procedure, AES reveals a clean

GaAs surface. Figure4.16 (a) and (b) show the Auger spectra before and after the substrate

preparation. Before the Ar etching carbon (E=272 eV) and oxygen (E=503 eV) can be found,

whereas finally, only Ga and As peaks are visible. This treatment results in a clean {4×6}-

reconstructed GaAs(001) surface [14]. A typical LEED image of this GaAs surface is shown

in Fig. 4.17on the left hand side. A schematic sketch of the diffraction pattern is drawn on the

right with corresponding crystallographic directions. Big spots originate from the GaAs cubic

unit cell with the lattice constanta. The smaller spots along [1 1 0] corresponds to a surface

reconstruction along this direction with a periodicity of6a, and4a in the [1 1̄ 0]-direction.

Fig. 4.16.:(a) AES of an GaAs substrate before Ar ion etching, and (b) after Ar ion etching atp = 10−5

mbar withE = 500 eV for 30 minutes. (c) AES of 3 ML Fe deposited on a clean GaAs substrate.
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E=114eV
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0]

Fig. 4.17.:Left side: LEED image of a {4×6}-reconstructed GaAs(001) surface. Right side: Schematic

drawing of the LEED spots.

Fig. 4.18.:Proposed atomic structure model of the {4× 6}-reconstructed GaAs(001) surface taken from

Ref. [22].

BIEGELSENet al. [113] observed coexisting phases of GaAs(001)-(4×2) and (2×6) which

explain a ’pseudo’ {4×6}-reconstructed surface obtained from LEED investigations. However,

XUE et al.[22] reported on an additional ’genuine’ GaAs(001)-(4×6) surface based on scanning

tunneling microcopy investigations in combination with a first-principles total-energy calcula-

tion, which is reprinted in Fig.4.18. The authors assume that the Ga clusters consist of 6 to 8

atoms. This is one of the most Ga rich surface of GaAs(001) known.

Fe was deposited by electron beam evaporation at deposition rates of about 1 ML/min at

room temperature. The pressure did not exceed 1× 10−9 mbar. The relative partial pressures
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4.2. Magnetization of Fe monolayers on GaAs(001)

Fig. 4.19.: (a) (0,0)-LEED spot intensity as a function of electron energy of a {4×6}-reconstructed

GaAs(001) substrate and a 22 ML Fe film which has been deposited on the same substrate at 300 K. (b)

Plot of the Bragg peak energies shown in (a) as a function of Bragg order squared.

during evaporation were about 37% 2 amu (atomic mass units) (H2), 27% 28 amu (N2 and CO)

and about 7% 18 amu (H2O). Molecular oxygen (32 amu) only contributes to 0.7 %. Figure

4.16(c) shows an AES spectrum of 3 monolayer Fe deposited on a clean GaAs(001) substrate.

It has 3 distinct peaks atE = 598, 651 and703 eV characteristic for Fe. At this Fe coverage Ga

and As peaks of the underlying substrates are still visible.

The lattice mismatch between bcc Fe and GaAs gives rise to considerable compressive

in-plane strain in the Fe film. As a consequence, the Fe film expands in the vertical direction

(i.e. along the film normal) to minimize the elastic energy. We studied this vertical expansion

by IV-LEED as a function of film thickness. Figure4.19shows the IV-LEED spectrum of the

(0,0) spot of a {4×6}-reconstructed GaAs substrate and a 22 ML Fe film deposited onto this

substrate. From the energy of the Bragg peaks as a function of the order of diffractionn squared

(Fig. 4.19(b)), the interplanar distancedinter according to Eq. (3.7) of GaAsdinter = 1.407 ±
0.0035 Å is calculated. This corresponds to a lattice constant of 5.628± 0.014 Å for the cubic

unit cell. This value is -0.5 % smaller than the literature value for GaAs bulk (aGaAs = 5.653

Å). The slight decrease of the vertical interplanar spacing for the {4×6}-reconstructed surface

compared to bulk GaAs might be due to missing neighbors of the GaAs surface atoms which

lead to a contraction of the topmost layers.

The difference between the out-of-plane interplanar spacings of Fe and GaAs is evident

from the shift of the peak position of the Fe film to lower energies (≡ larger interplanar dis-

tance) and from the different slopes of the Bragg peaks in Fig.4.19 (b). Figure4.20 shows

the vertical interplanar spacing of Fe films on GaAs(001) as a function of film thickness. Up

to a thickness of about 22 ML Fe, we find a 3% vertical expansion in comparison to the in-

terplanar spacing of {100} atomic planes in bulkα-Fe. This yields a tetragonal distortion of
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Fig. 4.20.:(lower panel) Vertical Fe interplanar distance determined from IV-LEED experiments for var-

ious film thicknesses on {4×6}-reconstructed GaAs(001). Data fromLALLAIZON et al. [114] measured

on 80 nm Fe/GaAs(001) is plotted in addition. The bulk interplanar distances for bcc Fe and GaAs are

plotted as horizontal lines. (upper panel) FMR line width with the external magnetic field applied along

the [1 1̄ 0]-direction as a function of film thickness taken from Ref. [115].

aFe⊥/aFe|| = 1.045. Note, that at 5 ML thickness the penetration depth of electrons during the

IV-LEED experiments is larger than the Fe thickness. Hence, a part of the measured vertical

distance originates from the GaAs substrate which decreases the measured interplanar distance

on average. The apparent decrease for 5 ML Fe may also be assisted from the corrugation of

thin Fe films, i.e. a thickness fluctuation, as was reported earlier in this thesis. Thus, also for

the 5 ML Fe film, it is reasonable to assume the same 3% vertical strain. The volume of the

tetragonally distorted unit cell of the Fe film up to 22 ML is conserved and is the same as for

bulk α-Fe. Above 22 ML, the vertical strain continuously relaxes as the data points show for 33

ML and 65 ML thick Fe films. But even in the 65 ML Fe film, a vertical strain of 1% persists.

The strain relaxation mechanism likely proceeds via the formation of misfit dislocations.LAL -

LAIZON et al. [114] measured the out-of-plane lattice constantaFe⊥ using XRD on a 80 nm

(∼ 56 ML) thick Fe/GaAs film. They found a significant relaxation of the vertical expansions

and their value has also been plotted in Fig.4.20. However, it indicates an Fe film which is

even more relaxed than was found from our IV-LEED experiments. Perhaps the GaAs substrate

from [114] was not prepared as well as the ones we used since a more defective surface might

76



4.2. Magnetization of Fe monolayers on GaAs(001)

ease the incorporation of misfits dislocations. Furthermore, XRD probes the whole Fe film and

not only the top surface layers as of our IV-LEED experiments do. The Rutherford backscatter-

ing spectrometry (RBS) experiments of the same authors report a significant relaxation of the

uppermost 30 nm of the Fe film considering the penetration depth of their method. Further ex-

perimental indications make the authors propose that ’most of the interface defects are located

in the substrate side’. Our measurements indicate a slightly varying distortion of the top layers

up to about 22 ML Fe, followed by a relaxation to the bulk value above this thickness due to

the enhanced incorporation of misfit dislocations. However, the average vertical strain relaxes

more slowly for thicker films and is observed up to a thickness of about 160 ML [11]. The

sudden relaxation around 20 ML Fe is reflected in the line width∆Bpp of FMR spectra which

have been recorded with the magnetic field applied along the[1 1̄ 0]-direction as a function of

film thickness [116]. The result of these measurements are plotted in the upper panel of Fig.

4.20. Starting at 3 ML,∆Bpp drops to about 50 mT at an Fe film thickness of 5 ML. The broad

FMR lines below 5 ML are due to the existence of a superparamagnetic phase (close to the

percolation limit) or magnetic inhomogeneities [117,118] resulting from the island formation

in films < 5 ML. Up to 20 ML, the line width stays nearly constant before suddenly dropping to

15 mT, which is approximately the thickness where IV-LEED data show the vertical relaxation

of the Fe film. A reason could be the decrease of the Gilbert damping constantα, which directly

influences the line width∆Bpp. α is governed by the spin-orbit (SO) interaction which couples

phonons to the spin-system, i.e. the stronger the SO interaction the more energy is dissipated

thus damping the precession of the spins. In a perfect cubic environment, the orbital contribu-

tion to the total magnetic moment is quenched to first order perturbation theory. This situation

is reflected in the g-factor of cubic bcc Fe, g=2.09, which is close to the value for pure spin

magnetism (g=2.0023). Since the IV-LEED investigations show a tetragonally distorted film

below 20 ML Fe, an increased orbital contribution is very likely. This assumption is corrobo-

rated byCLAYDON et al. [35] who found an orbital enhancement of about 300% for Fe films

on GaAs(001)-(4×6) up to 10 ML from XMCD measurements. The incorporation of misfits

leading to the relaxation of the Fe film might, therefore, directly reduce the Gilbert damping

parameterα due to reducing the SO interaction. Generally, the line width is directly related to

the relaxation rate. Since the change of the line width by a factor of three is rather large, it is

presumably not exclusively explained by a change of the intrinsic relaxation rate between 15

and 20 ML. A more detailed answer could only be given if frequency dependent measurements

were performed. It is likely that up to 15 ML Fe, magnetic inhomogeneities lead to a broadening

of ∆Bpp.

The experimental distortion data can be compared to calculated data using the continuum

elasticity theory. The mismatch-induced vertical strain at the interface between the deposit and

the substrate is given byε33 = −c12/c11(ε11 + ε22) [119], whereε0 = ε11 = ε22 = −0.014 is the
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isotropic lattice mismatch of bulk Fe and bulk GaAs, andc11 = 229 GPa andc12 = 134 GPa

are the bulk Fe elastic constants [28]. This gives the expected out-of-plane strainε = 1.6% and

a tetragonal distortion ofaFe⊥/aFe|| = 1.030. Hence, this theory cannot explain the observed

larger tetragonal distortion1.045 . To reconcile the experimental vertical expansion with the

continuum elasticity theory, one might choose different elastic constants, since the bulk values

may not be adequate in the thin film regime. As the ratioc12/c11 determines the vertical strain,

c12 needs to be bigger orc11 smaller. In addition, the lattice mismatch might be different as the

{4×6}-reconstructed semiconductor surface can have differing in-plane lattice constants in the

surface plane compared to the bulk values. They might even be different along the [1 1 0] and

[1 1̄ 0]-directions. However, a detailed study on the surface in-plane lattice constant by either

GIXS (Grazing Incidence X-ray Scattering) or EXAFS analysis (Extended X-Ray Absorption

Fine Structure) does not exist to the author’s knowledge.

The evolution of the film magnetization as a function of film thickness is the subject of

this section. Since the stray field calculations assume a uniformly magnetized FM film with

no external magnetic field applied, we begin with the experimental confirmation that the FM

Fe films are, in fact, single domain. In Sec.4.1.5, it was shown that the formation of domains

due to demagnetizing fields was only expected near the magnetic poles at the very edges of

the film. Experimental proof for this prediction can be obtained from magneto-optic Kerr effect

measurements which can be carried out in the UHV system. Figure4.21(a) shows the MOKE

hysteresis loop of a 5 ML Fe film measured in longitudinal geometry with the magnetic field

applied along the [1̄1 0]-direction using p-polarized light. The original MOKE data are plotted

in Fig. 4.21(b) and exhibit a superposition of the FM hysteresis loop with a linear background

signal. It can be identified with the Faraday effect, since the laser beam is transmitted through

Fig. 4.21.: (a) MOKE hysteresis loop of a 5 ML Fe film deposited on GaAs(001) measured at room

temperature with the magnetic field applied along the [1 1 0]-direction. (b) The original data which

includes the Faraday effect caused by the glass finger.
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Fig. 4.22.:MOKE hysteresis loop of a 20 ML Fe film deposited on GaAs(001) measured at room tem-

perature with the magnetic field applied along the [1 1 0]-direction.

the glass finger with the external magnetic field applied substantially along the transmission

direction of the light beam. Because of its linearity with the magnetic field, this effect could

be subtracted from the original data to yield the hysteresis loop displayed in (a). It represents

a square shaped hysteresis which is typical for magnetization measurements along the easy

axis of magnetization. If at zero external magnetic field the magnetization were decomposed

into magnetic domains, one would expect a reduced Kerr signal which is not the case. The

squareness of the hysteresis loop is consequently a proof for a homogenously magnetized film

within the spot size of the laser. The coercive field of this 5 ML Fe film isHc = 26± 1 mT.

The hysteresis loop of a 20 ML Fe film on GaAs measured within situ MOKE is shown in

Fig. 4.22after subtracting the linear background signal. Here, the external magnetic field was

also applied along the [1̄1 0] direction although at this thickness an in-plane reorientation of

the easy axis from [1̄1 0] to [1 0 0] and [0 1 0], respectively, is expected. Hence, the remanent

magnetization along [1̄1 0] is only 0.9Ms. The coercive fieldHc ≈ 6 mT of this thicker Fe

film is reduced compared to the 5 ML which indicates better growth conditions for this film.

Figure4.23shows thez-component of the magnetic stray field across the center of an 8 ML

Fe/GaAs(001) film of square shape. The fit to the experimental data is also plotted using Eq.

(A.4) and gives the best agreement forh = 5.1 mm andM = (1.79 ± 0.09) × 106 A/m which

is only 4.5 % larger than the bulk value at 295 K.

Figure4.24shows the remanent magnetization of Fe monolayers on {4×6}-reconstructed

GaAs at room temperature as a function of film thickness. Fe was deposited at 300 K as de-
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Fig. 4.23.:ExperimentalBz line scan across the center of an 8 ML Fe/GaAs(001) film and a fit to the

data for a heighth = 5.1 mm and a magnetizationM = 1790kA/m.

scribed above. The compilation of data includes films which were grown in a single evapora-

tion step, and films which were prepared by stepwise evaporation on top of previously measured

films at a pressure of 1×10−9 mbar during evaporation (base pressure 2×10−10 mbar). Below

3 ML Fe, the magnetization is zero at room temperature and sets in between 3 and 4 ML. Up

to 5 ML, its value is significantly reduced with respect to the Fe bulk value. Interestingly, at

5 ML Fe film thickness, one observes two trends of the remanent magnetization. Either it has

fully evolved to the bulk value or it is reduced by about 25%. Additional Fe deposition on a

film which already has the full bulk magnetization at 5 ML does not change the magnetiza-

tion value. Otherwise, increasing the Fe film thickness of a film which does not have the full

bulk magnetization at 5 ML will only gradually increase its magnetization to finally yield the

bulk magnetization value at about 10 ML. To get an estimate of how many layers contribute

to the FM signal the non FM layersdnon-fm from all thicknesses with a reduced magnetization

(M < Mbulk) are calculated usingdnon-fm = dFe(1−M/Mbulk), wheredFe is the nominal thick-

ness of the Fe film,M is the measured remanent magnetization andMbulk = 1714 kA/m is the

Fe bulk magnetization at room temperature. The result of this calculation can be taken from

Fig. 4.25. With increasing Fe coverage, the number of non-ferromagnetic layers continuously

decreases from about 2 non-FM layers at around 4 ML Fe thickness to about 0.5 at a thickness

of 10 ML. The two data points (•) from 12 and 20 ML thick Fe films indicate 1 non-FM layer

each. They were measured 24 h after they had been prepared. During that time, the chemisorp-

tion of residual gases inside the UHV chamber (base pressure 2×10−10 mbar), mainly O2 and
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4.2. Magnetization of Fe monolayers on GaAs(001)

Fig. 4.24.:Remanent magnetization of Fe monolayers on GaAs(001) as a function of film thickness.

Fig. 4.25.:Calculated non-ferromagnetic (non-fm) layer equivalents from remanent magnetization data

of figure4.24.

81



4. Results and discussion

Fig. 4.26.:Remanent magnetization plotted vs. temperature. Fit with spin wave law is plotted as a solid

line: MT=0K = 1780 kA/m, B = (2.85± 0.35)× 10−5 K−3/2.

CO, probably had been incorporated into the Fe film and reduced the magnetization. A system-

atic study on the influence of oxygen exposure on the remanent magnetic signal will be given in

Sec.4.5. It should be noted that one film at a thickness of 8 ML (◦) has a reduced magnetization

with respect to the other films. However, after depositing additional 4 ML Fe the magnetization

of this 12 ML Fe film equals the bulk value. Therefore, one must conclude that the 8 ML Fe film

was incidently not magnetized before the measurements and not in a single domain magnetic

state. The decrease ofM for several Fe films at low Fe coverage is most likely be influenced by

a rough surface topography of the substrate which ’delays’ the coalescence of the iron islands.

In Ref. [13] it was reported that this island coalescence governs the onset of the FM phase.

The magnetization serves as a measure of how much of the Fe islands are interconnected. In

conclusion, the formation of intermetallic compounds at the interface can be excluded since

the magnetization recovers the Fe bulk value around 10 ML, which indicates the absence of

non-FM interface layers.

In Fig. 4.26 the remanent magnetization of 6.5 ML Fe on GaAs(001) is presented as a

function of temperature for 40 K< T < 400 K. With increasing temperature the magnetization

decreases and can be described with the so-calledT 3/2 spin wave law (Bloch’s law) which is

explained further down (see Eq. (4.10)) and includes the Bloch constantB. It is plotted as a

solid line in the figure. The fit yields a Bloch constant ofB = (2.85± 0.35)× 10−5 K−3/2 and
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4.2. Magnetization of Fe monolayers on GaAs(001)

the ground state magnetizationM(T = 0) = (1.78 ± 0.06) × 106 A/m. The bulk ground state

magnetization (T=0 K) of Fe is about1.746 × 106 A/m [120]. Hence, the measured value is

increased by about 2.0% with respect to the bulk value. There are two possible reasons for this

finding. a) The thickness of the Fe film is wrong by 5 %; which is possible due to the error bar

of the quartz microbalance. However, several films show a slight increase of the magnetization

similarly to the one above. Within the error bar, the enhancement ofM might be due to an over-

estimation ofd. b) Fe magnetic moments on the Fe/vacuum interfaces are enhanced.Ab initio

calculations using the full potential linearized augmented plane wave (FLAPW) method on the

magnetic properties of seven monolayer thick Fe(100) predict increased magnetic moments of

3.01µB in the first monolayer (vacuum interface layer), 2.36µB in the second and after all 2.42

µB in the third layer [121]. Assuming that all remaining layers below have bulk-like magnetic

moments of 2.22µB, including the layer at the Fe/GaAs interface the total magnetization of

the 6.5 ML Fe film is1.833× 106 A/m. This value is even 5.0% bigger than the Fe-bulk value.

Yet one should also consider that the calculated surface magnetic moments emanate from a

perfectly ordered, not strained and abrupt interface which is only conditional applicable for Fe

films on GaAs. Therefore, an increase of magnetic moments for a not perfect surface probably

turns out smaller. A clear answer of which both possibilities are true cannot be given.

At 400 K, the remanent magnetization is reduced by about 25 % with respect to 0 K.M of

bulk Fe decreases by only 3 % in the same temperature interval. This stronger decrease in 6.5

ML Fe is attributed to the finite size effect, i.e. a decrease ofTC with decreasing film thickness.

Within this model, the Curie temperature as a function of film thicknessd can be expressed

by a scaling law with the critical exponentν, i.e. TC(d)/TC(bulk) = 1 − C · d1/ν , where C

is a constant [122]. However, this model is not applicable for the Fe/GaAs system where the

onset of ferromagnetism is governed by a percolation phenomenon. To describe the thickness

dependence of the Curie temperature a power law was proposedTC(p) ∝ (p/pC − 1)φ with a

percolation parameterp > pC and a critical exponentφ [47]. To avoid interdiffusion, the mag-

netization of a 6.5 ML Fe film could not be measured up toTC(6.5 ML). However, for thinner

films, measurements have been carried out up to and aboveTC .

The remanent magnetization vs.T of a 3.7 ML Fe film is shown in Fig.4.27. The double

logarithmic plot ofM/M0 over (TC − T )/T was chosen to find the critical exponentβ, since

near the paramagnetic-ferromagnetic phase transition atTC the magnetization should follow the

relation2:

M(T ) = M(0)(1− (T/TC))β (4.9)

The magnetization vanishes at around 392 K± 5 K. To determineTC more accurately, the

magnetization data in Fig.4.27are plotted for 5 differentTC between 389 K and 393 K. The

data are linearly fitted fromTC to 0.1TC and the slope yields the experimental critical exponent

2A short review on the physical meaning of critical exponents is given in the appendixA.5
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4. Results and discussion

Fig. 4.27.:Double logarithmic plot of the remanent magnetization vs. reduced temperature(TC−T )/TC .

The same data are plotted for differentTC with linear fits within an interval fromTC to 0.1TC .

TC β error

389 K 0.36 ± 0.132

390 K 0.38 ± 0.127

391 K 0.38 ± 0.112

392 K 0.42 ± 0.124

393 K 0.47 ± 0.158

Table 4.2.:Critical exponentβ from linear fits of data points in Fig.4.27in a temperature interval from

TC to 0.1TC .

β. The Curie temperature yielding the smallest difference of the linear fit with the experimental

data is chosen. It corresponds toTC = 391 K with β = 0.38 (10−2 < (TC − T )/T < 10−1). In

Tab.4.2.1, the critical exponents are shown for various Curie temperatures.BENSCHet al. [47]

measured the critical exponent of a 3.4 ML Fe film on GaAs(001)-(2×6) with MOKE and

found an exponentβ = 0.26 ± 0.02 (10−3 < (TC − T )/T < 10−1), which is very close to

the effective critical exponent of a 2D-XY model of finite size (β = 3π/128 ≈ 0.23) [123].

In Fig. 4.28, M(T) for the 3.7 ML Fe film is plotted on a linear scale. In addition, power laws

for different critical exponentsβ are plotted. TheT 3/2-law, which is discussed further down,

is also plotted but can strictly only be applied from 0 to 0.3TC . The experimentally obtained

β = 0.38 from SQUID analysis is significantly bigger than the prediction of the 2D-XY model,

but also too small to be explained by mean field theory. If one compares the measured data to
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4.2. Magnetization of Fe monolayers on GaAs(001)

Fig. 4.28.: Remanent magnetization plotted vs. temperature. Fits are given for different universality

classes and the spin wave law.

the predictions of the 2D-XY model it is obvious that the remanent magnetization above 200 K,

and especially in the vicinity ofTC , is significantly smaller. The discrepancy in the difference

of M(T) behavior might be due to a temperature dependent domain formation, since the film

was not re-magnetized before the measurements at each temperature.

At a film thickness of 2.3 ML Fe, the Curie temperature is decreased toTC = 170 K ± 6

K (see Fig.4.29). A fit using Bloch’sT 3/2-law yields M(T=0)=0.76± 0.03 106 A/m, which is

a reduction of 57% with respect to the bulk value. In the model of percolating Fe islands, one

can conclude that the coalescence of islands is not yet finished and roughly half of the islands

do not touch each other. The percolation of the islands, on the other hand, switches on the

direct exchange and causes the abrupt onset of ferromagnetism. The determination of a critical

exponent of the magnetization data is not meaningful due to the relative large spread of the data

points and to few data nearTC . The reduction ofM with T is even less abrupt than for the 3.7

ML Fe film, which as well can be explained by temperature dependent domain formation which

here starts at an even lower temperatures. An initial fit with a power law dependence yielded

a nonphysical exponentβ = 0.7 and is therefore not shown. The fit for the mean field theory

value ofβ = 0.5 is presented but does not show good accordance to the data.

The temperature dependence of the spontaneous magnetizationMs(T ) for T < 0.5Tc for
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4. Results and discussion

Fig. 4.29.: Remanent magnetization plotted vs. Temperature. Fits are plotted for a critical exponent

β = 0.5 (mean-field theory) and the spin wave law.

the most bulk ferromagnetic materials can be described with Bloch’s law

Ms(T ) = Ms(0)
(
1−BT 3/2

)
(4.10)

Bloch’s law results from a linearized spin-wave theory neglecting higher order terms in the

magnon dispersion relation. Many experimental investigations show that the temperature de-

pendence of the spontaneous magnetization of high-quality continuous thin films can be also

well described by aT 3/2-law, although no theories predict this behavior for a 2D system

[124,125,126]. However, it has been shown byMATHON andAHMAD that an ’effectiveT 3/2-

law’ is valid for two-dimensional system in a certain temperature range [127].

In Fig. 4.30, the temperature dependence of the remanent magnetization of continuous 3.7

and 6.5 ML Fe films is presented as a function ofT 3/2 for a temperature range from 40 to 400

K. The remanent magnetization was measured along the easy [1 1 0] direction and the remanent

magnetization is assumed to be equal to the saturation magnetization. The magnetization values

were normalized to the value atT = 0 K, which was obtained from fits according to Bloch’s

law.

The data can be well described by Eq. (4.10). The spin wave Bloch parameterB and the

ground state magnetization were determined from the fits and are presented in Table4.3. The

data for bulk-Fe are also given.

Fig. 4.31shows the spin wave Boch parameterB as a function of the inverse thickness 1/d.

The solid squares are the Bloch parameters obtained in this work while the circles represent
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Fig. 4.30.:Temperature dependence of the normalized spontaneous magnetization for 3.7 and 6.5 ML

of Fe on GaAs (001). The solid lines are fits according to Bloch’sT 3/2-law. The corresponding Bloch

parametersB are shown for each film thickness. The temperature dependence of bulk-Fe withB =

3.4× 10−6 K−3/2 (Ref. [128]) is also represented.

sample Ms(0 K) B D

[106 A/m] [10−5 K−3/2] [meVÅ2]

3.7 ML Fe/GaAs 1.71±0.07 7.5±0.4 36.37

6.5 ML Fe/GaAs 1.78±0.06 2.85±0.35 70.21

bulk-Fe 1.746 (Ref. [120]) 0.34±0.02 (Ref. [128]) 290.1

Table 4.3.: Ground state spontaneous magnetizationMs(0 K) and the Bloch parameterB determined

from fits according to Bloch’s spin wave law. The spin wave stiffness constantD calculated according to

Eq. (4.11) is also presented.
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4. Results and discussion

Fig. 4.31.:Spin wave Bloch parameter as a function of the inverse thicknessd for Fe thin films deposited

on GaAs (001). The solid squares are the Bloch parameters determined in this work. The circles are taken

from Ref. [126].

data from Ref. [126]. The data from this work are in agreement with the earlier ones. The spin

wave Bloch parameter increases with decreasing thickness. It does not scale linearly with 1/d

as it was observed for thin films with very weak anisotropies, such as Fe on Au(001) [129]

and Fe70Co30 on Au(001) [130]. A linear dependence B(1/d) is expected for the case that the

energy of the lowest spin wave mode is independent of the film thickness. This is only true in

the absence of large anisotropies [131]. The presence of a large anisotropy in Fe/GaAs(001)

films causes a thickness dependence of low spin wave energies and, hence, a non-linearB(1/d)

dependence.

The spin-wave parameter or the Bloch parameterB is related to the spin wave stiffness

constantD through the expression [132]

D =
kB

4π

(
ζ(3/2)gµB

Ms(0)B

)2/3

(4.11)

whereζ(3/2) is the Riemann zeta function,g is the spectroscopic splitting factor which is equal

2.09 for Fe,µB is the Bohr magneton, andkB is the Boltzmann constant. The spin wave stiffness

constantD is calculated and the results are presented in Table4.3. We observe a strong decrease

of the spin wave stiffness constant with decreasing Fe thickness. The spin wave stiffness con-

stant is proportional to the exchange coupling energy between neighboring spins and measures

the energy of spin waves. Because of a reduced coordination number of the surface spins, the
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4.3. Magnetization reversal of Fe films on GaAs

exchange energy per spin at the surface is smaller than in the volume. Hence, the energy of a

spin wave with a given wave vector~k is lower.

4.3. Magnetization reversal of Fe films on GaAs

In order to study the details of magnetization reversal of thin Fe films on GaAs, a Pt capped 15

ML Fe film was measured by Kerr microscopy at room temperature. Figure4.32shows a hys-

teresis loop which has been recorded using the longitudinal magneto-optical Kerr Effect with

p-polarized light. The external magnetic field was applied along the [1 1 0] direction of the

substrate. Basically, a square hysteresis is observed, which, however, show a rather smooth ap-

proach to saturation after magnetic field reversal (marked by (∗)). Square shaped magnetization

curves are typical for measurements along the easy axis of magnetization. The coercive field

is found at aboutHc = 4 Oe. The same sample has also been investigated by Kerrmicroscopy

with the magnetic field applied along the easy axis, i.e. the [1 1 0] direction. The magnetiza-

tion reversal process typically commences somewhere in the center of the film. The domains

nucleate in the direction of the reversed magnetic field (Fig.4.33(a)) and grow by domain wall

displacement in all directions (Fig.4.33(b)). One may note the zig-zag walls between the op-

positely oriented domains. The formation of ’head-on’ magnetic domains in thin films results

in a high ’magnetic charge’ density. By configuring a zig-zag shaped wall, the charge density

is reduced [133]. By increasing the zig-zag angle, the charge density decreases at the expense

of wall surface. Another Kerr microcopy image shows an area of the film close to the film

edge. Part of the substrate is also visible in the upper area of the image. One notices that the

Fig. 4.32.:Longitudinal MOKE measurement along the [1 1 0] direction.
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Fig. 4.33.:Kerr microscopy images of a 15 ML Fe film with 30 Pt deposited on{4× 6}-reconstructed

GaAs(001). (a) nucleation of a domain (white arrow) in the direction of the reversed magnetic field. b)

same sample position with increased field strength. Note, that the field strength was not quantified.

Fig. 4.34.: Kerr microscopy image similar as in Fig.4.33 but taken at the edge of the Fe film in the

presence of a reversed magnetic field.
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4.3. Magnetization reversal of Fe films on GaAs

Fig. 4.35.:MFM image of a 15 ML Fe film on{4×6}GaAs(001) with 30 Pt cap layer. The MFM tip was

magnetized along the -z-direction prior to measurement. Arrows indicate the magnetization direction of

the domains.

magnetization reversal does not start from the edge of the sample, but the reversed magnetic

domain approaches the sample edge from the middle of the sample. At first glance, this is sur-

prising since, as shown in Sec.2.2, the demagnetizing field which emerges from the sample

edge should lower the energy barrier for the reversal ofM near the edge. However, one has

to consider that the evaporation through an aperture yields a continuously varying thickness

near the edges. This reduces demagnetizing effects at the film boundaries. Secondly, the film

boundary is corrugated on a≈10µm scale which also reduces demagnetizing effects.

Kerr microscopy images were also taken in the magnetic remanent state of the sample.

Notably, no magnetic domains were observed after the film has been saturated, which justifies

the assumption of single domain magnetic films for the stray field calculation in Sec.2.3.

Magnetic domain images with higher resolution (≈ 50 nm) were obtained by magnetic

force microscopy [134]. Since in the magnetically saturated state MFM was not capable of

visualizing magnetic domains the sample was demagnetized in an alternating magnetic field

along the easy axis with continuously reduced field amplitude. Figure4.35 shows an MFM

image of the capped 15 ML Fe sample on GaAs(001)-(4×6) taken close to the film edge (dotted

line). The AFM image shown on the left was simultaneously recorded when the MFM image

was taken. The film edge is difficult to see in the left image, but runs from the top to the bottom

as indicated. It becomes more obvious in the MFM image, where a sharp change in contrast

is visible at the sample edge. The easy axis of magnetization is along the vertical direction

(arrows). Before recording the image, the magnetic tip was magnetized along the -z-direction

as indicated in Fig.4.36. Attractive interaction between tip and sample is visualized by dark

image contrast whereas repulsive interaction is shown with bright contrast.
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Fig. 4.36.:An MFM tip is magnetized along the -z-direction, the sample in the plane of the film. The

magnetic stray field gives rise to repulsive interaction at the sample edge and to no interaction above the

film.

In Fig. 4.36, a magnetic domain at the sample edge points to the right. The schematic

stray field is also indicated by the dashed line. Near the sample edge, the stray field will have a

dominatingz-component which in the present case will result in a repulsive interaction between

tip and sample (bright contrast in the MFM image). Above the in-plane magnetized sample,
~Mtip · ~H ≈ 0 and therefore, no contrast is expected. The bright-dark contrast variation (Fig.

4.35) at the film boundary can now be attributed to different magnetization directions of the

domains. The magnetization directions are shown by the black and white arrows in the image.

Note that the domain walls in Fig.4.35, which are probably of Néel type, have an attractive

interaction with the MFM tip. This interaction is understandable from the interaction of the

tip’s stray field with the sample. At a lift scan height ofd = 90 nm, the tip’s stray field is

about 100 Oe [135]. Consequently, the tip’s stray field forces the magnetic moments in the

domain wall to turn out-of-plane during the measurement which always results in an attractive

interaction. After the MFM tip moves away from the domain wall, the magnetic moments in

the domain wall rotate back to their original orientations. Like in many investigations of soft

magnetic materials, the magnetic microstructure is influenced during the measurement by the

MFM tip.

Figure4.37 shows an MFM image taken at the center area of the film. The two features

marked by a (*) represent small reversed magnetic domains, within which the magnetization

is pointing into the exact opposite direction as the magnetization direction of the surrounding

magnetic domain (white arrow). The center of the MFM image shows a domain wall generally

extending from left to right, separating two magnetic domains which are oriented to the left

and to the right, respectively. Note the alternating bright and dark image contrast along sections

of the domain wall. Here, the observed change in contrast implies that the magnetic moments

within the domain wall are obviously much less affected by the stray field of the magnetic tip
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4.3. Magnetization reversal of Fe films on GaAs

Fig. 4.37.:MFM image of the same sample as in Fig.4.35but imaged in the middle of the film.

than in the case as discussed above for the domain wall close to the sample edge. The observed

contrast results from an alternating attractive (dark) and repulsive (bright) interaction of mag-

netic moments within the wall with the magnetic tip. Such a contrast may only occur if the

arrangement of magnetic moments within the domain wall is much more stable, whereby the

magnetic moments do not follow the stray field of the magnetic tip (as discussed above). Taking

into account the direction of the magnetization within the tip (being oriented into the -z direc-

tion), the contrast change along the domain wall can be interpreted by assuming a magnetization

orientation close to the domain wall, as indicated within Fig.4.37by black and white arrows.

Here, any ’head-to-head’ orientation of the magnetization represents a source of magnetic stray

field emerging from the sample in +z direction, and thus leading to a repulsive interaction with

the magnetic tip (bright image contrast). A ’tail-to-tail’ orientation of the magnetization pro-

duces a sink of magnetic stray field where the magnetic field is oriented in -z direction above

the sample, and thus leading to an attractive interaction with the magnetic tip (dark image con-

trast). The resulting ’waviness’ of the magnetization, which certainly extends into the areas

above and below the domain wall, resembles the magnetization distribution close to a so-called

’cross-tie’ wall [136]. The ’zig-zag’-like domain wall can be thought of as a precursor of such

a cross-tie wall where within the white and black areas, the magnetization is starting to turn up-

wards and downwards respectively, thereby forming the later ’Bloch-lines’ of the cross-tie wall.

Future Lorentz-microscopy investigations could help to confirm the character of such a domain

wall which is typical for the cross-over region with respect to the film thickness between pure

Bloch-like and Néel-like domain walls.
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4.4. In-plane spin reorientation transition for Fe/GaAs

films

The magnetic anisotropy of a few monolayers of Fe on GaAs(001) is dominated by a strong

uniaxial anisotropy (K2||<0) with easy in-plane axis along the [1 1 0]-direction which stems

from the Fe/GaAs interface [24,45]. Because this interface anisotropy contribution depends on

K2||/d according to Eq. (2.14), it becomes less and less important with increasing film thickness

d. The influence of the fourfold anisotropyK4 > 0 will increase steadily. The easy axes of

magnetization of this volume anisotropy are along the <1 0 0>-directions. Since the uniaxial out-

of-plane anisotropyK2⊥>0 is small compared to the shape anisotropyFshape, the magnetization

will always lie in the film plane with no external field applied. Therefore, it is expected that

the easy axis of magnetization will rotate from the [1 1 0] direction (thin film limit) to either

the [1 0 0] or [0 1 0]-direction with increasing film thickness. To illustrate this situation, a

sketch of the free energy density as a function of in-plane angle is plotted in Fig.4.38according

to Eqs. (2.11) and (2.13) (δ = π/4 andθ = π/2). In (a) the fourfold (K4) and uniaxial in-

plane (K2||) anisotropy energy is plotted separated. The minima of the energy are the easy

directions of the magnetization and marked by black dots. In the uniaxial case, the equivalent

equilibrium angles are 45◦ and 225◦. This also applies to the fourfold anisotropy equilibrium

angles 0◦/90◦/180◦/270◦. Here, the superposition of both anisotropies is plotted for different

ratiosK4/K2|| < −1. With increasingK4/K2||, the minimum shifts from the [1 1 0] direction

(135◦) toward the [0 1 0]- and [1 0 0]-directions, respectively and two local minima (black

and white dots) are observed. The following discusses the reorientation from [1 1 0] to [1 0 0].

Figure4.38(b) shows the calculated equilibrium angleφ vs. the ratio of the anisotropy constants

|K4| and|K2|||. As long as|K4| is smaller than the twofold anisotropy constant|K2||| the easy

axis of magnetization is the [1 1 0] direction. Above|K4/K2||| > 1, the easy axis continuously

rotates quickly towards the [1 0 0] direction for|K4/K2||| only slightly larger than 1. For larger

|K4/K2|||, the [1 0 0] direction is asymptotically approached and never fully reached.

Table 4.4 lists the anisotropy constantsK2|| and K4 given in Ref. [45] which contain

both, volume and interface contributions, for different thickness of the Fe layers on {4×6}-

reconstructed GaAs(001) at 300 K. The values are derived from angular dependent FMR mea-

surements under UHV conditions. Also given are the respective anisotropy fields which are

direct fit parameters from the angular dependence. Up to a thickness of at least 7 ML Fe no four-

fold anisotropy can be measured. Only from about 11 ML Fe onwards the fourfold anisotropy

sets in and reaches the bulk value at about 20 ML Fe film thickness. At this thickness, just a

small value ofK2|| = −0.042 × 105 J/m3 is measurable. It increases by a factor of more than

20 in the case of a 5 ML Fe film, since it is mainly an GaAs-Fe interface contribution. We use

these values to calculate equilibrium anglesφ by minimizing the free energy arising from the
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4.4. In-plane spin reorientation transition for Fe/GaAs films

Fig. 4.38.: (a) Free Energy densityF as a function of azimuthal (in-plane) angleφ for the uniaxial in-

plane and fourfold anisotropy contribution (K4 > 0, K2|| < 0 ). (b) Calculated equilibrium angleφ as a

function of−K4/K2||. Superposition ofK2|| andK4 for various ratios|K4/K2||| (inset).

sum of Eqs. (2.11) and (2.13) for the in-plane case. The results of this calculation are shown

graphically in Fig.4.39as solid squares. Up to 7 ML Fe, the easy axis of magnetization is along

[1 1 0] sinceK4 = 0. As K4 increases, the reorientation of the easy axis toward the [1 1 0]-

direction starts from about 10 ML and finishes at about 20 ML. The line in the graph is plotted

as a guide to the eye. This expected behavior was independently confirmed by measuring the

in-plane angle of~M by the SQUID method presented in Sec.4.1.4. The open symbols in Fig.

4.39 show the results, which are in reasonable agreement to the angles determined from the

FMR analysis. The small difference might be due to the different modes of film preparation,

i.e. for SQUID measurements by stepwise deposition on thinner layers. The reorientation of the

Thickness K4 K2|| K4

M

K2||
M

(ML) (105 J/m3) (105 J/m3) (mT) (mT)

bulk 0.47 - 27.5 -

20 0.46 -0.043 27 -2.5

15 0.44 -0.08 26 -4.7

11 0.3 -0.29 17.6 -17

7 0 -0.59 0 -34

6 0 -0.85 0 -50

5 0 -1.02 0 -60

Table 4.4.: Anisotropy constants and fields at 300 K measured with FMR for various film thicknesses

from Ref. [45].
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Fig. 4.39.:Calculated in-plane equilibrium angles from magnetic anisotropy constants measured with

FMR (Ref. [45]) and measured equilibrium angles from SQUID data analysis.

film series measured with FMR starts at a thickness above 7 ML and is completed at about 20

ML Fe. The SQUID data (M) of some Fe films show a reorientation starting at slightly lower

Fe thickness. Measurements of other Fe films with SQUID (¤) still exhibit a [1 1 0]-easy axis

of magnetization at a thickness of 16 ML. Contrarily, in the literature, Fe films showed the in-

plane reorientation at 40 to 50 ML [24,21,44,137,138], which are different from the results in

Ref. [45] and the present SQUID measurements. The critical Fe film thickness seems to depend

on the individual substrate preparation. It is worth noting that the present measurements, as

well as the ones in Ref. [45], use the same substrate several times. After the measurements, the

films are sputtered and the substrate is prepared as described in Sec.4.2. After several prepa-

ration cycles, the GaAs surface roughness is likely to increase, which may result in a reduced

interface anisotropy contribution ofK2|| and might explain that for films with smallerK2|| the

reorientation occurs at lower film thickness.

It should be noted that the easy axis of magnetization is defined by the minimum of the

free energy (see Fig.4.38 (b)) and depends on the exact value of the anisotropy constants.

Another point is the presence of two symmetric in-plane easy axes which are energetically

equally favorable. If the magnetic field for sample saturation is not aligned perfectly along [1

1 0], which may be the case in the experiment, one axis is preferred. In the case of a ’perfect’

alignment of the magnetic field, the sample magnetization could break up into domains oriented

along both symmetry axes.
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

4.5. Influence of oxygen exposure on the magnetic

properties of Fe films

The physical properties of iron oxides have been studied for more than half a century [139].

Among the most important stoichiometric iron-oxygen compounds - there exist a total of 16 iron

oxides including hydroxides and oxide hydroxides - are wüstite (FeO), haematite (α-Fe2O3),

maghemite (γ-Fe2O3) and magnetite (Fe3O4). An overview of the physical properties of these

iron oxides is given in Tab.4.5. Wüstite is a black iron oxide which only contains divalent Fe.

Normally, it is found to be nonstoichiometric with a deficiency in cations (Fe1−xO). Haematite

prevails in nature and is of significant importance as a principal component in ore, spread in

industrial processes. It exists in the corundum structure with an hcp anion packing. It is also an

extremely stable iron oxide and often the final product of iron oxide transformations. The fer-

rimagnetic magnetite contains both divalent (Fe2+) and trivalent ions (Fe3+) in equal amounts,

and has an inverse spinel structure. Isostructural with magnetite, maghemite contains only triva-

lent Fe3+, but with a deficiency of cation sites.

Haematite (α-Fe2O3) films with low crystallinity can be fabricated by ion beam induced

chemical vapor deposition on various substrates [141]. Magnetite films can be obtained by the

following two step process [142]. First, an Fe oxide film is grown by co-deposition of atomic

oxygen and iron from a Knudsen cell at a substrate temperature of approximately 450 K, re-

iron wüstite haematite maghemite magnetite

(Fe) (FeO) (α-Fe2O3) (γ-Fe2O3) (Fe3O4)

Ms @ 300 K 1717 AF 1.6 or AF 340 471

(kA/m)

TC /(TN ) 1044 (198) 956 1020 850

(K)

crystal cubic (bcc) cubic trigonal inverse inverse

symmetry spinel-cubic spinel-cubic

or tetragonal

cell dimen- a=2.866 a=4.302 a=5.0340 a=8.34 a=8.39

sions (Å) -4.275 c=13.752

colour metallic-grey black reddish, black reddish-brown black

density 7.874 5.9-5.99 5.26 4.87 5.18

(g cm−3)

ionic state - Fe2+, O2− Fe3+, O2− Fe3+, O2− Fe2+, Fe3+, O2−

Table 4.5.:Physical properties of selected stoichiometric iron oxides taken from Ref. [140].
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4. Results and discussion

sulting in a nonstoichiometric Fe3−δO4. The chemical composition is checked by AES during

the initial growth and the oxygen partial pressure is accordingly controlled. Post-annealing of

this slightly over oxidized film at 900 K for 1 h reduces the film to stoichiometric magnetite

with high crystallographic quality. Electron beam evaporation of iron in a plasma oxygen en-

vironment of 1× 10−5 Torr at a substrate temperature of about 520 K [143] and rf sputter

deposition from a target consisting of a mixture of Fe3O4 and Fe2O3 [144] are other ways to

create polycrystalline Fe3O4 films. Epitaxial maghemite (γ-Fe2O3) films on MgO are fabricated

using oxygen-plasma-assisted MBE while the substrate is held at temperatures between 520 and

770 K [145]. All these methods are used to fabricate films in the order of 100 nm. Well ordered

ultrathin films of Fe2O3 are fabricated byPFLITSCH et al. [146] by oxidizing a 5 ML Fe film

epitaxially grown on Cu(110) (deposition and oxidation at 130 K) and subsequent annealing

between 400 and 550 K.

These authors address the question of how the properties of Fe films are affected by the

controlled oxygen exposure, which is important for the understanding of corrosion phenom-

ena [147]. During the gas phase oxidation of metal surfaces, the following steps have to be

considered [148]: the transport of the oxygen to the metal surface, followed by the adsorp-

tion, dissociation and ionization of the adsorbate (oxygen). Moreover, the growth of the oxide

layer involves the transport of material (i.e. ions and electrons). TheFROMHOLD andCOOK-

model, which is reviewed in Ref. [149], considers coupled currents of ions and electrons due

to concentration gradients, homogeneous electric fields across the oxide layer and tunneling of

electrons through the potential barrier of the oxide film. At elevated temperatures, an electron

flux - due to thermal emission - is included in this approach.18O tracer experiments corrobo-

rated that Fe atom transport contributes to at least 80% of the oxidation [150]. Therefore, the

cationic transport dominates over the anionic one during the oxidation, which might be related

to the larger ionic radius of O2+. A great deal of effort has been devoted to understanding the

initial step of oxidation to elucidate the growth process of iron oxide.BLOŃSKI et al. [151]

predict a preferential adsorption of oxygen atoms at the fourfold hollow sides of the Fe(100)

surface at an oxygen coverage of 0.25 ML byab initio calculations. This is equivalent to the

c(2×2)-reconstructed surface observed by LEED on Fe(100) surfaces at an oxygen exposure

of about 1-2 Langmuir (L) at room temperature [152]. These authors find a gradual change in

the range of 0-1.5 L oxygen in the LEED pattern from p(1×1) of the clean (001) surface to

c(2×2)-O. Additional exposure of 4 L total leads to the disappearance of the c(2×2) features.

More exposure gradually fades out all diffraction spots at 7 L. However, other authors could

either not observe the superstructure [153] or attribute it to a contamination with e. g. carbon or

sulfur [154,155,156]. An electron-energy-loss-spectroscopy study at room temperature on the

Fe(001) surface reveals (i) dissociative chemisorption of the oxygen up to 3 L, (ii) incorporation

of oxygen adatoms between 3 and 20 L and (iii) oxidation above 20 L [157].

98



4.5. Influence of oxygen exposure on the magnetic properties of Fe films

Although a lot of literature exists on oxidized iron films, the magnetization and the magnetic

anisotropy have not been as intensively investigated as the chemical, structural and electronic

properties. The reason for this is the need forin situ magnetic investigation techniques with

monolayer sensitivity and calibration in absolute units. The c(2×2)-O surface reconstruction is

accompanied by an increase of the magnetic moment of the top most Fe layer of up to 25%

and also of the subjacent layer to a minor extent as is found in a theoretical study [151]. Inves-

tigations of the Fe surface with spin polarized He∗ de-excitation spectroscopy bySALVIETTI

et al. [158] yield at 3-4 L oxygen a non-magnetically ordered surface layer evidenced by the

disappearance of the asymmetry of the spin-selected density-of-states at T=120 K. In addition,

the polarization of the oxygen is investigated by spin-polarized AES. The O KLL lines show a

positive spin polarization for the singlet final state, which is indicative for a parallel alignment

of the oxygen magnetic moment with the one of the magnetized Fe(001) substrate [159]. This

result is confirmed by spin resolved photoelectron spectroscopy. It reveals an exchange splitting

of the O 2px level which is characteristic for an induced magnetic moment in the adsorbed oxy-

gen layer [160]. However, none of these studies give values on the magnetization in absolute

units [A/m] or magnetic anisotropy constants of iron films during the exposure to oxygen. Only

the scanning SQUID technique used in this work, which measures the remanent magnetization

quantitativelyin situ, can provide this information. It turns out that a quantitative analysis of

the magnetic anisotropy of the Fe films is only possible through the combination of FMR and

SQUID under UHV conditions.

For the oxidation experiments, a contamination free {4×6}-reconstructed GaAs(001) sur-

face was prepared, as discussed previously. Fe films between 5 and 16 ML were deposited at

300 K using an electron beam evaporator at growth rates of 1 ML/min. After the film growth,

the epitaxial quality of the Fe film was checked again by LEED. AES detected traces of oxygen

corresponding to a coverage below 0.1 ML, only. Pure oxygen (99.998%; supplierMesser) was

dosed by means of a leak valve in exposure times of 200 sec. To get various oxygen doses, the

pressure was varied from 5· 10−9 to 5 · 10−5 mbar.

For the FMR experiments, the sample was moved into the quartz glass finger as shown in

Fig. 3.1. The cavity was shoved over the glass finger which was positioned between the pole

shoes of the external magnet with the magnetic field direction alongy. The GaAs(001) substrate

was oriented with the [1 1 0] direction parallel tox, the axial direction of the sample manipu-

lator. The sample could be rotated about thex-axis for angular dependent FMR measurements.

Measurements could be carried out at two microwave frequencies (f = 4 and 9.3 GHz) us-

ing different microwave cavities and generators. The SQUID measurements were performed as

described earlier (see Sec.4.2).

The structural effects of the oxidation will be discussed first in this section. A typical LEED

image of 10 ML Fe is shown in Fig.4.40. It has a cubic p(1×1) symmetry characteristic for a bcc
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4. Results and discussion

Fig. 4.40.: LEED image of 10 ML Fe on GaAs(001) before exposure to oxygen taken at an electron

energy of E=124 eV. The dashed line tags the intensity scanning line, which is used in Fig.4.41during

oxidation.

(001) face. During the oxidation of a 33 ML Fe film, the LEED intensity has been tracked along

the dashed line indicated in Fig.4.40as a function of oxygen exposure by taking LEED images

at constant time intervals of 10 seconds at an oxygen pressure of 10−8 mbar. Immediately after

the exposure starts, the brightness of the diffraction spots decreases, as can be observed in the

intensity line scans along the [1 0 0]-direction displayed in Fig.4.41(a) for three oxygen doses

between 0.15 and 0.675 L. The normalized intensity of the (1,1) LEED spot as a function of

oxygen exposure is plotted in Fig.4.41(b). The data points show good agreement with an expo-

nential function fit. From this finding, one can conclude that the cubic translational symmetry

of the Fe surface layer is destroyed within the transfer width (coherence length) of the low en-

ergy electron beam. This indicates the formation of a structurally disordered oxide. Residual Fe

diffraction spots can be observed up to exposures of about 6 L, which is close to the value of

7 L that is reported byBRUCKER et al. [161]. At very low exposure (0.15 L) (Fig.4.41(a)),

an extra spot evolves halfway between the diffraction spots originating from the Fe atoms. The

center part of the line profiles is multiplied by a factor of five for better visualization of this

effect. The appearance of this extra spot indicates the formation of the c(2×2) superstructure.

However, the intensity at 0.15 L is only about 5% of the (1,1̄)-spot intensity, and further oxida-

tion removes the reconstruction below 1 L. This can be explained by Fe cation transport during

the oxidation which implies that the oxidation process affects both the ordered Fe surface and

the initial reconstruction of oxygen atop the Fe surface. This observation differs from what has

been reported bySAKISAKA et al. [157], who found dissociative chemisorption at exposures

up to 3 L. This deviation may be explained by differing surface morphologies of the samples.
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

Fig. 4.41.:(a) Line scan of LEED intensity along the line of Fig.4.40for various oxygen doses of a 33

ML Fe film on GaAs(001). (b) (1,1) LEED spot intensity as a function of oxygen dose.

Fig. 4.42.:(a) (0,0)-LEED reflex intensity as a function of electron energy on a 33 ML Fe film after film

preparation and after exposure to 1.5 L oxygen. (b) Energy position of the peaks for 1.5 L exposure as

a function of n2. The slope of the fitm is used to determine the interplanar distanced according to Eq.

(3.7).

Here, two possible explanations are given. (i) The motion of oxygen along the edges of the Fe

islands on GaAs is less costly in energy when compared to the motion on a smooth surface and

might ease oxide formation [162,163]. (ii) The rougher surface of our Fe/GaAs films exhibits a

larger number of low coordinated Fe atoms which can easier form chemical bonds to oxygen.

The effect of oxygen adsorption on the vertical interplanar spacing of the Fe(001) film has

been investigated by IV-LEED. Figure4.42(a) shows the intensity of the (0,0)-LEED spot as

a function of electron energy of a 33 ML Fe film without oxygen and after exposure to 1.5 L

oxygen. This film exhibits peaks which are at slightly higher energies in comparison to the film
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4. Results and discussion

Fig. 4.43.: Vertical interplanar distance determined from IV-LEED experiments on 33 ML Fe on

GaAs(001). The arrow indicates the sudden decrease of the interplanar spacing after exposure of 1.5

L.

exposed to oxygen. The vertical dashed lines located at the peak position of the film exposed

to 1.5 L oxygen serve as a guide to the eye. Additional small peaks, at energies of E=55, 70,

96, 196 and 229 eV for the 1.5 L film, which are not Bragg-peaks, are probably due to multiple

scattering of the electrons and are not considered in the simple evaluation employed here. The

peak positions are plotted vs.n2, n being the order of the Bragg reflection (Fig.4.42(b)) for

the 1.5 L film. The slope yields the vertical interplanar spacingd = 0.1453 ± 0.0005 nm.

Figure4.43shows the results at different oxygen dosages up to 50 L oxygen. At even higher

oxygen dosages, the intensity variations get smaller and make the evaluation of the IV-LEED

data impossible. The film of 33 ML thickness has an enhanced vertical interplanar distance

d of 2.2%, compared to the bulk value (see Sec.4.2). After exposure to only 1.5 L oxygen,

d decreasesby about 0.7%. This reduces the vertical strain by more than 30%, or in other

words, this is a significant relaxation of the film. A reason for this effect might be either the

charge transfer from the Fe atoms to the adsorbed oxygen atoms after they dissociated at the Fe

surface or an oxygen induced incorporation of misfits dislocations into the Fe film. At higher

oxygen exposure (50 L), one finds an increase in the vertical interplanar distanced even slightly

exceeding the value at 0 L, since the oxidation sets in in this range. The formation of iron oxides

is accompanied by a change in the lattice constant, since oxygen ions have larger ionic radii than

Fe ions (Tab.4.6). In particular, divalent oxygen anion diameters are about twice as large as Fe

cation diameters. Trivalent Fe ions possess even smaller diameters than divalent ones. It will be

shown later that the thickness of the oxide layer at 50 L oxygen cannot exceed a thickness of

2 ML. Electrons with energies of up to 600 eV have penetration depths of about 10 ML (Fig.

3.4). One therefore measures an averaged interplanar distance of the surface iron oxide and of
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

a) b)

Fig. 4.44.:(a) Low energy AES spectra measured on a 33 ML Fe/GaAs(001) film after different oxygen

dosage. (b) Reference AES spectra taken from Ref. [164]. The Auger transition energies reported bySEO

et al. [165] for the three selected iron oxides species are also shown.

the metallic iron below. Consequently, the measured interplanar distanced = 1.466 Å at e.g.

50 L is much smaller than the one of the iron oxides, i.e.d = a/2 for wüstit andd = a/4 for

magnetite, respectively (a is the dimension of the cubic unit cell given in Tab.4.5).

In an effort to understand the evolution of the chemical composition of the iron oxide, AES

measurements of the M2,3VV Auger lines were taken. These low energy electron transitions

probe the valence states of the Fe and thus, are valuable tools to get insight into the chemical

bonds of the Fe atoms. Auger spectra taken from a 33 ML Fe/GaAs(001) film after exposure

to oxygen dosages up to about 1000 L are presented in Fig.4.44 (a). One sees a continuous

change in the line shapes with increasing exposure. The low energy Auger electron spectra for

various Fe oxides (FeO, Fe2O3 and Fe3O4) have been investigated previously [164], reference

AES spectra are also shown in Fig.4.44 (b). The clean Fe film exhibits a peak minimum at

46.5 eV. After exposure to only 1.5 L oxygen, a plateau evolves at the maximum peak position

of the clean Fe film. This is a characteristic feature of wüstit. In agreement with Ref. [157],

O2− Fe2+ Fe3+

anionic cationic cationic

ion radius

(nm) 0.14 0.082 0.065

Table 4.6.:Ion radius of oxygen and Fe taken from Ref. [140]
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Fig. 4.45.:Auger peak ratio O510/Fe703 of a 33 ML Fe film on GaAs as a function of oxygen dosage at

300K. The inset shows the same plot with logarithmicx axis.

this exposure corresponds to an oxygen coverage of about 0.25 ML. In addition, there is good

agreement with STM investigations on an Fe(110) surface fromWIGHT et al. [166], who found

evidence for the formation of FeO at an oxygen coverage above 0.25 ML. At an exposure of

about 50 L oxygen the line shape resembles the one of magnetite (Fe3O4), but changes upon

further oxidation to the one of Fe2O3 at 1000 L. Continuous dosage up to 25000 L no longer

changes the line shape. As listed in Tab.4.5, Fe2O3, regardless of the presence of haematite or

maghemite, only consists of trivalent Fe ions, and the Fe atoms are in a higher oxidation stage

than in magnetite.

Figure4.45shows the development of the Auger amplitude ratios of the oxygen and the

Fe Auger peak at E=510 eV and E=703 eV, respectively. At first, the Auger amplitude ratio

O510eV /Fe703eV takes a steep increase up to an exposure of about 1000 L and has a value of

≈2.5. A decuple increase at this exposure will only slightly raises to about 3.SEO et al. [165]

report that to a first approximation, the amplitude ratio O510eV /Fe703eV is proportional to the

relative content of Fe and O atoms in the iron oxides. The only exception to this rule of thumb

is haematite, which has the same stoichiometry as maghemite (composition ratio NO/NFe=

1.5), but has ans value about 5% larger than maghemite. These authors find a values ≈ 2.3

(s ≈ 2.45) for γ-Fe2O3 (α-Fe2O3) and therefore, similar values at our exposures of about 1000

L. Although the low energy Auger line shapes already indicate the formation of Fe2O3 below

1000 L, there is still an increase ofs by more than 15% at higher exposures. The only oxide

which has a greater compositional ratio of oxygen and Fe is lepidocrocite (γ-FeOOH) with

s ≈ 2.8, which can be excluded due to the small partial H2O pressure in the UHV chamber
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

(pH2O < 10−9 mbar) during oxygen exposure. Consequently, the higher ratios originates from

chemisorbed oxygen on top of the Fe oxide film surface that did not form any chemical bonding

with the Fe.

However, AES cannot distinguish between haematite and maghemite, since they are chem-

ically equivalent. They do differ in their crystal structure (see Tab.4.5). Consequently, a 20 ML

Fe/GaAs(001) film was oxidized inside the vacuum chamber at an exposure of 20000 L and

taken out of the chamber to perform XRD measurements.

The X-ray diffraction pattern of the oxidized Fe film measured with aΘ − 2Θ diffrac-

tometer3 is shown in Fig.4.46 (upper curve) in comparison to a clean GaAs(001) substrate

(lower curve). The peaks correspond to polycrystallineγ-Fe2O3, but have different relative in-

tensities in comparison to the intensities given in the literature measured on polycrystalline

bulk γ-Fe2O3. The derivation of single diffraction peak positions from a bulk reference sample

is within ±3%. Note that magnetite and maghemite are difficult to distinguish in XRD mea-

surements, for both have an inverse spinel-cubic lattice with almost the same lattice constants

(deviation of 0.6%). Due to the small signal of our thin film (here≈ 3 nm), the analysis is

even more complicated. By combining the two results from AES which indicate the Fe2O3 state

and XRD, one can conclude that the final oxidation stage of thin Fe films on GaAs isγ-Fe2O3

(maghemite).

The line width of XRD spectra is a measure for the crystallite sizes of the sample. The

average crystallite sizeD can be calculated from the full width at half maximum of a distinct

XRD peak using the Scherrer equation [167]:

D =
k · λ

βc(2θ) cos θ
(4.12)

βc(2θ) is the full width at half maximum of the peak at diffraction angle2θ in radians corrected

for instrumental broadening.k is the shape factor which accounts for the shapes of the crys-

tallites. Figure4.47shows the deconvolution of the experimental line width, exemplary for the

γ-Fe2O3 (430) peak. Two gaussian functions with an amplitude ratio of 2 are used. A line width

of w1 = 0.126◦ for theKα1 peak is obtained. By using Eq. (4.12) with a typical value ofk = 0.9

and the peak position at2θ = 66.82◦, one obtains an average crystallite size of 85 nm. A small

instrumental broadening is not considered, i.e. the ’genuine’ crystallite sizeD is larger. Also,

the effect of strain, which leads to an additional broadening of the XRD peaks [168], is not in-

cluded. This in turn might lead to overestimated crystallite sizes. Using the simplified approach

above, different reflexes were investigated yielding crystallite sizes in the range of 75 to 90 nm.

3The XRD experiments were performed using aΘ − 2Θ diffractometer with a Co Kα source with a weighted

average wavelength ofλ = 1.7902 Å (The individual wavelengths areλKα1 = 1.7889 Å andλKα2 = 1.7928
Å). An iron filter was placed in the diffracted beam path to suppress the Kβ radiation. The detector used was

the X-Celrator, i.e. an ultra-fast X-ray detector based on the Real Time Multiple Strip (RTMS) technology

characterized by its high efficiency.
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Fig. 4.46.:XRD data of a 20 ML Fe film on GaAs(001) exposed to ambient atmosphere for a GaAs(001)

substrate (lower curve).
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

Fig. 4.47.:Line width analysis of the XRD (430) peak. Two gaussian curves are superposed to fit the

double peak which arises from the CoKα1 and CoKα2 radiation.
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Fig. 4.48.:(a) Remanent magnetization of an 8 ML Fe/GaAs(001) film during successive steps of oxygen

exposure. (b) Remanent magnetization of a 5, 8 and 16 ML Fe film plotted over a logarithmic exposure

axis. An 8 ML Fe film has been measured twice.

This is contrary to the LEED results which were carried out at low exposures and showed a

structural surface disorder within the transfer width of the LEED optics (10 nm). Consequently,

the 75 to 90 nm crystallites grow at higher oxygen exposure. Note that the Scherrer equation

(4.12) can strictly be applied only for isotropic crystalline shapes that is obviously not the case

in our naturally oxidized Fe film.

From the magnitude of the remanent magnetization at room temperature of the 5, 8 and

16 ML Fe which equals the Fe bulk value within the error bar, one can conclude that no non-

ferromagnetic layer forms at the Fe/GaAs interface. In Fig.4.48(a), the remanent magnetization
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Fig. 4.49.:Calculated non-magnetic layer equivalents of the 5, 8, and 16 ML Fe/GaAs(001) film of Fig.

4.48taking into consideration the individual film thicknesses.

of an 8 ML Fe film is plotted versus the exposure to oxygen at room temperature. After an ini-

tial fast decrease of the remanent magnetization with increasing oxygen exposure, the reduction

slows down and has a value of about 25% of the bulk magnetization at an exposure of around

13000 L. It seems that the remanent magnetization approaches a saturation limit at high expo-

sure. The slowing down of the magnetization decrease with oxygen exposure is a motivation

to plot the abscissa in a logarithmic scale as done in4.48 (b). Here, the magnetization data

from 5, 8, and 16 ML Fe films are plotted in the same diagram. To show the reproducibility of

the measurements, an 8 ML film was measured twice. Each measured film exhibits a decrease

of magnetization which can be divided into two sections with different slopes. Below 100 L,

the slope of the data points declines more gently than it does at higher exposures. The slope at

higher exposures becomes the steeper, the thinner the Fe thickness. The 5 ML Fe film has a van-

ishing remanent magnetization at only 300 L oxygen. After the magnetization disappeared, the

film was magnetized again in a magnetic field, but it did not regain a remanent magnetization.

On the other hand, the 8 and 16 ML Fe films still had a remanent magnetization of 65% and

85%Mbulk, respectively, at 300 L. It seems that the remanent magnetization of the thickest Fe

film is least influenced by the oxygen. However, one has to include the individual thicknesses of

the films, as magnetization is defined as magnetic moment per volume. It was discussed previ-

ously, thatγ-Fe2O3 forms at higher oxygen exposures. The ferrimagnetγ-Fe2O3 has about 20%

of the magnetization of Fe bulk and will most likely be further reduced when the oxide is not

in a single crystalline phase. The same argument applies for the ferrimagnet magnetite (27%

of MFe
bulk) which was observed for exposures below 1000 L. Therefore, in a first approach, one
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can neglect the contribution of the Fe oxide to the magnetic signal and calculate the number of

oxidized Fe layers as shown in Fig.4.49. The dashed horizontal lines indicate the thicknesses of

the 5 and 8 ML Fe film. Up to about 70 L oxygen, only two ML of Fe are oxidized and the films

behave identically. Above 70 L the curves split up, indicating a faster increase in ’non magnetic

layer equivalents’ for the 5 ML Fe film, as already seen from Fig.4.48(b). But also when com-

paring the 8 ML and 16 ML Fe film in this ’thickness corrected plot’, a faster decrease ofM

of the thinner film is evident. Here, the 16 ML Fe film clearly shows a saturation behavior. At

25000 L oxygen only 4 ML of the 16 ML Fe film have been oxidized, indicating the formation

of a passivating oxide layer on top of the Fe film. As the main reason for the reduction of rema-

nent magnetization, one can assume the disordered growth of iron oxide. Due to the preferential

cation transport (Fe atoms) during the oxidation, the topmost Fe atoms leave their regular lattice

positions and form a disordered iron oxide layer. The loss of the LEED diffraction spots during

the oxidation procedure supports this finding. Further confirmation is also given in the literature

by SHINJO et al. [169], who observed a spin-glass-like frustrated state in a thin oxide layer on

an Fe film which had been exposed to air using conversion electron Mösbauer spectroscopy

(CEMS). An important result is the above mentioned increase of apparent non-magnetic oxide

layers as a function of oxygen exposure, which is faster for thinner films. One can discuss dif-

ferent reasons for this behavior: (i) the finite size effect, (ii) a roughness dependent oxidation

process and (iii) a thickness dependent relaxation of the strained Fe film when oxygen is dosed.

(i) In the thin film limit, the Curie temperature generally decreases with respect to the bulk

material.BENSCHet al. [47] extrapolated the Curie temperature for Au capped Fe/GaAs(001)

films to 0 K and found a critical film thickness of 2.5 ML where ferromagnetism sets in. Above

2.5 ML Fe, these authors found a strong increase of the Curie temperature of approximately

270 K/ML. At room temperature, the critical thickness was 3.6 ML. Note that these results are

influenced by the Au capping layer, which were used forex situcharacterization. Uncapped Fe

films in UHV on the other hand - as shown in Sec.4.2 - exhibit a critical film thickness below

2.5 ML at 0 K. Uncapped 2.3 ML Fe has aTC ≈ 170 K. Concerning the 5 and the 8 ML Fe

films, this finite size effect cannot be neglected, since the formation of iron oxide is in fact thin-

ning the Fe film. (ii) The roughness of Fe/GaAs(001) decreases with the film thickness. It has

been suggested and later validated by STM investigations that the Fe growth on Ga-rich GaAs

substrates proceeds via a 3D Volmer-Weber mode, starting with the formation of Fe islands

which coalesce at a thickness of 3.5 ML to finally form a homoepitaxial film on the GaAs sub-

strate (e.g. Refs. [13,12]). During the Fe deposition, one observes a gradual sharpening of the

LEED images (Fig.4.50) shown for 5 and 16 ML Fe films. The shapes of the Fe islands which

form at low coverage, lead to a rough Fe surface as the islands coalesce (see schematics of Fig.

4.50for the 5 ML film). It is not until the film thickness increases that the roughness gradually

lessens. The smoother surface offers a lower number of low coordinated Fe atoms, which are
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4. Results and discussion

Fig. 4.50.: LEED images of a 5 and a 16 ML Fe film on {4×6}-reconstructed GaAs(001) at quoted

electron energies. The schematic picture illustrates the continuous smoothing of the film surface with

increasing Fe thickness.

susceptible to easier oxide formation. (iii) Enhanced oxidation might also be due to a strained

state of the Fe film, which may weaken the bonding strength of surface atoms. A vertical strain

of about 3% in the topmost Fe layers (Sec.4.2) is found for all films up to about 20 ML Fe. The

vertical strain of a 33 ML Fe film (2.2%) is reduced by 30% after exposure to 1.5 L oxygen.

This behavior is expected for other film thicknesses as well. The thinnest films of this oxidation

study (5 and 8 ML) might not show the same strong reduction of the surface strain upon oxygen

adsorption because they are too thin to allocate the relaxation across the film thickness. The

resulting larger strain may cause an enhanced oxidation rate.

At this point, a remark should be made concerning the various partial pressures oxygen

during the oxidation experiments. As depicted earlier, the diverse oxygen doses (pressure×
time) were achieved by changing the oxygen pressure and maintaining the exposure time. It is

worth mentioning that in general the formation of the iron oxidedependson the pressure of

the oxygen. However,ROOSENDAAL et al. [170] found by XPS that iron oxides, which have

been prepared between10−8 and10−6 mbar oxygen (the pressure range used in the present

study), but with the same coverage, have the same ratio of di- and trivalent ionized Fe atoms

(N2+
Fe /N3+

Fe ). Hence, in the discussion one can neglect the pressure dependence.

The following examines the influence of oxygen on the magnetic anisotropy. With the mag-

netic field applied along the [1̄1 0]-direction, the hard magnetic in-plane axis, the resonance
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

condition for the FMR experiment according to Ref. [45] is:
(

ω

γ

)2

=

(
B‖

r −
2K4

M
− 2K2‖

M

)(
B‖

r −Meff +
K4

M

)
(4.13)

Here,ω is the microwave frequency,γ is the gyromagnetic ratio,B‖
r is the resonance field,M is

the magnetization, andMeff = 2K2⊥/M − µ0M is the effective out-of-plane anisotropy field.

The anisotropy constantsKi have been described earlier (see Sec.2.2.2). Figure4.51 shows

FMR spectra for oxygen exposures between 0 L and 204 L, measured on a 10 ML Fe film on

GaAs(001). The magnetic field was applied along the hard in-plane axis ([11̄ 0]-direction) and

a microwave frequency off = 9.3 GHz was used. The shift of the resonance field is sensitive

to the three anisotropy constants and the magnetization. Without oxygen, the resonance field

is equal to 1.75 kOe and shifts to 1.55 KOe at about 10 L. At higher oxygen dosages, the

resonant field increases and even crosses the value without oxygen at an exposure of 204 L. In

addition, the resonance lines broaden and decrease in amplitude. To understand the observed

shift of the resonance field and to find the individual anisotropy constants, angular dependent

FMR experiments were performed. The angular dependent measurements are presented in Fig.

4.52for (a) the polar angular dependent investigation with the magnetic field changed from the

[1 1̄ 0] towards the [0 0 1]-direction and (b) the in-plane angular dependency within a small

angular variation of 6◦ around the [1̄1 0]-direction (hard in-plane axis). The polar dependency

Fig. 4.51.: Ferromagnetic Resonance spectra of a 10 ML Fe film on GaAs(001) for various oxygen

dosage measured at a microwave frequency off = 9 GHz and the magnetic field applied along the [11̄

0]-direction.
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4. Results and discussion

Fig. 4.52.: (a) Polar angular dependence of the resonance fieldBres of a 10 ML Fe film on GaAs,

measured from [1̄1 0] towards the [0 0 1]-direction. The dependencies are shown for as-prepared samples

and after exposure to 3 L oxygen. (b) Corresponding in-plane dependencies measured around the [11̄

0]-direction showing a saturated and an unsaturated mode. The error bar is smaller then the symbol size.

The lines correspond to fits according to the resonance conditions as described in the text.

Fig. 4.53.:Dispersion relation of a 10 ML Fe film on GaAs(001) with experimental anisotropy constants

without oxygen and after exposure to 3 L oxygen for the magnetic field B applied along the easy axis (e.

a.) and the hard axis (h. a.) of magnetization. The available microwave frequencies of our setup are given

by the dashed horizontal lines.
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

is shown for 0 L and 3 L with corresponding fits according to the resonance equations given

in Ref. [45]. The shape of the angular dependency is mainly determined by the twofold out-

of-plane anisotropy constantK2⊥ whereasK2|| andK4 only have minor effects. To findK2||
andK4 the in-plane field was varied, since these two anisotropy constants mainly affect the

azimuthal dependence. At a microwave frequency off = 4 GHz, two resonance modes occur,

the so-called saturated mode and the unsaturated mode at a lower resonance field. Figure4.52

(b) shows data for an as-prepared sample and after oxygen exposure of 3 L. In addition, fits

according to an equation presented in Ref. [45] are shown. The unsaturated resonance mode is a

resonant precession of the magnetization about an axis defined by the film anisotropies, whereas

in the saturated mode, the magnetization precesses about the applied magnetic field direction.

The dispersion relation is shown in Fig.4.53for the experimentally obtained magnetization and

anisotropy constants at 0 L and 3 L oxygen. It clarifies the occurrence of resonance fields for

different microwave frequencies for the magnetic field applied along the in-plane easy axis [1

1 0] and the in-plane hard axis [1̄1 0]. This relation is obtained by plotting Eq. (4.13) for the

hard axis direction and an equation given in Ref. [45] for the easy axis. The experimentally

used microwave frequenciesf = 9.3 and 4.0 GHz are also shown as horizontal lines in the

plot. Resonance fields are found at the intersection of these frequencies with the dispersion

relation. The higher microwave frequency is slightly too high to observe an unsaturated mode.

An FMR measurement along the easy axis with the available microwave frequencies does not

lead to reasonable results.Br of the low resonances cannot be evaluated accurately, since the

line width is too broad. Thus, it is helpful to use two microwave frequencies, since the derived

anisotropy constants must yield consistent results within both sets of experimental data.

The magnetic anisotropy constants from the angular dependent measurements are plotted

in Fig. 4.54. The analysis was performed at 0, 3, 9, and 24 L oxygen on the 10 ML Fe film

on GaAs(001). The biggest influence is seen in the twofold out-of-plane anisotropy constant

K2⊥, which decreases from 5.0 to 3.0×105 J/m3 already at 3 L oxygen exposure. More oxygen

only slightly decreasesK2⊥ to 2.8×105 J/m3 at 24 L. K2⊥ of the clean Fe film was found

to be mainly due to the Fe-vacuum interface [45]. Obviously, it is this anisotropy contribution

which experiences the biggest effect. The fourfold anisotropy constantK4 decreases from 1.5

to 1.0×104 J/m3. The twofold uniaxial in-plane anisotropyK2|| decreases by about 10%, as it

is identified to be mainly an Fe-GaAs interface effect, which is not influenced by the oxygen

on the Fe top surface. Please note that for the determination of the anisotropy constantsKi the

measured magnetization values have been included in the analysis.

In order to investigate the passivating effect of an oxide layer atop a FM Fe film, a 20 ML

Fe film on GaAs was exposed to air, and measured at 300 K with a commercial SQUID system

(Quantum Design). In Fig.4.55, the magnetizationM is plotted as a function ofH for the

external magnetic fieldH applied along the [1 1 0]-direction. As discussed in Sec.4.4, a 20 ML
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4. Results and discussion

Fig. 4.54.:Magnetic anisotropy constants of a 10 ML Fe film on GaAs(001) as a function of oxygen

exposure derived from angular dependent FMR experiments.

Fig. 4.55.:Hysteresis loop of a 20 ML Fe film on GaAs(001) exposed to air.
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

Fig. 4.56.:Remanent magnetization of an 8, 9 and 12 ML Fe film on GaAs(001) which has been exposed

to oxygen at T=40 K. The magnetization values without oxygen exposure (0 L values) are plotted on a

vertical dotted line.

Fe film on GaAs has an easy axis along a <1 0 0> in-plane direction. Hence, the remanence of

the magnetizationMr is reduced with respect to the saturation magnetizationMs = 697 kA/m

(± 4%) by 11%. Since the Fe film was exposed to air containing H20 vapor, the formation of

FeOOH is possible, whose modifications are mostly antiferromagnetic. Water at the Fe surface

can enhance the material transport of the Fe cations, which is the well known phenomenon of

corrosion.

Assuming that the oxidized Fe does not contribute to the magnetization, the saturation mag-

netization of (bulk) Fe at 300 K isMs,Fe = 1714 kA/m [28]. About 8 ML Fe contribute to the

ferromagnetic signal, whereas 12 ML of the Fe film are oxidized.

Since oxidation of Fe is a thermal activated process [171], the oxidation process can be

slowed down at low temperatures. At room temperature, oxygen exposure below 10 L destroys

the ordering of the Fe(100) surface due to the cation (Fe) transport induced by the oxygen. The

question arises if at low temperature the mass transport can be suppressed and therefore ease

the formation of the c(2×2) superstructure mentioned previously. In this case, an increase of

the surface magnetic moments should be observed according to Ref. [151]. Figure4.56shows

the remanent magnetization of 8, 9 and 12 ML Fe films as a function of oxygen exposure at 40

K. Magnetization values at 0 L are also plotted on the logarithmic abscissa and are explicitly

labelled. In addition, the 9 ML Fe film is measured at room temperature before the oxygen
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exposure and shows an increase of magnetization of about 6% when cooled down to T=40 K.

In contrast to the room temperature oxidation experiments, the magnetization values at T=40 K

are only slightly influenced by the oxygen exposure. However, no general tendency in the data

is found. The magnetization of the 9 ML Fe film is reduced by 2.5% at 4 L oxygen, but recovers

to the 0 L value at an exposure of 30000 L. The trend of the 8 ML Fe film is a continuous

decrease with oxygen by 3% in comparison to the as-prepared state of the film. Interestingly,

the 12 ML Fe film exhibits an increased magnetization at 10 L by 3%. However, this value

is reduced again at exposures above 1000 L. In conclusion, no clear trend of the remanent

magnetization as a function of oxygen exposure at T=40 K can be found. It should be noted

that the LEED pattern of the Fe film vanishes in consequence of oxygen exposure similar to the

room temperature exposure and no distinct c(2×2) superstructure is observed.

4.5.1. Temperature driven reorientation transition of an oxidized

Fe film

Spin reorientation transitions are phenomena which can occur in thin magnetic films and are

governed either by the temperature, the thickness of the film or by (non-magnetic) capping

layers [172,173,174]. Some authors address the question of how gas adsorbates can influence

a spin reorientation transition. For ultrathin Ni films on Cu, the spin reorientation as a function

of film thickness from an in- to an out-of-plane orientation of the magnetization occurs at 5

ML on a pre-oxidized Cu substrate in contrast to a critical film thickness of 11 ML for a clean

substrate [175], for example.

Throughout the literature, the Fe/GaAs thin film system is known to have an in-plane easy

axis which is lying in the plane of the film either along the [1 1 0] direction for thin films

or along the in-plane〈1 0 0〉 directions for thicker films. This section shows that an out-of-

plane reorientation of the sample magnetization can be found on an oxidized Fe film at low

temperature.

An oxidized 8.6 ML Fe film deposited on GaAs showed a spin reorientation transition from

in-plane to out-of-plane when measured as a function of temperature. The film had been ex-

posed to 25000 L oxygen which had reduced the remanent magnetization toM = 350 ± 40

kA/m. 15 hours after the oxygen exposure the remanent magnetization at room temperature was

essentially unchanged and the sample was cooled toT = 40 K. Without saturating the sample

in a magnetic field, SQUID measurements were continuously performed with increasing tem-

perature. TheBz profiles are presented in Fig.4.57for selected temperatures. At temperatures

up to 175 K, the shape of the stray field is the one of an out-of-plane magnetized sample as

shown in Sec.2.3.1and has a distinct maximum. Above 175 K± 10 K, the signal continuously

transforms to an in-plane stray field signal which is characterized by the existence of a mini-

mum and a maximum. The out-of-plane to in-plane reorientation is finished at 250 K± 10 K.
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Fig. 4.57.:Bz line scans of an oxidized 8 ML Fe film for increasing temperature showing a reorientation

from out-of-plane to in-plane.
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4. Results and discussion

Fig. 4.58.:Calculatedz-component of the magnetic stray field of a square film during reorientation of

the magnetization from an out-of-plane orientation ||z (θ = 90◦) to an in-plane magnetization direction ||

x (θ = 0◦). A magnetizationM = 180 kA/m of an 8 ML thick Fe film enters the calculation.

A further increase of the temperature will reduce the stray field amplitude, and above the Curie

temperature of 422 K± 6 K, Bz vanishes.

The magnetic stray field componentBz during a reorientation from an out-of-plane to an

in-plane magnetization direction has been modelled using Eq. (2.24) and is shown in Fig.4.58.

The respective polar anglesθ are given in the figure, whereas the in-plane angle was chosen to

have an in-plane magnetization projection which is parallel to the scanning directionx. For the

calculation of the stray field we chose a typical SQUID-sample distance ofh = 5 mm and a

magnetization ofM = 180 kA/m to fit the observed peak height. The calculated stray field for

differentθ qualitatively shows good agreement to the experimental stray field data confirming

the continuous change ofθ. (compare Figs.4.57and4.58). Deviations from the stray field of an

ideally out-of-plane magnetized sample may be explained by not magnetizing the sample out-

of-plane prior to the SQUID measurements. Therefore, a minor part of the film can incidentally

be magnetized opposed to the main magnetization direction of the film. In comparison to the

measured remanent magnetization ofM = 350 kA/m at room temperature, it is corroborated

that the spontaneously reoriented film at low temperature is not in a single domain state. Note

that the ’unnatural’ line shapes ofBz impede a proper analysis of the magnetization. Besides, a

careful examination of the experimental stray field yields a temperature driven shift of the stray

field signal to smallerx values, e.g. atT = 73 K, xmax = 55 mm andT = 416 K, x0 = 50.8.
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4.5. Influence of oxygen exposure on the magnetic properties of Fe films

This effect is exclusively explained from a length expansion of the cryostat and the sample

holder.

In the following, the reorientation will be explained by the temperature dependence of the

anisotropic part of the free energy density. The equilibrium angle of the magnetization of a FM

sample can be calculated by minimizing the free energy density with respect to the spherical

coordinates. The total free energy density for thin Fe films on GaAs is [45]:

F =
(µ0

2
M2 −K2⊥ −K4

)
cos2 θ

+K2|| cos2(φ− δ) sin2 θ

−K4

8
(7 + cos 4φ) sin4 θ (4.14)

Here, the Zeeman energy is omitted since measurements are carried out without external mag-

netic field. All other notations are the ones of Sec.2.2.2. In a first approach, we do not consider

the fourfold anisotropy contributionK4 which is rather small in thin films. Also negligible is the

twofold uniaxial anisotropy contributionK2‖, which is about one order of magnitude smaller

than the out-of-plane anisotropy contributionK2⊥ > 0, being by far the dominating term for the

film thicknesses under consideration. Although the oxygen reduces the perpendicular twofold

anisotropy at the initial step of oxidation (≤24 L), K2⊥ of a 10 ML film still has about 50% of

the value prior to the oxygen exposure (Sec.4.5). Finally, Eq. (4.14) reduces to

F =
(µ0

2
M2(T )−K2⊥(T )

)
cos2(θ) (4.15)

The magnetizationM and the twofold anisotropy constantK2⊥ are functions of the temperature

T which will both decrease asT rises. Forµ0/2M
2(T ) − K2⊥ > 0, the shape anisotropy

dominates and the magnetization will lie in the plane of the film (θ = π/2) to minimize the

free energy. An out-of-plane alignment of the magnetization (θ = 0) is anticipated ifK2⊥
outbalances the shape anisotropy.

ZAKERI et al. [176] measured the temperature dependence ofM andK2⊥ for a 5 ML Fe

film on GaAs and compared it to a model byCALLEN AND CALLEN [177]. They found the

following experimental relation for the 5 ML Fe/GaAs:

K2⊥(T )

K2⊥(0)
∝

(
M(T )

M(0)

)2.9±0.2

(4.16)

This relationship implies a faster decay of the anisotropy constantK2⊥ in comparison to the

magnetization.

First, we discuss the in-plane alignment of the magnetization at room temperature of the ox-

idized 8.6 ML Fe film. UsingM (T=300 K ), the shape anisotropy energy density is calculated

to 7.7× 104 J/m3. On the other hand,K2⊥ for a 10 ML Fe film at 24 L oxygen is 2.8×105 J/m3

(see Sec.4.5). However, these values cannot explain an in-plane magnetization and therefore,
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K2⊥ must be at least a factor of 4 smaller. This seems to be very likely since the Fe film was

oxidized much stronger (∼ 25000 L). Regrettably, FMR spectra were not evaluable at oxygen

exposures> 204 L to observe the further decrease ofK2⊥. At low temperature, the magnetiza-

tion is not significantly enhanced as can be concluded by similar stray field amplitudes between

T=40 K and T=300 K. According to Eq. (4.16), K2⊥ increases more strongly with decreasing

temperature and causes the reorientation below T=175 K.

Although the reorientation transition as a function of temperature is understandable from

the temperature dependence ofM and K2⊥, it cannot explain the continuous reorientation.

If µ0/2M
2(T ) − K2⊥ changes sign, the equilibrium angle will only change discontinuously

betweenθ = 0 andθ = π/2 with no intermediate settings. In a theoretical study byERICKSON

andM ILLS [178] considering a twofold anisotropy contribution only, it was predicted that the

reorientation of magnetization as a function of temperature occurs via a loss of long-range

order for a system with a ground state easy axis perpendicular to the film plane. Since we

observe a continuous transition with no vanishing stray field during the reorientation, one can

conclude that other anisotropy contributions stabilize the ferromagnetic order of the sample

when the dipolar contribution and the contribution fromK2⊥ compensate for each other during

the reorientation.

These anisotropy contributions, separated in surface and volume contributions, were de-

rived from thickness dependent FMR investigations of Fe films on GaAs in Ref. [45]. For thin

films, the volume contribution to the fourfold anisotropy can be neglected, but a small surface

contribution ofKs,eff
4 = −6.1× 10−5 J/m2 is observed. Since a negativeKs,eff

4 yields an easy

axis of magnetization along the〈1 1 0〉-directions, it may explain the continuous transition.

A measurement of the same film after 36 h yielded an in-plane remanent magnetization

with a value of 660± 50 kA/m at room temperature. This is about twice the earlier value. After

cooling down the film again, no out-of-plane reorientation could be observed. The increase of

magnetization with time indicates that thein situ oxidized Fe film is not in a thermodynamic

stable state and subject to chemical and/or structural rearrangements. Unfortunately, this ex-

perimental result could not be reproduced by oxidizing Fe films of comparable thickness with

the same process parameters. This can be understood from the delicate dependence on the two

energy contributions discussed above. To observe the temperature driven reorientation, these

contributions have to be quite similar and slight variations of process parameters can become

decisive. Incidentally,K2⊥ was bigger than the shape anisotropy energyµ0M
2 for the oxidized

film which showed the reorientation. All other oxidized Fe films, which were in-plane at all

temperatures, obviously had an even smallerK2⊥.
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In the present work, the growth and the magnetic properties of ultrathin Fe films on GaAs(001)-

(4×6) are investigated, particularly with regard to the magnetization. The magnetic stray field

of a magnetized film is scanned using anin situ rf SQUID and is compared to stray field calcu-

lations, which are carried out for different sample geometries and magnetization orientations.

The sample magnetization is determined in absolute units with a resolution limit of a fraction

of a monolayer. The demagnetizing fields for thin films are calculated and the range of these

fields within the sample is estimated as a function of the Fe film thickness. It turns out that for

thin films (d <10 nm) with a lateral size of several millimeters, the demagnetizing effects are

found only at the magnetic poles of the film and can influence the sample magnetization only

in theµm-range away from the film edges. Thus, the reduction of the magnetic stray field due

to demagnetizing effects in a typical SQUID to sample distance ofh = 5 mm is negligible

and does not influence the magnetization measurement. The demagnetizing effect at the sample

edge is studied by Kerr microscopy on a 15 ML Fe/GaAs(001) film covered with 3 nm Pt and

no evidence for domains in remanence are found. Additionally, it is shown in this work that

the roughness of magnetic films, which at low thicknesses can be quite pronounced in the case

of Fe on GaAs, does not alter the sample stray field under the reasonable assumption that the

roughness does not change the magnetization direction. A detailed discussion on the factors

which limit the accuracy in the determination ofM is given. It turns out that the distance be-

tween sample and SQUID,h, has the greatest influence on the accuracy of the determination

of M from the stray field data;∆M/M = 5%. To minimize this contribution, a current loop

integrated in the sample holder is used to extracth from the loop’s stray field.

Fe films are deposited on Ga-rich {4×6}-reconstructed GaAs at room temperature and the

magnetizationM in remanence of up to 20 ML Fe is determined. Below a coverage of 2 ML

none of the prepared films are ferromagnetic even at a temperature of T=40 K. Different behav-

ior of the magnetization is observed depending on the substrate preparation and the experimental

parameters. For some Fe films,M at a thickness from 5 ML upwards is bulk-like at room tem-

perature. Other films show a gradual increase ofM , starting from a film thickness of 3-4 ML to

the Fe bulk value at a thickness of 10 ML. The decrease ofM at low Fe coverage is most likely

to be influenced by a rough surface topography of the substrate which ’delays’ the coalescence

of the iron islands. The magnetization serves as a measure of how much of the Fe islands are in-
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terconnected. The formation of intermetallic compounds at the interface can be excluded since

the magnetization recovers around 10 ML to the Fe bulk value. This indicates the absence of

’magnetic dead layers’ which have been reported in the literature. IV-LEED measurements are

used to probe the vertical interplanar distancedinter of the surface layers of the Fe/GaAs(001)

film. dinter is increased to about 3% with respect to bulkα-Fe up to a film thickness of around 20

ML due to the epitaxial growth on GaAs(001). Above 20 ML, the film relaxes via incorporation

of misfits dislocations. Interestingly, the line width∆Bpp of FMR lines shows a decrease of a

factor of about 3 for the same thickness. This finding is attributed to a decrease of the Gilbert

damping constantα of the same order of magnitude. Temperature dependent measurements (40

K < T < 400 K) on 2.3, 3.7 and 6.5 ML Fe films show a reduced Curie temperatureTC with

respect to bulkα-Fe which indicates the finite size effects for decreasing film thickness. For the

3.7 ML Fe film, the phase transition from the ferromagnetic to the paramagnetic regime occurs

around 391 K± 5 K. The determination of the spin wave Bloch parameterB for the 3.7 ML

Fe/GaAs film yields a value which is increased by a factor 22 with respect to the Fe-bulk value.

The data from different film thicknesses in this work together with values taken from the lit-

erature show a non-linearB(1/d) dependence which probably results from the strong uniaxial

anisotropy in thin Fe/GaAs films.

The thickness dependent reorientation which occurs between 7 and 20 ML due to the inter-

play ofK4 andK2|| is studied using SQUID data, and in comparison to the results of the FMR

measurements, both methods show good agreement.

Fe/GaAs films of 5 to 33 ML thickness are exposed to various oxygen doses (up to 30000

Langmuir (L)1) at room temperature while the structural, chemical and magnetic properties are

investigated. The vanishing of the p(1×1) LEED spots of the Fe(001) surface indicates a dis-

ordered growth of Fe oxide. Only at very low exposures a very weak c(2×2) superstructure is

visible. It is found that at low exposures (<10 L) FeO forms which modifies after further oxygen

exposure (>1000 L) to Fe2O3. XRD measurements on a 20 ML Fe film which is exposed to air

confirms the formation ofγ-Fe2O3 (maghemite) and yields crystallite sizes in the range of 75 to

90 nm. Therefore, one can conclude that with increasing oxygen exposure a transition from dis-

ordered to polycrystalline Fe oxide occurs and the crystallites grow in size. The vertical strain

of a 33 ML Fe film is considerably reduced after the film is exposed to only 1.5 L oxygen. The

magnetization of 5, 8 and 16 ML Fe films is measured as a function of oxygen exposure and

a reduction ofM is found which is attributed to the disordered growth of Fe oxide. It is found

thatM , which is corrected for the individual film thickness, of the thinner films decreases more

quickly with oxygen exposure. This might be either caused by a roughness dependent oxidation

process, the finite size effect or a thickness dependent relaxation of the Fe films during initial

oxygen exposure. It is found that the 16 ML Fe film develops a passivating oxide layer consist-

11 L = 10−6 Torr sec
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ing of 4 former Fe layers at 25000 L. To investigate the influence on the different anisotropy

constants angular dependent FMR measurements were carried out on a 10 ML Fe film. In the

initial stage of oxidation the perpendicular uniaxial anisotropyK2⊥ is reduced by 40 % at 3 L

O2 at which the other anisotropies are hardly affected. A moderate oxygen exposure of up to 24

L has nearly no further effect on any of the anisotropy constants. Furthermore, the oxidation of

Fe films at T=40 K can be effectively suppressed.

Finally, when a heavily oxidized (25000 L) 8.6 ML Fe film was cooled it exhibited an out-

of-plane magnetization forT < 175 K. This has never been observed for Fe films on GaAs(001)

since the dominating shape anisotropyFshape = µ0M
2 cos(θ)/2 always favors an in-plane ori-

entation ofM . Since oxygen exposure can dramatically reduceM in thin films (and thus shape

anisotropy), other anisotropies are able to dominate. With increasing temperatureM rotates

back in the plane of the film between 175 and 250 K. This continuous reorientation transition is

governed by the interplay of M(T) andK2⊥(T). The latter must therefore decrease more rapidly

with increasing temperature. Unfortunately, this surprising spin reorientation transition could

not be reproduced but may be worthwhile to look for in a new project.

The following remarks give an outlook on issues which can be associated to this work.

The operation of a SQUID magnetometer is often perturbed by environmental noise whose ori-

gin is quite far away from the SQUID (in the range of m, rather than the typical mm spacing

between SQUID and sample). However, the gradient of disturbing electromagnetic fields be-

comes smaller at greater distances. Using a SQUID gradiometer (which measures e.g. dB/dx),

the noise sensitivity is decreased whereas the stray field gradient from a magnetized sample

prevails. Since all stray fields in this thesis are calculated analytically, it is easy to transfer them

to the gradiometer method which comprises higher SQUID stability and even better resolution.

The in situ Kerr effect setup, which was built as part of the work of this thesis, uses the

longitudinal MOKE with the magnetic field applied along they-direction (see Figs.3.1 and

3.3). However, the SQUID measurements are usually carried out with the easy axis of the mag-

netic film oriented along the scanning direction of the SQUID, i.e. thex-direction. It would be

desirable to perform the MOKE measurements along this direction (x). This is in fact possi-

ble by applying the transverse Kerr effect (T-MOKE), which gives rise to an intensity change

of the incident light rather than a Kerr rotation, to record magnetic hysteresis loops. It can be

demonstrated that the magnetic hysteresis using T-MOKE measured on a 30 ML Fe/GaAs film

which has been exposed to air, yields a signal to noise ratio of better than 40:1 while being

measured repeatedly for 2 minutes. Although these measurements are carried outex situ, they

demonstrate the applicability in UHV where the light has to pass through the glass finger. An-

other side-effect of T-MOKE is the absence of the Faraday effect which superimposes the Kerr

rotation in longitudinal geometry and therefore is not conducive to precise analysis.
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A.1. Magnet used for magneto-optic Kerr effect

For thein situMOKE measurements, a magnet was designed which can be mounted around the

glass finger of the UHV system to perform Kerr effect measurements in longitudinal geometry.

A sketch of the magnet which has been fabricated from a Pertinaxc© rod is sketched in Fig.

A.1. Proper mounts (not shown here) have been built to attach the magnet to the glass finger.

The bore parallel to the long axis of the magnet is tapered at the ends to allow for longitudinal

MOKE measurements with a laser beam. For the electrical winding, an isolated Cu wire with a

cross section of A=0.8 mm2 was used with about 600 turns on each side of the coil bobbin. The

resistance of the coil is about R=4Ω and the calibration factor is 8.76 mT/A.
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Fig. A.1.: Engineering drawing of the magnet used for magneto-optical Kerr effect from different views.
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A.2. Magnetic field pulse box

A.2. Magnetic field pulse box

Fig. A.2.: Electrical circuitry of the pulse box to generate pulsed magnetic field.

FigureA.2 shows the circuit diagram of the pulse box to generate pulsed magnetic fields.

These fields exceed the fields of a given coil compared to ’conventional’ dc laboratory power

supplies many times over. It consists of a capacitor bank which is charged as long as the ’charge
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switch’ is pressed. The charging current is limited by the two10kΩ resistors. A maximum volt-

age of approximately250V can be achieved when the ’charge switch’ is pressed for 5 minutes.

If the ’ignition switch’ is pushed the thyristorT90RIA100discharges the capacitors via the elec-

tromagnetL1 attached to the connectorsA andB. In this thesis, the MOKE magnet fromA.1 is

used, as well as a second ’pulse magnet’, which is lighter for more secure fixing to UHV glass

finger. FigureA.3 shows the magnitude of the current as a function of time for both magnets.

The current-magnetic flux coefficient for the MOKE magnet is 8.76 mT/A and yields a maxi-

mum field ofBmax = 0.49 T. Even in the case of the ’pulse magnet’ (30.26mT/A) with much

higher resistanceR ≈ 30 Ω, the maximum field isBmax = 0.26 T when the capacitors are fully

loaded. A security feature of the pulse box is the ’self holding’ relayRel K1, which retains relay

contactK1 as long as the main power is turned on. As the main power is switched off,K1 will

be closed and the capacitor bank will be discharged via a1k high power ceramic resistor.

Fig. A.3.: Evolution of the currents generated by the pulse box with various voltages are shown for (a)

the ’pulse box magnet’ and (b) the MOKE magnet.

A.3. Analytic expressions for the magnetic stray field

A.3.1. Rectangular shaped current loop

Consider the site of wire 1 in Fig.4.6 where it is parallel to the x-axis at distancea within the

x− y plane. Consequently, substitution ofyp −→ yp + a in Eq.4.6 leads to

Bz1 = µ0

4π
I√

(yp+a)2+z2
p

1q
1+

zp
yp+a[

sin

(
arctan

(
xe−xp√

(yp+a)2+z2
p

))
− sin

(
arctan

(
xa−xp√

(yp+a)2+z2
p

))]
(A.1)
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In the case of wire 3, we can proceed similarly, but due to the opposite direction of the current

in −x-direction we include a minus and replaceyp −→ yp − a

Bz3 = −µ0

4π
I√

(yp−a)2+z2
p

1q
1+

zp
yp−a[

sin

(
arctan

(
xe−xp√

(yp−a)2+z2
p

))
− sin

(
arctan

(
xa−xp√

(yp−a)2+z2
p

))]
(A.2)

Wire 2 lies along they−axis and has a length of2a which leads to both the commutation of

xp andyp and the determination of the start and end points of the wirexa = a andxe = −a.

Therefore, we get:

Bz2 = µ0

4π
I√

x2
p+z2

p

1q
1+

zp
xp[

sin

(
arctan

(
yp−a√
x2

p+z2
p

))
− sin

(
arctan

(
yp+a√
x2

p+z2
p

))]
(A.3)

A.3.2. In-plane magnetized square shaped film

The z-component of the rescaled magnetic field with an in-plane magnetization of arbitrary

in-plane angleα with respect to the x-axis was calculated within this thesis. Please note that

the Cartesian coordinates given here are in rescaled lengths~̃r. To calculate the physical stray

field, one substitutes back to Cartesian coordinatesr̃i = 2ri/L with i=1,2,3 and multiplies the

expression given below with3µ0 ·M ·d/4π as shown in Sec.2.3.5. d is the thickness of the film

andM the (volume) magnetization:

Bresc,in-plane
z,square (α, x̃, ỹ, z̃) =

2z̃

L(1− 2x̃ + x̃2 + z̃2)(1 + 2x̃ + x̃2 + z̃2){
1

ABC

[
−(1− ỹ)A

(
x̃2(B − C) + (1 + z̃2)(B − C)− 2x̃(B + C)

)
cos α+

−D(B + C + x̃(B − C)) sin α
]
+

+
1

EFG

[
(−1− ỹ)E

(
x̃2(F −G) + (1 + z̃2)(F −G)− 2x̃(F + G)

)
cos α+

−D(F + G + x̃(F −G)) sin α
]}

(A.4)
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where

A = 1− 2ỹ + ỹ2 + z̃2

B =
√

2− 2x̃ + x̃2 − 2ỹ + ỹ2 + z̃2

C =
√

2 + 2x̃ + x̃2 − 2ỹ + ỹ2 + z̃2

D = x̃4 + 2x̃2(−1 + z̃2) + (1 + z̃2)2

E = 1 + 2ỹ + ỹ2 + z̃2

F =
√

2− 2x̃ + x̃2 + 2ỹ + ỹ2 + z̃2

G =
√

2 + 2x̃ + x̃2 + 2ỹ + ỹ2 + z̃2

A.3.3. Out-of-plane magnetized square shaped film

In this section, thez-component of the rescaled magnetic stray field for an out-of-plane magne-

tized film of square shape is given. In order to obtain the stray field in physical units, follow the

instructions given in Sec.A.3.2of this appendix.

Bz(x̃, ỹ, z̃) = − (−1 + ỹ)

L(1− 2ỹ + ỹ2 + z̃2)

(
− (−1 + x̃)(2− 2x̃ + x̃2 − 2ỹ + ỹ2 + 2z̃2)

(1− 2x̃ + x̃2 + z̃2)
√

2− 2x̃ + x̃2 − 2ỹ + ỹ2 + z̃2
+

(1 + x̃)(2 + 2x̃ + x̃2 − 2ỹ + ỹ2 + 2z̃2)

(1 + 2x̃ + x̃2 + z̃2)
√

2 + 2x̃ + x̃2 − 2ỹ + ỹ2 + z̃2

)
+

− (1 + ỹ)

L(1 + 2ỹ + ỹ2 + z̃2)

(
− (−1 + x̃)(2− 2x̃ + x̃2 + 2ỹ + ỹ2 + 2z̃2)

(1− 2x̃ + x̃2 + z̃2)
√

2− 2x̃ + x̃2 + 2ỹ + ỹ2 + z̃2
+

(1 + x̃)(2 + 2x̃ + x̃2 + 2ỹ + ỹ2 + 2z̃2)

(1 + 2x̃ + x̃2 + z̃2)
√

2 + 2x̃ + x̃2 + 2ỹ + ỹ2 + z̃2

)
. (A.5)

A.3.4. In-plane magnetized circular film

In this section, thez-component of the rescaled magnetic stray field componentBz for a mag-

netic circular film with radiusR and in-plane magnetization along thex-direction is given.

Using the analytic expression Eq. (2.26) in cylindrical coordinates and inserting the transfor-

mation instruction Eq. (2.28) yields the analytic expression in rescaled coordinates. In order

to obtain the stray field in physical units, follow the instructions given in Sec.A.3.2 of this
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appendix.

Bresc
z,circle(x̃, ỹ, z̃) =

2x̃z̃

R (x̃2 + ỹ2)

((
−1 +

√
x̃2 + ỹ2

)2

+ z̃2

)3/2

√√√√√1− 4

√
x̃2 + ỹ2

(
1 +

√
x̃2 + ỹ2

)2

+ z̃2




(
1 + x̃2 + ỹ2 + z̃2

)
EllipticE


2

√√√√√
√

x̃2 + ỹ2

(
1 +

√
x̃2 + ỹ2

)2

+ z̃2


 −

((
−1 +

√
x̃2 + ỹ2

)2

+ z̃2

)
EllipticK


2

√√√√√
√

x̃2 + ỹ2

(
1 +

√
x̃2 + ỹ2

)2

+ z̃2





 (A.6)

A.3.5. The demagnetizing field of a square shaped film

Consider a rectangular shaped film of thicknessd and magnetizationM . Its length along thex-

direction isLx and along they-directionLy. Let the film be homogenously magnetized alongx

and consider it thin compared to its lateral dimensions. Then, the x-component of the magnetic

field inside the film can be calculated analytically:

Hx
d (x, y, Lx, Ly,M, d) = −Md

2π



Ly − y

(Lx − x)
√

L2
y + Lx

2 − 2 Ly y + y2 − 2 Lx x + x2
+

Ly + y

(Lx − x)
√

Ly
2 + Lx

2 + 2 Ly y + y2 − 2 Lx x + x2

+

Ly − y

(Lx + x)
√

Ly
2 + Lx

2 − 2 Ly y + y2 + 2 Lx x + x2

+

Ly + y

(Lx + x)
√

Ly
2 + Lx

2 + 2 Ly y + y2 + 2 Lx x + x2



 (A.7)

whereM is in A/m and all lengths in m. The demagnetizing field in the formula above is then

given in A/m.

131



A. Appendix

Fig. A.4.: An infinitely expanded film with periodic surface roughness gives rise to a periodic magnetic

charge density in thex-y-plane.ξ is the periodicity length alongx andy.

A.4. Calculation of the magnetostatic potential for

periodic surface charges

Let us compute a magnetostatic field from a rough surface with periodic roughness as shown in

Fig. A.4. The surface magnetic charge densityσmagm,n for such a system with periodicity inx

andy directions can be expanded in a Fourier series:

σmagm,n =
∞∑
−∞

∞∑
−∞

cm,n exp

[
imπ

ξ
x +

inπ

ξ
y

]
(A.8)

whereξ is the periodicity length of the surface charge andcm,n is the Fourier transform which

is given by the following equation:

cm,n =
1

(2π)2

ξ/2∫

−ξ/2

ξ/2∫

−ξ/2

σmagm,n exp

[
−imπ

ξ
x− inπ

ξ
y

]
dxdy (A.9)

In analogy to electrostatics, the scalar magnetic potential can be expressed by a surface mag-

netic charge density and in addition, the La-Place equation must be fulfilled. Furthermore, the

magnetostatic potentialφm,n must be valid at the boundary (z = 0).

∇2φmagm,n = 0 (A.10)

∇φ|z=0 = −σmagm,n (A.11)
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whereσmagm,n is the is the surface charge density of Eq. (A.8). A possible solution for the

magnetostatic potential is:

φmagm,n(x, y, z) =
∞∑
−∞

∞∑
−∞

φm,n exp

[
imπ

ξ
x +

inπ

ξ
y

]
exp[−Pm,nz] (A.12)

wherePm,n can be expressed as following:

Pm,n =

√
m2 + n2π

ξ
(A.13)

It is important to note thatPm,n is positive and scales inversely withξ. Consequently, the scalar

magnetic potential can be conveniently written as

φmagm,n(x, y, z) =
∞∑
−∞

∞∑
−∞

φnm exp

[
−imπ

ξ
x− inπ

ξ
y

]
exp

[
−
√

m2 + n2π

ξ
z

]
(A.14)

The magnetic field can be calculated byH = ∇φmagm,n. Therefore, the magnetic field due

to a periodic magnetic charge density decreases exponentially with increasing distancez. The

fundamental harmonic (n,m=0) does not exist due to the absence of a net surface charge. Al-

though the calculation is carried out for a periodic surface roughness, it can also be applied for

a non-periodic rough surface (see main text).

A.5. Remarks on phase transitions and the critical

exponent β

The appearance of a spontaneous magnetization below a critical temperature is a characteris-

tic feature of a phase transition, namely the transition from a non-ordered paramagnetic state

into a ferromagnetic state below the Curie temperatureTC . The order parameter, which decides

whether or not a system is in an ordered state, is the magnetization of the system. The onset

of ferromagnetism is accompanied by the breaking of the symmetry which the system had in

the non-ordered state aboveTc, i.e. the rotational symmetry in the paramagnetic state. Simple

models of magnetism can be taken into consideration to discuss the implications which the sym-

metry breaking brings about. As a simple example, the Landau theory of magnetism expands

the free energy as a power series inM containing only even powers up to the order of four.

Minimization of this free energy expression∂F/∂M = 0 yieldsM = ±const · (TC − T )1/2

for T < TC . Since this approach of describing phase transitions assumes an identical averaged

exchange field produced by neighboring spins, it is called amean-field theory. However, mean

field theory neglects correlations and fluctuations of the order parameter which become very

important nearTC . Therefore, predictions from this theory nearTC must be handled with care.
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In real systems, admittedly, the magnetization behaves as(TC − T )β near the Curie tem-

perature withβ not necessarily equal to 1/2.β is one among other critical exponents and gives

experimental valuable information about the nature of the phase transition. Albeit the type of

phase transition, e.g. liquid-gas, ferromagnetic-paramagnetic or any other, the critical exponents

arising in different systems often possess the same set of critical exponents. This phenomenon

is known asuniversality. Thus, for a continuous phase transition, the critical exponents depend

only on the dimensionality of the system, the symmetry of the order parameter and whether the

forces are short or long range.

A.6. Details of the sample holder

The sample holder for the SQUID measurements needs to satisfy several requirements. Its

length is determined by the maximum travel distance of the UHV manipulator on the one hand,

and the FMR measuring position with fully extended manipulator on the other hand.

It turned out that OFHC (oxygen-free high conductivity) Cu, which is normally used in

UHV applications, has FM impurities which can easily exceed the magnetic stray field signal

of an ultrathin magnetic film. This is a solvable problem for FMR experiments, since often the

resonance fields of these impurities are different from the resonance fields of the ferromagnetic

sample. In the stray field analysis from SQUID data, however, it is hard to distinguish between

the FM background and the FM signal from a sample. Therefore, we use Cu with a high purity

of 99.9999%. The fabrication procedure of the sample holder involves drilling and milling pro-

cedures which can contaminate the sample holder with FM grit of the tools. Thus, a precautious

etching procedure of the final sample holder is followed, using a mixture of hydrochloric acid

(HCl) and water in a mixing ratio of 1:2 (≈ 1 minute). Adding a few drops of hydrogen peroxide

(H2O2) can intensify the chemical reaction. Care should be taken that threads and thin parts of

the sample holder are not strongly affected by the etching. Finally, the sample holder is rinsed

in water and acetone.
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Fig. A.5.: Sketch of the sample holder’s forepart. All lengths are given in mm.
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Fig. A.6.: Detailed drawing of the top side of the front part of the sample holder

Fig. A.7.: Detailed drawing of the rear side of the front part of the sample holder
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substrate

insulated W wire for sample heating
and calibration of SQUID sample distance

thermo couple position

Fig. A.8.: Photograph of the sample holder used for the UHV experiments.
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