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Abstract

Adaptive modulation is an efficient way to combat the effects of deep fades in broadband

orthogonal frequency division multiplexing (OFDM) systems with time-varying multi-

path propagation channels. Modulation schemes are adapted to the current channel

state. Bandwidth efficient modulation schemes are applied on subcarriers with high

channel quality, while robust modulation schemes or even no modulation are preferred

for subcarriers in deep fades. The resulting benefit in terms of required transmit power

was demonstrated for a fixed data rate in [1], where a gain of 5 · · · 15 dB was recorded

for a BER of 10−3 over the OFDM system with a fixed modulation. Alternatively, adap-

tive modulation can also be used to improve the bandwidth efficiency. The advantage in

terms of throughput was shown for a predefined quality of service in [2]. In literature,

several algorithms have been proposed for adaptive modulation with different emphasis

on bandwidth efficiency and implementation complexity [3], [4], [5]. In the thesis, the

algorithm proposed in [6] is used.

A main drawback of adaptive modulation is that it requires information about the adapted

modulation scheme at the receiver to enable demodulation. Traditionally, this informa-

tion can be provided in forms of explicit signalling, which reduces the bandwidth efficiency

due to the signalling overhead. In the thesis, proposals are developed to reduce this un-

desirable overhead. These proposals exploit the correlation properties inherently existing

in the transmission channel in both time and frequency domain. These correlations lead

to memory effects in the signalling source. State-dependent Huffman coding schemes are

then applied to reduce the redundancy resulting from these memory effects [7].

This signalling overhead can be totally eliminated via automatic modulation classification

(AMC). In the past, AMC was mainly of interest in military fields like threat analysis and

electronic surveillance [8], where no prior knowledge about the used modulation scheme

is available. Under such circumstance, maximum likelihood (ML) based AMC provides

the optimum solution in the sense that the classification error probability is minimized.

Nowadays, AMC is drawing more and more research interest also in civilian applications

like systems with adaptive modulation, where certain cooperations are organized as in the

system considered in this thesis. These cooperations provide certain prior information,

which can be utilized to improve the classification reliability. Consequently, the ML

based approach does not deliver the minimum error probability any more [9], [10] [11].

Investigations have to be conducted to verify how much the performance can be improved

by incorporating this prior information into the AMC algorithm. As one focus in this

thesis, a maximum a posteriori (MAP) based AMC is developed, which is potentially
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able to minimize the classification error probability again. Another focus is to reduce the

implementation complexity to enable the application of AMC in systems with high time

requirements, e.g. real-time systems.

In the last part of the thesis, comparisons are performed between these two approaches,

namely explicit signalling and signalling-free AMC, in terms of end-to-end packet error

probability. To ensure a fair comparison, the net data rate is maintained as a constant

in both operation modes.
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Notation

The used mathematical symbols are listed here. These symbols are alphabetically sorted.

Symbols Page

an Transmit symbol on subcarrier n (symbol only used for illus-

trating OFDM principle)

8

ai,l The l-th signal point in Ai 5

ăn(t) Complex-valued baseband time-continous signal on the subcar-

rier n (symbol only used for illustrating OFDM principle)

8

ãk The k-th sample of ăn(t) in the time-discrete domain (symbol

only used for illustrating OFDM principle)

9

a Transmit symbol vector (symbol only used for illustrating

OFDM principle)

9

ã Transmit time-domain symbol vector (symbol only used for

illustrating OFDM principle)

9

ãcp CP-extended time-domain symbol vector 11

A The set of symbol alphabets Ai with Ai ∈ A 5

Ai Symbol alphabet of the i-th modulation candidate 5

αm Parameter required for building the decision interval in a

moment-based interval detector

74

b The generated bit loading vector at the BS 6

bi Bandwidth efficiency (modulation level) of the i-th modulation

candidate Ai with bi ∈ B
5

b(n) Number of loaded bits (modulation level) on the n-th subcar-

rier with b(n) ∈ B
15

b̂(n) Classified modulation level on the n-th subcarrier with b̂(n) ∈ B 6

b̂i,HLRT Classified modulation level based on the HLRT classifier 40

b̂i,1P Classified modulation level based on the 1-point approximation 43

b̂i,ED Classified modulation level based on the Euclidean distance

approximation

44

b̂i,4−P Classified modulation level based on the 4-point approximation 48

b̂
(n)
i,MAP Classifed modulation level on the n-th subcarrier based on the

MAP classifier

56



v

Symbols Page

b̂i,1−D Classified modulation level based on ML and the 1-D approxi-

mated MAP classifier

59

b̂i,2−D Classified modulation level based on ML and the 2-D approxi-

mated MAP classifier

61

b̂i,3−D Classified modulation level based on ML and the 3-D approxi-

mated MAP classifier

62

b̂i,App Classified modulation level based on an approximated classifier 49

b
(n,UL)

ik′
Adapted modulation level on subcarrier n for the UL at time

slot k′
64

b
(n,DL)

ik′−(K+Kp)
Adapted modulation level on subcarrier n for the DL at k′ −
(K +Kp)

64

b̂
(n,DL)

ik′−(K+Kp)
Classified modulation level on subcarrier n for the DL at k′ −
(K +Kp)

64

b̃(n)(lit) Theoretically loadable number of bits in the lit-th iteration on

the n-th subcarrier

15

b̄(n)(lit) Number of bits acutally loaded in the lit-th iteration on the

n-th subcarrier

15

bks Bit loading vector for ks-th transmission packet 28

b̂ Detected bit loading vector 6

∆b̃n(lit) Bit loading gap (̃bn(lit)− b̄n(lit)) in the lit-th iteration 15

B Number of data bits after channel coding to be loaded in an

OFDM symbol under classification

14

BSub Bandwidth of a subcarrier (subcarrier spacing) 24

BD Number of data bits carried per OFDM data symbol under

modulation classification

97

BDS Number of data bits carried per OFDM data symbol under

signalling

97

B′
DS Number of data bits after channel coding to be loaded in an

OFDM symbol under signalling

101

BCo Coherrence bandwidth 24

B̄(lit) Total already loaded number of bits in the lit-th iteration 14

B̃(lit) Total theoretically loadable number of bits in the lit-th iteration 15

B The set of modulation level candidates corresponding to the

symbol alphabet set A
5
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Symbols Page

Brem Number of bits to be loaded on the remaining N2 subcarriers,

on which the modulation classification is viewed as less reliable

84

BU,1 Source model with single symbol coding and uniformly dis-

tributed symbols bi

20

BU,2 Source model with joint symbol coding of Ng = 2 subcarriers

and uniformly distributed symbol pairs (bi, bj)

20

BU,Ng Source model with joint symbol coding of Ng subcarriers and

uniformly distributed symbols (bi1 , bi2 , · · · , biNg
)

19

BH,Ng Source model with joint symbol coding of Ng subcarriers and

symbol probabilities Pbi1 ,bi2 ,··· ,biNg

19

BF,Ng Source model with frequency-domain memory effect including

the initial jiont symbol Z0

19

BFD,Ng Source model with frequency-domain memory effect excluding

the initial jiont symbol Z0

19

BTD,Ng Source model with joint symbol coding of Ng subcarriers and

consider time-domain memory effects over source sequences

19

βm Parameter required for building the decision interval in a

moment-based interval detector

74

ci Code word representing the symbol bi in B 19

c(n) Code word used to represent b(n) for the n-th subcarrier 19

C Code book of certain source coding scheme 19

C
b̂
(n)
i

Set of combinations of modulation levels satisfying the B-

constraint in the AM

84

C
b̂
(nn2 )

i

Set of modulation combinations on the N2 subcarriers, on

which modulation classification is viewed as less reliable, the

sum of the loaded bits is Brem

84

D2
k,i,l Squared Euclidean distance defined as |r̂k − ai,l|2 42

D0,i Euclidean distance from a signal point to its center point in

the 4-point approximation

47

en Loaded power on the n-th subcarrier which is constant (no

adaptive power loading in this thesis)

15
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Symbols Page

ES The transmit signal power 52

EN The noise power 52

Erk Received signal power of r̂k 47

Ei,pk Power of the center point (x
(i,pk)
0 , y

(i,pk)
0 ) in the 4-point approx-

imation

47

EBH,Ng
Entropy of the source based on the source model BH,Ng 22

EBU,Ng
Entropy of the source based on the source model BU,Ng 21

EBTD,Ng
Entropy of the source based on the source model BTD,Ng 28

EBFD,Ng
Entropy of the source based on the source model BFD,Ng 26

EBF,Ng
Entropy of the source based on the source model BF,Ng 26

fn Center frequency of subcarrier n 8

fs Sampling frequency fs =
1

NT
9

fl′ The l′-th feature of the feature set F extracted from the re-

ceived signal to perform AMC

71

F Number of features extracted in an FB AMC to perform clas-

sification

71

F A feature set extracted from the received signal to perform

AMC

71

Fth A predefined threshold value set for certain feature set for AMC 71

Fmom Feature set based on higher order moment 71

Φ(ν) Moment-generating function 77

gp(t) Transmit pulse shaping filter 8

γ A constant equal to ln(2)
ρ2

48

Γ Signal to noise ratio (SNR) gap which characterizes the trans-

mission system

15

h̃real(k, k
′) Discrete time-variant channel weighting function at delay index

k observed at k′
10

h̃pk(k
′) Discrete time-variant complex-valued path gain of the pk-th

path

10

h̃(k) Discrete time-invariant channel impulse response 10

HU Uplink channel gain vector with dimension N 4
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Symbols Page

ĤU Uplink channel estimate vector with dimension N 4

HU
n Uplink channel gain of the n-th subcarrier 4

HD Downlink channel gain vector with dimension N 5

ĤD Downlink channel estimate vector with dimension N 5

HD
n Downlink channel gain of the n-th subcarrier 4

HD
k,n Downlink channel gain at the k-th OFDM symbol and n-th

subcarrier in a certain packet

5

HD DL channel gain in per-subcarrier classification 41

ĤD DL channel estimate in per-subcarrier classification 41

ĤU,int

k′−(K+KP)
Interpolated channel gain vector for UL at interpolating time

index (K +KP)

88

|Hth| Threshold value in case of division of subcarriers into two group

according to the channel estimate |ĤD
nn′

1

|
85

I Number of modulation candidates 5

I1, I2 Modulation level set in a binary decision tree in context of FB

AMC

71

k OFDM symbol index 5

k′ Observation time index used to describe a time-discrete chan-

nel

10

kpk Path delay index in the time-variant channel 5

ks Packet index in time-domain correlation-based signalling

scheme

27

K Number of OFDM symbols in a packet for data tranmission 41

KP Number of OFDM symbols in a packet for preamble 18

KS Number of OFDM symbols in a packet for signalling 18

KF Number of OFDM symbols in a transmit packet (burst) 18

Kcp Length of cyclic prefix in samples 11

km Memory index with km = 0, · · · , Km − 1 88

Km The normalized memory in the MS normalized on K +KP 88

κ1(r|bi) Likelihood function of the received symbol vector r 41

κ1(rk|bi) Likelihood function of the received symbol rk 42

∆κ1,App(r|bi) Difference between likelihood function and approximated like-

lihood function

49
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Symbols Page

∆κ1,1−P(r|bi) Difference between likelihood function and 1-point approxi-

mated likelihood function

49

∆κ1,4−P(r|bi) Difference between likelihood function and 4-point approxi-

mated likelihood function

50

∆κ1,ED(r|bi) Difference between likelihood function and Euclidean distance

approximated likelihood function

51

κnm,n′
m
(x) The nm-th order mixed cumulant with n′

m-th order conjugation 78

κ̃
(i)
nc,n′

c
Mean value of the random variable κnc,n′

c
(x) 79

κ2(bi| |HD|, B) A priori probability of bi 57

κ2,1−D A priori probability under 1-D approximation 59

κ2,2−D A priori probability under 2-D approximation 61

κ2,3−D A priori probability under 3-D approximation 62

κDM A general form of modulation decision metric based on certain

AMC algorithm

86

∆κDM,th Threshold value used to divide subcarriers into two group based

on κDM

86

κ′
2(bi|b(n,UL)

ik′
) Quantized a-priori probability of bi if b

(n,UL)

ik′
is loaded at the

MS for the next UL in HMAP classification

64

κ′
2(bi,con|b(n,UL)

ik′
) Gaussian approximated continous a-priori probability of bi if

b
(n,UL)

ik′
is loaded at the MS for the next UL in HMAP classifi-

cation

66

KDS Number of OFDM symbols for data transmission under sig-

nalling

97

l Signal point index 5

l′ Feature index in a feature set F used to perform FB AMC 71

l̃ Decision level index in a binary decision tree based on FB AMC 72

lC Memory length of a convolutional channel encoder 99

lit Iteration index in adaptive bit loading 15

lmin,k,i The index of the signal point ai,lmin,k,i
of the i-th modulation

format Ai, which is nearst to r̂k

43

lover Total number of iterations required for AM 15

LH,1 Signalling overhead per packet, measured in bits, based on

Huffman coding and the source model BH,1

22
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Symbols Page

LU,1 Signalling overhead per packet measured in bits based on the

source model BU,1

20

LU,2 Signalling overhead per packet measured in bits based on the

source model BU,2

20

LU,Ng Signalling overhead per packet measured in bits based on the

source model BU,Ng

20

L̄H,Ng Average signalling overhead based on BH,Ng 23

L̄F,Ng Steady-state average signalling overhead based on the source

model BF,Ng

26

LS General notation for signalling overhead in bits 98

L̄SDH,Ng Steady-state average signalling overhead based on the source

model BTD,Ng

30

L′
S Available signalling capability (maximum carriable signalling

bits) using certain signalling rate rS

99

L̃S Actually required signalling overhead after termination if con-

volutional codes are applied for signalling bits

99

Li Set of signal point indice {1, 2, ...,Mi} 45

Lk,i Set of signal point indice in the subplane with the received

symbol rk

45

L̄k,i Set of signal point indice in the subplane without the received

symbol rk

45

λmargin(lit) System performance margin indicating how much additional

noise can be tolerated in the lit-th iteration

14

λq Weighting factor in linear combination of moments in moment

based AMC

77

Λ1(r|bi) Logarithmic form of likelihood function of r 42

Λ1(rk|bi)) Logarithmic form of likelihood function of rk 42

Mi Number of constellation points of the i-th modulation candi-

date

5

MS Applied modulation scheme for signalling bits 99

µ2
H Mean squared channel amplitude 61

µnm,n′
m

The nm-th order mixed moment with n′
m-th order conjugation 61

µ̂nm,n′
m

Estimated nm-th order mixed moment with n′
m-th order conju-

gation

72
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µth,l̃ The l̃-th level threshold value for µnm,n′
m

in a binary decision

tree based on FB AMC

72

µ̃
(i)
nm,n′

m
Mean value of the random variable µ̂nm,n′

m
of the i-th modula-

tion format

73

n Subcarrier index 5

n1 Subcarrier index of the group with N1 subcarriers which are

more reliable to be classified

84

n2 Subcarrier index of the group with N2 subcarriers which are

less reliable to be classified

84

n′
m Order of conjugation in the moment-based AMC 71

nm Order of moment in the moment-based AMC 71

n′
c Order of conjugation in the cumulant-based AMC 78

nc Order of cumulant in the cumulant-based AMC 78

ncb Index of modulation combinations of the set C
b̂
(n)
i

84

nf Frequency domain event index in frequency domain state-

dependent Huffman coding

25

ng Number of groups in bourndary condition (B-constraint) split-

ting techniques

86

npl Order of polynomial in the polynomial interpolation 92

N number of subcarriers used for data transmission 4
N0

2
Double-sided power spectral density of wk,n 5

NCB Number of all possible combinations of modulation levels whose

sum gives B

84

Ng Number of subcarriers in a group being coded as a joint symbol 17

Ng,op Optimal group size minimizing the redundancy of a code for

the source model BU

21

Nsub Number of subcarriers in a subband using the same modulation

scheme

96

Ng The set {Ng} containing all possible dividors of N 21

NSc,i Number of elements in b = (b(0), b(1), · · · , b(N−1))T with b(n) =

bi

22

N1 Number of subcarriers which are more reliable to be classified 84

N2 Number of subcarriers which are less reliable to be classified

N2 = N −N1

84
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Symbols Page

NIDFT The N ×N IDFT matrix 10

NDFT The N ×N DFT matrix 10

p(bi|r) A posteriori probability of r 40

p(r|bi) Likelihood function of r 40

p(bi) Priori probability of bi in context of modulation classification 40

p(r) Probability of the received vector r 40
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Chapter 1

Introduction

1.1 Current state in modulation classification

Adaptive techniques play an increasingly important role in the transceiver design of mod-

ern communication systems to provide high performance and high data rate services.

General packet radio service (GPRS), the cellular system of the 2.5-th generation, has

introduced as the first mobile system adaptive coding schemes, which increase the data

rate from 9.05 kbps to maximal 21.4 kbps for the case that one time slot is assigned to the

user [12]. In the following generations other parameters like modulation levels become

also adaptive as in high-speed downlink packet access (HSDPA) and long term evolution

(LTE) systems, which promise a peak speed of above 100 Mbps [13].

The adapted parameters have to be provided at the receiver to enable data detection.

Conventionally, this can be accomplished via explicit signalling, e.g. the transmitter in-

forms the receiver via an extra control channel about the applied transmission parameters.

In most practical systems, a fixed number of bits is reserved for the purpose of explicit

signalling, e.g., in GPRS 2 bits (after channel coding 8 binary symbols) are designated

to signal 4 possible coding schemes. In HSDPA, 5 bits (after channel coding 15 binary

symbols) are spent to distinguish 32 classes of adaptive parameters.

Usually, the signalling information is organized at the beginning of each transmission

burst to minimize demodulation delay and memory requirements [14]. In general, robust

modulation and channel coding schemes are applied to enable a well-protected transmis-

sion of the signalling information. In this thesis, the modulation level of the quadrature

amplitude modulation (QAM) schemes is to be adapted. The task is to provide the

receiver with information about the used modulation level to enable the demodulation

process. In [15] and [16], quaternary phase shifted keying (QPSK) is used to modulate

the signalling bits required to handle four different QAM candidates. Three identical

QPSK symbols are transmitted consecutively and majority voting is performed to im-

prove the transmission robustness. Otsuki et al. proposed a four symbol Walsh function

to represent four modulation levels of QAM schemes, which are available for adaptation

[17]. At the receiver, the modulation level is detected by correlating the received base
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band signal with all Walsh functions and searching for the Walsh function that maxi-

mizes the real part of the correlation. Furthermore, it is confirmed from the standpoint

of computer simulation that this signalling scheme is more robust than the majority vot-

ing technique for a four-level adaptive system. An unequal error protection signalling

scheme is proposed in [18] for a five level adaptive modulation system proposed in [19].

The adaptation strategy optimizes the level-switching thresholds to maximize the instan-

taneous throughput for a predefined quality of service (QoS). Five QAM schemes with

different modulation levels are available for adaptation. A 5-PSK is proposed to represent

these five modulation levels. Since different modulation levels operate in different system

SNR ranges, these five PSK signalling symbols are transmitted under different link con-

ditions. These five phasors are optimized in accordance with the respective link quality

to provide best possible signalling robustness, which leads to non-uniformly distributed

phasors (unequal error protection).

The explicit signalling has the advantage of simple implementation. However, it causes

an undesired signalling overhead, which has to be maintained as low as possible in order

not to lose too much bandwidth efficiency. A number of proposals have been developed

to provide bandwidth efficient signalling schemes at the cost of a limited adaptation

function. In [14], a three-message-model is suggested for an adaptive system that can

only switch up, down or remain at the same modulation level. The corresponding entropy

of the signalling source resulting from this special adaptation strategy is also derived.

Another even more simple adaptive system can only allow two states of modulation

levels [20]. Therefore, only 1 bit is required to indicate whether the modulation level has

been changed or not.

These signalling schemes described above do not exploit any information-theoretical fea-

tures of the signalling source, e.g. occurrence probabilities of individual modulation levels

and especially the existing memory effects due to time- and frequency-domain correlation

of the transmission medium. Consequently, they are simple to implement. However, it

may bear a large amount of redundancy as will be confirmed in this thesis. We will show

that with source coding schemes, which take the existing memory effect into account, the

signalling overhead can be reduced significantly.

Although explicit signalling is easy to implement, it wastes the scarce spectrum resource.

In case of orthogonal frequency-division multiplexing (OFDM) based systems, each sub-

carrier is a potential resource unit for individual link adaptation and consequently requires

its own signalling information. To eliminate this signalling overhead and improve the

spectral efficiency, the adapted modulation level can be detected blindly via automatic

modulation classification (AMC).
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Originally, AMC was mainly of interests in military fields like electronic surveillance,

secured transmission and threat analysis [21], [22]. Nowadays, it is drawing increasing

research interest also in civil applications, e.g. in intelligent systems, spectrum manage-

ment, network traffic administration and especially systems with adaptive modulation

(AM) [23], [24] and [25]. Two general frameworks have been established to solve mod-

ulation classification problems [8]. One approach extracts modulation specific features

(signatures) to distinguish between selectable modulation candidates and is called feature-

based (FB) framework. The other approach exploits probabilistic relationship between

the observed signal and the modulation candidates and evaluates the likelihood function

thereof, i.e. likelihood-based (LB) framework.

In the FB framework, the discriminating features are normally chosen as information-

bearing parameters like the carrier frequency, the instantaneous phase or amplitude in-

formation [26], [27], [28]. The main advantage of this method lies in efficient implemen-

tation and robustness against mismatch between theoretical model assumptions and real

system conditions. Although an FB method may not be optimal, under real conditions

it may provide a near-optimal classification performance if designed properly [29].

The LB framework formulates the likelihood function for each modulation candidate and

decides on the hypothesis which provides the maximum value among all. So this method

is viewed as a multiple hypothesis testing problem. In Bayesian sense, this approach

represents the optimal classifier under ideal conditions and absence of knowledge about

the modulation selection strategy. Consequently, it attracts much research interest. Es-

pecially for systems with additive noise only, if noise statistics are well defined, a solid

theoretical framework has been established [30], [31], [32], [33]. Wei was able to derive a

generic formula to asymptotically quantify the classification error probability [34]. There-

fore, in later works concerning modulation classification in mobile radio environments,

the LB approach was adopted to systems with fading channels [35], [36], [37], [38].

The emergence of the transmission technology OFDM opens also new opportunities,

where the adaptive modulation can be performed on per-subcarrier basis. The required

signalling overhead increases linearly with the number of subcarriers. Blind modulation

detection is of great importance to minimize this signalling overhead and increase the

bandwidth efficiency. Several types of adaptation strategies have been developed for

different applications. One strategy targets at a predefined bit error ratio (BER) and

tries to maximize the throughput by optimizing the switching levels [2]. Here several

AMC algorithms have been proposed, i.e. minimum Euclidean distance based and multi-

mode trellis decoder based AMC in [2] or modulation classification based on high order

statistic (HOS) in [39], [40] and [43]. A more straightforward way is to estimate the
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received SNR level and based on the switching threshold to blindly detect the adapted

modulation scheme [41], [98].

Another strategy fixes the data rate and aims at minimizing the BER for a given transmit

power. Since here the switching levels are normally not fixed, the LB framework is

preferred to perform the modulation classification [44], [42], [9], [11], [48], [45], [46], [47].

Adaptive modulation on per-subcarrier basis requires modulation classification for each

subcarrier, consequently the classification complexity increases also linearly with the num-

ber of subcarriers. For the computationally intensive LB framework, it may quickly exceed

the computational capacity of the receiving terminal necessitating the search for simplifi-

cation of likelihood functions. In this thesis, several methods will be proposed to simplify

the underlying Bayesian likelihood function and consequently reduce the computational

complexity. Furthermore, in an adaptive OFDM system with certain cooperation, where

the receiver is at least informed about the applied adaptation strategy, certain prior

information is available to assist the modulation classification. Consequently, the ML

approach, which exploits only the received signal as the single information for modu-

lation classification, is unable to minimize the classification error probability any more

[10], [48], [9]. Investigations have to be conducted to show how much the performance

can be improved by incorporating this prior knowledge into the AMC algorithm. In this

thesis, maximum a posteriori (MAP) based algorithms will be developed, which can po-

tentially minimize the classification error probability in the considered adaptive system

again. Approximations will be developed to enable a practically feasible implementation.

1.2 Problem formulation

In multi-carrier transmission systems, the total transmit bandwidth is subdivided into

multiple subchannels. Due to strongly time-dispersive nature of typical wireless channels,

the link quality of individual subchannels distinguish from each other significantly. With

a fix modulation scheme, subchannels with poor quality require that low order modulation

formats have to be used to ensure certain QoS leading to high capacity waste. Adaptive

modulation is a promising technique to efficiently utilize available resources by adapting

modulation schemes to individual radio links. However, the adapted modulation schemes

have to be provided at the receiver to enable demodulation.

In this dissertation, we consider a time-division duplex (TDD) based OFDM system

with N data subcarriers. In the downlink (DL) transmission, the base station (BS)

performs subcarrier-based AM according to the last uplink (UL) channel state vector

HU = (HU
0 , H

U
1 , ..., H

U
N−1)

T , e.g. perceived via preamble-based channel estimation. The

mobile station (MS) has to classify the adapted modulation schemes to demodulate the re-
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ceived DL signals with the aid of the DL channel state vector HD = (HD
0 , H

D
1 , ..., H

D
N−1)

T

as shown in Figure 1.1. Assuming perfect time and frequency synchronization and that

the use of a cyclic prefix eliminates inter-symbol interference, the received complex base-

band signal is given by [58]:

rk,n = HD
k,nsk,n + wk,n, 0 ≤ k ≤ K − 1; 0 ≤ n ≤ N − 1. (1.1)

• k: OFDM symbol index, n: data subcarrier index, N : number of data subcarriers,

K: number of OFDM symbols in a observed packet.

• HD
k,n: DL channel transfer function with Ek,n[|HD

k,n|2] = 1, the expectation is evalu-

ated over the index k and n.

• wk,n: the zero-mean complex-valued white Gaussian noise with a double-sided power

spectral density N0

2
.

• sk,n: the transmit symbol drawn randomly and independently from the symbol

alphabet of a certain modulation scheme. In the sequel, we consider a finite-size

candidate set of I quadrature amplitude modulation (QAM) schemes with the set

of symbol alphabets A = {A1, A2, ..., AI} and the set of corresponding bandwidth

efficiencies (modulation levels) B = {b1, b2, ..., bI}. The i-th symbol alphabet Ai

has the symbol set {ai,1, ai,2, ..., ai,Mi
} with El[|ai,l|2] = 1 and Mi = 2bi denoting

the number of constellation points correspondingly. The bits are mapped to signal

points according to Gray-mapping [87].

UL

DL ...

PayloadPreamble Payload

Payload

Preamble

Preamble

H
D
k0+K for MS AMC

k
k0 k0 +K

H
U
k0

for BS AM

Figure 1.1: TDD-based AM and AMC data structure from the transmitter view

Throughout this dissertation, the following modulation schemes are considered: BPSK, 4-

QAM, 16-QAM, 64-QAM which are widely used in modern radio systems like IEEE 802.11

a. In addition, we also consider a special case: no transmission (NoTx), which is used

to handle extremely poor channel conditions. The signal constellations are schematically

represented in Figure 1.2, corresponding to the modulation level set B = {bi}5i=1 =
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{0, 1, 2, 4, 6}. So the adaptive modulation here is identical to an adaptive bit loading

problem. The BS generates a bit loading vector b = (b(0), b(1), ..., b(N−1))T according to

certain criteria given in Section 2.2.1, where b(n) is the number of loaded bits on the n-th

subcarrier with b(n) ∈ B. There are in general two kinds of bit loading. In one type, The

BS may adaptively load a certain number of bits on each subcarrier based on HU and

a given data rate R with the aim to minimize the bit error ratio (BER). In the other

type, the transmitter may maintain certain QoS and maximize the throughput. We will

consider the first type of bit loading, which keeps the data rate constant, since in many

applications a constant data rate is desired. The details of this kind of bit loading will

be provided in Section 2.2.

Figure 1.2: Signal constellations of considered modulation candidates

The object of this dissertation is to detect b, which is equivalent to classify bi on each

subcarrier as b = (b(0), b(1), ..., b(N−1))T with b(n) ∈ B . The detected bit loading vector is

denoted as b̂ = (b̂(0), b̂(1), ..., b̂(N−1))T with b̂(n) ∈ B too.

1.3 Structure of dissertation

This thesis is divided into six chapters. After introduction, some general points of the

OFDM technology and adaptive OFDM concepts are given in Chapter 2. In Chapter

3, signalling is applied to communicate the adapted modulation schemes from the BS

to the MS. Emphasis will be put on the possibility of reduction of required signalling
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overhead. Automatic modulation classification will be investigated in depth in Chapter

4 as a signalling-free alternative. This method will be addressed from two different

concepts, namely the likelihood-based framework and the feature-based framework. Also

system-specific properties will be utilized to enhance the classification reliability. In the

Chapter 5, signalling and automatic modulation classification will be compared with each

other in terms of packet error ratio under the condition that the net data rate is constant.

Then a brief conclusion will be given in the Chapter 6. In Appendices, some important

mathematical derivations and simulation results are given to assist the descriptioins in

the mentioned chapters.
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Chapter 2

Adaptive OFDM

2.1 Basics of OFDM

Due to its high flexibility in resource allocation and ability to transform a inter-symbol

interference (ISI) channel into multiple frequency-flat subchannels, OFDM has found

widely used applications in wired as well as wireless communication systems. Digital

audio broadcasting (DAB) and video broadcasting (DVB) systems are first consumer-

oriented wireless OFDM systems followed by asymmetric digital subscriber line (ADSL)

as the first OFDM-based wired system. Also in wireless local area networks (WLAN)

systems, OFDM is a popular transmission technology. Recently, OFDM has been selected

for the next generation cellular systems: the 3-rd generation partnership project long

term evolution (3GPP LTE). An informative overview of the development of the OFDM

technology can be found in [49], [50].

The basic idea is to split a high-speed serial data stream into a large number of N parallel

low-speed substreams, so that the symbol duration is N times longer than the original

one as shown in Figure 2.1 for N = 8. Consequently, OFDM is more robust against time-

dispersive channels. Assume that the duration of an OFDM symbol is T and these N

substreams are modulated on N harmonic sinusoids (subcarriers) with respecitve carrier

frequency at

fn = n
1

T
for n = 0, 1, · · · , N − 1, (2.1)

then the complex-valued base-band signal on subcarrier n is given by

ăn(t) = angp(t)e
j2πfnt, (2.2)

where an is the data symbol to be transmitted on subcarrier n and gp(t) is the pulse

shaping filter with

gp(t) =

{
1 : if 0 ≤ t ≤ T

0 : otherwise.
(2.3)

Normally, one OFDM symbol is followed by another. For illustration purpose, we consider

here only one symbol.
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Figure 2.1: Visulization over time and frequency for single carrier and multi-carrier system

[51]

It can be shown that the subcarrier signals ăn(t) are orthogonal to each other. There exists

no inter-carrier interference (ICI). This property allows the simultaneous transmission of

N data streams. The above idea would need N modulators/demodulators, which require

high implementation complexity. The practical implementation of frequency multiplexing

is performed via the inverse discrete Fourier transform (IDFT) .

2.1.1 Generation of OFDM signals via IDFT

Performing an equi-distant sampling of ăn(t) with a sampling rate of fs =
N
T

, we denote

the k-th sample as

ãk = ăn(
kT

N
), (2.4)

then multiplexed signal in the time-discrete domain is given by

ãk =
N−1∑

n=0

anexp(j2πk
n

N
), (2.5)

where k is the sample index. In fact, (2.5) is the IDFT of the parallel data symbols

{an}N−1
n=0 , with the value taken at k-th sample [52]. Equivalently, (2.5) can be expressed

in a vector matrix representation

ã = NIDFT a, (2.6)
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with a = (a0, a1, · · · , aN−1)
T, ã = (ã0, ã1, · · · , ãN−1)

T and NIDFT the N×N IDFT matrix

given by

NIDFT =
1√
N




1 1 · · · 1

1 e(j2π1
1
N
) · · · e(j2π1

N−1
N

)

...
...

. . .
...

1 e(j2π(N−1) 1
N
) · · · e(j2π(N−1)N−1

N
)




, (2.7)

where the factor 1√
N

is introduced to normalize the transmit power.

At the receiver side the discrete Fourier transform (DFT) is performed to recover the

transmitted signal

NDFT =
1√
N




1 1 · · · 1

1 e(−j2π1 1
N
) · · · e(−j2π1N−1

N
)

...
...

. . .
...

1 e(−j2π(N−1) 1
N
) · · · e(−j2π(N−1)N−1

N
)




. (2.8)

The direct implementation of these two operations would require high computational

efforts, especially for large DFT window size N as normally the case in practical systems.

Practically feasible OFDM-based applications are enabled by the efficient implementation

via fast Fourier transform (FFT) [53].

2.1.2 Cyclic prefix

In practice, we encounter a time-variant multipath channel described by the time-variant

weighting function

h̃real(k, k
′) =

Pk′−1∑

pk=0

h̃pk(k
′)δ(k − kpk(k

′)), (2.9)

where k, k′ and kpk are delay, observation, and encountered path delay index; Pk′ and

h̃pk(k
′) are the time-variant number of path delays and time-variant complex-valued path

gain of the kpk-th path. For illustration purpose, we ignore the time variance for this

moment and assume an equidistantly spaced path delay. The channel impulse response

is then given by

h̃(k) =

Pk−1∑

pk=0

h̃pkδ(k − kpk), (2.10)

The k-th received sample is given by the linear convolution of the transmit samples with

the impulse response (for simple illustration purpose the additve noise is ignored)

r̃k =

Pk−1∑

pk=0

h̃pk ãk−pk , (2.11)
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which as a compact form, can be given in the following matrix representation

r̃ =




h̃0 0 · · · · · · · · · 0

h̃1 h̃0 0
. . . . . . 0

...
. . . . . . . . . . . .

...

h̃Pk−1
. . . . . . . . . . . .

...
...

. . . . . . . . . . . . 0

0 · · · h̃Pk−1 · · · h̃1 h̃0




N×N




ã0

ã1
...

ãN−1




. (2.12)

It can be shwon by applying the DFT to (2.12) that the orthogonality is destroyed for

the received signal r̃ leading to ICI in (2.12). A method to preserve the orthogonality

is to extend ã with a cyclic prefix (CP) of length Kcp with Kcp ≥ Pk, where the CP is

a duplicate of the last Kcp samples of ã [54], [55], [57]. The extended transmit signal is

given by

ãcp = (ãN−Kcp+1, · · · , ãN−1︸ ︷︷ ︸
cyclic prefix

, ã0, ã1, · · · , ãN−1)
T. (2.13)

To show how the orthogonality is preserved, we assume Kcp = Pk for the purpose of

simple illustration. The received signal with cyclic prefix is given by

r̃cp =




h̃0 0 · · · · · · · · · · · · · · · 0

h̃1 h̃0 0
. . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . .
...

h̃Pk−1
. . . . . . h̃0 0

. . . . . .
...

0 h̃Pk−1
. . . h̃1 h̃0 0

. . .
...

...
. . . . . .

... h̃1 h̃0 0
...

...
. . . . . . h̃Pk−1

...
. . . . . . 0

0 · · · · · · 0 h̃Pk−1 · · · h̃1 h̃0




(N+Pk)×(N+Pk)




ãPk−1

...

ãN−1

ã0

ã1
...

ãN−1




. (2.14)

After removal of the cyclic prefix, the received signal is given by

r̃ =




h̃0 0 · · · 0 h̃Pk−1 h̃Pk−2 · · · h̃1

h̃1 h̃0 0
. . . 0 h̃Pk−1

. . . h̃2

...
. . . . . . . . . . . . . . . . . .

...

h̃Pk−2
. . . . . . h̃0 0

. . . . . . h̃Pk−1

h̃Pk−1 h̃Pk−2
. . . . . . h̃0 0

. . . 0

0 h̃Pk−1
. . . . . . . . . h̃0 0

...
...

. . . . . . . . .
...

. . . . . . 0

0 · · · 0 h̃Pk−1 h̃Pk−2 · · · h̃1 h̃0




N×N




ã0

ã1
...

ãN−1




. (2.15)
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By adding cyclic prefix, (2.12) is transformed into (2.15), which corresponds to a transfor-

mation of the linear convolution into a linear cyclic convolution (elementwise view of r).

Now, a DFT operation can seperate the transmitted signal a without ICI as illustrated

in detail in [55]

r =




H0 0 · · · 0

0 H1 · · · ...
...

. . . . . . 0

0 · · · · · · HN−1




N×N




a0

a1
...

aN−1




. (2.16)

With the CP extension at the transmitter and CP removal at the receiver, the received

signal is distorted by a fading factor Hn (elementwise multiplication in frequency domain),

which can be equalized by a simple multiplication of its reciprocal value 1
Hn

enabling a

simple receiver structure. On the other side, the cyclic extension has also drawbacks. It

reduces bandwidth efficiency and wastes transmit power as this extension does not carry

any non-redundant information.

2.1.3 Overview of advantages and disadvantages

Some typical advantages and disadvantages of the OFDM technology are listed here.

More details can be found in the literature like [58], [59], [60] and [61]. Three important

advantages are

• Suitable for applications in severe frequency selective channels requiring no complex

time-domain equalization.

• High spectral efficiency in combination with multiple input multiple output (MIMO)

technology.

• High flexibility in terms of resource allocation, e.g. application of adaptive tech-

niques as will be discussed in the next section.

Some disadvantages are listed in the following:

• High peak-to-average power ratio (PAPR) due to multiplexing N signal branches

leading to high challenges for power amplifiers.

• High sensitivity to synchronization impairments, e.g. due to imperfect Doppler-shift

compensation.

• Reduction of power and spectral effiency due to CP and high amount of pilot

symbols inserted for channel estimation purposes.
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2.2 Adaptive techniques in OFDM

Data transmission via time-varying fading channels is subject to burst-wise error pattern,

where the channel enters a deep fade for a relatively long duration. Such situation

degrades the overall system performance. An efficient way to deal with this problem is

to adapt the transmission scheme to the prevailing channel state.

Adaptive techniques have been investigated for a long time. At the beginning, adaptive

power control was studied, which raises the power level if the channel quality falls under

a predefined level, so that a quasi-constant SNR is maintained [62]. This technique may

cause two problems: 1, the transmit power may exceed the given power constraint for

very poor link conditions; 2, the increased power may cause severe cochannel interference.

Another way is to change the pulse/symbol duration (or data/symbol rate) in response

to the channel fading rate, where e.g. the modulator of such a system creates a low-pass

signal m
(LP)
k (t) with k = 0 or 1 to modulate the carrier signal [63], [64]. These two

low-pass signals m
(LP)
k (t) with k = 0 or 1 are orthogonal to each other, e.g. orthogonal

sinusoids, of duration 1
R(LP)(t)

, where R(LP)(t) is a adjustable symbol rate. The adaptive

symbol rate R(LP)(t) is changed continuously with the received signal strength variation

with the help of a feedback channel. Such a system is in deed a frequency shifted keying,

where the freqeuncy spacing is a funtion of the channel fading variation. Obviously, due

to the strong fluctuation nature of wireless channels, the variation in symbol duration

could cause an expansion in bandwidth requirements, which is highly undesirable in

view of the already very scarce radio spectrum resource. A more attractive method

is to vary the coding rate or modulation level in accordance to the channel gain [65],

[15]. There are also proposals, which jointly vary several parameters to achieve a higher

adaptation granularity [66], [67], [68]. Note that adaptive techniques can be applied on

duplex systems only, where the transmitter is able to possess the prevailling channel state

information, e.g. via receiver feedback.

With the emergence of OFDM technology, the research interest in adaptive techniques has

reached a new quality. In OFDM systems, each subcarrier can be viewed as a frequency

flat subchannel and apply an individual transmission scheme. Consequently, compared

to the single-carrier counterparty multicarrier systems are more flexible in terms of pa-

rameter adaptation as the transmitter can vary its transmission scheme in both time and

frequency direction.

In the history, adaptive modulation has been shown as a powerful adaptive technique to

improve the overall system performance [1], [2]. It can be used to minimize the error

probability with maintaining a constant throughput and transmit power or to maximize

the throughput with maintaining a constant power level and link quality. In [1], it was
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shown for a fixed throughput that a power gain of 5 · · · 15 dB can be achieved for a BER

of 10−3 if the receiver was perfectly informed about the adapted modulation schemes.

The advantage of throughput improvement was documented for a predefined QoS in [2],

where M-PSK symbols were used to perform the signalling.

2.2.1 Bit loading algorithm

Adaptive modulation is indeed adaptive bit loading, where more bits are loaded to sub-

carriers with better link quality and less or no bit is loaded to deeply faded subcarriers.

Several bit loading algorithms have been proposed with different emphasis on utiliza-

tion of channel capacity and implemental complexity [6] [4] [3] [5]. In this paper, the

bit loading is based on the algorithm proposed by Chow in [6]. Some modifications are

made to reduce the implementation complexity [56]. In [1], it was shown that an addi-

tional adaptive power allocation provided only a marginal gain, so that with respect to

the associated additional implemental complexity, the adaptive power control part of the

algorithm is not applied in this thesis.

Here the used algorithm is briefly described. It has to fulfil two conditions

N−1∑

n=0

b(n) = B, (2.17)

pAM = min
b

pbit(b), b = (b(0), ..., b(N−1))T, b(n) ∈ B

where b(n) is the number of bits loaded on the n-th subcarrier, B the total target number

of bits, b the bit loading vector, pbit(b) the resulting overall bit error probability if

b is applied, B is the set of bit levels used for adaptive modulation and pAM is the

overall bit error probability after the adaptive bit loading is completed. The above

equations say that in an OFDM symbol a certain target number of bits B has to be

loaded meanwhile the overall bit error probability pbit has to be minimized. In packet-

based transmission systems, a transmission packet is comprised of several OFDM symbols.

Optimum performance is achieved if the bit loading is carried out for each OFDM symbol

individually. However this would cause enormous complexity. For short packet length and

slowly time-varying channels, a reasonable solution is to perform packet-based adaptive

modulation.

The algorithm carries out following steps based on [6] and [56]:

1. Measure the channel state |Hn| for each subcarrier n at the transmitter. Initialize

parameters: set the iteration counter lit = 0, B̄(lit = 0) = 0 and λmargin(lit =

0) = 1 (or 0 dB if given in dB). Here B̄(lit) denotes the already loaded number of

bits in the lit-th iteration and λmargin(lit) is called the system performance margin
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indicating how much additional noise can be tolerated. If B̄(lit = 0) 6= B, λmargin(lit)

has to be adjusted correspondingly to satisfy the first equation of (2.17). Each

increment/reduction of λmargin means a degradation/improvement of the bit error

probability.

2. While B̄(lit) 6= B, do:

• Determine the number of bits which theoretically can be loaded on subcarrier

n according to

b̃(n)(lit) = log2(1 +
ρ2n,r

Γλmargin(lit)
), n = 0, ..., N − 1

B̃(lit) =
N−1∑

n=0

b̃(n)(lit) (2.18)

where ρ2n,r =
en|Ĥn|2

N0
is the received SNR in linear scale, en is the transmit power

on subcarrier n which is constant over all n (no adaptive power loading) and Γ

is the so called SNR gap also in linear scale, which characterizes the considered

transmission system [69].

• Round down b̃(n)(lit) to the next smaller integer number belonging to B

Round(̃b(n)(lit)) = b̄(n)(lit), with b̄(n)(lit) ∈ B
∆b̃(n)(lit) = b̃(n)(lit)− b̄(n)(lit)

B̄(lit) =
N−1∑

n=0

b̄(n)(lit). (2.19)

• If B̄(lit) < B

Add bits to these subcarriers, which result in minimum increase in pbit.

Note that pbit is not necessarily to be determined for AM. These subcarriers

are determined by maximizing ∆b̃(n)(lit) in (2.19).

else

Remove bits from these subcarriers, which result in maximum decrease in

pbit. These subcarriers are determined by minimizing ∆b̃(n)(lit).

• Update λmargin(lit) given by

λmargin(lit + 1) = 2
B̄(lit)−B

N λmargin(lit) (2.20)

• lit = lit + 1

3. if B̄(lit) = B, the bit loading process is completed; set lover = lit and b(n) = b̄(n)(lover).

Otherwise, go back to step 2.
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The result of the algorithm is the bit loading vector denoted by b = (b(0), b(1), ..., b(N−1))T.

In most cases B̄(1) 6= B, so an interative adjustments of λmargin is required. In each

interation, additional bits are loaded/removed on/from these subcarriers which result in

minimum/maximum increase/decrease in pbit. To fulfil the conditions in (2.17), a scan

process across the subcarriers is required which results in cross-subcarrier optimazation

of the bit loading. So b(n) is not determined by Hn only, rather it is jointly determined

by Hn and λmargin(lover), which in turn depends on B and H = (H0, ..., Hn, ..., HN−1)
T.

This knowledge will be exploited in Chapter 4 to enhance the reliability of modulation

classification.
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Figure 2.2: Adaptive subband bit loading vs. fixed modulation

2.2.2 Performance improvement in PER

The above bit loading algorithm is applied on the considered system, whose parame-

ters, e.g. data rate, channel coding, used radio channel model and channel estimation

scheme are described in detail in Appendix A. The resulting performance improvement

is plotted in Figure 2.2 in terms of end-to-end packet error ratio (PER) versus average

SNR (transmit-side SNR) in dB, where average SNR is defined by SNR =
El[|ai,l|2]

N0
and a

packet is a transmitted burst with K OFDM data symbols as defined in Figure 1.1. The

following scenarios are simulated:

1. The system uses a fixed modulation scheme of 16-QAM on all subcarriers (no adap-

tive bit loading);
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2. The system uses adaptive modulation on per-subcarrier basis (Ng = 1);

3. The system uses adaptive modulation on pairs of neighbouring subcarriers (Ng = 2);

4. The system uses adaptive modulation on triples of neighbouring subcarriers (Ng =

3);

5. The system uses adaptive modulation on four neighbouring subcarriers (Ng = 4).

Considering a typical PER requirement of 10−1, a significant gain in transmit power

can be achieved by adaptive bit loading. A gain of around 7.5 dB can be achieved for

per-subcarrier adaptive bit loading. With 1.5 dB degradation follows the subcarrier-

pair-based adaptive bit loading. Even a subband adaptive bit loading with Ng = 4 still

outperforms the fixed modulation scheme by a gain of around 3 dB.

The results above are based on the assumption that the receiver is perfectly informed

on the bit loading vector b calculated by the transmitter according to the bit loading

algorithm above. In real world, this information has to be signalled to the receiver

via explicit signalling, which will be examined in detail in Chapter 3. Alternatively, the

receiver can blindly detect the applied b based on the received signal and certain boundary

conditions provided by the system operation environment, which will be treated in depth

in Chapter 4. This non-ideal knowledge of b will obviously degrade the observed gains.

In the following parts of this thesis, we will try to show how the adaptive OFDM system

performs under realistic conditions. Especially, we are interested in to which extend the

gain can be maintained if b has to be signalled or blindly detected.
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Chapter 3

Explicit signalling

3.1 In-band signalling strategy

Explicit signalling is one method to communicate the adapted modulation schemes be-

tween the transmitter and the receiver. The modulation candidates are encoded in binary

code words by some source coding scheme. The transmitter sends corresponding code

words (signalling bits) to explicitly inform the receiver on which modulation scheme was

adapted on which subcarrier.

Figure 3.1: Data structure with in-band signalling

We propose an in-band signalling strategy for IEEE 802.11a based adaptive systems,

where the signalling information is embedded into the existing data structure as shown

in Figure 3.1. The signalling field denoted by S with KS OFDM symbols contains the

signalling symbols followed by the data field (payload) denoted by D with K OFDM

symbols. The field P with KP OFDM symbols carries preambles designated for channel

estimation and synchronization issues (time and frequency synchronization). The total

number of OFDM symbols in a burst (packet) is given by

KF = KP +KS +K. (3.1)

For a TDD based adaptive OFDM system, the in-band signalling for the adaptive DL

transmission is schematically represented in Figure 3.2. The BS performs channel esti-

mation (CE) using the preambles extracted from the latest UL transmission. Based on

the channel estimate, the modulation schemes are determined on subcarrier-by-subcarrier

basis for the next DL transmission by calculating a BLV b = (b(0), b(1), · · · , b(N−1))T, with

N the number of data subcarriers and b(n) the number of loaded bits on the n-th subcar-

rier. The elements b(n) in b originate exclusively from a beforehand fixed set B = {bi}Ii=1,
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which represents the modulation levels (orders) of the used QAM schemes. The set B is

at the same time the symbol alphabet and b is the signalling source, which has to be sig-

nalled to the MS via signalling bits embedded in the DL transmission. For this purpose,

the signalling source b has to be source coded. Assuming that by a certain source coding

scheme, the modulation level bi is encoded into the code word ci , the vector

b = (b(0), b(1), · · · , b(N−1))T (3.2)

is then signalled by the bit sequence vector

c = (c(0), c(1), · · · , c(N−1))T with c(n) ∈ C = {ci}Ii=1, (3.3)

where C is the code book of the source coding scheme.

P S D

P S D

P S DUL

DL

CE

BLV calculator

Encoder

CE

BLV calculator
bk2

k2k1

Ĥ
U(k1) Ĥ

U(k2)

· · · · · ·

k

bk1

Figure 3.2: Schematical representation of in-band signalling strategy

The signalling source b is characterized on one side by its elements b(n), on the other

side its information-theoretical features like symbol probabilities and possible memory

effects. Due to the bit loading algorithm described in Section 2.2.1, the symbols bi in

the symbol alphabet B are not uniformly distributed (the occurrence probabilites are not

equal). Furthermore, memory effects exist inside a symbol sequence bk1 as well as over

consecutive symbol sequences bk1 and bk2 , with k2 − k1 = KF (see Figure 3.2). In the

following, we distinguish between the following four source models:

1. Ignore all features and assume that the symbols are uniformly distributed. This

model has the advantage that no prior knowledge about the source is necessary.

We denote this kind of model as Bu,Ng , where Ng is the number of symbols grouped

into a joint symbol.

2. Ignore all memory effects and consider only the probabilities of the symbols (or

joint symbols). This model is denoted as BH,Ng .
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3. Ignore the memory effects over consecutive symbol sequences bk1 and bk2 and con-

sider the probabilities and the memory effects inside a symbol sequence bk1 . This

model is denoted as BFD,Ng .

4. Ignore the memory effects inside a symbol sequence bk1 and consider the probabil-

ities and the memory effects over consecutive symbol sequences bk1 and bk2 . This

model is denoted as BTD,Ng .

3.2 Per-burst coding scheme

In this class of coding scheme, the elements in bk1 are assumed to be statistically inde-

pendent on the elements in bk2 . So, no knowledge about the previous source sequences

is required. The source models 1 to 3 can be used for per-burst coding scheme.

3.2.1 Trivial coding schemes

Without knowing the occurrence probabilities Pbi of the symbols bi, it is reasonable to

assume uniformly distributed symbols with probabilities Pbi = 1
I
. This kind of source

model is denoted as BU,1. From information theory, the symbols bi can be encoded into

code words of the same length

W1 = ⌈log2(I)⌉, (3.4)

where ⌈·⌉ is the round-up function. The bit loading vector b is comprised of N elements.

The signalling overhead per transmission packet measured in bits is given by

LU,1 = N⌈log2(I)⌉. (3.5)

Signalling can be organized more efficiently by jointly encoding multiple elements in b.

By grouping neighbouring two elements b(n) and b(n+1) into a symbol pair (b(n), b(n+1)),

the source model is now denoted by BU,2. The required signalling overhead is given by

LU,2 =
N

2
⌈2log2(I)⌉. (3.6)

In general, by grouping Ng neighbouring subcarriers with Ng as a divider of N , a joint

symbol (b(n), b(n+1), · · · , b(n+Ng−1)) is encoded by a bit sequence of the length

WNg = ⌈Nglog2(I)⌉. (3.7)

The corresponding source model is denoted as BU,Ng . The corresponding signalling over-

head is then given by

LU,Ng =
N

Ng

⌈Nglog2(I)⌉. (3.8)
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The entropy of the source BU,Ng is given by

EBU,Ng = −
∑I

i1

∑I

i2
· · ·∑I

iNg
Pbi1 ,bi2 ,··· ,biNg

log2(Pbi1 ,bi2 ,··· ,biNg
)

Ng

= log2(I), (3.9)

which is normalized to and independent on Ng, where Pbi1 ,bi2 ,··· ,biNg
is the probability of

the joint symbol (bi1 , bi2 , · · · , biNg
). Then, it holds [70]

EBU,Ng ≤
LU,Ng

N
≤ EBU,Ng +

1

Ng

. (3.10)

Signalling overhead may be reduced by increasing Ng at the price of rapidly growing

coding complexity, which is exponential in Ng.

If we denote the set Ng, whose elements Ng are dividers of N

N mod Ng = 0, (3.11)

from the viewpoint of saving signalling overhead, the optimal group size Ng,op is deter-

mined by minimizing the redundancy of a code

Ng,op =argmin
Ng

(⌈Nglog2(I)⌉
Ng

− EBU,Ng

)
, with Ng ∈ Ng. (3.12)

Here we consider an OFDM system with N = 48 subcarriers and a modulation set with

I = 5 candidates as specified in Appendix A. The possible Ng numbers, the average code

word length W̄Ng =
WNg

Ng
and the corresponding signalling overheads LU,Ng are given in

Table 3.1. In this case, the number Ng,op = 3 gives already a minimal overhead measured

in bits

LU,Ng,op =
48

3
[3log2(5)] =

48

3
7 = 112. (3.13)

Note, due to the round-up operation, there may exist several group sizes Ng,op with the

Table 3.1: Normalized average code word length W̄Ng =
WNg

Ng
and signalling overhead LU,Ng

for different group size Ng.

Ng 1 2 3 4 6 8 12 16 24 48

W̄Ng 3 2 2.33 2.5 2.33 2.38 2.33 2.38 2.33 2.33

LU,Ng 144 120 112 120 112 114 112 114 112 112

EB 2.3219

same minimal signalling overhead. In this case, it is advised to select the smallest possible

number Ng,min giving the lowst implementation complexity. Here Ng,min = 3 satisfies this

condition.
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3.2.2 Huffman coding schemes

Knowing the occurrence probabilities Pbi of the symbols bi, the source is modelled by

BH,1 and a Huffman coding scheme can be applied which minimize the average code word

length [71]. The values Pbi can be obtained beforehand by computer simulations.

As mentioned in Section 2.2.1 , the second constraint imposed on the AM requires that a

constant B bits have to be loaded. Also due to frequency selectivity of the transmission

channel, the probabilities Pbi are not equal any more. Table 3.2 lists Pbi as well as the

code words ci by Huffman coding for system parameters specified in the Appendix A

(this system holds for all subsequent simulations if nothing else is stated). Because of
B
N

= 192 bit
48 subcarrier

= 4 bits/subcarrier, 16-QAM is the most frequently used modulation

level, which is encoded by 1 bit. NoTx and BPSK are least frequently used which both

require 4 bits.

Table 3.2: Huffman coding for B = 192 bits and N = 48 data subcarrers.

bi 0 1 2 4 6

Pbi 0.027 0.026 0.186 0.481 0.280

ci 0110 0111 010 1 00

Denote the code word length for i-th modulation level bi as WH,i, the signalling overhead

is then given by

LH,1 =
I∑

i=1

NSc,iWH,i with
I∑

i=1

NSc,i = N, (3.14)

where NSc,i is the number of subcarriers using bi, i.e., elements in b = (b(0), b(1), · · · , b(N−1))T

with b(n) = bi and b(n) ∈ B. The vector b is determined by B and the time-variant ĤU.

Consequently NSc,i varies also with time leading to a time-variant signalling overhead

LH,1(k) with k as index in the discrete-time domain.

The average code word length is given by

W̄H,1 =
I∑

i=1

PbiWH,i. (3.15)

The average signalling overhead is

L̄H,1 = NW̄H,1. (3.16)

For the above considered example, numerical evaluations give: W̄H,1 = 1.811 bit
subcarrier

and

L̄H,1 = 48 × 1.811 = 89.93 bits. Compared to the overhead LU,1 in Table 3.1, more than

50 bits are reduced on average.
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Huffman coding scheme can also be combined with joint coding schemes for grouped sub-

carriers. Consider a joint symbol (bi1 , bi2 , · · · , biNg
) containing the modulation levels for

Ng subcarriers. This source BH,Ng has the symbol alphabet {(bi1 , bi2 , · · · , biNg
)}I,I,··· ,Ii1,i2,··· ,iNg

with the corresponding probabilities Pbi1 ,bi2 ,··· ,biNg
. The entropy is given by

EBH,Ng
=

−∑I

i1=1

∑I

i2=1 · · ·
∑I

iNg=1 Pbi1 ,bi2 ,··· ,biNg
log2(Pbi1 ,bi2 ,··· ,biNg

)

Ng

. (3.17)

We denote the code word length resulting from Huffman coding as WH,i1,i2,··· ,iNg
, the

average signalling overhead is then given by

L̄H,Ng =
N

Ng

I∑

i1=1

I∑

i2=1

· · ·
I∑

iNg=1

Pbi1 ,bi2 ,··· ,biNg
WH,i1,i2,··· ,iNg

︸ ︷︷ ︸
W̄H,Ng

, (3.18)

where W̄H,Ng is the average code word length.

The Huffman coding scheme always minimizes the redundancy of a code

RH,Ng =min
C

(
W̄C,Ng − EBH,Ng

)
, (3.19)

with W̄C,Ng the average code word length of the code C, in the sense that the average

code word length W̄H,Ng approaches the entropy EBH,Ng
. Consequently, W̄H,Ng can be

reduced by using source models which exploit special information-theoretical features as

introduced in Section 3.1. The knowledge of the probabilities Pbi1 ,bi2 ,··· ,biNg
is one feature

among many. Since the assumption of uniform distributed symbols results in maximal

entropy EBU
, any deviation from this distribution will decrease EBH,Ng

.

For Ng = 1, the probabilities Pbi and the code word lengths depend on B only, as Pbi

are determined by averaging long term observations, although the time-variant signalling

overhead LH,1(k) depends on the temporary channel estimates ĤU. For Ng > 1, however,

by grouping neighbouring subcarriers, the probabilities Pbi1 ,bi2 ,··· ,biNg
depend on B and the

frequency-domain correlation of ĤU, which in turn depends on the precision of channel

estimation. So the system SNR impacts Pbi1 ,bi2 ,··· ,biNg
and the resulting code word length

WH,i1,i2,··· ,iNg
. Consequently, the signalling overhead depends also on the system SNR.

For Ng = 2, Pbi1 ,bi2
and the corresponding code words are provided in Appendix B for

some representative SNR values and the simulation environment given in Appendix A.

We also investigated the joint Huffman coding scheme for Ng = 3. Due to large symbol

size (53 = 125 symbols), the individual probabilities Pbi1 ,bi2 ,bi3
and the code word lengths

WH,i1,i2,i3
are not listed here. But the average code word length per symbol

W̄H,3

3
and the

average signalling overheads L̄H,3 are given in Table 3.3.
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Table 3.3: Average signalling overheads L̄H,Ng , average code word lengths per symbol
W̄H,Ng

Ng

for different system SNRs and Ng.

Perfect CE 20 dB 0 dB

Ng 1 2 3 1 2 3 1 2 3
W̄H,Ng

Ng
in bits 1.81 1.48 1.35 1.81 1.49 1.36 1.81 1.56 1.45

L̄H,Ng in bits 86.88 71.04 64.80 86.88 71.52 65.28 86.88 74.88 69.60

Table 3.4: Entropy EBH,Ng
, average code word lengths per symbol

W̄Ng

Ng
and average sig-

nalling overheads L̄Ng for memoryless encoding schemes.

Trivial encoding schemes Huffman coding at 20 dB

Ng 1 2 3 1 2 3

EBH,Ng
2.3219 1.7510 1.4593 1.3425

W̄Ng

Ng
in bits 3 2.5 2.33 1.81 1.49 1.36

L̄Ng in bits 144 120 112 86.88 71.52 65.28

Investigations for group size Ng > 3 were not performed due to two reasons. First, no

significant reduction of signalling overhead is expected since the degree of correlation

reduces fast with increasing Ng. Second, the encoding and decoding complexity grows

at least exponentially with increasing Ng. An overview on the signalling overhead is

provided in Table 3.4 for the memoryless encoding schemes investigated till now.

3.2.3 Frequency-domain correlation

In OFDM systems, typically, a broadband frequency-selective channel is split into a large

number of subcarriers. Each subcarrier is frequency-flat and can be separately modulated

by a certain modulation format. The subcarrier spacing BSub is much smaller than the

coherence bandwidth BCo. The channel amplitudes, to which the modulation formats are

adapted, are strongly correlated under neighbouring subcarriers.

This correlation has been already partially utilized in joint Huffman coding schemes,

where neighbouring Ng subcarriers are grouped into a joint symbol (bi1 , bi2 , · · · , biNg
) and

signalled jointly. If the bandwidth of two neighbouring subcarrier groups 2NgBSub is still

smaller than BCo, correlation exists also under two neighbouring joint symbols leading

to memory effects in the signalling source. These memory effects bear certain amount of

redundancy, which can be reduced by frequency-domain state-dependent Huffman coding

(FSDH) .

In general, a discrete source with memory can be described by a Markov chain which can
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nf

biNg

nf − 1

n

Znf−1

→֒

Znf

bj1 bj2 bjNg
· · · bi1 bi2 · · ·

Figure 3.3: Schematical representation of symbol transition in the frequency domain

be encoded by state-dependent Huffman coding schemes based on transition probabilities.

Transitions occur in frequency direction, which are schematically sketched in Figure 3.3.

For a transmission packet, N
Ng

joint symbols have to be encoded. We introduce the

notation Znf−1 and Znf
to denote (nf − 1)-th symbol (bj1 , bj2 , · · · , bjNg

) and nf-th symbol

(bi1 , bi2 , · · · , biNg
) counted in the frequency domain respectively, independent of the size

of the symbol Ng. Here, nf is the symbol index. The first joint symbol Z0 is called the

initial symbol and encoded by Huffman coding introduced in Section 3.2.2. The remaining

symbols Znf
with nf = 1, 2, · · · , N

Ng
− 1, are encoded by state-dependent Huffman coding

based on transition probabilities PZnf
|Znf−1 . This type of source, which contains the inital

symbol and the state-dependent symbols, is denoted as BF,Ng .

Table 3.5: PZnf
|Znf−1

, WF,1 given in bold and W̄F,1 in bits per symbol for Ng = 1 and SNR

= 20 dB.
❍
❍

❍
❍
❍
❍

❍❍
Znf−1

Znf 0 1 2 4 6

0
0.2527 0.1679 0.4974 0.0800 0.0017

2 3 1 4 4

1
0.1919 0.1883 0.4938 0.1232 0.0026

2 3 1 4 4

2
0.0741 0.0707 0.5117 0.3388 0.0045

3 4 1 2 4

4
0.0043 0.0061 0.1300 0.7352 0.1242

4 4 2 1 3

6
6e-5 0.0002 0.0035 0.2114 0.7846
4 4 3 2 1

W̄F,1 = 1.4384

First we focus on the state-dependent symbols Znf
with nf ≥ 1. We use a Markov chain

to describe this source with the state-dependent transitions only, which is denoted as
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BFD,Ng . The entropy of BFD,Ng is given by

EBFD,Ng
= − 1

Ng

∑

Znf−1

∑

Znf

PZnf−1PZnf
|Znf−1 log2

(
PZnf

|Znf−1

)
. (3.20)

By removing part of redundancy existing due to the frequency-domain memory effect

[72], it holds

EBFD,Ng
< EBH,Ng

. (3.21)

The entropy of the source model BF,Ng is compromised of two contributions and is given

by

EBF,Ng
=

1

N

(
(N −Ng)EBFD,Ng

+NgEBH,Ng

)
< EBH,Ng

, (3.22)

showing the potential of reducing average code word length by state-dependent Huffman

coding. Due to the initial symbol Z0, the relationship between these entropies are given

by

EBFD,Ng
< EBF,Ng

< EBH,Ng
. (3.23)

Similar to the coding approaches given in Section 3.3.1, we consider Ng = 1, 2, 3, and

different system SNR values. For Ng = 1, the transition probabilities PZnf
|Znf−1 and the

corresponding code word lengths WF,1 are given in Table 3.5 for system SNR = 20 dB.

Corresponding tables are given in Appendix C for perfect channel estimation and SNR

= 0 dB.

The encoding of the initial symbol Z0 has been already performed in Section 3.2.2. The

resulting average code word length W̄H,Ng is defined in (3.18). In general, by considering

correlation, it holds

W̄F,Ng < W̄H,Ng , (3.24)

which can be derived from (3.23) as confirmed for Ng = 1 (compared to W̄H,1 given in

Table 3.3). The total average code word length including the initial symbol Z0 is given

by

W̄F,Ng =
Ng

N

(
(N −Ng) W̄FD,Ng +NgW̄H,Ng

)
, (3.25)

where W̄FD,Ng is the average code word length of Znf
with nf ≥ 1. The resulting average

signalling overhead is given by

L̄F,Ng = (N −Ng) W̄FD,Ng +NgW̄H,Ng . (3.26)

Table 3.6 lists L̄F,Ng and
W̄F,Ng

Ng
for different Ng and system SNR.
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Table 3.6: Average signalling overheads L̄F,Ng , average code word lengths per subcarrier
W̄F,Ng

Ng
for different system SNRs and Ng exploiting frequency-domain correlation.

Perfect CE 20 dB 0 dB

Ng 1 2 3 1 2 3 1 2 3
W̄F,Ng

Ng
in bits 1.44 1.16 1.12 1.45 1.16 1.12 1.53 1.28 1.23

L̄F,Ng in bits 69.27 55.63 53.63 69.41 55.90 53.87 73.56 61.41 59.20

3.3 Over-burst coding scheme

The purpose of signalling is to inform the receiver on the current bit loading vector b

(signalling source). In a packet-based OFDM transmission system with certain packet

duration KF (number of OFDM symbols), a common practice is to perform adaptive

modulation on a packet-basis, i.e. b is updated in the period of KF. For each packet,

b has to be signalled only once. The next signalling is necessary if b is updated. We

focus on typical indoor applications, the radio channel is assumed to be slowly time-

variant leading to a strong correlation between successive BLVs bks−1 and bks with ks

as packet index shown in Figure 3.4, provided if KF is small. In fact, we expect a

strong temporary memory effect in the signalling source for packet sizes typically used in

practical applications. This memory effect bears also certain amount of redundancy.

Z
(ng)
ks−1

bj1

bj2

...

bi1

bi2

...

biNg
bjNg

→֒

...

...
...

...

ks − 1 ks

k

bks−1 bks

Z
(ng)
ks

Figure 3.4: Schematical representation of a symbol transition
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3.3.1 Time-domain correlation

The redundancy can be reduced, if this memory effect is also taken into account. Be-

ginning at the first packet ks = 0, we denote bks as the BLV for the ks-th packet. Now,

instead of bks itself, the transition
→֒
bks between bks and bks−1, which is created by a

transition indentifier as shown in Figure 3.5, is encoded and signalled. If we group Ng

neighbouring subcarriers into a joint symbol (bi1 , bi2 , · · · , biNg
) just as in the frequency-

domain correlation, the transition of one symbol (bj1 , bj2 , · · · , bjNg
) of the packet ks − 1

to another symbol (bi1 , bi2 , · · · , biNg
) of the next packet ks is schematically represented

in Figure 3.4. Here we also introduce Z
(ng)
ks

to denote the ng-th joint symbol counted in

the frequency domain in the ks-th packet, independent of Ng. Since
→֒
bks is completely

described by bks and bks−1, this source can be modelled by a Markov chain, too.

P S D

P S D

P S D

BLV calculator

Indentifier
Transition

BLV calculator

Indentifier
Transition

CE CE

UL

DL

Encoder

→֒
b ks

· · · · · ·

kks − 1 ks

bks−1

bksbks−1

Ĥ
U(ks − 1)

bks−2

Ĥ
U(ks)

→֒
b ks−1

Figure 3.5: Schematic representation of state-dependent in-band signalling

The initial bit loading vector b0 is encoded based on Huffman coding schemes introduced

before. The entropy of this source BH,Ng is given in (3.17). For the subsequent bit loading

vectors bks with ks ≥ 1, only the transitions are encoded based on transition probabilities

P
Z

(ng)

ks
|Z(ng)

ks−1

, which have to be determined beforehand through computer simulations. We

denote this source model with time-domain memory as BTD,Ng , and assume that it is

stationary, so that P
Z

(ng)

ks
|Z(ng)

ks−1

is independent on ks and the symbol probability P
Z

(ng)

ks−1

.

The entropy of BTD,Ng is given by

EBTD,Ng
= − 1

Ng

∑

Z
(ng)

ks−1

∑

Z
(ng)

ks

P
Z

(ng)

ks−1

P
Z

(ng)

ks
|Z(ng)

ks−1

log2

(
P
Z

(ng)

ks
|Z(ng)

ks−1

)
. (3.27)

This source model removes the part of redundancy existing due to the time-domain
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memory, so it holds [72]

EBTD,Ng
< EBH,Ng

. (3.28)

Consequently the average code word length can be also reduced by state-dependent Huff-

man coding as justified in Section 3.2.1.

The time-domain memory in the bit loading vector bks is provided by the time-domain

correlation in the channel estimates. As mentioned, the precision of channel estimation

depends on the system SNR. Consequently, the code word lengths depends also on the

system SNR just as described in the frequency-domain joint coding schemes in Section

3.2.2.

Table 3.7: P
Z

(ng)

ks−1|Z
(ng)

ks

, WSDH,1 given in bold and W̄SDH,1 in bits per symbol for Ng = 1 and

SNR = 20 dB.
P
P
P

P
P
P
P

P
P
P
P

Z
(ng)
ks−1

Z
(ng)
ks 0 1 2 4 6

0
0.8120 0.1585 0.0293 0 0

1 2 2 0 0

1
0.1729 0.5587 0.2682 0 0

2 1 2 0 0

2
0.0042 0.0380 0.8885 0.0692 0

3 3 1 2 0

4
0 0 0.0265 0.9464 0.0269
0 0 2 1 2

6
0 0 0 0.0464 0.9535
0 0 0 1 1

W̄SDH,1 = 1.0708

For Ng = 1, the transition probabilities P
Z

(ng)

ks
|Z(ng)

ks−1

and the corresponding code word

lengths WSDH,Ng resulting from the state-dependent Huffman (SDH) coding are given in

Table 3.7 for system SNR = 20 dB. It is a common approach to represent P
Z

(ng)

ks
|Z(ng)

ks−1

in a transition matrix, where each entry is a transition probability for the transition

from the symbol Z
(ng)
ks−1 denoting the corresponding row to the symbol Z

(ng)
ks

denoting the

corresponding column. The average code word length is given by

W̄SDH,Ng =
∑

Z
(ng)

ks−1

∑

Z
(ng)

ks

P
Z

(ng)

ks−1

P
Z

(ng)

ks
|Z(ng)

ks−1

WSDH,Ng , (3.29)

describing the average number of bits required per symbol for the case that P
Z

(ng)

ks
|Z(ng)

ks−1

reaches the steady state (independent on ks). For perfect channel estimation and system

SNR = 0 dB, the corresponding coding is given in Appendix C.1.
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For Ng = 2, neighbouring 2 symbols are grouped into a joint symbol. The transition

matrix possesses a dimension of 25 × 25. Due to large number of elements, we do not

provide details about P
Z

(ng)

ks
|Z(ng)

ks−1

and WSDH,Ng for individual transitions. But W̄SDH,Ng and

the steady-state average signalling overheads L̄SDH,Ng are given in Table 3.8, as well as for

Ng = 3. Investigations for Ng > 3 were not performed due to the reasons given in Section

3.2.2.

Table 3.8: Average signalling overheads L̄SDH,Ng , average code word lengths per subcarrier
W̄SDH,Ng

Ng
for different system SNR and Ng by state-dependent Huffman coding.

Perfect CE 20 dB 0 dB

Ng 1 2 3 1 2 3 1 2 3
W̄SDH,Ng

Ng
in bits 1.04 0.57 0.42 1.07 0.64 0.50 1.58 1.30 1.21

L̄SDH,Ng in bits 49.92 27.56 20.14 51.36 30.89 24.13 75.84 62.32 58.11

Table 3.9: L̄Ng ,
W̄X,Ng

Ng
and EBX,XNg

given in bits for state-dependent Huffman coding

schemes exploiting time-domain and frequency-domain memory at SNR = 20

dB.

Time-domain correlation Frequency-domain correlation

Ng 1 2 3 1 2 3

EBX,Ng
0.4226 0.3991 0.2365 1.18 1.14 1.11

W̄X,Ng

Ng
1.07 0.64 0.50 1.45 1.16 1.12

L̄BX,XNg
51.36 30.89 24.13 69.41 55.90 53.87

An overview on the entropies (representative notation EBX,Ng
with X standing for time-

domain or frequency-domain based signalling scheme), normalized average code word

lengths
W̄X,Ng

Ng
and average signalling overheads L̄BX,Ng

are provided for different Ng and

system SNR in Table 3.9.

3.4 Performance comparison

In the following, the implementation issues and the performance of the introduced sig-

nalling schemes are discussed. The performance is compared in terms of required sig-

nalling overhead based on computer simulations. In the sequel, we will use the perfor-

mance metric rSD, which is the signalling bits to data bits ratio and defined as rSD =
LBX,Ng

BK
, to evaluate the required signalling overhead of different signalling schemes, where

LBX,Ng
is the number of required signalling bits (overhead) based on the signalling scheme
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X (representative notation for the above discussed signalling schemes), B is the number of

loaded bits per OFDM symbol and K is the number of OFDM data symbols per packet.

3.4.1 Implementation aspects

The analyses performed until now aimed to reduce the signalling overhead. To produce

practically feasible solutions, implementation issues have to be taken into account too.

The coding approaches introduced in Section 3.2.1 do not require the a-priori knowledge

of Pbi1 ,bi2 ,··· ,biNg
which results in a maximum possible entropy EBU

and consequently the

highest amount of signalling overhead. By grouping multiple subcarriers into a coding

unit (joint symbol), the overhead can be reduced as the average code word length per

subcarrier
WNg

Ng
approaches to EBU

. On the other side, the joint signalling scheme is

more sensitive to decoding errors as each error may result in an incorrect signalling of Ng

subcarriers. The coding complexity increases also exponentially with Ng. Based on this

source model, Ng = 3 gives the lowest possible overhead as verified in Table 3.1. However,

still an overhead of L̄3 = 112 bits is necessary giving rSD = L̄3

BK
= 112

960
= 0.12 . The

advantage of this coding scheme lies in easy implementation and universal application.

No knowledge of the probability distribution is required. The number of signalling bits

is always fixed so as the required transmission resource, independently on the current

channel state Ĥu, packet duration KF and the system SNR, leading to a simple resource

allocation.

Once the probabilities Pbi1 ,bi2 ,··· ,biNg
are available, more efficient coding schemes can be

applied like the Huffman coding scheme which minimizes the redundancy of a code.

For Ng = 3, the average signalling overhead is L̄H,3 = 65.28 bits giving rSD = 0.068,

which reduces the overhead to the half in average. However, the number of required

signalling bits is time-variant leading to a fluctuating resource requirement. A possible

solution to this problem is provided by a mixed transmission strategy. First, a sufficiently

large and fixed resource is reserved. The gap between the reserved resource and the

currently occupied resource for signalling is filled by transmitting data bits. Obviously,

the size of this gap has to be signalled too. A further fundamental problem of codes

with variable code word length is catastrophic error propagation which leads to a total

decoding mismatch after a single bit error. This phenomenon requires that the signalling

bits have to be well protected via robust channel coding and modulation techniques.

The source to be signalled is the bit-loading vector b, which is coupled to the channel

estimate Ĥu in a quantized form as described in Section 2.2.2. The correlation existing in

the frequency and time domain for wireless channels corresponds to memory contained

in this source, which can be utilized by state-dependent Huffman coding. For Ng = 3,
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the exploitation of frequency-domain memory gives an average overhead of L̄F,3 = 53.87

bits leading to rSD = 0.056, while by utilizing the temporary correlation the average

overhead can be further reduced significantly to L̄T,3 = 24.13 giving rSD = 0.025. Note

that frequency-domain state-dependent Huffman coding cause an error propagation only

in the frequency direction (inside a transmission packet), whereas, the time-domain state-

dependent Huffman coding propagates errors in both frequency and time direction (the

current packet and the subsequent packets) causing a severe error propagation problem.

The above two state-dependent signalling schemes also require the knowledge of transitio

probabilities, which is scenario-depedent. This fact limits the feasibility of these signalling

schemes.

3.4.2 Simulation results

Computer simulations are conducted to evaluate the proposed signalling schemes in terms

of rSD. This ratio indicates the portion required for signalling bits in relation to the

number of transmitted data bits. The underlying adaptive OFDM system is described in

Appendix A.

Signalling overhead for a fixed packet size

We consider a constant data rate of rD = 24 Mpbs standardized as one possible trans-

mission mode in IEEE 802.11a and a typical packet size of K = 10 OFDM data symbols,

which gives a fixed number of BK = 960 data bits. In the standard, there is a 12-bits

long LENGTH field in physical layer convergence procedure (PLCP) header which in-

dicates how many octets will be transmitted. The value K is determined based on the

value of the LENGTH field and the current data rate. In general, K depends on the

used application, e.g. in real-time applications K is typically a small value.

For Huffman coding and the memory based signalling schemes, LBX,Ng
depends on the

underlying channel state and the system SNR in addition. Consequently, rSD is variable.

In Figure 3.6, the cumulative distribution function of rSD is plotted. The cumulative

probability PSS(rSD) = Pr(rSD ≤ rSD,0) with rSD,0 as a ratio of interest, is interpreted as

the probability with which an overhead represented by rSD,0 resulting from some signalling

scheme X is sufficient for the signalling. We consider a typical SNR value of 20 dB and

the channel model as well as the applied channel estimation algorithm given in Appendix

A.

The signalling schemes in Section 3.2.1 are based on uniformly distributed symbols

Pbi1 ,bi2 ,··· ,biNg
. The signalling overhead LBU,Ng

is therefore constant. These signalling

schemes result in a constant rSD. Any value lower than the corresponding rSD leads to

a failed signalling trial. Values higher than rSD ensures a successful signalling trial with
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Figure 3.6: Signalling overhead of proposed signalling schemes in terms of rSD versus PSS

PSS = 1. The relation between rSD and PSS is described by a step function with transition

at exactly rSD. For Ng = 1, 2 and 3, the ratio is determined to rSD = 0.15, 0.125 and

0.1167 respectively.

Once the symbol probabilities Pbi1 ,bi2 ,··· ,biNg
are available, Huffman coding schemes can

be applied. The signalling overheads are also simulated for Ng = 1, 2 and 3. For Ng = 1,

a probability of PSS = 0.9 is achieved if rSD = 0.1 is ensured, while increasing Ng to

2 and 3, rSD can be reduced to 0.083 and 0.08 respectively, for the same probability of

PSS = 0.9. As shown in Figure 3.6, if rSD = 0.1 is allowed and Ng ≥ 2, a probability

of PSS ≈ 1 is possible compared to the signalling schemes above, a reduction of ∆rSD =

0.125− 0.1 = 0.025 is achieved, which corresponds to a net reduction of signalling bits of

∆L̄BH,2
= ∆rSDBK = 24 bits.

The signalling schemes, which utilize the frequency-domain memory effect, are also sim-

ulated. The required signalling overhead LBF,Ng
is compromised of two contributions.

The first contribution results from the initial symbol Z0, which is encoded by Huffman

coding scheme. The second contribution arises from the state-dependent symbols Znf

with nf ≥ 1, which are encoded based on the state-dependent Huffman coding scheme

as described in Section 3.2.3. For the symbol sizes of Ng = 1, 2 and 3, a ratio of
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rSD = 0.08, 0.07 and 0.065 are required respectively to reach a probability of PSS = 0.9.

Comparing with the Huffman coding without utilizing memory, for Ng = 3, a reduc-

tion in the overhead of ∆rSD = 0.08 − 0.065 = 0.015 is possible giving a net reduc-

tion in signalling bits of ∆LBF,3
= ∆rSDBK = 14.4 bits. Furthermore, if a signalling

overhead of rSD = 0.08 is provided, a probability of PSS ≈ 1 can be achieved for both

Ng = 2 and 3 as confirmed in Figure 3.6. A comparison with the Huffman coding with

Ng = 3 gives ∆rSD = 0.1 − 0.08 = 0.02 corresponding to ∆LBF,3
= 19.2 bits. Com-

pared to the coding schemes based on a uniformly distributed source, a reduction of

∆rSD = 0.1167− 0.08 = 0.0367 is achieved corresponding to ∆L′
BF,3

= 35.23 bits.

The signalling schemes based on the time-domain memory are simulated too. Just to

show the potential of overhead reduction, only the steady-state signalling overhead is

evaluated, which is slightly lower than the actually required overhead due to the overhead

of the initial bit-loading vector b0. The more vectors bks are encoded, the smaller is the

contribution of b0. In the practice, however, due to the problem of catastrophic error

propagation, the number of packets using the time-domain state-dependent signalling

scheme has to be limited.

For Ng = 1, 2 and 3, the probability of PSS = 0.9 corresponds to an overhead of rSD =

0.056, 0.038 and 0.032 respectively. For Ng = 3, a comparison of this signalling method

with the methods based on the frequency-domain memory combined with state-dependent

Huffman coding and the Huffman coding scheme results in a reduction of ∆rSD = 0.065−
0.032 = 0.033 and 0.08 − 0.032 = 0.048 respectively, which corresponds to a reduction

in net signalling bits of ∆LBT,3
= 31.68 and 46.08 bits. For Ng = 1, rSD = 0.06 gives

approximately PSS ≈ 1, while for Ng = 2 and 3, rSD can be reduced to around 0.045 for

a probability of PSS ≈ 1. This indicates that for each 100 data bits around 4.5 signalling

bits are required in the steady state if the bit-loading vector bks is encoded by the time-

domain state-dependent Huffman coding scheme, while the signalling method based on

the uniformly distributed source model would require 0.1167× 100 = 11.67 bits.

Signalling overhead for variable packet sizes

We have developed several signalling schemes, which utilized different information-theo

retical properties of a common source. Some schemes result in an overhead LX,Ng inde-

pendent on K, e.g. schemes without considering time-domain memory effect. However,

LX,Ng based on the time-domain state-dependent Huffman coding schemes varies with

K, as K impacts the time-domain correlation between consecutive bit-loading vectors.

Intuitively, rSD decreases with increasing K implying that large packet size causes low

signalling overhead. From the standpoint of reducing signalling overhead, large K is de-

sired. But in the practical system design K is limited due to time variance of the channel
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and synchronization impairments.
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Figure 3.7: rSD versus K for SNR = 20 dB and PSS = 0.9

Here, we investigate the dependence of rSD on K for some signalling schemes, which is

plotted in Figure 3.7. For the signalling schemes with variable signalling overhead, we

consider a probability of PSS = 0.9 and a system SNR of 20 dB. The K-independent sig-

nalling schemes results in overheads, which decrease linearly in the log-log representation

at the same slope. For small K values the Huffman coding based signalling scheme using

the knowledge of the symbol probabilities Pb1,··· ,bNg
achieves a remarkable reduction in

signalling overhead, while for large K this reduction plays an unremarkable role in view

of the error proprogation problem and implementation complexity. The further exploita-

tion of frequency-domain memory effect results in a further reduction as confirmed in

Figure 3.7. A high potential in reducing the overhead is achieved by the time-domain

state-dependent Huffman coding, especially for small and middle packet size (K ≤ 50).

With increasing K, the time-domain correlation decrease more and more giving the fact

that the decreasing slope becomes more flat and the overhead approaches that of other

signalling schemes. If K is increased to certain value, it would require more signalling

overhead than the frequency-domain correlation based signalling schemes. For sufficiently

large K, this method will even degrade to Huffman coding based signalling scheme since

the time-domain correlation will disappear completely.
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PER of adaptive modulation with explicit signalling

The potential benefit of adaptive modulation in terms of packet error ratio (PER) im-

provement was demonstrated in Section 2.2.2. There, it was assumed that the adapted

modulation schemes were perfectly synchronized between the transmitter and the re-

ceiver. We have to evaluate the PER under the realistic condition that the adapted

modulation schemes have to be explicitly signalled. As mentioned, the PER performance

will be certainly degraded to some extend. Simulations were conducted to quantify this

degradation for the proposed signalling schemes. To avoid repetition, these simulation

results will be shown in Chapter 5.

Compared to the system with fixed modulation, a system improvement is achieved if the

system with adaptive modulation and explicit signalling shows a better PER performance.

To avoid repetition, the performance evaluation in terms of PER will be provided in

chapter 5, where all system scenarios are compared with each other: namely adaptive

modulation with perfect knowledge about the adapted modulation at the receiver, explicit

signalling, automatic modulation classification and fixed modulation. To ensure a fair

comparison, the net data rate has to be constant for all scenarios.

3.4.3 Conclusion

Beginning with the most simple source model, which assumes uniformly distributed sym-

bol probabilities Pbi1 ,bi2 ,··· ,biNg
, diverse source models have been proposed to describe the

underlying signalling source. These models explore, from different aspects, the source-

specific memory effects to reduce the required signalling overhead. The entropy was used

as an information-theoretical criterion to quantify the potential of overhead reduction

resulting from utilization of the existing memory effects.
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Chapter 4

Automatic modulation classification

4.1 General framework

In the last chapter, we discussed modulation detection via explicit signalling, where the

transmitter spends a certain number of OFDM symbols on transmitting information

about the adapted modulation schemes. From the implementation point of view, this

method requires few additional design and computational efforts as the signalling bits

are just embedded into the existing data structure. At the receiver, before demodulation

the signalling field has to be extracted and decoded.

Due to time-variance of wireless channels, this signalling information has to be updated

periodically. Furthermore, since correct signalling is the necessary condition for a suc-

cessful demodulation, this information has to be well-protected by applying robust mod-

ulation (e.g. BPSK) and powerful channel coding schemes (e.g. convolutional code with

code rate of 1/2). So there exists a remarkable signalling overhead leading to a waste of

data rate and transmit power. It was shown that even with sophisticated source coding

methods, still a considerable portion of resources has to be reserved for the signalling pur-

pose, especially for real-time applications where the data packet size is normally small.

Moreover, methods based on the state-dependent Huffman coding scheme will also cause

the well-known error propagation problem. Meanwhile, if no change on the existing data

structure is desired, additional data rate is wasted by fixing the number of OFDM symbols

used for signalling, since mostly the reserved signalling field is not completely occupied

by the time-variant signalling overhead.

An approach to eliminate this signalling overhead is to perform automatic modulation

classification (AMC) where the receiver is enabled to blindly recognize the adapted mod-

ulation formats solely relying on the received data symbols and some prior knowledge.

AMC always includes two steps: signal conditioning and modulation classification as

shown in Figure 4.1. Depending on the system under consideration, the signal con-

ditioner may take steps like processing prior information and parameter estimation. In

non-cooperative systems as normally the case in military applications, no prior knowledge

is available about transmit parameters like signal power, noise power, carrier frequency,
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Figure 4.1: Schematic representation of modulation classification

transmit pulse, symbol duration and so on. Here the signal conditioner has to first es-

timate the above parameters. Certain results of signal conditioning are also necessary

for the demodulation process afterwards. After these pre-processing tasks, the system

is ready to carry out AMC. In the strategy, AMC can be categorized into two different

frameworks: likelihood-based (LB) and feature-based (FB) [8]. In the LB framework,

probabilistic properties of the received signal are used as the decision criterion. In the

FB framework, certain modulation-specific features are extracted and compared against

predefined thresholds to discriminate modulation candidates. Under the assumption that

all information required for AMC is embedded in the observed signal, LB AMC is able

to achieve the optimal classification performance in the sence that the misclassification

probability is minimized, while FB AMC is in most cases only an suboptimal version but

computationally more efficient than LB AMC.

Under the LB framework, AMC can be further classified into average likelihood ratio test

(ALRT), generalized likelihood ratio test (GLRT) and hybrid likelihood ratio test (HLRT)

depending on how the unknown parameters present in the received signal are treated. If

all unknown parameters (the frequency and phase offset and the channel transfer function)

are treated as random variables with known probability density functions (PDF), ALRT

can be applied. In this approach, the unknown parameters are estimated by maximizing

the PDFs with respect to the corresponding variables. This approach delivers the optimal

solution in the sense that the misclassification probability is minimized. However, due

to its high computational complexity and the unrealistic assumption that all PDFs are

available, this method has only an academic interest as it provides the performance

upper bound. In the GLRT, on the contrary, the unknowns are viewed as deterministic

values, which have been already estimated by, e.g. training sequence based estimation

methods. The best performance in this class is achieved by so-called uniformly most

powerful test (UMPT) provided that this test exists [73]. The performance of GLRT

is supposed to be poor since classification results depend sensitively on the precision

of parameter estimation. In most practical systems, however, partial knowledge about

the statistical properties of the unknowns is available. In this case HLRT can be used,

which constitutes a compromise between ALRT and GLRT by estimating some unknowns
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through probabilistic approaches and others through UMPT or training sequence based

estimation.

Under the FB framework, certain discriminating features (signatures) are exacted from

the received signal and compared against beforehand specified patterns. The modulation

scheme with the pattern most closely matched to the received signal is selected as the

classification output. The classification performance depends strongly on the choice of

the discriminating features. Due to the heuristic nature of this framework, generally a

long observation is required to achieve a reliable classification especially for modulation

candidates from the same class, e.g., different QAM schemes. This requirement limits

the application of the FB AMC in systems with small packet sizes like the IEEE 802.11

family. On the other side, AMC of this category can be constructed to be very computa-

tionally efficient and insensitive against mismatches in statistic models implying possible

applications in non-cooperative environments like military applications.

Depending on the task of a classifier, whether to identify the modulation class, e.g.

frequency-shifted keying (FSK), phase-shifted keying (PSK), amplitude-shifted keying

(ASK) or QAM, or just to distinguish the modulation levels inside a class, different

FB AMC algorithms have been proposed. In this work we concentrate on modulation

classification inside a modulation class. The most primitive discriminating feature could

be the information-bearing parameter as number of amplitude levels for ASK signals

and phase levels for PSK signals. A second method uses a histogram of the information-

bearing parameter, e.g. histogram of phase for PSK signals, where two peaks are expected

for BPSK and four peaks for QPSK. Algorithms based on a histogram are grouped into the

class called Haar wavelet transform [8]. Another group under the FB framework is based

on high order statistics including moment-based AMC and cumulant-based AMC. Here

a constellation diagram is mapped to another diagram through non-linear operations,

e.g., 4-QAM is mapped to one single point by fourth order moment operation. Using

the moment to cumulant conversion formula, cumulant-based AMC can be derived with

two convenient properties: 1, the cumulant of the sum of two statistically independent

random variables is equal to the sum of the cumulants of these two random variables; 2,

the higher order cumulant (higher than second order) of an additve Gaussian noise is zero

if the mean of the noise is zero. This implies that cumulant-based AMC is insensitive to

zero-mean additive noise. There are large number of other AMC algorithms which also

fall into FB category like fuzzy logic based AMC and neural network based AMC, which

will not be discussed in this dissertation due to the limited scope.

In this chapter, both LB AMC and FB AMC will be applied to the considered sys-

tem. System performance will be compared in terms of misclassification probability and
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computational complexity.

4.2 Likelihood-based AMC

In this section, we apply LB AMC to our problem described in Section 1.2. The considered

system is based on IEEE 801.11a. The received signal model is given in Section 1.2. Since

a per-subcarrier bit-loading was carried out, we perform the modulation classification also

on per-subcarrier basis. So, we drop the notation n for subcarrier index as long as a cross-

subcarrier interaction is not necessary. In this signal model we have implicitly assumed:

• Synchronization parameters are ideally tracked and perfectly compensated.

• The unknown parameters are the channel transfer function HD
k , the transmit sym-

bol sequence {sk}K−1
k=0 and the adapted modulation scheme Ai represented by the

modulation level bi, which is to be classified.

In slowly time-variant channels HD
k1

≈ HD
k2

for 0 ≤ k1, k2 ≤ K − 1 and small packet

size K, as typically the case in indoor applications, the channel can be assumed to be

block-fading, so that the subscript k is dropped in HD
k . In our considered system, HD can

be estimated by preamble-based channel estimation, which is specified in the standard.

Consequently, HD is viewed here as a determinstic value which is replaced by its estimate

ĤD. Instead, the unknown transmit symbol sequence {sk}K−1
k=0 is viewed as a random

variable, which is randomly and independently drawn from the symbol alphabet Ai of

the i-th modulation scheme. So the LB MAC applied here falls into the class of HLRT.

4.2.1 Maximum-likelihood-based AMC

The task of the HLRT classifier is to detect the used BLV b without any additional

explicit signalling process, which is equivalent to classify bi on each subcarriers. The

detected number of loaded bits is denoted as b̂i in the detected BLV b̂ with b̂i ∈ B too.

Mathematically, the HLRT method can be formulated by

b̂i,HLRT =argmax
bi

p(bi|r), (4.1)

where r = (r0, r1, ..., rK−1)
T is the observed symbol vector. Note for simple notation, the

subcarrier index n is omitted in the notation. Applying Bayes’ law, it holds

p(bi|r) =
p(r|bi)p(bi)

p(r)
. (4.2)

Without any prior knowledge of p(bi) at the classifier, it is reasonable to assume uniformly

distributed modulation levels:

p(bi) =
1
I
. (4.3)
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Then, (4.1) can be rewritten as

b̂i,HLRT =argmax
bi

p(r|bi)
Ip(r)

=argmax
bi

p(r|bi), (4.4)

as 1
I

is a constant and p(r) is irrelevant for building argmax. Since the channel state HD

is viewed as a known value and the elements rk in r are uncorrelated

E[rk1r
∗
k2
] = 0, (4.5)

and Gaussian distributed, they are also statistically independent leading to

p(r|bi) =
K−1∏

k=0

p(rk|bi). (4.6)

The received signal rk is determined in (1.1), where HD is replaced by the estimate ĤD.

The noise wk is assumed to be complex white Gaussian distributed. sk is a discrete

random variable conditioned on certain modulation scheme Ai. Consequently, it can take

only a signal point from the symbol set {ai,1, ai,2, ..., ai,Mi
}. Assuming equiprobable signal

points p(ai,l|bi) = 1
Mi

, it holds

p(rk|bi) =
Mi∑

l=1

p(rk|ai,l)p(ai,l|bi) =
1

Mi

1

πN0

Mi∑

l=1

exp(−|rk − ĤDai,l|2
N0

). (4.7)

Then (4.4) is now equivalent to

b̂i,HLRT =argmax
bi

K−1∏

k=0

1

Mi

1

πN0

Mi∑

l=1

exp(−|ĤD|2|r̂k − ai,l|2
N0

), (4.8)

with r̂k = rk
ĤD

as the equalized received symbol. Cancelling the common term ( 1
πN0

)K ,

(4.4) is now equivalent to

b̂i,HLRT =argmax
bi





(
1

Mi

)K
K−1∏

k=0

Mi∑

l=1

exp(−ρ2|r̂k − ai,l|2)
︸ ︷︷ ︸

κ1(r|bi)





, (4.9)

with ρ2 = |ĤD|2
N0

. The right side of (4.9) is actually the HLRT-based likelihood function

of the received symbol vector r conditioned on bi and is denoted as κ1(r|bi). So HLRT

AMC tests through all possible modulation candidates {bi}Ii=1 and selects b̂i,HLRT out of

this set which maximizes κ1(r|mi). In fact, HLRT AMC can be viewed as a multiple
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hypothesis testing problem. We denote the likehood function of a received symbol rk as

κ1(rk|bi), which is given by

κ1(rk|bi) =
(

1

Mi

) Mi∑

l=1

exp(−ρ2|r̂k − ai,l|2). (4.10)

In the practical implementation, instead of the likelihood function itself, the logarithmic

form is preferred. The reason will be explained in later sections. So (4.9) is equivalent to

b̂i,HLRT =argmax
bi

ln

{
(
1

Mi

)K
K−1∏

k=0

Mi∑

l=1

exp(−ρ2|r̂k − ai,l|2)
}

︸ ︷︷ ︸
Λ1(r|bi)

, (4.11)

with Λ1(r|bi)) = lnκ1(r|bi) and Λ1(rk|bi)) = lnκ1(rk|bi).
On a subcarrier basis, the evaluation of κ1(r|bi) requires MiK exponential operations

(Mi = 2bi). To make a decision, however,
∑I

i=1 KMi exponential functions have to be

calculated, which shows an exponential increase of complexity with the modulation level

bi. In each exponential function itself, several multiplications and additions have to be

computed. The likelihood function requires high computational efforts, which have to be

reduced to enable practically feasible implementation.

4.2.2 1-point approximation

A straightforward simplification of κ1(r|bi) is based on the fast decaying property of

the exponential function with decreasing arguments [46], [10], [74]. The principle is

illustrated in Figure 4.2 for BPSK and 4-QAM. The extension to other QAM schemes is

straightforward. Note that the result is exact for NoTx due to its one-point constellation.

For BPSK, Λ1(rk|bi) of rk is given by

Λ1(rk|bi = 1) = ln
1

21
+ ln[exp(−ρ2D2

k,2,1) + exp(−ρ2D2
k,2,2)], (4.12)

with D2
k,i,l the squared Euclidean distance shown in Figure 4.2. Mathematically it is

defined by

D2
k,i,l = |r̂k − ai,l|2 =

(
xk − x(i,l)

)2
+
(
yk − y(i,l)

)2
, (4.13)

where the complex baseband signals are represented in the coordinate system as r̂k =

xk + jyk and ai,l = x(i,l) + jy(i,l).

Due to exp(−ρ2D2
k,2,1) ≫ exp(−ρ2D2

k,2,2), for rk with ℜ{rk} < 0, (4.12) is approximated

by

Λ1(rk|bi = 1) ≈ ln
1

21
+ ln(exp(−ρ2D2

k,2,1)) (4.14)

≈ −ln(2)− ρ2D2
k,2,1.
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Figure 4.2: Principle of 1-point approximation for BPSK and 4-QAM

Similarly, the approximated Λ1(rk|bi = 2) is given by

Λ1(rk|bi = 2) ≈ ln
1

22
+ ln(exp(−ρ2D2

k,3,1)) (4.15)

≈ −2ln(2)− ρ2D2
k,3,1.

In general, if we denote lmin,k,i as the index of the signal point ai,lmin,k,i
of the i-th modu-

lation format Ai which fulfils

D2
k,i,lmin,k,i

≤ D2
k,i,l with l 6= lmin,k,i ∧ 1 ≤ lmin,k,i, l ≤ Mi, (4.16)

the approximation is formulated in the general form

Λ1(rk|bi) ≈ −biln(2)− ρ2
{[

xk − x(i,lmin,k,i)
]2

+
[
yk − y(i,lmin,k,i)

]2}
. (4.17)

Obviously, which signal point fulfils (4.16) depends on bi and r̂k. The modulation classi-

fication is formulated by

b̂i,1P = argmax
bi

K−1∑

k=0



 −biln(2)︸ ︷︷ ︸

prior probability

− (4.18)

ρ2
[
−2xkx

(i,lmin,k,i) − 2yky
(i,lmin,k,i) +

(
x(i,lmin,k,i)

)2
+
(
y(i,lmin,k,i)

)2]

︸ ︷︷ ︸
Minimum distance based





,
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where ρ2(x2
k + y2k), giving the received signal power, is independent on bi and can be

omitted for AMC.

The approximated likelihood function in (4.18) is compromised of two contributions.

One contribution is based on the minimum Euclidean distance between r̂k and ai,lmin,k,i

stemming from Ai. The other contribution describes the prior probability of ai,lmin,k,i
,

conditioned on that r̂k is nearest to ai,lmin,k,i
among all signal points from Ai, which is

assumed to be equiprobable

p(ai,lmin,k,i
|r̂k, bi) = 1

2bi
, (4.19)

or in log-form: ln(p(ai,lmin,k,i
|r̂k, bi)) = biln(

1
2
).

This assignment can be interpreted as a pessimistic probability assignment since the prior

probability p(ai,lmin,k,i
|r̂k, bi) of the point ai,lmin,k,i

is not assigned to be higher than other

points ai,l out of Ai despite of the nearest distance.

In the following, we introduce another probability assignment: Keller proposed in [2] a

probability assignment which can be viewd as an optimistic assignment. It states that if

D2
k,i,lmin,k,n,i

< D2
k,i,l for ai,k 6= ai,lmin,k,i

(4.20)

the prior probability must fulfil

p(ai,l|r̂k, bi) =
{

1 l = lmin,k,i

0 l 6= lmin,k,i

(4.21)

It says that if ai,lmin,k,i
is nearest to r̂k,n, the transmitted signal point must be ai,lmin,k,i

so that it takes the assignment: p(ai,lmin,k,i
|r̂k, bi) = 1, and other points in Ai can not be

the transmitted signal. We call the approximation, based on this optimistic assignment,

as pure minimum Euclidean distance approximation, which will be described in Section

4.2.3.

4.2.3 Pure Euclidean distance approximation

Based on (4.21), (4.10) and (4.17), the log-likelihood function is approximated now by

Λ1(rk|bi) ≈ −biln(1)− ρ2
((

xk − x(i,lmin,k,i)
)2

+
(
yk − y(i,lmin,k,i)

)2)
(4.22)

≈ ρ2
((

xk − x(i,lmin,k,i)
)2

+
(
yk − y(i,lmin,k,i)

)2)
.

This approximation leads to a modulation classification which is based purely on the

Euclidean distance

b̂i,ED = argmax
bi

{
K−1∑

k=0

−
[
− 2xkx

(i,lmin,k,i) − 2yky
(i,lmin,k,i) (4.23)

+
(
x(i,lmin,k,i)

)2
+
(
y(i,lmin,k,i)

)2
]}

,
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where as before −ρ2(x2
k+y2k) is omitted. Note that also ρ2 is cancelled here which ignores

the effect of the receiver-side SNR.

4.2.4 4-points approximation

Although the previous approximations have simplified the implementation complexity

tremendously, these methods are based on one single signal point ai,lmin,k,i
. The contribu-

tion of other signal points is completely ignored, which would cause a large simplification

deviation especially for high level modulation schemes. On the other hand, we are treat-

ing signal constellations, which are strictly periodic and square-shaped. This convenient

arrangement of the constellation points enables a more precise approximation, which will

be demonstrated on the basis of 16-QAM. Figure 4.3 shows the complex signal plane

with an arbitrary equalized symbol r̂k = (xk, yk) and the signal points a4,l = (x(4,l), y(4,l))

with l ∈ Li=4 = {1, 2, ..., 16}. The plane is segmented into 9 subplanes with boundaries

given by dashed lines. The symbol (xk, yk) belongs to the pk-th subplane with pk as the

subplane index and pk ∈ Pi=4 = {1, 2, ..., 9} if (xk, yk) lies in this subplane. The signal

points (x(4,lk), y(4,lk)) indicate these signal points which lie on the boundaries of or inside

the subplane pk and satisfy

D2
k,4,lk

< D2
k,4,l̄k

, (4.24)

where both indices fulfil

lk ∈ Lk,i=4, l̄k ∈ L̄k,i=4, and L̄k,i=4 ∩ Lk,i=4 = ∅, L̄k,i=4 ∪ Lk,i=4 = Li=4, (4.25)

where the subscripts k emphasizes the fact that Lk,i=4 depends on r̂k. For the considered

r̂k in Figure 4.3, it holds

pk = 1, Lk,i=4 = {1, 2, 3, 4}. (4.26)

Note that for simple notation purpose, an unconventional indexing (Lk,i=4 = {1, 2, 3, 4})
of signal points is used in Figure 4.3. Obviously, some points are shared by multiple

subplanes, e.g. point (x(4,3), y(4,3)) is shared by subplane 1, 2, 4 and 5. The points

(x(4,lk), y(4,lk)) build a square with (x
(4,pk)
0 , y

(4,pk)
0 ) as the geometric central point, i.e.

x
(4,pk)
0 = 1

4

∑

lk∈Lk,4

x(4,lk)and y
(4,pk)
0 = 1

4

∑

lk∈Lk,4

y(4,lk). (4.27)

The log-likelihood function in (4.10) for this received symbol r̂k is given by

Λ1(rk|bi = 4) = ln





1

16



∑

lk∈Lk,4

exp(−ρ2|r̂k − a4,lk |2) (4.28)

+
∑

l̄k∈L̄k,4

exp(−ρ2|r̂k − a4,l̄k |2)







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Figure 4.3: Principle of 4-points approximation for 16-QAM

Due to the fast decaying property of exponential functions, (4.28) is approximated by

Λ1(rk|bi = 4) ≈ ln





1

16

∑

lk∈Lk,4

exp(−ρ2|r̂k − a4,lk |2)



 (4.29)

≈ ln


 1

16

∑

lk∈Lk,4

exp(−ρ2
[
(xk − x(4,lk))2 + (yk − y(4,lk))2

]
)


 .

Perform the following coordinate transformation as shown in Figure 4.3

ξ = x− x
(4,pk)
0 , η = y − y

(4,pk)
0 . (4.30)

For the transformed coordinate system, the origin is now located at (x
(4,1)
0 , y

(4,1)
0 ). For-

mulate (4.29) using the transformed coordinates

Λ(rk|bi = 4) ≈ ln


 1

16

∑

lk∈Lk,4

exp
(
−ρ2

[(
ξk − ξ(4,lk)

)2
+
(
ηk − η(4,lk)

)2])

 . (4.31)

Considering the constellation shown in Figure 4.3, due to the square and symmetric

arrangement of QAM signals, it holds

ξ(4,1) = ξ(4,2) = −ξ(4,3) = −ξ(4,4), η(4,1) = η(4,4) = −η(4,2) = −η(4,3). (4.32)
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Insert (4.32) into (4.31)

Λ1(rk|bi = 4) ≈ ln

{
1

16

[
exp

(
−ρ2

[ (
ξk − ξ(4,1)

)2
+
(
ηk − η(4,1)

)2
])

+ (4.33)

exp

(
−ρ2

[ (
ξk − ξ(4,1)

)2
+
(
ηk + η(4,1)

)2
])

+

exp

(
−ρ2

[ (
ξk + ξ(4,1)

)2
+
(
ηk + η(4,1)

)2
])

+

exp

(
−ρ2

[ (
ξk + ξ(4,1)

)2
+
(
ηk − η(4,1)

)2
])]}

,

which is rewritten by

Λ1(rk|bi = 4) ≈ ln

{
1

4
exp

(
−ρ2

(
ξ2k + η2k +

(
ξ(4,1)

)2
+
(
η(4,1)

)2)) × (4.34)

cosh
(
2ρ2ξkξ

(4,1)
)
cosh

(
2ρ2ηkη

(4,1)
)}

≈ − ρ2
(
ξ2k + η2k +

(
ξ(4,1)

)2
+
(
η(4,1)

)2)
+

ln
(
cosh

(
2ρ2ξkξ

(4,1)
))

+ ln
(
cosh

(
2ρ2ηkη

(4,1)
))

.

It holds

ln(cosh(x)) = ln
(

ex+e−x

2

)
≈




ln
(
ex

2

)
= x− ln(2), for x ≫ 1

ln
(

e−x

2

)
= −x− ln(2), for x ≪ −1

(4.35)

≈ |x| − ln(2) for|x| ≫ 1,

so that (4.33) is further approximated to

Λ1(rk|bi = 4) ≈ −ρ2
[
(ξ2k + η2k) +

(
ξ(4,1)

)
+
(
η(4,1)

)
+ (4.36)

2
(
|ξk,nξ(4,1)|+ |ηk,nη(3,1)|

) ]
− ln(2).

By back-transforming the coordinates, the 4-P approximated log-likelihood function is

given by

Λ4−P(rk|bi = 4) = −ρ2
[(

xk − x
(4,1)
0

)2
+
(
yk − y

(4,1)
0

)2
+ 2D2

0,i=4

]
+ (4.37)

2D0,i=4ρ
2

[
|xk − x

(4,1)
0 |+ |yk − y

(4,1)
0 |

]
− 4ln(2)

= −ρ2
[
Erk + E4,1 − 2xkx

(4,pk)
0 − 2yky

(4,pk)
0 + 2D2

0,i=4

]
+

2D0,i=4ρ
2

[
|xk − x

(4,1)
0 |+ |yk − y

(4,1)
0 |

]
− 4ln(2),
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with Erk = x2
k + y2k, E4,1 =

(
x
(4,1)
0

)2
+
(
y
(4,1)
0

)2
and D0,i=4 = |x(4, 1) − x

(4,1)
0 | as defined

in Figure 4.3.

The 4-point approximation for 64-QAM can be similarly performed with corresponding

meaning of the center point (x
(5,pk)
0 , y

(5,pk)
0 ) and D0,i=4 = x(5,pk)−x

(5,pk)
0 . For NoTx, BPSK

and 4-QAM, the principle is illustrated in Appendix E. In Table 4.1, the approximated
Λ(r|bi))

ρ2
is provided for considered modulation formats.

Table 4.1: Simplified log-likelihood function to obtain 4-point based classification b̂i,4−P;

γ = ln(2)
ρ2

, Ei=2 = |a2,l|2, Ei=3 = |a3,l|2, E4,pk = |x(4,pk)0 |2 + |y(4,pk)0 |2 and E5,pk =

|x(5,pk)0 |2 + |y(5,pk)0 |2.
bi 4-point approximated log-Likelihood functions Λ(r|bi))

ρ2

0 −0γ

1
∑K−1

k=0 2|xk| −KEi=2 − 1γ

2
∑K−1

k=0 2(|xkx
(3,1)|+ |yky(3,1)|)−KEi=3 − 2γ

4

∑K−1
k=0

[
2(xkx

(4,pk)
0 + yky

(4,pk)
0 ) + 2D0,i=4(

∣∣∣xk − x
(4,pk)
0

∣∣∣+
∣∣∣yk − y

(4,pk)
0

∣∣∣)
]
−

K(E4,pk + 2D2
0,i=4)− 4γ

6

∑K−1
k=0

[
2(xkx

(5,pk)
0 + yky

(5,pk)
0 ) + 2D0,i=6(|xk − x

(5,pk)
0 |+ |yk − y

(5,pk)
0 ||

]
−

K(E5,pk + 2D0,i=6)− 6γ

4.2.5 Bias effect and computational complexity

Under the assumption of equally likely distributed modulation formats Pbi = Pbj for

bi, bj ∈ B, it is commonly recognized that maximum-likelihood (ML)-based classifier

defined by κ1(r|bi) in (4.9) is optimal in the sense that it achieves the minimum misclas-

sification probability according to Bayes’ decision theory. We denote PML(b̂i|bi) as the

probability that the ML-based classifier decides on the modulation level b̂i

b̂i =argmax
bi

κ1(r|bi), (4.38)

where bi was adapted at the transmitter. The optimal ML-based classification rule ac-

cording to (4.38) is considered as an unbiased decision criterion. The conditional mis-

classification probability is given by

PML(mis|bi) = 1− PML(b̂i|bi) for b̂i = bi. (4.39)

For I modulation candidates, the minimum misclassification probability based on the ML

approach is given by

pmin =
1

I

I∑

i=1

PML(mis|bi). (4.40)
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Approximations of the likelihood function κ1,App(r|bi) will increase the misclassification

probability

pApp =
1

I

I∑

i=1

PApp(mis|bi) > pmin, (4.41)

where it holds

PApp(mis|bi) = 1− PApp(b̂i,App|bi) for b̂i,App = bi, (4.42)

with

b̂i,App =argmax
bi

κ1,App(r|bi). (4.43)

Denoting ∆κ1,App(r|bi) as the approximation deviation

∆κ1,App(r|bi) = κ1(r|bi)− κ1,App(r|bi), (4.44)

(4.43) is given by

b̂i,App =argmax
bi

{κ1(r|bi)−∆κ1,App(r|bi)}, (4.45)

showing that the unbiased criterion given in (4.38) is now biased by ∆κ1,App(r|bi). As

∆κ1,App(r|bi) is obviously a function of bi, the approximation given in (4.45) results in an

bi-dependent classification bias compared to the unbiased decision criterion.

In general, ∆κ1,App(r|bi) depends also on the selected approximation. For 1-point approx-

imation, it holds

∆κ1,1−P(r|bi) = κ1(r|bi)− κ1,1−P(r|bi) (4.46)

=

(
1

2bi

)K




K−1∏

k=0

2bi∑

l=1

exp
(
−ρ2D2

k,i,l

)
−

K−1∏

k=0

exp
(
−ρ2D2

k,i,lmin,k,i

)



=

(
1

2bi

)K




2bi∑

l0

· · ·
2bi∑

lK−1

exp
(
−ρ2D2

1,i,l0

)
· · · exp

(
−ρ2D2

K,i,lK−1

)

︸ ︷︷ ︸
(2bi)

K
addends

−

exp
(
−ρ2D2

1,i,lmin,k,i

)
· · · exp

(
−ρ2D2

K,i,lmin,K,i

)

︸ ︷︷ ︸
maximum term


 ,

with D2
k,i,lmin,k,i

and lmin,k,i defined in (4.13) and (4.16), respectively. The approximation

deviation is given by the difference between κ1(r|bi), which is the sum of
(
2bi
)K

addends
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given in multiplication form of exponential functions, and the maximum term under these

addends (1-P approximation).

Generally, the relation of the likelihood functions depends on r and bi leading to

κ1(r|bi) ≯ κ1(r|bj) for bi > bj, (4.47)

which states that modulation level with more signal points will not be prefered in the

decision than that with less signal points. This is actually the condition for an unbi-

ased decision criterion. However, inside a modulation level bi, due to the fast decaying

property of exponential functions, the maximum addend dominates the other addends.

Investigations have also shown that, after discarding this maximum addend, for any rk

the remaining addends take values from comparable ranges, quite independently on the

underlying modulation level bi

1

2bi

K−1∏

k=0

exp
(
−ρ2D2

k,i,lk

)
≈ 1

2bj

K−1∏

k=0

exp
(
−ρ2D2

k,j,lk

)
for bi 6= bj, (4.48)

and

l0 6= lmin,0,i ∧ l1 6= lmin,1,i ∧ · · · ∧ lK−1 6= lmin,K−1,i, (4.49)

and

l0 6= lmin,0,j ∧ l1 6= lmin,1,j ∧ · · · ∧ lK−1 6= lmin,K−1,j, (4.50)

respectively. After substracting the respective dominating term (maximum term), it holds

∆κ1,1−P(r|bi) > ∆κ1,1−P(r|bj) for bi > bj, (4.51)

as the number of the remaining terms fulfils the relation

(
2bi
)K − 1 ≫

(
2bj
)K − 1 for bi > bj. (4.52)

Consequently, ∆κ1,1−P(r|bi) takes larger values for larger bi and is biased to higher mod-

ulation level. With negative sign prior to ∆κ1,1−P(r|bi), decisions according to (4.45) are

made in favour of smaller bi and therefore biased to lower modulation levels.

Similarly, the 4-P approximation presents also a bias towards lower level modulations due

to

∆κ1,4−P(r|bi) > ∆κ1,4−P(r|bj) for bi > bj, (4.53)
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Table 4.2: Computational efforts for a decision on the subcarrier basis; bias effects (- denotes

bias towards lower level; + towards higher level); values in brackets give numbers

of operations required for the considered system; † Required multiplication and

addition operations are mi-dependent: O×(0) = O+(0) = 0; O×(1) = O×(2) =

K + 1; O×(4) = O×(6) = 4K + 2; O+(1) = K + 1; O+(2) = 2K + 1; O+(4) =

O+(6) = 4K + 3.

exp func. Multiplications Additions Bias

ML
K
∑I

i=1 2
bi 2K

∑I

i=1 2
bi K

∑I

i=1 2
bi No

(870) (1740) (870)

1-P
0 I(1 + 5K) 4IK - -

(255) (200)

ED
0 5IK 4I(K − 1) +

(250) (200)

4-P
0

∑I

i=1 O×(bi)
† ≤ I(4K + 2)

∑I

i=1 O+(bi)
† ≤ I(4K + 3) -

(≈ 255) (≈ 200)

as confirmed by the derivations in Appendix E.1. Here instead of only 1 maximum term,

4 largest terms are considered leading to

∆κ1,1−P(r|bi) > ∆κ1,4−P(r|bi) (4.54)

Consequently, the 4-P approximation produces a smaller bias effect and therefore, this

approach is closer to the unbiased decision criterion.

In the contrast, the Euclidean distance based classifier shows a bias towards higher mod-

ulation levels as

∆κ1,ED(r|bi) < ∆κ1,ED(r|bj) for bi > bj. (4.55)

The derivations thereof are also provided in the Appendix E.2. This phenomenon can

be intuitively explained by the fact that, since in this approximation method only pure

Euclidean distance is used as the decision criterion, higher level modulation schemes with

higher density of signal points in the signal plane show potentially a higher probability to

be able to provide a signal nearer to a received signal point (smaller Euclidean distance

between a potential signal point and the received point).

The purpose of the introduced approximations is to reduce the implementation com-

plexity. Table 4.2 gives an overview of the presented approximations with respect to

computational complexity in a per-subcarrier-based decision and the associated bias ef-

fect. Note that these approximations also simplify the subsequent demodulation process.
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Once the modulation format has been decided, the demodulated symbol is also deter-

mined for 1-point approximation and Euclidean distance or limited to maximal four signal

points for 4-point approximation.

4.2.6 Simulation results

In the previous sections, we assumed uniformly distributed symbols bj in the set B. In

other words, the modulation levels are randomly and equiprobably assigned to subcarriers.

In systems with adaptive modulation, however, this assumption does not hold anymore.

With the adaptive bit loading algorithm adopted in this thesis, modulation levels are

assigned based on the channel estimate vector |Ĥ| and the number of bits B to be loaded

in one OFDM symbol. Consequently, lower level modulations are assigned to subcarriers

with poor link quality and potentially less classifiable. Correspondingly, higher level

formats are assigned to high quality subcarriers, where signal points are transmitted

more reliably leading to a better classifiability.

Conditional misclassification probabilities PML(mis|bi)
The above analysis is confirmed in Figure 4.4, where the conditional misclassification

probabilities PML(mis|bi), which are based on the ML classifier, are plotted versus transmit-

side SNR, which is defined as

Average SNR = ES

EN
=

El[|ai,l|2]
N0

, (4.56)

with ES and EN as the transmit signal power and noise power, respectively. Two exper-

iments are conducted here: 1, random and equiprobable modulation (REM) assignment

(P ′
ML(mis|bi) given in thin dashed line) and 2, adaptive modulation (AM) assignment

(PML(mis|bi) given in thick solid line).

In the first experiment, the conditional misclassification probabilities fulfil

P ′
ML(mis|bi) > P ′

ML(mis|bj) for bi > bj, (4.57)

as higher level formats carry more information per unit bandwidth and power and are

consequently more difficult to classify than lower level formats. Due to adaptive mod-

ulation, however, the classification performance is significantly shifted as shown in the

second experiment

PML(mis|bi = 0) ≫ PML(mis|bi = 1) ≈ PML(mis|bi = 2) ≈ (4.58)

PML(mis|bi = 4) ≫ PML(mis|bi = 6)

Here lower level formats are less classifiable than higher level formats. The similar per-

formance observed for bi = 1, 2, 4 results from the B-constraint imposed on the system
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Figure 4.4: PML(mis|bi) based on ML classifier in two scenarios 1) REM (dashed) and 2) AM

(solid)

as formulated in (2.17). In this experiment, we fix the data rate rD = 24 Mpbs giving

B = 192 bits, which corresponds to 4 bits per subcarrier in average. To satisfy this

constraint, the modulation level bi = 4 has to be frequently adapted. This leads to over-

loading problems, i.e. subcarriers are forced to use higher level formats than it would be

allowed from the viewpoint of transmission quality. So on some subcarriers, modulation

level bi = 2 may be adjusted to bi = 4. Similarly, the levels bi = 1 and bi = 0 are changed

to their next higher level bi = 2 and bi = 1, respectively. This overloading problem leads

to degradation in classification reliability. On the other side, the adaptive modulation

always tries to ensure the best possible performance under a given circumstance, which

requires that the transmission quality of these modulation schemes, which are involved

in the overloading problem, must be balanced under each other. Consequently these

modulation levels share similar classification performance.

Probability of subcarrier misclassification PS

Now the ML classifier and the introduced approximated classifiers are applied on these

two experiments to recognize the assigned modulation levels on each subcarrier. Clas-

sification performance is evaluated in Figure 4.5 in terms of probability of subcarrier

misclassification PS given by

PS =
E[Nmis]

N
, (4.59)
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where E[Nmis] is the average number of misclassified subcarriers per packet. In the first

experiment with random and equally likely modulation assignment, the ML classifier

with unbiased decision criterion delivers the minimal misclassification probability P ′
S,ML as

stated in Section 4.2.1, which is followed by the biased 4-P approximation P ′
S,4−P and 1-P

approximation P ′
S,1−P. As 4-P approximation produces less bias effect, it outperforms the

1-P approximation. The Euclidean distance approximation gives the worst performance

P ′
S,ED as it is unsuitable to classify nested modulation formats, i.e. 4-QAM, 16-QAM and

64-QAM [37].
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Figure 4.5: PS based on different classifier in two scenarios 1) REM (dashed) and 2) AM

(solid)

The same classifiers applied on the second experiment, however, produce totally different

results. Here, the 1-P PS,1−P and 4-P approximation PS,4−P with bias towards lower level

formats outperform the unbiased ML classifier PS,ML, which is supposed to be optimal.

This phenomenon is caused by the link adaptation, which shifts the classifiability as

given in (4.58). In the situation, where due to poor link quality the classification is

not reliable, 1-P and 4-P approximation make decisions in favour of lower level formats,

which are, in fact, most likely adapted to this link. This match of the bias effect to the

nature of the adaptive modulation can be interpreted as an implicit utilization of certain

prior knowledge about the adaptation strategy, which is now incidently incorporated in

the approximation. This prior knowledge is not utilized in the unbiased ML classifier.

Due to the additional prior knowledge the 1-P and 4-P approximation outperform the

supposed optimal ML classifier.
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Furthermore, compared to the results in the first experiment all the three classifiers im-

prove their own performance, since adaptive modulation improves in general the trans-

mission quality. An exception is given by the ED approximation, which continues to

give the worst performance. Due to the bias towards higher level formats, which is mis-

matched to the adaptation strategy, the performance PS,ED is even degraded by the link

adaptation.

4.3 MAP-based AMC

In the past, modulation classification was mainly of interest in military fields like thread

analysis, secured transmission and electronic surveillance. In such non-cooperative en-

vironments, the classifier is not able to possess any prior knowledge about the signal

parameters such as signal power, carrier frequency, symbol duration as well as the ap-

plied modulation scheme. The received (observed) signal is the only source to provide

information for modulation classification. Under this circumstance, two general frame-

works have been developed, which were introduced in the previous section, to solve blind

modulation recognition problems. The LB framework is formulated as a multiple hypoth-

esis testing problem and builds a probabilistic argument as the decision rule based on

statistical properties of the received signal. The detected modulation scheme is the one

who maximizes this probabilistic argument. The FB framework, which will be discussed

in more detail in next section, instead, follows a hierarchical decision strategy and divides

the modulation candidates into binary subsets, which are represented as nodes in a binary

decision tree. Characteristic signatures of the candidates are extracted from the received

signal to distinguish between these two subsets. The classification process is completed

when these nodes, who contain only a single candidate, are reached in the constructed

decision tree.

Nowadays, AMC is drawing more and more research interest also in civilian applications

such as intelligent communication systems with adaptive modulation, where certain co-

operation between the transmitter and receiver is organized. This cooperation enables

the estimation of unknown parameters embedded in the signal through inserting training

(preamble) symbols. The estimated parameters can be viewed as deterministic known

values and used for subsequent modulation classification, which significantly simplifies

the classification complexity.

Furthermore, the classifier can be informed about the applied AM strategy. Based on

this a-priori information, the classifier can adjust its classification strategy to fit with

the applied AM. The ML approach does not deliver the minimum misclassification prob-

ability any more as confirmed in Section 4.2.6, as the PDF of the observed waveform,
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conditioned on the modulated signal, does not contain the full information for modula-

tion classification [10], [46], [48]. It was shown that if the a-priori information is utilized

efficiently, a significant improvement in the classification performance is possible [11], [9].

In this section we will formulate a maximum-a-posteriori (MAP) based classifier, which

is potentially able to minimize the misclassification probability again.

4.3.1 Optimal MAP classifier

If we consider the DL transmission of a TDD based adaptive OFDM system as described

in Section 1.2, where the BS adapts the modulation formats according to the latest incom-

ing UL channel estimate ĤU under the consideration of the constraints given in (2.17).

Knowing the AM strategy, the MS can in turn incorporate ĤU and B, which represents

the total number of bits to be loaded, as a-priori information into the classification algo-

rithm. In the standard of IEEE 802.11a, B is already provided at the receiver through

in-band signalling [87]. If the transmission channel is reciprocal, ĤU can be approximated

by ĤD, which is estimated at the MS based on preambles received in the last incoming

DL transmission packet as shown in Figure 1.1. Due to the iterative cross-subcarrier bit

loading mentioned in Section 2.2.1, the number of bits b
(n)
i loaded on the n-th subcar-

rier depends on the whole channel state vector ĤU leading to a modulation classification

with interactions between subcarriers. In the following, we classify the modulation level

b
(n)
i on the n-th subcarrier and denote the classifed modulation level as b̂

(n)
i . Based on

the observed signal and the knowledge about the used bit loading algorithm, the opti-

mum modulation classification approach is formulated by maximizing the a posteriori

probability

b̂
(n)
i,MAP =argmax

bi

p(bi|rn, ĤD, B), (4.60)

where b̂
(n)
i,MAP is the classified modulation level based on MAP approach, rn = (r0,n, r1,n,

· · · , rK−1,n)
T is the observed symbol vector and ĤD is the channel estimate vector at

the MS. We consider here the DL modulation classification. Obviously, the derived

classification rules can be also applied for the UL.

Bayes′ law gives:

p(bi|rn, ĤD, B) =
p(rn, bi, B, ĤD)

p(rn, B, ĤD)
. (4.61)

Omitting p(rn, B, ĤD) due to the independence on bi, (4.60) is equavelent to

b̂
(n)
i,MAP =argmax

bi

p(bi, rn, Ĥ
D, B). (4.62)
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Applying Bayes′ law again, we obtain

p(bi, rn, Ĥ
D, B) = p(rn|ĤD, bi, B)p(ĤD, bi, B). (4.63)

We assume statistically independent symbols as before

p(rn|ĤD, bi, B) =
K−1∏

k=0

p(rk,n|ĤD, bi, B) =
K−1∏

k=0

p(rk,n|ĤD
n , bi), (4.64)

where, for a given bi, rk,n is independent of B and ĤD
n′ for n′ 6= n as shown in (1.1).

Assuming equiprobable constellation points, p(rk,n|ĤD
n , bi) is given in (4.7), so that (4.64)

is actually the likelihood function defined by κ1(rn|bi) in (4.9).

On the other hand, the joint probability can be rewritten as

p(ĤD, bi, B) = p(|ĤD|, Φ̂, bi, B) (4.65)

where |ĤD| = (|ĤD
0 |, |ĤD

1 |, ..., |ĤD
N−1|)T is the estimated channel magnitude vector and

Φ̂ = (Φ̂0, Φ̂1, ..., Φ̂N−1)
T is the estimated phase vector. Since phase information is irrele-

vant to AM, it can be integrated out here for AMC. Combining (4.61), (4.62), (4.63) and

(4.64) the sufficient statistic for modulation classification is then provided by

b̂
(n)
i,MAP =argmax

bi

{
p(|ĤD|, bi, B)

K−1∏

k=0

p(rk,n|ĤD
n , bi)

}
. (4.66)

Futhermore, it holds

p(|ĤD|, bi, B) = p(bi| |ĤD|, B)p(|ĤD|, B), (4.67)

and p(|ĤD|, B) is independent of bi, so the sufficient statistic becomes

b̂
(n)
i,MAP = argmax

bi

{
p(bi| |ĤD|, B)

K−1∏

k=0

p(rk,n|ĤD
n , bi)

}

= argmax
bi





p(bi| |ĤD|, B)

︸ ︷︷ ︸
κ2(bi| |ĤD|,B)

(
1

Mi

)K
K−1∏

k=0

Mi∑

l=1

exp(−|rk,n − ĤD
n ai,l|2

N0

)

︸ ︷︷ ︸
κ1(rn|bi)





, (4.68)

where κ1(rn|bi) is the likelihood function as already defined in (4.9) and κ2(bi| |ĤD|, B)

is the a-priori probability of bi based on the a priori information |ĤD| and B. Note

that for some |ĤD
0 | and B0, the link adaptation described in Section 2.2.1 leads to

κ2(bi| |ĤD
0 |, B0) 6= κ2(bj| |ĤD

0 |, B0) for i 6= j. This reflects the nature of the used adap-

tive bit loading algorithm. In the literature, especially for non-cooperative environments,
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however, the a-priori probability of different modulation schemes is usually assumed to

be equal. This is true only if the classifier does not possess any prior information, e.g.,

in military applications. Here, the a-priori information available at the receiver is incor-

porated into the classification rule resulting in a maximum-a-posteriori (MAP) classifier.

In the sequel, for an easier implementation we will consider (4.66).

The estimated channel magnitude vector |ĤD| in p(|ĤD|, bi, B) has a dimension of N with

N the number of data subcarriers in the considered OFDM systems. In the practice, N

usually is a large number, e.g. in the IEEE 802.11a system N = 48 is used, so that

the evaluation of p(|ĤD|, bi, B) requires a treatment of a high-dimensional distribution

function. To enable practically feasible solutions, we propose several approximations to

reduce the dimension of this function.

4.3.2 1-D approximated MAP classifier

Suppose that the modulation scheme on the n0-th subcarrier is to be classified, which is

equivalent to detect the number of loaded bits b(n0). The AM algorithm requires that the

total error probability pAM has to be minimized

pAM =min
b

pbit(b), with b = (b(0), b(1), · · · , b(N−1))T and b(n) ∈ B. (4.69)

Due to the second constraint imposed on the adaptive modulation, which requires

N−1∑

n=0

b(n) = B, (4.70)

an iterative adjustment of bit loading is necessary leading to a cross-subcarrier optimiza-

tion as analyzed in Section 2.2.1. Consequently the entire elements of the magnitude

vector |ĤD| have to be considered as formulated above. This iterative adjustment begins

with an initial value b̄(n0)(lit = 0) given by

b̄(n0)(lit = 0) =

⌊
log2

(
1 +

ρ2n,r
Γλmargin(lit)

)⌋
, (4.71)

where ⌊·⌋ is a round-down function to ensure b̄(n0)(lit = 0) ∈ B. The parameters ρ2n,r,

Γ and λmargin(lit = 0) are given by the system requirements as explained in Section

2.2.1. So b̄(n0)(lit = 0) is an unique function of ĤU
n0

. The final value b(n0)(lit = lover),

when the iterative bit loading is completed, however, may have to take another number

b(n0) 6= b̄(n0)(lit = 0) to satisfy (4.70). But due to the error-constraint given in (4.69), b(n0)

will not deviate much from b̄(n0)(lit = 0) so that |ĤD
n0
| with |ĤD

n0
| ≈ |ĤU

n0
| still provides

a-priori information of most significance. Channel magnitudes of other subcarriers |ĤD
n |

for n 6= n0 play here only a secondary role. For simplification purpose we ignore this
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secondary effect at this moment and take only the most dominant channel coefficient

|ĤD
n0
| into account [11]. So |ĤD| is substituted by |ĤD

n0
| in (4.66). The dimension is now

reduced from N to one. So we call it one-dimensional (1-D) approximation based MAP

classification. The 1-D Classifier for the n-th subcarrier is given by

b̂
(n)
i,1−D

=argmax
bi

{
p(|ĤD

n |, bi, B)κ1(rn|bi)
}
. (4.72)

We use the relationship

p(|ĤD
n |, bi, B) = p(|ĤD

n | |bi, B)p(bi, B) = p(|ĤD
n | |bi, B)p(bi|B)p(B). (4.73)

As p(B) can be omitted from the maximization, it follows

b̂i,1−D =argmax
bi




p(|ĤD

n | |bi, B)p(bi|B)︸ ︷︷ ︸
κ2,1−D(bi| |ĤD|,B)

κ1(rn|bi)





, (4.74)

where κ2,1−D represents the a-priori probability under 1-D approximation. In fact, the

1-D approximation considers only the initial iteration in the iterative bit loading process.

4.3.3 2-D approximated MAP classifier

Iterative adjustments are necessary if the initial number of total loaded bits B̄(lit = 0) =
∑N−1

n=0 b̄(n)(lit = 0) is not equal to B. Based on the derivations of 1-D approximation, the

less iterations are necessary, the more precise is this approximation. Less iterations imply

B̄(lit = 0) ≈ B. As given in (2.18), B̄(lit = 0) is determined by the channel magnitude

vector |ĤU| = (|ĤU
0 |, |ĤU

1 |, · · · , |ĤU
N−1|)T. Since wireless channels are subject to strong

fluctuations, B̄(lit = 0) varies inside a relatively large range as well. But B is always a

constant determined by the data-rate of the system. Therefore, iterative adjustments are

unavoidable. This fact implies that the a-priori probability is more precisely specified if

besides the own channel magnitude |ĤU
n |, the magnitudes of other subcarriers are also

incorporated.

As described in Section 2.2.1, in each iteration indexed by lit, the AM algorithm assigns

a integer number b̄(n)(lit) with b̄(n)(lit) ∈ B to the subcarrier n. So the integer number

b̄(n)(lit) undergoes a process described by

b̄(n)(0) → b̄(n)(1) · · · → b̄(n)(lit) · · · → b̄(n)(lover), (4.75)

reflecting the iterative adjustment until b̄(n)(lover) = b(n) (lover is the number of iterations

required for AM) or in other words until (4.70) is fulfilled. The number of loaded bits

b̄(n)(lit + 1) in the next iteration is determined by |ĤU
n | and the difference B̄(lit) − B as
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given in (2.20), where B̄(lit) is the total number of loaded bits in the current iteration.

In the computation of B̄(lit), the entire vector |ĤU| is taken into account. According to

(4.71), each state passed in (4.75) is uniquely determined by the corresponding state in

the following process

{|ĤU
n |, λmargin(0)} → {|ĤU

n |, λmargin(1)} · · · → · · · → {|ĤU
n |, λmargin(lover)}, (4.76)

which, based on (2.20), is in turn determined by

|ĤU
n | → {|ĤU

n |, B̄(0)} · · · → {|ĤU
n |, B̄(lit − 1)} (4.77)

· · · → {|ĤU
n |, B̄(lover − 1)}.

This knowledge implies that the a-priori information, previously given by |ĤU| with

dimension N , can be now sufficiently provided by a more compact vector

Pr = (|ĤU
n |, B̄(0), B̄(1), · · · , B̄(lover − 1)), (4.78)

with dimension lover + 1, where lover is the number of required iterations. In other words,

for adaptive modulation it is necessary to know the entire vector |ĤU|, but for modulation

classification the information provided in |ĤU| is equivalently given by (4.78).

In practical implementations, lover is usually much smaller than N leading to a dimension

reduction from N to lover + 1. The approximated MAP classifier is formulated in

b̂i,lover+1 =argmax
bi

{
p(Pr, bi, B)

K−1∏

k=0

p(rk,n|ĤD
n , bi)

}
. (4.79)

As wireless channels are mostly time-variant so that lover is also time-dependent resulting

in a time-dependent dimensionality of the density function p(Pr, bi, B). On the other side,

under some circumstance the number lover can still be large enough to let the evaluation

of p(Pr, bi, B) be very difficult. Investigations have shown that the largest adjustment

occurrs mostly in the first iteration

b̄(n)(lit = 0) → b̄(n)(lit = 1), (4.80)

which is determined by {|ĤD
n |, B̄(0)}. In fact, for most subcarriers b̄(n)(lit) does not

undergo a large adjustment any more for lit ≥ 1. An approach to simplify the implemen-

tation is to approximate Pr by

Pr2−D = (|ĤD
n |, B̄(0)). (4.81)

Since the dimension is now reduced from N to two, we call it two dimensional (2-D)

approximation. Through (|ĤD
n |, B̄(0)), the initial number b̄(n)(0) and the first adjusted
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number b̄(n)(1) are uniquely determined. So the 2-D approximation is justified if it can be

assumed that the adjustment carried out in the first iteration dominates the subsequent

adjustments, or mathematically formulated

|b̄(n)(1)− b̄(n)(0)| ≫ |b̄(n)(lover)− b̄(n)(1)|. (4.82)

We observe that B̄(0) is a quantized integer number in p(|ĤD
n |, B̄(0), bi, B). To avoid

quantization errors and facilitate practical implementations, B̄(0) is in turn approximated

by its corresponding continuous-valued B̃(0) defined in (2.18).Then the 2-D classifier is

given by

b̂i,2−D =argmax
bi

{
p(|ĤD

n |, B̃(0), bi, B)κ1(rn|bi)
}
. (4.83)

Because of

p(|ĤD
n |, B̃(0), bi, B) = p(|ĤD

n | |B̃(0), bi, B)p(B̃(0), bi, B) (4.84)

= p(|ĤD
n | |B̃(0), bi, B)p(bi|B̃(0), B)p(B̃(0), B),

omitting the irrelevant term p(B̃(0), B), (4.83) is equivalent to

b̂i,2−D =argmax
bi




p(|ĤD

n | |B̃(0), bi, B)p(bi|B̃(0), B)︸ ︷︷ ︸
κ2,2−D(bi| |ĤD|,B)

κ1(rn|bi)





, (4.85)

where κ2,2−D represents the a-priori probability under 2-D approximation. In fact, the

2-D approximation considers only the first two iterations.

4.3.4 3-D approximated MAP classifier

As indicated in (2.18), the evaluation of B̃(0) included in κ2,2−D requires N times logarithm

operations at the receiver. These operations are very computationally intensive which

can significantly delay the classification process. Especially, in delay-sensitive applications

such operations have to be avoided as much as possible. An approach to solve this problem

is to expand B̃(0) by Taylor’s series and truncate the expansion after the second order.

As shown in Appendix G, the second order approximation of B̃(0) is uniquely determined

by two parameters: mean squared channel amplitude

µ2
H =

1

N

N−1∑

n=0

|ĤD
n |2, (4.86)

giving the average power gain of the channel and mean squared channel variance

σ2
H =

1

N

N−1∑

n=0

(|ĤD
n |2 − µ2

H)
2, (4.87)



62 Automatic modulation classification

characterizing the level of frequency selectivity of the channel. Then (4.83) is approxi-

mated by

b̂
(n)
i,3−D

=argmax
bi

{
p(|ĤD

n |, µ2
H, σ

2
H, bi, B)κ1(rn|bi)

}
. (4.88)

In this approximation, the dimension is reduced from N to three, so we call this approx-

imation 3-D approximation. Due to

p(|ĤD
n |, µ2

H, σ
2
H, bi, B) = p(|ĤD

n | |µ2
H, σ

2
H, bi, B)p(µ2

H, σ
2
H, bi, B)

= p(|ĤD
n | |µ2

H, σ
2
H, bi, B)p(bi|µ2

H, σ
2
H, B)p(µ2

H, σ
2
H, B), (4.89)

by omitting p(µ2
H, σ

2
H, B), the 3-D classifier is given by

b̂
(n)
i,3−D

=argmax
bi




p(|ĤD

n | |µ2
H, σ

2
H, bi, B)p(bi|µ2

H, σ
2
H, B)︸ ︷︷ ︸

κ2,3−D(bi| |ĤD|,B)

κ1(rn|bi)





. (4.90)

where κ2,3−D denotes the a-priori probability under 3-D approximation. The computa-

tional complexity is reduced from N logarithm operations to N multiplications and 2N

additions with the price of one additional dimension. However, p(|ĤD
n | |µ2

H, σ
2
H, bi, B) and

p(bi|µ2
H, σ

2
H, B) can be measured or simulated beforehand and stored in a look-up table. As

soon as the current |ĤD
n |, µ2

H and σ2
H are available, κ2,3−D(bi| |ĤD|, B) can be determined

based on the values called from the corresponding look-up tables.

4.3.5 Determination of the prior probabilities

The prior probabilities κ2,1−D(bi| |ĤD|, B), κ2,2−D(bi| |ĤD|, B) and κ2,3−D(bi| |ĤD|, B) have

to be determined in practice through extensive field measurements or extensive computer

simulations in an off-line way. These probabilities are then stored in a look-up table for

real-time read-out.

Table 4.3: B = 192, 4 bits/subcarrier on average.

bi 0 1 2 4 6

p(bi|B) 0.027 0.026 0.186 0.481 0.280

p(bi|µ2
H, σ

2
H, B) 0.023 0.022 0.176 0.522 0.257

In this thesis, computer simulations are performed to determine these probabilities. The

Matlab built-in function ksdensity is used to graphically approximate the involved condi-

tional PDFs based on a sufficiently large number of typical channel realizations. For the

considered B = 192 bits (corresponding to a data-rate of rD = 24 Mpbs), p(|ĤD
n | |bi, B)
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Figure 4.6: p(|ĤD
n ||bi, B) and p(|ĤD

n ||µ2
H, σ

2
H, bi, B) with B = 192

is plotted in Figure 4.6 for the set {bi}I=5
i=1 . Note that the channel gains |ĤD

n | are nor-

malized here with E{|ĤD
n |2} = 1 just as the signal power stated before. A certain value

p(|ĤD
n
′ | |bj, B), for certain |ĤD

n
′ | and bj, is then estimated by inserting |ĤD

n
′ | into the

graphic of p(|ĤD
n | |bj , B) belonging to bj (Figure 4.6), which is obtained via the func-

tion ksdensity based on the whole set of channel realizations. Whereas, a certain value

p(|ĤD
n
′ | |B̃(0), bj, B) is estimated by inserting |ĤD

n
′ | into the graphic of p(|ĤD

n | |B̃(0), bj, B)

corresponding to bj, which is obtained by considering only a subset of channel realizations.

This subset includes those channel realizations which result in B̃(0) in this quantized in-

terval [B̃(0) −∆B̃, B̃(0) + ∆B̃] (quantization of continous-valued B̃(0) for PDF). Here,

∆B̃ is the quantization step (or resolution for determining the PDF with limited number

of data samples). This parameter ∆B̃ is designed so that a good trade-off between estima-

tion precision and computational effort is achieved. Here the resolution is set to ∆B̃ = 5
bit

s·fBW
, where fBW is the total bandwidth of the considered OFDM system. Compared

to the 1-D approximation, in the 2-D approximation only the channel realizations in the

beforehand fixed interval (subset) are used to generate the graphics p(|ĤD
n | |B̃(0), bi, B).

By the same means p(|ĤD
n ||µ2

H, σ
2
H, bi, B) can be also approximated with the two chan-

nel resolution parameters ∆µ2
H = 0.05 and ∆σ2

H = 0.015. The corresponding graphics

are also depicted in Figure 4.6 for 0.5 ≤ µ2
H ≤ 0.55 and 0.14 ≤ σ2

H ≤ 0.155. A clear

shift can be observed in the corresponding profiles indicating the inaccuracy of the 1-D

approximation.
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Similarly, the conditional probabilities p(bi|B), p(bi|B̃(0), B) and p(bi|µ2
H, σ

2
H, B) can be

estimated. Table 4.3 provides the estimates of p(bi|B) and p(bi|µ2
H, σ

2
H, B) for the same

µ2
H and σ2

H intervals as above.

4.3.6 Heuristic MAP classifier

The previously proposed MAP classifiers utilize the DL channel estimates ĤD and the

applied data rate rD as the a-priori information. The application of the same bit loading

algorithm in the UL transmission is not necessary and mostly also not possible, since BS

and MS have to meet different system requirements. Especially, it is not required that

the mobile station has to perform the computationally intensive calculation of the bit

loading vector b, too. If, however, the system is designed to realize a symmetric adaptive

modulation in both transmission directions and the mobile station is powerful enough

to perform real-time calculations of b, a heuristic MAP (HMAP) classifier can be used

which has been proven to be able to significantly improve the classification performance

compared to classifiers without using any prior information [9].

PayloadPreamble Payload

Payload

Preamble

PreambleDL

UL

... ...

b
(n,UL)

ik′
−2(K+KP)

k
k′

b
(n,DL)

ik′
−(K+KP)

b
(n,UL)

ik′

k′ − (K +KP)k′ − 2(K +KP)

Figure 4.7: The principle of heuristic MAP approach in a TDD system

In Figure 4.7, b
(n,UL)

ik′
and b

(n,DL)

ik′−(K+Kp)
denote the adapted modulation level on subcarrier n,

for the current UL at time slot k′ and the last DL at k′ − (K +Kp) with K +Kp = KF

the packet duration, respectively. Here the duration of the preambles is denoted as Kp.

Suppose that the MS is now at time slot k′ and intends to demodulate the incoming DL

packet of k′ − (K +Kp). It has to first detect the applied modulation level b
(n,DL)

ik′−(K+Kp)
by

maximizing the a posteriori probability

b̂
(n,DL)

ik′−(K+Kp)
=argmax

bi

{
κ2

(
bi| |ĤD

k′−(K+Kp)|, B
)
κ1(r|bi)

}
. (4.91)

The idea now is to heuristically approximate the a-priori probability in (4.91) by a quan-

tized conditional probability

κ2

(
bi| |ĤD

k′−(K+Kp)|, B
)
≈ κ′

2(bi|b(n,UL)

ik′
). (4.92)
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In a TDD system, if the system operates in a slowly time-variant channel environment,

the modulation level to be classified b
(n,DL)

ik′−(K+Kp)
for the last DL is much more likely the

one b
(n,UL)

ik′
being used for the next UL. It is therefore reasonable to assign

κ′
2(bi|b(n,UL)

ik′
) > κ′

2(bj|b(n,UL)

ik′
) for bj 6= bi = b

(n,UL)

ik′
, (4.93)

with

I∑

i=1

κ′
2(bi|b(n,UL)

ik′
) = 1. (4.94)

In [9], the following assignment was proposed

κ′
2(bi|b(n,UL)

ik′
) =





P
bi|b(n,UL)

i
k′

: if bi = b
(n,UL)

ik′

1−P
bi|b

(n,UL)
i
k′

I−1
: otherwise,

(4.95)

where P
bi|b(n,UL)

i
k′

is a design parameter. For slowly time-variant channels, it is reasonable

to assign

P
bi|b(n,UL)

i
k′

≫
1− P

bi|b(n,UL)
i
k′

I − 1
, (4.96)

or in other words

P
bi|b(n,UL)

i
k′

≫ 1

I − 1
, (4.97)

with I the number of modulation candidates.

Obviously, the classification performance depends on the value of P
bi|b(n,UL)

i
k′

. An analytical

derivation of the optimal assignment is impossible. In the practical implementation, an

extensive computer simulation is an option to find a meaningful assignment. Investiga-

tions have shown that it suffices to limit P
bi|b(n,UL)

i
k′

to a certain range

Plower < P
bi|b(n,UL)

i
k′

< Pupper with
1

I
< Plower < Pupper < 1. (4.98)

Inside this range, the classification performance is insensitive to the exact value of

P
bi|b(n,UL)

i
k′

.

The approximation in (4.92) can be interpreted as a mapping of the continuous valued

ĤD
k′−(K+Kp)

describing the a-priori information to a quantized bit level b
(n,UL)

ik′
with b

(n,UL)

ik′
∈

B under the B-constraint. Certainly, this quantization process results in irreversable
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quantization errors. Furthermore, the assignment of identical value to κ′
2(bi|b(n,UL)

ik′
) for

bi 6= b
(n,UL)

ik′
in (4.95) is a too rough simplification, as in reality it follows

κ′
2(bi|b(n,UL)

ik′
) ≥ κ′

2(bj|b(n,UL)

ik′
) for |bi − b

(n,UL)

ik′
| > |bj − b

(n,UL)

ik′
|. (4.99)

It means that the modulation levels from the neighbourhood of b
(n,UL)

ik′
are more likely

adapted than those who are far away from b
(n,UL)

ik′
. This is justified by slow time-variance

of the radio channel and a short packet size. In [45], a continuous Gaussian distributed

value κ′
2(bi,con|b(n,UL)

ik′
) with the mean value at b

(n,UL)

ik′
and a variance of σ2

G is proposed

to interpolate the discrete-valued function κ′
2(bi|b(n,UL)

ik′
). This proposal assumes first a

continuous modulation level bi,con. The desired discrete value κ′
2(bi|b(n,UL)

ik′
) is obtained by

sampling κ′
2(bi,con|b(n,UL)

ik′
) at bi,con = bi. As κ′

2(bi,con|b(n,UL)

ik′
) allows continuous value domain

bi,con, the quantization effect is reduced. Moreover, the Gaussian distribution guarantees

also the satisfaction of (4.99). But the approximation continues to have the problem of

no analytical expressions for the design parameter σ2
G. Therefore, we will not pursue this

approach in more detail.

4.3.7 MAC based on symmetric and bi-directional bit loading

In Section 4.3.6, it is observed that, in a TDD transmission system with a reciprocal radio

channel assumed, the classification performance can be improved if the MS applies the

same bit loading algorithm on the estimated channel and the resulting bit loading vector

is incorporated into the classification algorithm as a priori information. A meaningful

use of this a priori information requires that the BS and MS apply the same bit loading

algorithm for the DL and UL, respectively (symmetric and bidirectional bit loading).

If the channel is reciprocal and the same bit loading algorithm is used in both UL and DL

direction, due to the slow time-variance of the channel as assumed, the question arises,

what performance can be expected if the MS performs the classification solely based on

the DL channel estimate. The MS uses a powerful channel estimator and applies the

same bit loading algorithm on the estimated channel. The calculated bit loading vector

for the upcoming UL is used as the classified bit loading vector for the last DL:

b̂(n) = b̂
(n)

Ĥ
for n = 0, 1, · · · , N − 1, (4.100)

where b̂(n) is the classified modulation level and b̂
(n)

Ĥ
is the calculated modulation level

resulting from the application of the same bit loading algorithm on the channel estimate

Ĥ.

Computer simulations are conducted to evaluate the classification performance of the

above classifier for the adaptive OFDM system given in Appendix A. A short packet
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Figure 4.8: Performance of the classifier based only on the channel estimate

of 10 OFDM payload symbols is considered to ensure the low channel variance between

successive packets. The channel estimation is based on a minimum mean squared error

(MMSE) estimator. Additionally, a Wiener-filter based interpolation is used to further

improve the estimation precision by utilizing the statistical properties of the used channel

and noise model. As shown in Figure 4.8, compared to the classifier 3-D MAP 4-P

N2 = 2 LI Rotation, this classifier shows a significant degradation in both probability of

misclassified packet and subcarrier.

Table 4.4: Transition probabilities PZns |Zns−1
based on the perfect channel estimation.

❍
❍
❍
❍
❍

❍
❍❍

Zns−1

Zns 0 1 2 4 6

0 0.8976 0.092 0.0103 0 0

1 0.0976 0.7516 0.150 0 0

2 0.0015 0.0224 0.9417 0.0342 0

4 0 0 0.0134 0.9724 0.0141

6 0 0 0 0.0235 0.9764

Actually, this poor performance could have been expected from the previous results given
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in Section 3.3.1, where the transition probabilities of the modulation levels between suc-

cessive packets were simulated. The transition probabilities are given in Table 4.4 for

perfect channel estimator and a packet length of 10 OFDM payload symbols again. Even

with the highest transition probability P6→6 = 0.9764 for the transition from modulation

level 6 to 6, the probability, that a packet error occurs, is estimated to:

PF = 1− PN
6→6 = 1− 0.976448 = 0.6822, (4.101)

where N is the number of used data subcarriers and PN
bi→bi

, with bi as a modulation level,

is the probability that the bit loading vector calculated for the upcoming transmission

based on the perfect channel estimator is identical to that of the last received packet.

This result indicates that the classifier based solely on the channel estimate is unsuitable

for classification problem formulated in this thesis. Furthermore, classifiers of this kind

are even practically unfeasible due to following reasons:

• This classifier utilizes only the channel estimate for the classification. The informa-

tion from the received signal is totally ignored. This leads to a strong dependence

of the classification performance on the channel estimation precision. A precise

channel estimation requires a certain SNR value, which is not always given on any

subcarrier and in any time slot.

• Powerful channel estimator usually utilizes statistical properties of the used channel

model, which, in case of a model mismatch would cause a high estimation error.

• In most practical applications, due to different system requirements in the MS and

BS, different bit loading algorithms are used for downlink and uplink. So, the

assumption that both stations use the same algorithm is not always given.

Due to the poor performance and the infeasibility in practical systems, this classifier

will not be further pursued in this thesis. However, if the used bit loading algorithm is

designed such that the modulation levels switch not so sensitively to the time variation

of the radio channel and the computational efforts of the bit loading algorithm can be

reduced to be implemented in real-time applications, this classifier can draw again interest

because the classifier requires only the channel estimates, which are available anyhow at

the MS for the channel equalization. So, it would be a task of joint optimization of the

bit loading algorithm at the BS and the modulation classification at the MS.

4.3.8 Simulation results

Computer simulations are conducted to evaluate the classification performance of the pro-

posed MAP classifiers for the adaptive OFDM system given in Appendix A. Performance

is given in terms of probability of subcarrier misclassification PS as defined before.
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Figure 4.9: PS of different MAP classifiers based on ML function and the 1-P approximated

classifier

Figure 4.9 shows PS using no approximated κ1(rn|bi), namely the full ML function given

in (4.9), while the a-priori probability κ2(bi| |ĤD|, B) is approximated by the proposed

approaches (1-D, 2-D, 3-D and HMAP). The combination of the ML classifier with the

1-D, 2-D, 3-D or HMAP based approximation of the a-priori probability builds an approx-

imated MAP-based ML classifier and is denoted as 1-D, 2-D or 3-D MAP ML classifier

or HMAP ML classifier, respectively. The 2-D MAP ML classifier gives the best perfor-

mance, which is closely followed by the 3-D MAP ML classifier. It verifies an efficient

utilization of the available prior knowledge by both classifiers. The 1-D MAP ML clas-

sifier shows 1 dB degradation for PS = 10−3. Another 1 . . . 1.5 dB is required for the

HMAP classifier to achieve the same performance. Finally, the pure ML classifier deliv-

ers by far the worst performance, which underlines the importance of incorporating the

prior knowledge into the classification strategy. As a comparison, the performance of the

1-P approximation is also provided (dashed thin line) as it implicitly utilizes certain prior

knowledge. The performance is at high SNR comparable to that of HMAP.

In the following, we introduce the abbreviations 2-D MAP ML, 2-D MAP 4-P, 2-D MAP

1-P and 2-D MAP ED for 2-D approximated a-priori probability κ2(bi| |HD|, B) in com-

bination with ML, 4-P, 1-P and ED approximated likelihood function κ1(rn|bi). Corre-

spondingly 3-D based MAP classifiers are abbreviated by 3-D MAP ML, 3-D MAP 4-P,

3-D MAP 1-P and 3-D MAP ED. Figure 4.10 gives the classification performance for 2-D
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Figure 4.10: PS of 2-D and 3-D based classifiers using different approximations of the ML

function

(thin, dashed) and 3-D (thick, solid) based MAP classifiers with mentioned combinations.

The 2-D based MAP classifiers provide in any case a slightly better performance than

their 3-D correspondences. Due to the nested signal constellations, the ED approximation

continues to show a very poor performance even under the use of the prior knowledge.

For both 2-D and 3-D approximations, the 4-P based classifier provides almost the same

classification robustness as the ML-based classifier, while the 1-P based classifiers show

some degradation especially in the low SNR range.

Based on the observations in Figures 4.9 and 4.10, we conclude that 3-D MAP 4-P

classifier provides quite robust classification performance. The performance is comparable

to that of the 2-D MAP ML classifier which shows the best performance among all

proposals. At the same time the 3-D MAP 4-P classifier eliminates the computation of N

exponential functions required for the 2-D approximation and the K
∑I

i=1 2
bi exponential

functions required for the likelihood function. Therefore, it maintains a manageable

implementation complexity. In the sequel, we will use this classifier to approximate the

optimal classifier provided by (4.68).

4.4 Featured-based AMC

Although LB AMC is able to achieve the optimal classification performance in the case

that no prior information is available in the classifier, it suffers from high implementation

complexity in general. FB AMC draws increasing research interest recently as it can be

constructed to be very computationally efficient and more resistant against mismatches
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in statistical models. FB AMC extracts a feature set F = {fl′}Fl′=1 from the received

signal which is suitable to discriminate between modulation candidates with a manageable

complexity, where fl′ is the l′-th extracted feature and F is the number of used features.

We concentrate on classification rules applicable for QAM signals. The problem is now

to recognize modulation levels (orders) inside one modulation class. Investigations have

shown that many FB AMC algorithms with suboptimal performasnce appear to be results

of approximations of the LB AMC framework: qp-type classifiers suitable for classification

of QAM signals proposed in [75] and Euclidean distance approximation-based classifier

[2], just to mention some.

Compared to LB AMC, where modulation classification is a multiple hypothesis testing

problem, FB AMC is usually organized in a hierarchical structure also known as binary

decision tree. The modulation level set {bi}Ii=1 is successively divided into binary subsets

(nodes in the tree) {bi1}i1∈I1 and {bi2}i2∈I2 with

I1 ∩ I2 = ∅ and I1 ∪ I2 ∈ {1, 2, · · · , I}, (4.102)

till all nodes in the tree are occupied by a single modulation level, i.e. number of elements

in subsets is one. For each branch, a feature set has to be established as a binary decision

rule

F
I1
≷
I2

Fth, (4.103)

where Fth denotes the set of predefined thresholds. Ideally, for each decision layer F and

Fth has to be optimized to distinguish between the involved two subsets. So, in worst

case I − 1 decision rules are required.

4.4.1 Higher order moment-based AMC

The idea of higher order moment-based classifier is that, through nonlinear operations,

the constellation of each modulation candidate is mapped to a characteristic image, which

is then projected to a feature set Fmom by building statistical moments. Mostly, for the

sake of practical implementation this feature set is a scalar (moment) Fmom = {µ}. This

scalar can serve as the discriminating parameter (feature). For this purpose, we define

µnm,n′
m
(x) = E[xnm−n′

m(x∗)n
′
m ], with n′

m ≤ nm (4.104)

as the nm-th order mixed moment with the n′
m-th order conjugation of a complex-valued

stationary random process x [76]. For any modulation format Ai, the theoretical moments

(noise-free and asymptotic value) are given by

µnm,n′
m
(Ai) = E[a

nm−n′
m

i,l (a∗i,l)
n′
m ] =

1

Mi

Mi∑

l=1

a
nm−n′

m
i,l (a∗i,l)

n′
m . (4.105)
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Figure 4.11: Characteristic image of 4 and 16 QAM for nm = 4 and n′
m = 2

For nm = 4 and n′
m = 2, the nonlinear operation {|ai,l|4}Mi

l=1 maps 4-QAM and 16-QAM to

their specific images as in Figure 4.11, which shows the respective amplitude levels to the

power 4. Then take the expectation value of the mapped constellation points resulting in

µ4,2(A3) = E[|a3,l|4] = 1, (4.106)

for 4-QAM and

µ4,2(A4) = E[|ai,l|4] = 1.32, (4.107)

for 16-QAM. Using (4.105), the theoretical mixed moments of order till nm = 8 is tabu-

lated in Appdendix F for considered candidate set {Ai}Ii=1. Based on this table, µ2,0 is

able to discriminate between the two subsets

I1 = {i1 = 2} and I2 = {i2 = 1, 3, 4, 5}, (4.108)

because of

µ2,0(Ai1) = 1 and µ2,0(Ai2) = 0. (4.109)

A possible hierarchical classifier could be constructed as in Figure 4.12. At each layer l̃,

a binary decision is made according to the decision rule

µ̂nm,n′
m

I1
≷
I2

µth,l̃, (4.110)
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where µnm,n′
m

is the selected discriminating feature, µ̂nm,n′
m

is the feature estimate of the

received data sequence r and µth,l̃ is the threshold value, respectively. The feature is

estimated by

µ̂nm,n′
m
=

1

K

K−1∑

k=0

r̂
nm−n′

m
k (r̂∗k)

n′
m , (4.111)

with r̂k = HD

ĤD
sk +

nk

ĤD
as the equalized symbol. In general, the optimal value of µth,l̃ is

<

>

<

>

<

>

<

16QAM

64QAM

BPSK

NoTx

4QAM

>

µ̂th,4µ̂2,1

µ̂th,1µ̂2,0 µ̂4,0

µ̂th,2 µ̂4,2

µ̂th,3

Figure 4.12: A possible binary classification tree based on moments

prohibitively difficult to determine as the PDF of µ̂nm,n′
m

is not available. The following

properties are needed to simplify this problem. The principle thereof is illustrated in case

of a binary decision between subsets with single element Is,l̃ = {is,l̃} for s = 1, 2. The

extension to subsets with multiple elements requires more sophisticated mathematical

derivations and is partially provided in [78] and [79].

Property 1: Under the assumption of statistically independent rk and suf-

ficiently long observation length K, central limit theorem can be used to

approximate the PDF of the feature [78]

µ̂nm,n′
m
∼ N

(
µ̃
(i)
nm,n′

m
, σ̃

(i)
nm,n′

m

)
. (4.112)

In (4.112), µ̃
(i)
nm,n′

m
and σ̃

(i)
nm,n′

m
are the mean and variance of the Gaussian distributed

random variable µ̂nm,n′
m
, respectively and the overscript (i) accounts for the dependence

of these parameters on the underlying modulation formats Ai.

Property 2: If it holds σ̃
(i1)
nm,n′

m
≈ σ̃

(i2)
nm,n′

m
and µ̃

(i1)
nm,n′

m
< µ̃

(i2)
nm,n′

m
, minimum miscla-

ssification probability is provided by a threshold detector under the

assumption of equally likely subsets [80].

µ̂nm,n′
m
(rn)

I1
≷
I2

µth, (4.113)
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where the optimal threshold is

µth,opt =
µ̃
(i1)
nm,n′

m
+ µ̃

(i2)
nm,n′

m

2
. (4.114)

Property 3: If instead σ̃
(i1)
nm,n′

m
< σ̃

(i2)
nm,n′

m
, the optimal detector is given by an

interval detector: [78]

Decide the subset for I1,l̃ = {i1,l̃}, if µ̂nm,n′
m
(rn) ∈ [αm−βm αm+βm], (4.115)

with

αm =

(
µ̃
(i1)
nm,n′

m

σ̃
(i1)
nm,n′

m

−
µ̃
(i2)
nm,n′

m

σ̃
(i2)
nm,n′

m

)
σ̃
(i1)
nm,n′

m
σ̃
(i2)
nm,n′

m

σ̃
(i1)
nm,n′

m
− σ̃

(i2)
nm,n′

m

, (4.116)

and

βm =
σ̃
(i1)
nm,n′

m
σ̃
(i2)
nm,n′

m

σ̃
(i1)
nm,n′

m
− σ̃

(i2)
nm,n′

m

[
ln

(
σ̃
(i2)
nm,n′

m

σ̃
(i1)
nm,n′

m

)
+

(µ̃
(i2)
nm,n′

m
− µ̃

(i1)
nm,n′

m
)2

σ̃
(i2)
nm,n′

m
− σ̃

(i1)
nm,n′

m

]
. (4.117)

So the problem of setting µth is reduced to determine µ̃
(i)
nm,n′

m
and σ̃

(i)
nm,n′

m
with

µ̃
(i)
nm,n′

m
= E[µ̂nm,n′

m
] = E[

1

K

K−1∑

k=0

r̂
nm−n′

m
k (r̂∗k)

n′
m ] =

1

K

K−1∑

k=0

E[r̂
nm−n′

m
k (r̂∗k)

n′
m ] (4.118)

=
1

K

K−1∑

k=0

∫
r̂
nm−n′

m
k (r̂∗k)

n′
m p(rk|bi)drk,

where p(rk|bi) is defined in (4.7) and the integration has to be evaluated numerically over

the whole complex plane. For low orders nm, an alternative can be used to avoid the

two-dimensional integration. We assume perfect channel knowledge for this moment and

illustrate the computation in case of µ̃
(i)
4,2. So HD is a deterministic value in r̂k = sk+

nk

HD ,

with

r̂2k (r̂
∗
k)

2 = |sk|4 +
∣∣∣
nk

HD

∣∣∣
4

+ 4|sk|2
∣∣∣
nk

HD

∣∣∣
2

(4.119)

+4|sk|2ℜ
{
sk

( nk

HD

)∗}
+4
∣∣∣
nk

HD

∣∣∣
2

ℜ
{
sk

( nk

HD

)∗}
+ 2ℜ

{
s2k

(
n∗
k

(HD)∗

)2
}
,

and

E
[
r̂2k (r̂

∗
k)

2] = E
[
|sk|4

]
+

E[|nk|4]
|HD|4 + 4E

[
|sk|2

] N0

|HD|2 , (4.120)
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where N0 is the noise power and the last three terms in (4.120) disappear as the noise nk

is zero-mean circularly symmetric Gaussian distributed noise. It follows

µ̃
(i)
4,2 = µ

(i)
4,2 + 4µ

(i)
2,1

N0

|HD|2 +
E[|nk|4]
|HD|4 , (4.121)

and it shows µ̃
(i)
4,2 6= µ

(i)
4,2. Consequently, this feature parameter is biased leading to a mean

value dependent on the noise power, an inconvenient property which can be eliminated by

using higher order cumulants given in the next section. For low noise power ( N0

|HD|2 → 0

and E[|nk|4]
|HD|4 → 0), however, it holds µ̃

(i)
4,2 ≈ µ

(i)
4,2.

Property 4: Assuming low noise power, it holds in general

µ̃
(i)
nm,n′

m
≈ µ

(i)
nm,n′

m
, (4.122)

which can be viewed as an unbiased feature again.

Similarly, the variance can be determined by

σ̃
(i)
nm,n′

m
= var[µ̂nm,n′

m
] = var[

1

K

K−1∑

k=0

r̂
nm−n′

m
k (r̂∗k)

n′
m ] (4.123)

=
1

K2

K−1∑

k=0

var[r̂
nm−n′

m
k (r̂∗k)

n′
m ]

=
1

K2

K−1∑

k=0

∫ {
r̂
nm−n′

m
k (r̂∗k)

n′
m − E

[
r̂
nm−n′

m
k (r̂∗k)

n′
m

]}
p(rk|bi)drk,

where again in general, a numerical computation of the two dimensional integration is

necessary.

Property 5: Under assumption of low noise power, a similar approximation

holds

var[r̂
nm−n′

m
k (r̂∗k)

n′
m ] ≈ µ

(i)
2nm,nm

−
∣∣∣µ(i)

nm,n′
m

∣∣∣
2

. (4.124)

Using Property 4 and Property 5, the approximated mean and variance of the discrimi-

nating features selected for the decision tree in Figure 4.12 are provided in Table 4.5. For

sufficiently large K, it holds σ̃
(i1)
nm,n′

m
≈ σ̃

(i2)
nm,n′

m
with i1 ∈ I1 and i2 ∈ I2, which enables the

application of Property 2. So, the classification rule is described by a threshold detector.

If we further assume µ̃
(i1)
nm,n′

m
< µ̃

(i2)
nm,n′

m
, at each decision level l̃, the threshold value is given

by

µth,l̃ =
µ̃(i1,l̃)

max + µ̃
(i2,l̃)
min

2
, (4.125)
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Table 4.5: Approximated µ̃
(i)
nm,n′

m
and Kσ̃

(i)
nm,n′

m
for moments selected in the decision tree.

NoTx (i = 1) BPSK (i = 2) 4QAM (i = 3) 16QAM (i = 4) 64QAM (i = 5)

µ̃
(i)
2,0 0 1 0 0 0

Kσ̃
(i)
2,0 0 0 1 1.32 1.38

µth,1 0.5

µ̃
(i)
2,1 0 1 1 1 1

Kσ̃
(i)
2,1 0 0 0 0.32 0.38

µth,2 0.5

µ̃
(i)
4,0 0 1 -1 -0.68 -0.619

Kσ̃
(i)
4,0 0 0 0 2.66 3.58

µth,3 −0.84

µ̃
(i)
4,2 0 1 1 1.32 1.38

Kσ̃
(i)
4,2 0 0 0 1.38 2.05

µth,4 1.35

with

µ̃(i1,l̃)
max =max

i1
µ̃
(i1,l̃)
nm,n′

m
, µ̃

(i2,l̃)
min =min

i2
µ̃
(i2,l̃)
nm,n′

m
(4.126)

where µnm,n′
m

is the selected discriminating feature at this decision level. Using (4.125)

the corresponding threshold values are also given in Table 4.5.

Some important conclusions can be drawn with respect to the moment-based AMC. For

illustration purpose, consider a binary decision problem {A1, A2} using a one-dimensional

feature space Fmom = {µnm,n′
m
}. Under the assumption of a low noise power, Property 4

and Property 5 imply that the parameter set {nm, n
′
m} determines µ̃

(i)
nm,n′

m
and σ̃

(i)
nm,n′

m
and

consequently the classification performance. Generally speaking, any {nm, n
′
m}, which

ensures

µ̃
(i1)
nm,n′

m
6= µ̃

(i2)
nm,n′

m
and σ̃

(i)
nm,n′

m
< ∞, (4.127)

is qualified as a discriminating feature. For concrete practical problems, there exists usu-

ally an optimal set {nm,opt, n
′
m,opt}, which from mathematical viewpoint has to maximize

∆µ̃ = |µ̃(i1)
nm,n′

m
− µ̃

(i2)
nm,n′

m
| meanwhile minimize σ̃

(i)
nm,n′

m
. This, however, in most case is a

contradictory requirement. For phase shifted keying (PSK) signals, it was shown that

both ∆µ̃ and σ̃
(i)
nm,n′

m
are monotonically increasing functions with respect to nm [81], [82].

This statement can be applied to the considered QAM schemes too, since QAM schemes

can be viewed as multiple-level ring-formed PSK signals, e.g., 16 QAM can be treated
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as three-level PSK signals with QPSK, 8-PSK and QPSK, respectively. In general it is

impossbile to determine {nm,opt, n
′
m,opt} analytically. Instead, depending on application

environment extensive simulations have to be performed to search for optimal parameter

set {nm,opt, n
′
m,opt}. This search process begins at small integer numbers and is very tedious

especially for classification problems with multiple modulation candidates. In the prac-

tice, a performance requirement is set and stop the search process once the requirement

is satisfied.

In literature it was also proposed to use several moments as a linearly combined discrim-

inating feature F = {fcom} [83]

fcom =
∑

q

λqµnm,q ,n′
m,q

, (4.128)

where λq are optimization parameters, which mostly have to be determined by numerical

methods. Notice that the goal of combining several moments is to raise the difference in

mean value

µ̃com =
∑

q

λqµ̃nm,q ,n′
m,q

, (4.129)

but at the same time maintain the variance of the sum

σ̃com = var[
∑

q

λqµnm,q ,n′
m,q

], (4.130)

inside a certain range, where µnm,q ,n′
m,q are statistically dependent. Here the key issue is

to optimize the parameter set {λq}q.

4.4.2 Higher order cumulant-based AMC

We mentioned that linear combinations of moments can create new discriminating fea-

tures. Cumulant-based AMC is actually a special linear combination with some charac-

teristic properties which have been shown to be very useful for classification problems.

Cumulants can be obtained with the help of a so-called cumulant-generating function [84]

Ψ(ν) = ln {E [exp(jνx)]} =
∑

q

κq

νq

q!
(4.131)

= κ1ν + κ2
ν2

2!
+ · · ·+ κq

νq

q!
+ · · · ,

where Φ(ν) = E [exp(jνx)] is the moment generating function and x is a random vari-

able. The nc-th order cumulant is the coefficient of νnc

nc!
in the Taylor series expansion.

Cumulants κnc can be obtained also from moments µnm by coefficients comparison in
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Taylor series of Ψ(ν) and Φ(ν). For real random variables, the conversion from moments

to cumulants and vice versa is provided in [85].

By analogy with moments, mixed cumulants can be denoted as κnc,n′
c
(x) for the nc-th

order cumulant with n′
c-th order conjugation of a complex random variable x. Here the

relation between cumulants and moments are much more complicated and depends on

the parameter pair (nc, n
′
c). A definition thereof can be found in [86]. As an example,

κ4,2 is given by

κ4,2(x) = E[x2 (x∗)2]− E[x2]E
[
(x∗)2

]
− E [xx∗] E [xx∗]− E[xx∗]E [xx∗] (4.132)

= µ4,2 − µ2,0µ2,2 − 2µ2
2,1 = µ4,2 − |µ2,0|2 − 2µ2

2,1.
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κ̂4,2

κ̂th,3

Figure 4.13: A possible binary classification tree based on cumulants

Relations between moments and cumulants are provided till nc = 8, n′
c = 4 in the Ap-

pendix of [24]. A general relationship can be found in [76], [77]. We apply these rela-

tions to calculate the theoretical values κnc,n′
c
(Ai) for the considered modulation formats

{Ai}Ii=1, which are given in Appendix F. Because of

κ2,0(Ai1) 6= κ2,0(Ai2) for i1 ∈ {2}, i2 ∈ {1, 3, 4, 5}, (4.133)

κ2,0 is able to discriminate between BPSK and the rest of the modulation formats. Ac-

cording to the same principle as stated in the moment-based AMC, a binary decision

tree can be constructed (Figure 4.13). Similarly, κ̂nc,n′
c
(r) is the estimate of the cumulant

κnc,n′
c

obtained from involved moment estimates of the received symbol r. For example,

it holds

κ̂4,2(r) = µ̂4,2(r)− |µ̂2,0(r)|2 − 2µ̂2
2,1(r) (4.134)

=
1

K

K−1∑

k=0

r̂2k (r̂
∗
k)

2 −
∣∣∣∣∣
1

K

K−1∑

k=0

r̂2k

∣∣∣∣∣

2

− 2

(
1

K

K−1∑

k=0

|r̂k|2
)2

,
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with r̂k = sk +
wk

HD .

The thresholds κ̂th,l̃ are determined with the help of some special properties of cumulants

provided in the following without proof [76].

Property 6: For a random variable x and any constant b, c ∈ ℜ, it holds

κnc,n′
c
(x+ b) = κnc,n′

c
(x) for nc ≥ 2, (4.135)

which is called semi-invariance. Furthermore, it holds

κnc,n′
c
(cx) = cncκnc,n′

c
, (4.136)

which is called homogeneity.

Property 7: For two independent random variables x and y, it holds

κnc,n′
c
(x+ y) = κnc,n′

c
(x) + κnc,n′

c
(y), (4.137)

which is called "cumulants accumulate" and is also the reason for the name.

Property 8: For a zero-mean Gaussian noise nk, it holds

κnc,n′
c
(nk) = 0 for nc > 2, (4.138)

Under the assumption of sufficiently long observation length K, Property 1 can be also

applied for cumulant-based AMC [76]

κ̂nc,n′
c
∼ N

(
κ̃
(i)
nc,n′

c
, ς̃

(i)
nc,n′

c

)
, (4.139)

where κ̃
(i)
nc,n′

c
and ς̃

(i)
nc,n′

c
are the mean and variance of the Gaussian distributed random

variable κ̂nc,n′
c
. The problem is now reduced to determine κ̃

(i)
nc,n′

c
and ς̃

(i)
nc,n′

c
as for the

moment-based AMC. In general, it is extremely difficult to analytically describe these two

parameters. We assume here an infinitely long observation length, so that asymptotically,

the mean value is given by

κ̃
(i)
nc,n′

c
= E

[
κ̂nc,n′

c
(r)
]
≈ E

[
κnc,n′

c
(rk)

]
for K → ∞, (4.140)

where K denotes the observation length. Using Property 6 and Property 7, it holds

κnc,n′
c
(rk) = κnc,n′

c
(sk) +

(
1

ĤD

)nc

κnc,n′
c
(wk), (4.141)

where ĤD is viewed as a deterministic known value. Using Property 8, it gives

κ̃(i) ≈ E
[
κnc,n′

c
(rk)

]
= E

[
κnc,n′

c
(sk)

]
= κ

(i)
nc,n′

c
, (4.142)
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with nc ≥ 4, and where sk is a signal point from the modulation format Ai. Note that

under this condition the feature κnc,n′
c

is unbiased and the low noise power assumption

can be even relaxed. This shows the advantage of cumulants against moments. But this

property holds only for K → ∞. However, for nc = 2 and n′
c = 1

κ̃
(i)
nc,n′

c
= κ

(i)
nc,n′

c
+

N0

|HD|2 , (4.143)

the feature is biased, which becomes unbiased again only for low noise power. In Table

4.6, κ̃(i) are tabulated for the applied cumulants in the decision tree.

Generally, there is also no analytical formula to determine ς̃(i). Under certain circum-

stance, approximations are possible. We illustrate the derivation in case of ς̃
(i)
4,2. Other

derivations can be found in [78].

Table 4.6: Approximated κ̃
(i)
nc,n′

c
and Kς̃

(i)
nc,n′

c
for cumulants selected in the decision tree.

NoTx (i = 1) BPSK (i = 2) 4QAM (i = 3) 16QAM (i = 4) 64QAM (i = 5)

κ̃
(i)
2,0 0 1 0 0 0

Kς̃
(i)
2,0 0 0 1 1.32 1.38

κth,1 0.5

κ̃
(i)
2,1 0 1 1 1 1

Kς̃
(i)
2,1 0 0 0 0.32 0.38

κth,2 0.5

κ̃
(i)
4,0 0 -2 -1 -0.68 -0.619

Kς̃
(i)
4,0 0 0 0 2.66 3.58

κth,3 −0.84

κ̃
(i)
4,2 0 -2 -1 -0.68 -0.619

Kς̃
(i)
4,2 0 0 0 1.38 2.05

κth,4 −0.65

Property 9: For normalized QAM signals, it holds

κ2,0 = 0; κ2,1 = 1. (4.144)

It is shown in [78]

ς̃4,2 ≈
1

K

(
µ8,4 − |µ4,2|2

)
. (4.145)

Since r is a noisy process, in order to use Property 7, the moments in (4.145) have to be

converted to cumulants by using

µ8,4 = κ8,4 + 16κ6,3κ2,1 + |κ4,0|2 + 18κ2
4,2 + 72κ4,2κ

2
2,1 + 24κ4

2,1, (4.146)

µ4,2 = κ4,2 + 2κ2
2,1.
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Inserting (4.146) into (4.145) gives:

ς̃4,2 ≈ κ8,4 + 16κ6,3κ2,1 + |κ4,0|2 + 17κ2
4,2 + 68κ4,2κ

2
2,1 + 20κ4

2,1. (4.147)

In (4.147), based on Property 7, each cumulant κnc,n′
c

has to be interpreted as κ
(i)
nc,n′

c
+

κnc,n′
c
( wk

ĤD
), where ĤD can be viewed as a deterministic value enabling the use of Property

6. Note that the approximation does not require the assumption of low niose power.

Furthermore, based on Property 6 and Property 8, κnc,n′
c
( wk

HD ) disappears except for nc = 2

and n′
c = 1, which strongly limits the contribution of noise to the variance. This can be

viewed as another advantage of cumulants against moments.

For nc ≥ 2 and n′
c ≥ 1, κ2,1(

wk

HD ) is usually present in ς̃nc,n′
c

resulting in a noise power

dependent variance. To assess the relationship between the variances, i.e., to choose the

detector type as proposed in Property 2 and Property 3, we neglect the contribution from

the noise as similar to the procedure in the moment-based AMC. The resulting variances

are also provided in Table 4.6 for the selected cumulants in the decision tree in Figure

4.13. We observe that under the assumption of low noise power it holds ς̃nc,n′
c
≈ σ̃nc,n′

c
,

so that the detector type selected for moment-based AMC continue to hold and the

corresponding thresholds are calculated according to (4.125) for each decision level l̃. We

point out that, however, the low noise power assumption can be relaxed leading to a noise

power independent variance, which may still not affect the selection of the detector type,

if K is sufficiently large.
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4.4.3 Simulation results

Simulations are conducted to evaluate the performance of the proposed moment- and

cumulant-based classification algorithms in terms of probability of subcarrier misclassifi-

cation PS. The moment-based classifier uses the hierarchical structure shown in Figure

4.12. The cumulant-based classifier uses the structure illustrated in Figure 4.13. The

results are plotted in Figure 4.14, which are comparable to the classification results of

the Euclidean distance based classifier. The performance is not improved with increas-

ing SNR showing little sensitivity to noise power level. The poor performance confirms

the fact that feature-based classifiers may not be suitable for the considered modulation

classification problem. This is explained by the following reasons:

1. Feature-based classifiers are generally not suitable to classify nested modulation

candidates (modulation schemes from the same class);

2. Feature-based classifiers require a long observation (more than 10.000 symbols have

to be observed to make a reliable decision [78]). In this work, we aim at designing

AMC algorithms for real-time applications, so that the observation length is short;

3. Most feature-based classifiers assume an additive noise only. Deep fades encoun-

tered in wireless fading channels cause high disagreement between theoretical and

estimated feature values;

4. Due to the short observation period, the density funtion is not Gaussian distibuted

any more leading to model mismatch. For short observation lengths, a mathe-

matical treatment of feature-based modulation classification is extremely difficult.

Consequently, the assumptions made are not valid any more.

We observed that the cumulant-based AMC shows also no improvement over moment-

based AMC, which otherwise would be expected from previous theoretical derivations.

This fact is mainly caused by short observation length. Although, at the same decision

layer the cumulants, which are given by the linear combination of moments, have higher

difference in mean value, but the short observation length also leads to a much higher

variance, which then compensates the benifit resulting from the increased difference in

the mean values. Due to the above reasons, the feature-based approach will not pursued

in this thesis any more.
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4.5 System-specific measures for performance improve-

ment

Practical systems often have to satisfy boundary conditions imposed from the operation

environment. Certain boundary conditions are even included in the adaptive modulation

algorithm. For instance, in the cellular system enhanced general packet radio service

(EGPRS), where both adaptive modulation and coding are implemented in a cellular

system for the first time, a set of boundary parameters is required as inputs for the so-

called Downlink Modulation and Coding Scheme (MCS) Adviser and Downlink Intelligent

Override, who decide which MCS will be used in the next DL. These parameters can be

service class and QoS type requested by the MS, indication for retransmission or fresh

block and remaining data volume to be transferred [88].

4.5.1 Boundary conditions

Adaptive modulation algorithm

B

b|Ĥ|

Update rate

Figure 4.15: Input parameters for adaptive modulation

The adaptive modulation algorithm considered in this thesis requires input parameters

as shown in Figure 4.15. The parameter Update rate indicates how frequently the bit

loading vector b has to be updated within one packet. An update on an OFDM symbol

basis would require too high computational efforts. So, for slowly time-variant channels,

no update is designed for practical systems due to high implementation complexity. The

parameter B and H were explained in previous sections. The B-constraint requires that

the number of bits received in an OFDM block must be

N−1∑

n=0

b̂(n) = B, (4.148)

otherwise, at least one subcarrier must have had a misclassified modulation scheme.

Apparently, this boundary condition can be used to check whether any classification

error occurred in the detected bit-loading vector {b̂(n)}N−1
n=0 . On the other side, it can
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also serve as a measure to improve the overall classification performance. Obviously, only

limited number of combinations of modulation levels can fulfil (4.148). We introduce the

set C
b̂
(n)
i

including all combinations as

C
b̂
(n)
i

=

{{
b̂
(n)
incb

}N−1

n=0

}NCB−1

ncb=0

=

{{
b̂
(n)
i0

}N−1

n=0
,
{
b̂
(n)
i1

}N−1

n=0
, · · · ,

{
b̂
(n)
iNCB−1

}N−1

n=0

}
,(4.149)

which fulfils the sum constraint given in (4.148) with NCB as the number of possible

combinations and ncb as the combination index, respectively. The optimal classifier in

the sense of minimizing the misclassification probability is given by maximizing the N -

dimensional joint a posteriori probability
{
b̂(n)
}N−1

n=0
=argmax

ncb

{
p(
{
b̂
(n)
incb

}N−1

n=0
|{rn}N−1

n=0 , Ĥ
D, B)

}
, (4.150)

which reflects the mentioned cross-subcarrier bit loading process of the used AM. Note

that the maximization is now limited inside the set C
b̂
(n)
i

only, so that the number of

possible solutions are reduced from IN to NCB with NCB ≪ IN in general. But the

evaluation of the N -dimensional joint probability requires extremely high computational

efforts for large N . Furthermore, the number NCB grows approximately exponentially

with N . In practical systems, (4.150) is not implementable. In [9], a compromise is

proposed which divides the N subcarriers into two groups according to a certain grouping

criterion. The first group contains N1 subcarriers {nn1}N1−1
n1=0 , whose classified modulation

levels {b̂(nn1 )}N1−1
n1=0 are viewed as reliable. The classification strategy for this group follows

the decision rule formulated in the previous sections. The remaining N2 = N − N1

subcarriers {nn2}N2−1
n2=0 are assigned into the second group, whose classified modulation

levels {b̂(nn2 )}N2−1
n2=0 is assessed as less reliable. The classification performance of the second

group is then enhanced by the above boundary condition, which is now given by

Brem =

N2−1∑

n2=0

b̂(nn2 ) = B −
N1−1∑

n1=0

b̂(nn1 ). (4.151)

Now, only a very small number of combinations is possible, if N2 is selected to be a small

number, as summarized in the following set

C
b̂
(nn2 )

i

=

{{
b̂
(nn2 )

incb,2

}N2−1

n2=0

}Ncb,2−1

ncb,2=0

, (4.152)

where, similarly, NCB,2 is the number of possible modulation combinations for the subcar-

riers in group two and ncb,2 is the combination index, respectively. Consequently, the most

likely applied modulation combination at the transmitter is the one which maximizes the

N2-dimensional joint a-posteriori probability
{
b̂(nn2 )

}N2−1

n2=0
=argmax

ncb,2

{
p(
{
b̂
(nn2 )

incb,2

}N2−1

n2=0
|{rnn2

}N2−1
n2=0 , Ĥ

D, B)

}
, (4.153)
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which, in case of statistical independence, can be approximated by

{
b̂(nn2 )

}N2−1

n2=0
=argmax

ncb,2

{
N2−1∏

n2=0

p(b̂
(nn2 )

incb,2
|rnn2

, ĤD, B)

}
, (4.154)

provided that the spectral spacing between the subcarriers {nn2}N2−1
n2=0 is at least equally

large as the coherence bandwidth of the channel BCo, which is mostly fulfiled for small

N2. The decision rule in (4.154) can be also given in the following form

{
b̂(nn2 )

}N2−1

n2=0
=argmax

ncb,2

{
N2−1∑

n2=0

ln
[
p(b̂

(nn2 )

incb,2
|rnn2

, ĤD, B)
]}

. (4.155)

The classification of the bit loading vector b is now organized in four steps:

1. According to a classification reliability index (will be given later), the N subcar-

riers are divided into two groups with N1 subcarriers in group one having higher

classification reliability and N2 subcarriers in group two having lower classification

reliability;

2. The first group with subcarriers {nn1}N1−1
n1=0 is classified using MAP-based decision

rules formulated before;

3. The elements of the set given in (4.152) are listed out for the remaining subcarriers

{nn2}N2−1
n2=0 in group two;

4. These subcarriers are classified using the decision rule in (4.155).

Until now the grouping criterion mentioned above is not yet formulated. The criterion

indicating the classification reliability depends necessarily on the applied adaptive modu-

lation and modulation classification algorithm. As reported before, link quality indicates,

to certain extend, the classification reliability. The link quality is specified by the ampli-

tude of the channel coefficients {|ĤD
n |}N−1

n=0 . We denote P (mis| |ĤD
n |) as the conditional

misclassification probability conditioned on that data is transmitted via the n-th subcar-

rier with a transfer factor HD
n and the receiver obtains the channel estimate ĤD

n . We

expect

P (mis| |ĤD
n′
1
|) > P (mis| |ĤD

n′
2
|) for |ĤD

n′
1
| < |ĤD

n′
2
|. (4.156)

Based on this criterion, subcarriers are divided into two groups {nn′
1
}N

′
1−1

n′
1=0 and {nn′

2
}N

′
2−1

n′
2=0

by comparing against a threshold

|ĤD
nn′

1

| > |Hth| and |ĤD
n
n′
2

| ≤ |Hth|. (4.157)
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This criterion is disturbed by the overloading problem as illustrated in Subsection 4.2.6.

Furthermore, the precision of channel estimation plays also an important role. In general,

coefficients with small amplitudes |HD
n | are potentially more difficult to estimate. So the

application of this criterion is limited.

A more practical criterion is proved to work well [9]. It uses the difference between

the largest and the second largest value of the decision metric κDM(b
(n)|rn, P r(|ĤD|, B)),

which can be any proposed modulation classification metric formulated before. The

argument Pr(|ĤD|, B) specifies the prior knowledge included in MAP-based classifiers.

Depending on whether and how the prior knowledge shall be incorporated into the classi-

fication rule, Pr(|ĤD|, B) is given by different expressions as illustrated before. In detail,

the grouping method performs the following 3 steps:

1. Sort κDM(b
(n)|rn, P r(|ĤD|, B)) across bi with i = 1, · · · , I

κDM(b
(n)
i1

|rn, P r(|ĤD|, B)) > κDM(b
(n)
i2

|rn, P r(|ĤD|, B)) (4.158)

· · · > κDM(b
(n)
iI

|rn, P r(|ĤD|, B)).

2. Build the difference between metrics based on bi1 and bi2

∆κDM(b
(n)
i |rn, P r(|ĤD|, B)) = κDM(b

(n)
i1

|rn, P r(|ĤD|, B))− (4.159)

κDM(b
(n)
i2

|rn, P r(|ĤD|, B)).

3. Divide subcarriers into two groups {nn1}N1−1
n1=0 and {nn2}N2−1

n2=0 by comparing against

a threshold

{nn1}N1−1
n1=0 with ∆κDM(b

(nn1 )

i |rnn1
, P r(|ĤD|, B)) > ∆κDM,th (4.160)

{nn2}N2−1
n2=0 with ∆κDM(b

(nn2 )

i |rnn2
, P r(|ĤD|, B)) ≤ ∆κDM,th.

Boundary condition splitting technique

Incorporation of the above boundary condition into the classification algorithm can signif-

icantly improve the system performance as will be confirmed in later computer simulations

[9]. If the system has sufficiently large number of subcarriers, the boundary condition

can be even applied multiple times.

Suppose that the system has N subcarriers, via which B bits have to be transmitted as

stated before. Now the N subcarriers are alternately split into ng groups in the following
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way

These subcarriers belong to group 1: 0, ng, 2ng, · · · , (
N

ng

− 1)ng (4.161)

These subcarriers belong to group 2: 1, ng + 1, 2ng + 1, · · · , (N
ng

− 1)ng + 1

...

These subcarriers belong to last group ng: ng − 1, 2ng − 1, 3ng − 1, · · · , N − 1.

ng is the number of groups, which the N subcarriers are split into. Each group has
N
ng

subcarriers, via which now B
ng

bits have to be transmitted. This splitting technique

results in ng times utilization of a single boundary condition. The classification rule given

in (4.148), (4.149) and (4.154) is applied on each individual groups.

But, with fixed N , increasing ng means reduction of frequency diversity leading to reduc-

tion of the efficiency of the adaptive modulation. In practical implementations, depending

on system specifications, an optimal group number ng,opt can be found

4.5.2 Channel interpolation

In a TDD-based adaptive OFDM system, the BS uses the out-dated UL channel estimate

ĤU to perform the adaptive modulation. The MS use the DL channel estimate ĤD

to equalize the received symbols {rn}N−1
n=0 , which is in turn required for the subsequent

modulation classification. In the previously proposed MAP classifiers, ĤD is incorporated

into the classification algorithm as the prior knowledge.

MAP Classifier

Equalizer

Interpolator
Ĥ

int,U

k−(K+KP)

b̂
(n)
i

Ĥ
n,D
k

B
rn

{
Ĥ

D

k−2km(K+KP)

}Km

km=0

r̂n

Figure 4.16: MAP based classifier with channel interpolation

Obviously, the prior knowledge would be more precisely described by ĤU. But ĤU is

not available at the MS. The mismatch between ĤU and ĤD degrades the effectiveness

of the MAP classifier. On the other side, ĤU represents the channel measurement in

the same frequency band as ĤD but at the time slot exactly one packet duration earlier

than ĤD as shown in Figure 1.1. This property enables the application of time-domain

interpolation to improve the effectiveness of the MAP classifier. We assume that the
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MS is at the time slot k and intends to detect the bit loading vector b calculated on

the basis of the channel measurement ĤU

k−(K+KP)
at k − (K +KP). The current channel

measurements ĤD
k is available at the MS. In addition, the previous channel measurements

ĤD

k−2(K+KP)
, ĤD

k−4(K+KP)
, · · · , ĤD

k−2Km(K+KP)
can be stored in the MS intern memory

space, where Km denotes the memory capability in the MS, with km as the memory index.

Using these measurements, an interpolation can be applied to create an interpolated

channel measurements Ĥint,U

k−(K+KP)
for the time slot k − (K + KP) to approximate the

original channel measurement ĤU

k−(K+KP)
. The classification strategy is now graphically

represented in Figure 4.16. The interpolation is performed on a per-subcarrier basis and

illustrated in the following for some simple and well-known interpolation methods.

Linear interpolation

The most simple method is the linear interpolation

Ĥint,U

k−(K+KP)
=

1

2

(
ĤD

k + ĤD

k−2(K+KP)

)
. (4.162)

In this method only one memory unit is required (Km = 1). Under the condition of low

noise power and slowly time-variant channels, this method is recommended.

Polynomial interpolation
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Figure 4.17: Parabolic interpolation

For pi given points, there exists an unique polynomial of degree pi−1 or less, which passes

through these points [89]. For Km ≥ 2, Km + 1 channel measurements are available.
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Figure 4.17 shows the principle of constructing a parabolic interpolation. There are five

channel measurements Ĥn,D
k available at packet index k = 0, -2, -4, -6 and -8, respectively.

Beginning at the data pairs (0, Ĥn,D
0 ) and (−2, Ĥn,D

−2 ), piecewise parabolas are construced

for each neighbouring data pairs. A parable is given by

yp = Cp,2x
2
p + Cp,1xp + Cp,0, (4.163)

including three unknown coefficients Cp,2, Cp,1 and Cp,0. The determination of these three

coefficients requires three independent equations. Each data pair provides 2 independent

equations. The third equation is created by requiring continuity condition of the first

derivative of yp to be fulfilled at the interpolating nodes, e.g. at k = −2 for the first data

pair. The desired channel measurements Ĥn,U

k′−(K+KP)
is approximated by Ĥn,int,U

k′−(K+KP)
,

which is the sampled value of the constructed parable at k = −1 as shown in Figure 4.17.

If more data points are available, higher order polynomial interpolation can be applied,

e.g. cubic spline interpolation. More details for this topic can be found in [89].

4.5.3 Rotation of signal constellations

Classification of modulation candidates of the same class arises the problem of nested

signal constellations. This leads to poor distinguishability between the candidates. An

easy and effective solution to improve the distinguishability is to rotate certain signal

constellations [42], [48]. For the QAM signals considered in this thesis, the 16 QAM

signal constellation is rotated clockwise by 45◦ as shown in Figure 4.18. In the regular

16 QAM constellation, each signal point is surrounded by 4 signal points of 64 QAM,

i.e., the 16 QAM is nested in the 64 QAM. By rotating the 16 QAM, this regular nesting

arrangement is distorted. Especially, the 4 points at the four corners are rotated even

outside of the surrounding of the 64 QAM.

The 4-P approximation proposed for simplifying the likelihood function κ1(r|bi) can be

also applied on the rotated 16 QAM constellation. The detailed derivation is given in Ap-

pendix E. Theoretically, any distortion of this nested structure of the signal constellations

may result in an improved distinguishability. In case of a complex signal constellation,

the phase and the amplitude of the signal points can be adjusted for this purpose. It

was shown through computer simulation, although varying amplitude can also improve

the classification reliability, an meaningful variation in sense of improving PER perfor-

mance depends on the system environment like the channel state and system SNR. It is

difficult to find an analytic expression of this dependence. A variation in the amplitude

causes also a variation in transmit power, which is mostly undesired in practical systems.

Importantly, a rotation in phase by π
4
, which does not change the transmit power, not

only distorts the nested structure but also preserves the regular QAM arrangement which
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Figure 4.18: Rotation of 16 QAM by 45◦ to reduce the effect of nested signal constellation

allows an application of the 4-P approximation again.

4.5.4 Simulation results

Since the described system-specific measures above involve cross-subcarrier modulation

classificaiton, like the B-constraint boundary condition, the performance improvement,

achieved by incorporating these additional measures into the proposed 2-D MAP ML and

3-D MAP 4-P classifier, is now evaluated in terms of probability of packet misclassification

PF with

PF = P (b 6= b̂). (4.164)

The performance improvement of the probability of subcarrier misclassification PS is

less significant in this case, but is provided also in Figure H.1 in Appendix H. The

performance metric PF is meaningful if all subcarriers are assigned to a single service

as normally the case in IEEE 802.11a, since any misclassified subcarrier will lead to

a packet detection error due to bit number mismatch. For reasonablely high SNR, it

holds PS ≈ PF

N
. With N = 48, PF = 0.1 corresponds to PS = 0.002. The underlying

system is described in Appendix A. We used here a realistic channel estimation method,

which is also illustrated in Appendix A. The division of subcarriers into two groups with

different classification reliability follows the mentioned two criteria, namely the channel
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amplitude |ĤD
n | and the metric difference ∆κDM(b

(n)|rn, P r(|ĤD|, B)). The number of

subcarriers, whose classifiability is rated as less reliable, is denoted as N2 for the criterion

∆κDM(b
(n)|rn, P r(|ĤD|, B)) and N ′

2 for the criterion of |ĤD
n |, respectively.
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Figure 4.19: Performance improvement by boundary condition in PF

.

Data rate assisted classifiers

The performance is shown in Figure 4.19. Using the 3-D MAP 4-P classifier and the

criterion |ĤD
n |, only a small improvement in PF is observed even if N ′

2 is set to N ′
2 = 4.

This result indicates the inefficiency of this criterion. On the other side, using the same

3-D MAP 4-P classifier combined with the second criterion ∆κDM(b
(n)|rn, P r(|ĤD|, B)),

a remarkable improvement is observed in PF already for N2 = 1. Around 1 dB perfor-

mance gain is possible for a classification reliability of PF = 0.1. Increasing N2 to 2, a

further slight improvement is observable. However, the performance stagnates at N2 = 2.

Further increase of N2 leads to no performance gain as confirmed by setting N2 = 4.

The performance stagnation implies that this criterion allows only a limited capability

for evaluation of the classification reliability. Once N2 exceeds this limit, this criterion is

not suitable to distinguish the subcarriers with respect to their classification reliability

any longer. Improvements are also registered in the performance of PS (see Appendix

H). However, the gain achieved there is less remarkable as the performance metric PS is

normalized to the total number of subcarriers N . This behaviour shows that PS benefites

less from the usage of this boundary condition.
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For comparison, we also simulated the 2-D MAP ML classifier combined with the criterion

of ∆κDM(b
(n)|rn, P r(|ĤD|, B)) with N2 = 4. The performance behaves very similarly

as that of 3D MAP 4P with N2 = 2, which confirms the classification feasibility of

the computationally efficient 3-D MAP 4-P classifier also under the application of the

boundary condition.

Channel interpolation assisted classifiers

The performance improvement, which is enabled by interpolating the channel estimates

by the MS to approximate the channel measurement used for the adaptive modulation

at the BS, is evaluated in terms of PF in Figure 4.20 (the correspongding PS performance

is provided in Appendix H). In addition to the boundary condition given above, the

3-D MAP 4-P classifier is now equiped with the following three interpolation techniques:

polynomial interpolation (PI), Matlab built-in low-pass interpolation (LPI) and the lin-

ear interpolation (LI). The polynomial interpolation constructs piece-wise polynomial of

degree npl between the data points and requires furthermore continuity to be satisfied at

the interpolating nodes for the polynomial itself, 1-st, 2-nd, · · · , and (npl − 1)-th order

derivative thereof. Here npl is set to 3 which results in a cubic spline interpolation (CSI).

The low-pass filter follows the three steps. First, the original data vector is expanded into

the desired length by just inserting zeros between the data points. Then, a symmetric

finite impulse response filter (FIR) of adjustable order is applied, which allows the origi-

nal data points pass through unchanged but interpolates the data point in between such

that the mean square errors between the interpolated points and their ideal values are

minimized. Finally, the desired data point is obtained by selecting the sample at correct

time instance [90].

Based on the 3-D MAP 4-P classifier with N2 = 2, an additional equipment with CSI

shows no effects on the performance in low SNR region. A slight improvement is observ-

able in the moderate SNR region. The performance is improved more evidently as the

SNR value further increases. This behaviour indicates that this interpolation technique

is highly sensitive to the precision of the channel estimation. However, the LPI and LI

assisted classifiers show a considerable improvement already in the moderate SNR re-

gion which indicates less sensitivity to channel estimation errors. For a performance of

PF = 0.1, around 0.5 dB gain is registered by equipping the 3-D MAP 4-P classifier with

a simple linear interpolator. In the sequel, we prefer the linear interpolation as it deliv-

ers similar performance as the low-pass interpolation but provokes much less additional

computational efforts and memory requirements.
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Figure 4.20: PF for boundary condition and interpolation assisted classifier

Rotation of 16 QAM by 45◦

Based on the data rate assisted and linear interpolation equipped 3D MAP 4P classifier,

the classification performance is evaluated for the signal constellations with improved

distinguishability. This improvement is achieved by simply rotating the signal points

of 16 QAM clock-wise by 45◦. This rotation does not scale the magnitude of the signal

points and consequently causes no change in the transmit power but provides a reasonable

performance gain in PF as confirmed in Figure 4.20. Consider again a PER PF = 0.1,

about 1 dB can be saved by this rotation. To analyze the effect of the mismatch between

the channel state ĤD used to describe the prior knowledge and the channel state ĤU

used at the BS to perform the adaptive modulation, simulations are conducted based

on the assumption that ĤU were available at the MS. The classification performance

can be further improved, especially in the moderate SNR region. The corresponding

classification performance of PS is provided in the Appendix H.

End-to-end PER

In OFDM systems with adaptive modulation on per-subcarrier basis, AMC can be applied

to blindly detect the modulation format applied on each subcarrier. A detection error

on any subcarrier would lead to a severe bit mismatch in the channel decoding and

consequently a packet error, so that the end-to-end packet error ratio (PER) PT degrades

by the classification error probability.

We simulate the impact of using AMC on PT for the developed modulation detection



94 Automatic modulation classification

algorithms as given in Figure 4.21. For comparison purpose, we include the end-to-end

PER performance of the reference system specified in the IEEE 802.11a standard given in

Appendix A, which does not apply any adaptive modulation (Non AM) and naturally re-

quires no modulation classification. This reference system outperforms its corresponding

adaptive system with the pure ML-based modulation classifier implying poor reliability of

this kind of classifier in adaptive systems. Besides, the pure ML-classifier causes also high

implementation complexity which is undesirable in real-time applications. This fact leads

to the 4-point approximation (Pure 4-P) based classifier, which on the one side reduces

the complexity drastically and on the other side even improve the PER performance as

certain prior information is implicitly utilized in this method. Interesting to note that

the pure 4-P classifier also outperforms the reference system, around 1.5 dB gain can be

achieved for PT = 0.1. This shows the potential benefits of the application of adaptive

modulation in WLAN-based systems in combination with an implementally efficient 4-P

approximation based modulation classifier.
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Figure 4.21: PT based on proposed AMC and perfect AMC with subcarrier and subband

adaptation

If more prior information is incorporated in the 4-P classifier in forms of the chan-

nel estimate of the considered subcarrier |ĤD
n |, the average channel power gain µ2

H =
1
N

∑N−1
n=0 |ĤD

n |2 and the mean squared channel variance σ2
H = 1

N

∑N−1
n=0 (|ĤD

n |2 − µ2
H)

2 (3-D

MAP 4-P), the PER performance can be further significantly improved. For PT = 0.1,

round 2.5 . . . 3 dB gain is recorded compared to the pure 4-P based classifier. By
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considering other system-specific features, which can be utilized to improve the PER per-

formance like the fixed data rate, the channel interpolation and the rotation of certain

signal constellation (3-D MAP 4-P N2 = 2, LI Rotation), the PER is further enhanced

to a remarkable extend. A further 2 . . . 2.5 dB gain is registered for PT = 0.1.

As the upper bound of PT, we provide the end-to-end PER Pc,1 for the subcarrier-based

adaptive system with perfect information about the adapted modulation schemes at the

receiver, or in other words packet errors are caused only by erronous data decoding.

Our proposed classifier causes certain performance degradation, e.g., around 1 dB for

PT = 0.1. But this degradation shrinks with increasing SNR value.
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Figure 4.22: Reqiured system average SNR versus packet size K for different PT

We also want to point out that the investigation is based on a short observation length

(K = 10) aiming to study the worst case scenarios. With increasing K, the performance

degradation caused by AMC will decrease as shown in Figure 4.22, where the above

classifier denoted by 3-D MAP 4-P N2 = 2 LI Rotation is used. We choose again a

typical PER value of PT = 10−1. As expected, the required average SNR value (transmit-

side SNR
El[|ai,l|2]

N0
) falls with growing K as the classification reliability increases with K.

From a certain value of K = 25 on, the degradation becomes negligible. Note that here

synchronization impairments are not considered and pilot tones are not used to track the

time variance of the channel. These facts will obviously impact the performance, but the

general profile will remain. So it is a task of the system designer to find a proper K value
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to meet the system requirements like real-time property, transmit power, computational

complexity and memory requirements.

In Figure 4.21, we also provide Pc,Nsub
for the subband-based adaptive system with

receiver-side perfect information about the adapted modulation schemes on subbands,

where Nsub denotes the number of subcarriers in a subband using the same modulation

format. In general, by grouping subcarriers into a subband, classification reliability can

be improved as the number of observed symbols is increased from K to NsubK. So in

literature, most of classifiers are based on subband adaptation. However, subband adap-

tation degrades frequency diversity ultilized by the adaptive modulation, especially if the

total number of subcarriers N is not large (or the subcarrier spacing Bsub = B
N

is large)

as in our system. To minimize PT, which may result either from classification error or

the subsequent data decoding error, the subband size Nsub has to be optimized for the

applied classifier. We observe that our proposed classifier outperforms the subband-based

adaptive system with perfect AMC already for Nsub = 2 giving no reason for subband

adaptation. Although classification performance is improved by increasing Nsub, the end-

to-end PER PT is not decreased, which indicates the high classification reliability of

the proposed classification algorithm. More simulation results for some other mentioned

classifiers can be found in Appendix H.
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Chapter 5

Comparison of signalling with automatic
modulation classification

In OFDM systems with adaptive modulation, the adapted modulation schemes have to be

provided at the receiver via signalling as a traditional approach. Alternatively, automatic

modulation classification can be applied to eliminate this additional signalling overhead

as extensively illustrated in Chapter 4. We now compare these two approaches in terms

of the end-to-end PER PT for the considered OFDM system with adaptive modulation.

5.1 Parameter setting

To ensure a fair comparison, the following two conditions have to be fulfiled:

1. The total packet size is identical for both cases. So it requires:

KS +KDS = K, (5.1)

where KS and KDS are the number of OFDM symbols for signalling symbols and

payload symbols under explicit signalling, respectively, and K is the number of

OFDM symbols for data transmission under modulation classification as shown in

Figure 5.1.

2. The net data rate must be equal:

BDSKDS

KS +KDS

= BD, (5.2)

Where BDS and BD are the number of data bits carried per OFDM data symbol

under signalling and modulation classification, respectively.

To be consistent with the previous parameter setting, BD is set to 96 bits and the code

rate of the convolutional channel coding scheme remains 1
2
. But K is modified to give a

more reasonable data structure under signalling (KDS = K −KS ≫ KS shall be fulfilled

in order to maintain an efficient utilization of bandwidth), which will be explained later

in more detail.
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5.1.1 Selection of signalling schemes

In Chapter 3, a dozen of signalling schemes have been proposed which result in different

signalling overheads LS. Using time-domain state-dependent Huffman coding based sig-

nalling schemes, LS can be reduced to a very low level. However, the resulting LS depends

on time and the packet size KS + KDS. Furthermore, these signalling schemes produce

a catastrophic error propagation in the time direction leading to a domino-effect-similar

signalling failure. Consequently, they are normally not used in practical systems and

also not further investigated in this thesis. Here we concentrate on the trivial signalling

schemes with fixed LS, the Huffman coding and the frequency-domain state-dependent

Huffman coding based signalling schemes with variable LS, which fortunately do not cause

catastrophic error propagation in the time direction (no error propagation to subsequent

packets). Concretely, the following three schemes are compared one after another with

(a)

(b)

KKP

KP KS KDS

Figure 5.1: Data structure with inband signalling (a); data structure without signalling (b)

the proposed automatic modulation classifier.

1. The trivial signalling scheme S1 with joint coding with Ng = 3 giving a fixed

signalling overhead of LS = 112 bits.

2. The Huffman coding based signalling scheme S2 with Ng = 3, too. The symbol

probabilities Pbi1 ,bi2 ,bi3
are obtained through computer simulations as already ex-

plained in Section 3.2.2. This scheme results in a variable LS. According to our

computer simulation based on 10000 channel realizations, an overhead of around

LS = 96 bits are required to achieve a signalling probability of PS ≈ 1.

3. The signalling scheme S3 based on frequency-domain state-dependent Huffman cod-

ing with Ng = 3 too. Here, the required symbol probabilities and transition prob-
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abilities are determined also through computer simulations. This scheme reduces

the overhead LS to 87 bits by exploiting frequency-domain memory effect.

Note that all the three overheads are independent on the time variance of the channel

(the mobility of the mobile terminal) and the packet size as no temporary memory effect

is exploited here.

5.1.2 Determination of KS

The length of the signalling field KS is determined by LS and the signalling rate rS or

in other words, the applied modulation scheme MS and code rate RSC for signalling bits.

We restrict rS, correspondingly MS and RSC to values which are specified in the IEEE

802.11a standard, as our investigations are based on this standard. Furthermore, we do

not apply any adaptive techniques on the transmission of the signalling bits as this would,

otherwise, itself require a signalling or classification process. To provide a well-protected

transmission, we further restrict rS to the low data rate transmission schemes as given in

the Table 5.1. Note that in the standard each rS corresponds to a fixed combination of

MS and RSC.

Table 5.1: Possible signalling rate rS based on IEEE 802.11a, the corresponding MS, RSC

and the relationship between KS, signalling resource unit U∗
S measured in time-

frequency grids and signalling capability L′
S (maximum transmittable signalling

bits) under each signalling rate.

rS in Mbps MS RSC

KS → 1 2 3 4 5

U∗
S → 48 96 144 192 240

rS,1 = 6 BPSK 1/2 L′
S → 24 48 72 96 120

rS,2 = 9 BPSK 3/4 L′
S → 36 72 108 144 180

rS,3 = 12 4 QAM 1/2 L′
S → 48 96 144 192 240

rS,4 = 18 4 QAM 3/4 L′
S → 72 144 216 288 360

The signalling information has to be detected prior to detecting the data symbols implying

that the signalling bits have to be separately channel encoded and decoded. As the

standard specifies the convolutional codes with a memory length of lC = 6 as the channel

coding scheme, 6 termination bits have to be added to the required signalling overhead

L̃S = LS + 6, where L̃S denotes the terminated signalling overhead. Obviously, to enable

a successful signalling, the signalling capability L′
S of certain rS and KS has to fulfil

L̃S ≤ L′
S. (5.3)
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This relationship determines the required KS for any combination of a selected signalling

scheme and rS,i, where rS,i with i = 1, 2, 3, 4 denotes the above mentioned 4 signalling

rates, by searching for the corresponding minimum L′
S in Table 5.1. In other words, once

the signalling scheme and rS are selected, KS is fixed. For an example, if S1 and rS,1 are

used, from Table 5.1 it follows KS = 5, as 120 is the smallest number fulfilling (5.3) (120

> (112 + 6) = 118). For the considered signalling schemes and signalling rates, KS are

summerized in Table 5.2.

Table 5.2: Look-up table for KS under certain signalling scheme and signalling rate.

Signalling scheme LS L̃S rS,1 rS,2 rS,3 rS,4

S1 112 118 KS = 5 KS = 4 KS = 3 KS = 2

S2 96 102 KS = 5 KS = 3 KS = 3 KS = 2

S3 87 93 KS = 4 KS = 3 KS = 2 KS = 2

5.1.3 Determination of BDS

In the previous investigations of applicability of automatic modulation classification, we

simulated an almost worst case scenario with a small packet size of K = 10. This packet

size would imply a portion of KDS = K − KS ≈ K
2

just for signalling. In other words,

almost half of the bandwidth efficiency is wasted by signalling bits. So, in this chapter

we first simulate a packet size of K = 20. For the above example of KS = 5, it results in

KDS = K −KS = 15 and consequently an increase in the number of carried data bits per

OFDM symbol from 96 bits to

BDS = 96
K

KDS

= 96
20

15
= 128 bits. (5.4)

The parameter BDS is uniquely determined by K and KDS = K −KS, while KS is in turn

determined by the selected signalling scheme and signalling rate rS. The possible BDS

values are given in Table 5.3 for K = 20 and possible KS values resulting from Table 5.2.

Note that BDS has to be a integer number. The data bits BDS under signalling are also

channel-coded with the same code rate RC = 1/2 as that under modulation classification

so that the number of transmit bits is B′
DS = 2BDS. The fact, that under signalling an

OFDM symbol has to carry more data bits BDS > BD or after channel coding B′
DS > B,

results from the fairness conditions mentioned before, which says that the net data rate

has to be maintained the same for both approaches.

5.1.4 Overview of KS, BDS and rS

As mentioned above, once K, the signalling scheme and rS are selected, all other param-

eters like KS and BDS can be determined as shown in Table 5.4.
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Table 5.3: Look-up table of BDS for K = 20; the last column represents the signalling-free

case (automatic modulation classification).

KS 5 4 3 2 0

BDS 128 120 113 107 96

B′
DS 256 240 226 214 192

Table 5.4: Look-up table of KS and BDS for K = 20 by fixing rS,i and Sj .

rS,1 rS,2 rS,3 rS,4

S1 KS = 5, BDS = 128 KS = 4, BDS = 120 KS = 3, BDS = 113 KS = 2, BDS = 107

S2 KS = 5, BDS = 128 KS = 3, BDS = 113 KS = 3, BDS = 113 KS = 2, BDS = 107

S3 KS = 4, BDS = 120 KS = 3, BDS = 113 KS = 2, BDS = 107 KS = 2, BDS = 107

5.1.5 Selection of the classification scheme

In Chapter 4, we proposed also a dozen of modulation classification schemes showing dif-

ferent classification reliability and implementation complexity. In general, the application

of blind detection techniques in adaptive systems increases the bandwidth efficiency as

signalling always wastes certain transmission resources. Furthermore, signalling is only

possible in cooperative adaptive systems. In many situations like in military applications

and intelligent systems, where the terminal of interest is not the desired receiver, the

modulation schemes can only be detected blindly. So, automatic modulation classifica-

tion shows a higher flexibility and therefore is a more universal method. On the other

hand, blind modulation detection requires in general much more implementation com-

plexity, especially the likelihood-based detection techniques. Besides, it is typically less

reliable especially in real-time applications where the observation interval is short.

Based on the system-specific properties, we proposed an automatic modulation classi-

fier, which approximates the computationally intensive likelihood function by an imple-

mentation-efficient 4-point approximation (4-P). To increase the classification reliability,

the existing prior knowledge about the adaptation strategy is incorporated into the classi-

fier (3-D MAP). Furthermore, some system boundary conditions like the knowledge about

the data rate rD (N2 = 2), the application of a linear interpolation technique (LI) and

the rotation of certain signal constellation (rotation) are taken into account to further

enhance the classification reliability. This classifier is denoted as 3-D MAP 4-P N2 = 2

LI Rotation and balances well between the two conflicting requirements, namely classi-

fication performance and implementation complexity as conformed in Chapter 4. This

classifier will be used to compare with the previously described signalling schemes.
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5.2 Computer simulations

Computer simulations are conducted to compare signalling with AMC in terms of the

end-to-end PER PT. Since the data rate is constant and the packet size is the same for

both cases as formulated in Section 5.1, due to the additional bandwidth requirement for

signalling bits, modulation schemes of higher bandwidth efficiency (higher modulation

levels) have to be used in case of signalling compared to modulation classification. As

comparison reference, we also provide PT for fixed modulation (non AM), i.e., all sub-

carriers use the same modulation scheme (16 QAM for the simulated data rate rD = 24

Mpbs) and the performance upper bound (AM perfect AMC), namely the end-to-end

PER with adaptive modulation under perfect signalling or modulation classification in

Figure 5.2. In reality, a signalling failure leads to a packet error as data symbols can-

not be demodulated correctly. Consequently, any signalling scheme will degrades PT to

certain extend.

0 5 10 15 20 25
10

−4

10
−3

10
−2

10
−1

10
0

Average SNR [dB]

E
n
d
-t
o
-e
n
d
p
a
ck
et

er
ro
r
ra
ti
o
P

T

 

 

Non AM

AM perfect AMC

S1, rS,3

S2, rS,2

S3, rS,3

3D MAP 4P N2 = 2 LI Rotation

Figure 5.2: PT comparison between signalling and automatic modulation classification

We restrict the signalling scheme to the above three methods Sj with j = 1, 2, 3, each of

which can be combined with one of the 4 signalling rates rS,i with i = 1, 2, 3, 4. It results

in 3 × 4 = 12 signalling strategies, which are uniquely identified by the parameter pair

(Sj, rS,i) (see Table 5.4). The scheme S1 does not require any prior information about

the signalling source like symbol probabilities and therefore is mostly applied in practical
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systems. The resulting signalling bits can be transmitted with any rS,i. In general, there

exists a performance trade-off in selecting rS,i. Lower rS,i provides more protection for

the signalling bits but results in less protection for data bits as data symbols have to be

modulated by higher modulation levels on average due to higher BDS and vice versa. For

each Sj, an optimum rS,opt can be found which delivers the best PER performance. For

S1, the parameter pair (S1, rS,3) gives the best PER performance. The scheme S2 reduces

the overhead and potentially also the length of signalling fields KS as confirmed in Table

5.2. Using S2, BDS can be reduced as shown in Table 5.4. But S2 requires the knowledge

about the symbol probabilities and is consequently less flexible. The pair (S2, rS,2) delivers

the best PER and shows similar performance to that of (S1, rS,3). Finally, the scheme S3

reduces the overhead further by additionally requiring transition probabilities. But the

pair (S3, rS,3) shows a reasonable improvement in PER performance compared to (S1, rS,3)

and (S2, rS,2). Around 0.8 dB gain is observed for PF = 0.1. The PER performance of

other siganlling strategies are provided in Appendix I. All the signalling schemes applied

on the adaptive system show a significant performance improvement compared to the

fixed modulation but at the same time, a remarkable degradation with respect to the

performance upper bound as shown in Figure 5.2.

AMC is applied to replace signalling and consequently reduce BDS to its original value

BD = 96 bits. Using the proposed classifier, around 1 dB gain is observable for PF = 0.1

compared to the performance of the best signalling strategy (S3, rS,3). This result demon-

strates that from the viewpoint of PER, AMC is able to outperform the conventional

signalling philosophy. However, the classifier shows also a slight degradation compared

to the upper bound, which can be compensated by more sophisticated classification al-

gorithms proposed in Chapter 4.

We want to point out here that the performance relationship or the observed gain may

be shifted if another parameter constellation is simulated, e.g., another data rate rD

(BD) or another packet size K. Generally, with increasing K the bit overload due to

signalling ∆BDS = BDS − BD is reduced. The performance gap between the signalling-

based performance and the upper bound will be decreased. This holds also for the

modulation classification based performance as the classification reliability increases with

increasing observation interval. In Appendix I, we provide some simulation results for

a smaller packet size of K = 10, which was the parameter setting for the previous

investigations.
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Chapter 6

Conclusion

We have investigated adaptive QAM for a WLAN-based OFDM system. Under the

ideal condition, that the adapted modulation level is perfectly synchronized between the

transmitter and the receiver, a significant performance improvement in error probability

was observed over the system with fixed modulation. Then, two realistic modulation

detection strategies were addressed: explicit signalling and automatic modulation classi-

fication. The impact thereof on the system performance and implementation complexity

was extensively analyzed. Finally, these two approaches are compared in terms of end-

to-end PER.

Explicit signalling is a conventional method to provide the receiver with unknown trans-

mission parameters. Due to the large number of subcarriers, signalling modulation scheme

on per-subcarrier basis would occupy a large portion of transmission resources. It was

shown in the considered OFDM system, 144 bits were required if trivial source coding

scheme was used. We proposed a joint coding scheme to reduce the signalling overhead,

which groups neighbouring subcarriers into a joint symbol. The overhead could be re-

duced to 112 bits by grouping 3 subcarriers. Higher overhead reduction could be achieved

by exploiting information theoretical properties of the source. Specifically, we utilized the

memory effects resulting from the correlation properties of the radio channel existing in

both time and frequency domain. Computer simulations have shown that the utilization

of the frequency-domain memory effect could reduce the overhead to the half (around

60 bits), while by exploiting the time-domain memory effect the overhead could be even

reduced to one third (about 40 bits). We also applied the proposed signalling schemes to

signal the adapted modulation schemes. Compared to the ideal condition, a high degra-

dation was abserved, while compared to the fixed modulation scheme, around 5 dB gain

was achieved for an end-to-end PER of PT = 0.1 and a packet size of K = 20. Even

by a joint coding scheme with 3 subcarriers in a group and without any utilization of

memory effect, still about 4 . . . 4.5 dB gain was observed compared to the system with

fixed modulation. These results show potential advantages of using adaptive modulation

combined with explicit signalling.

As a signalling-free alternative, AMC was investigated. This approach was addressed

from two different concepts namely: a likelihood-based and a feature-based framework.
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It was shown that the feature-based modulation classification was not suitable for the

problem stated here mainly due to two reasons: 1, the modulation candidates stem from

the same modulation class resulting in nested signal constellations; 2, the observation

time is too short to build a reliable discriminating feature. The likelihood-based con-

cept could provide significantly better classification performance. Here, emphasis was

put on reducing the implementation complexity of the computationally intensive likeli-

hood function. Based on properties of an exponential function, one-point approximation

and Euclidean distance approximation were analyzed. Those two simplifications take

only a single signal point from each modulation candidate into account and consequently

present a too strong simplification especially for high level modulation schemes like 64

QAM. Next, based on the special arrangement of the signal constellations, a 4-point ap-

proximation method was developed. The 4-point approximation considers 4 signal points

and therefore reduces the simplification error drastically. Furthermore, we observed that

the one-point and 4-point approximations not only enormously reduced the complexity

but also improved the classification reliability as they implicitly incorporated the prior

information into the decision rule. Driven by this phenomenon, we formulated the gen-

eral MAP-based modulation classification framework, which involved the N -dimensional

channel magnitude vector. Next, proposals were developed to reduce the dimensionality

to enable practically feasible implementations. Based on the strategy of the used adaptive

modulation, one-dimensional (1-D), two-dimensional (2-D), and three-dimensional (3-D)

approximations were derived to simplify the N -dimensional density function.

We exploited system-specific properties like a given constant data rate, channel reciprocity

to further enhance the classification reliability. It was also shown that QAM constellations

become more distinguishable if the nested signal structure is distorted by rotating certain

constellation, which improved also the classification performance. A classifier, which

utilized these system specific measures, was able to perform highly reliable modulation

classification already for a small packet size of K = 10. The resulting performance

degradation measured in the end-to-end PER PT was shown to be almost negligible (for

PT = 0.1): around 1 dB for K = 10, around 0.2 . . . 0.5 dB for K = 20 and negligible for

K > 25, respectively.

We also compared the above two approaches: signalling and AMC under the condition

that the net data rate is constant. We found out that both approaches outperformed

the fixed modulation scheme and modulation classification in turn achieved a remarkable

improvement compared to its signalling-based alternative: around 1 . . . 1.5 dB gain for

K = 20 and 2 - 2.5 dB gain for K = 10 at PT = 0.1.

The results achieved here show potential benefits of using adaptive modulation in combi-
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nation with AMC in OFDM systems. We want to point out that in this thesis we assumed

perfect time and frequency synchronization. It would be interesting to investigate the

effect of synchronization impairments on the proposed modulation classification algo-

rithms. Further investigations may be conducted to test the algorithms in multiple-user

scenarios, where interference would play a role. Also new technologies like multiple input

and multiple output (MIMO), which has been introduced in WLAN standards recently,

may inspire new design concepts. Some investigations have already been conducted in

this area [91], [92].
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Appendix A

Simulation system

The simulated OFDM system is mainly based on the IEEE 802.11a standard and is

schematically represented in Figure A.1 [87]. The k-th block of data stream dk =

(dk,0, dk,1, · · · , dk,N−1)
T is mapped onto the QAM symbols sk = (sk,0, sk,1, · · · , sk,N−1)

T

based on a bit loading vector b = (b(0), b(1), · · · , b(N−1))T, which hold for blocks k =

0, 1, · · · , K − 1 with the following notations:

• k: block index or OFDM symbol index.

• K: number of blocks in a transmit packet.

• n: subcarrier index.

• N : number of data subcarriers, NP: number of pilot tones, Nr: number of subcar-

riers in guard band and NF = N +NP +Nr: FFT/IFFT window size.
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Based on the Gray-coding scheme specified in the standard [87], the binary bit sequence

(dk,n, · · · , dk,n+b(n)−1) is mapped onto the symbol sk,n stemming from the signal point set

sk,n ∈ {ai,1, ai,2, · · · , ai,Mi
}, (A.1)

of the modulation level bi with b(n) = bi, where the number of bits carried in sk,n is

equal to bi = log2(Mi). Then pilot symbols are inserted onto the four pilot tones for

synchronization and channel tracking purposes, which are not exploited in this thesis.

The symbols are modulated on orthogonal subcarriers via IFFT

s′k,n′ =
1√
N

N−1∑

n=0

sk,ne
j2π nn′

N for n′ = 0, 1, · · · , N − 1. (A.2)

The modulated symbol block is extended with a cyclic prefix of length Kcp to avoid

inter-symbol and inter-carrier interference

s′k,n′ = s′k,NF−n′+1 for n′ = −Kcp,−(Kcp − 1), · · · ,−1, (A.3)

with s̄k = (s′k,−Kcp
, · · · , s′k,0, s′k,1, · · · , s′k,N−1). Then, the digital symbols are converted to

analog signals and up-converted to the transmission band around the center frequency

fc.

Here we consider a single-cell and single-user environment. Possible interference from

other cells and users is not treated. Furthermore, the following assumptions hold until

stated others:

• perfect time and frequency synchronization and,

• the noise power spectrum density N0 has been estimated beforehand.

The base station performs the calculation of b (adaptive modulation) as described in

Section 2.2.1 for the downlink transmission; the mobile station applies AMC algorithms

to blindly detect the adapted modulation levels. The modulation candidates are given in

Table A.1. Besides the modulation format no transmission (NoTx), which is adopted to

handle the deeply faded subcarriers, the remaining four modulation formats have been

already implemented in the standard.

Table A.1: Modulation candidates for adaptive modulation

Modulation candidates Ai NoTx BPSK 4-QAM (QPSK) 16-QAM 64-QAM

Modulation level bi 0 1 2 4 6
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The equivalent baseband propagation channel model of h(τ ; t) is given by a time-varying

multipath Rayleigh fading channel

h̃b(τ ; t) =

Pk−1∑

pk=0

h̃pk(t)δ(τ − τpk(t)), (A.4)

where h̃pk(t) is the pk-th complex-valued path coefficients with statistically independent

and Gaussian distributed real and imaginary part. The delays τpk(t) are assumed to be

time-invariant and equi-distantly located at

τpk(t) = τpk = pkTs, (A.5)

with Ts the system sampling period. We simulate a typical exponentially decaying power

delay profile [93]

E[|h̃pk |2] =
1− αk

1− αPk
k

αpk
k , 0 ≤ pk ≤ Pk − 1 (A.6)

with 0 < αk < 1 as the decaying parameter as specified for IEEE 802.11a indoor applica-

tions [87]. Furthermore, we observe that the power delay profile is normalized so that it

holds

Pk−1∑

pk=0

E[|h̃pk |2] = 1. (A.7)

Depending on application scenarios, αpk is assigned with different values. Here we consider

a typical large office enviroment with

αpk = e−
1
3 , (A.8)

corresponding to an average normalized root-mean-squared (rms) delay spread of (nor-

malized on the sampling period) [94]

στ ≈
√
αpk

1− αpk

≈ 3. (A.9)

With Ts = 50 ns, the rms delay spread τrms = 150 ns corresponds to the Model C specified

in the standard [95].

The time-variance of the channel is described by a Doppler spectrum based on the Jakes’

model with a maximum Doppler frequency fD = 55.56 Hz, which corresponds to a maxi-

mum mobility speed of vmax = 3.33 m/s for a center frequency of fc = 5 GHz.

A preamble-based least square (LS) estimator is used to estimate the channel

ĥ =argmax
h

(y −XNDFTh)
H(y −XNDFTh), (A.10)
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where (·)H is the Hermitian transpose operation; X is a diagonal matrix with the elements

of x on its diagonal; x is the transmitted preamble vector whose values are specified in

the standard; y is the received preamble vector; NDFT is the N point DFT matrix and h

is the channel impulse response vector. The channel estimate is given by [96], [97]

ĥLS = NDFT

(
NH

DFTX
HXNDFT

)−1
NH

DFTX
Hy. (A.11)

The time variance of h(t) can be tracked by pilot-based channel estimation and interpo-

lation techniques which is not considered in this thesis as we assume small packet size

and low time-variance.

At the receiver side after band pass filtering (BPF), down-conversion and analog to dig-

ital conversion (A/D), synchronization is performed to correct the symbol timing offset,

which is necessary for the removal of the cyclic prefix. In this thesis we assume perfect

synchronization. The time-domain symbols r̃k are transformed to the frequency domain

symbols rk via DFT and the channel distortion is equalized using the estimated channel

state described above. The equalized symbols r̂k are input to AMC, which outputs a

detected bit loading vector b̂, which is in turn used for demodulating r̂k.

Further relevant system parameters are listed in Table A.2. Here B = 192 corresponds

Table A.2: Baseband system parameters

bandwidth in MHz fBW 20 FFT window NF 64

Number of pilot NP 4 Number of data subcarriers N 48

Frame size K 10 Number of bit per OFDM symbol B 192

Guard Interval length Kcp 16 Number of multipaths Pk 16

Max. Dopp. freq. in Hz fD 55.56 Mobility speed in m/s vmax 3.33

to one standardized data rate rD = 24 Mbps. We consider a packet size of K = 10

OFDM data symbols and a subcarrier-by-subcarrier and packet-based adaptive modu-

lation, which means the receiver is allowed to observe 10 symbols to make a decision.

Obviously, the more symbols can be observed, the more reliable is the modulation clas-

sification. The packet size is not fixed in IEEE 802.11a. There is a 12-bits LENGTH

indicator in the PLCP header, which indicates how many bits are transmitted in a packet.

Based on the LENGTH value, the maximum packet size can be determined for standard-

ized data rates as in Table A.3 [87]. In practical systems, K is limited due to synchro-

nization impairments and time-variance of the channel, so that K is much smaller than

the maximum allowable values. Furthermore, K depends also on the data service class,

e.g., real-time applications allow in general smaller K than off-line applications. Here

we intend to simulate real time applications and choose a small packet size of K = 10
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to demonstrate the potential of applying AMC in WLAN-based systems with adaptive

modulation.

Table A.3: Possible transmission modes and the corresponding parameters [87]

rD in Mbps Modulation Code rate
Coded bits Max. number of OFDM

per OFDM symbol symbol per packet

6 BPSK 1/2 48 1366

9 BPSK 3/4 48 910

12 4-QAM 1/2 96 683

18 4-QAM 3/4 96 455

24 16-QAM 1/2 192 341

36 16-QAM 3/4 192 227

48 64-QAM 1/2 288 170

54 64-QAM 3/4 288 151
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Appendix B

State-independent Huffman coding

The table is divided into two parts. The first part is given in Table B.1.

Table B.1: Group size Ng = 2, symbol pairs (bi1 , bi2), symbol probabilities Pbi1 ,bi2
, code word

length WH,i1,i2
and average code word length W̄H,2

perfect CE 20 dB 0 dB

(bi1 , bi2) Pbi1 ,bi2
WH,i1,i2

Pbi1 ,bi2
WH,i1,i2

Pbi1 ,bi2
WH,i1,i2

(0, 0) 0.0068 7 0.0067 6 0.0050 7

(0, 1) 0.0048 7 0.0049 7 0.0041 8

(0, 2) 0.0138 6 0.0137 6 0.0147 6

(0, 4) 0.0020 9 0.0021 8 0.0047 7

(0, 6) 4e-5 13 4e-5 12 0.0001 11

(1, 0) 0.0048 7 0.0048 7 0.0040 8

(1, 1) 0.0051 7 0.0051 7 0.0042 7

(1, 2) 0.0130 6 0.0131 6 0.0122 6

(1, 4) 0.0032 8 0.0032 8 0.0054 7

(1, 6) 0.0001 12 6e-5 12 0.0002 11

(2, 0) 0.0139 5 0.0141 6 0.0146 6

(2, 1) 0.0127 6 0.0129 6 0.0125 6

On the next page, the second part is given in Table B.2.
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Table B.2: Group size Ng = 2, symbol pairs (bi1 , bi2), symbol probabilities Pbi1 ,bi2
, code word

length WH,i1,i2
and average code word length W̄H,2

perfect CE 20 dB 0 dB

(2, 2) 0.0957 3 0.0949 3 0.0851 3

(2, 4) 0.0626 4 0.0626 4 0.0719 4

(2, 6) 0.0008 11 0.0009 9 0.0028 9

(4, 0) 0.0021 8 0.0021 8 0.0043 7

(4, 1) 0.0031 8 0.0032 7 0.0056 7

(4, 2) 0.0624 4 0.0627 4 0.0716 4

(4, 4) 0.3544 2 0.3538 2 0.3215 2

(4, 6) 0.0590 4 0.0592 4 0.0712 4

(6, 0) 2e-5 14 3e-5 12 0.0001 11

(6, 1) 4e-5 14 4e-5 12 0.0001 11

(6, 2) 0.0009 10 0.0009 10 0.0028 8

(6, 4) 0.0590 4 0.0588 4 0.0714 4

(6, 6) 0.2197 2 0.2199 2 0.2089 2

W̄H,2 2.9695 2.9738 3.1134



114

Appendix C

State-dependent Huffman coding

C.1 Time-domain correlation

Table C.1: P
Z

(ng)

ks
|Z(ng)

ks−1

, WSDH,1 given in bold and W̄SDH,1 in bits per symbol for Ng = 1 and

perfect channel estimation
P

P
P
P

P
P
P
P

P
P
P

Z
(ng)
ks−1

Z
(ng)
ks 0 1 2 4 6

0
0.8976 0.092 0.0103 0 0

1 2 2 0 0

1
0.0976 0.7516 0.150 0 0

2 1 2 0 0

2
0.0015 0.0224 0.9417 0.0342 0

3 3 1 2 0

4
0 0 0.0134 0.9724 0.0141
0 0 2 1 2

6
0 0 0 0.0235 0.9764
0 0 0 1 1

W̄SDH,1 = 1.0377
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Table C.2: P
Z

(ng)

ks
|Z(ng)

ks−1

, WSDH,1 given in bold and W̄SDH,1 in bits per symbol for Ng = 1 and

SNR = 0 dB
P
P
P

P
P
P
P

P
P
P
P

Z
(ng)
ks−1

Z
(ng)
ks 0 1 2 4 6

0
0.1495 0.1192 0.4872 0.2326 0.0113

3 4 1 2 4

1
0.1284 0.1094 0.4678 0.2813 0.0128

3 4 1 2 4

2
0.0740 0.0674 0.4179 0.4148 0.0257

3 4 1 2 4

4
0.0136 0.0154 0.1629 0.6325 0.1754

4 4 3 1 2

6
0.0008 0.0011 0.0176 0.2952 0.6851

4 4 3 2 1

W̄SDH,1 = 1.5825

C.2 Frequency-domain correlation

Table C.3: PZnf
|Znf−1

, WFSDH,1 given in bold and W̄FSDH,1 in bits per symbol for Ng = 1 and

perfect channel estimation
❍
❍

❍
❍
❍
❍

❍❍
Znf−1

Znf 0 1 2 4 6

0
0.2538 0.1641 0.5037 0.0768 0.0014

2 3 1 4 4

1
0.1869 0.2019 0.4871 0.1229 0.0009

3 2 1 4 4

2
0.0749 0.0680 0.5152 0.3370 0.0047

3 4 1 2 4

4
0.0040 0.0062 0.1296 0.7365 0.1235

4 4 2 1 3

6
6e-5 0.0001 0.0030 0.2128 0.7838
4 6 3 2 1

W̄FSDH,1 = 1.4354
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Table C.4: PZnf
|Znf−1

, WFSDH,1 given in bold and W̄FSDH,1 in bits per symbol for Ng = 1 and

SNR = 0 dB
❍
❍

❍
❍
❍
❍

❍❍
Znf−1

Znf 0 1 2 4 6

0
0.1727 0.1459 0.5106 0.1655 0.0051

2 4 1 3 4

1
0.1513 0.1608 0.4622 0.2175 0.0080

4 3 1 2 4

2
0.0785 0.0673 0.4552 0.3864 0.0124

3 4 1 2 4

4
0.0092 0.0122 0.1524 0.6778 0.1481

4 4 2 1 3

6
0.0007 0.0008 0.0119 0.2634 0.7230

4 4 3 2 1

W̄FSDH,1 = 1.5265
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Appendix D

Derivation of 4-points approximation

D.1 Approximation of regular 4 QAM

The 4-point approximation for 4-QAM is derived here. Consider an arbitrary received

symbol r̂k,n (after equalization) with the Cartesian representation (xk,n, yk,n) as depicted

in Figure D.1, where n denotes the subarrier index and k denotes the OFDM symbol

index. The log-likelihood function is given by

Λ1(rk,n|bi = 2) = ln

{
1

4

[
4∑

l=1

exp(−ρ2n|r̂k,n − a3,l|2)
]}

(D.1)

= ln

{
1

4

[
exp

(
−ρ2n

[
(xk,n − x(3,1))2 + (yk,n − y(3,1))2

])
+ ...

exp

(
−ρ2n

[
(xk,n − x(3,2))2 + (yk,n − y(3,2))2

])
+ ...

exp

(
−ρ2n

[
(xk,n − x(3,3))2 + (yk,n − y(3,3))2

])
+ ...

exp

(
−ρ2n

[
(xk,n − x(3,4))2 + (yk,n − y(3,4))2

])}
.

Figure D.1: Principle of 4-point approximation for 4-QAM
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Using the relationship of coordinates shown in Figure D.1, (D.1) is equal to

Λ1(rk,n|bi = 2) = ln

{
1

4

[
exp

(
−ρ2n

[
(xk,n − x(3,1))2 + (yk,n − y(3,1))2

])
+ ... (D.2)

exp

(
−ρ2n

[
(xk,n − x(3,1))2 + (yk,n + y(3,1))2

])
+ ...

exp

(
−ρ2n

[
(xk,n + x(3,1))2 + (yk,n + y(3,1))2

])
+ ...

exp

(
−ρ2n

[
(xk,n + x(3,1))2 + (yk,n − y(3,1))2

])}

= ln

{
exp

(
−ρ2n

(
x2
k,n + y2k,n +

(
x(3,1)

)2
+
(
y(3,1)

)2)) × · · ·

cosh
(
2ρ2nxk,nx

(3,1)
)
cosh

(
2ρ2nyk,ny

(3,1)
)}

= − ρ2n

(
x2
k,n + y2k,n +

(
x(3,1)

)2
+
(
y(3,1)

)2)
+ · · ·

ln(cosh
[
2ρ2nxk,nx

(3,1)
]
) + ln(cosh

[
2ρ2nyk,ny

(3,1)
]
).

Due to ln(cosh(x)) = ln
(

ex+e−x

2

)
≈ |x| − ln(2) for |x| ≫ 1, (D.2) is approximated to

Λ1(rk,n|bi = 2)≈−ρ2n(|r̂k,n|2+|a3,1|2)+2ρ2n

[
|xk,nx

(3,1)|+|yk,ny(3,1)|
]
−2ln(2). (D.3)

D.2 Approximation of rotated 4 QAM

In the thesis, a rotation of 16 QAM by 45◦ is proposed. Here, the principle of the 4-

point approximation is derived for rotated 4 QAM for the purpose of simple illustration.

A transfer to the rotated 16 QAM is achieved by a coordinate transformation as per-

formed in Section 4.2.4. Consider an arbitrary received symbol r̂k,n with the Cartesian

representation (xk,n, yk,n) as depicted in Figure D.2. The log-likelihood function is given

by

Λ̆1(rk,n|bi = 2) = ln

{
1

4

[
4∑

l=1

exp(−ρ2n|r̂k,n − ă3,l|2)
]}

(D.4)

= ln

{
1

4

[
exp

(
−ρ2n

[
(xk,n − x̆(3,1))2 + (yk,n − y̆(3,1))2

])
+ ...

exp

(
−ρ2n

[
(xk,n − x̆(3,2))2 + (yk,n − y̆(3,2))2

])
+ ...

exp

(
−ρ2n

[
(xk,n − x̆(3,3))2 + (yk,n − y̆(3,3))2

])
+ ...

exp

(
−ρ2n

[
(xk,n − x̆(3,4))2 + (yk,n − y̆(3,4))2

])}
,
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where {ă3,l}4l=1 and {(x̆(3,1), y̆(3,1))}4l=1 are rotated signal points and the corresponding

Cartesian coordinates, respectively. Due to the special arrangement of the rotated 4

QAM, it follows

x̆(3,1) = −y̆(3,2) = −x̆(3,3) = y̆(3,4) = |D̆(3)| (D.5)

y̆(3,1) = −x̆(3,2) = −y̆(3,3) = x̆(3,4) = |D̆(3)|.

0

D̆(3)

(xk,n, yk,n)

(x̆(3,4), y̆(3,4))

(x̆(3,1), y̆(3,1))

(x̆(3,2), y̆(3,2))

(x̆(3,3), y̆(3,3))

Figure D.2: Principle of 4-points approximation for rotated 4-QAM

The log-likelihood function is now simplified to

Λ̆1(rk,n|bi = 2) = ln

{
1

4

[
4∑

l=1

exp(−ρ2n|r̂k,n − ă3,l|2)
]}

(D.6)

= ln

{
1

4

[
exp

(
−ρ2n

[
(xk,n − x̆(3,1))2 + y2k,n

])
+ ...

exp

(
−ρ2n

[
x2
k,n + (yk,n + x̆(3,1))2

])
+ ...

exp

(
−ρ2n

[
(xk,n + x̆(3,1))2 + y2k,n

])
+ ...

exp

(
−ρ2n

[
x2
k,n + (yk,n − x̆(3,1))2

])]}

= ln

{
1

4
exp

(
−ρ2n

[
x2
k,n + y2k,n +

(
x̆(3,1)

)2])
[
exp

(
2ρ2nx̆

(3,1)xk,n

)
+ ...

exp
(
−2ρ2nx̆

(3,1)yk,n
)
+ exp

(
−2ρ2nx̆

(3,1)xk,n

)
+ exp

(
2ρ2nx̆

(3,1)yk,n
)]}

,
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where the second factor is given by

˘factor = exp
(
2ρ2nx̆

(3,1)xk,n

)
+ exp

(
−2ρ2nx̆

(3,1)yk,n
)
+ ... (D.7)

exp
(
−2ρ2nx̆

(3,1)xk,n

)
+exp

(
2ρ2nx̆

(3,1)yk,n
)

= exp
(
ρ2nx̆

(3,1) (xk,n + yk,n + xk,n − yk,n)
)
+ exp

(
ρ2nx̆

(3,1) (xk,n − yk,n − xk,n − yk,n)
)
+ ...

exp
(
ρ2nx̆

(3,1) (−xk,n + yk,n − xk,n − yk,n)
)
+ exp

(
ρ2nx̆

(3,1) (xk,n + yk,n − xk,n + yk,n)
)

=
[
exp

(
ρ2nx̆

(3,1) (xk,n + yk,n)
)
+ exp

(
−ρ2nx̆

(3,1) (xk,n + yk,n)
)]

×
[
exp

(
ρ2nx̆

(3,1) (xk,n − yk,n)
)
+ exp

(
−ρ2nx̆

(3,1) (xk,n − yk,n)
)]

= 4cosh
(
ρ2nx̆

(3,1) (xk,n + yk,n)
)
cosh

(
ρ2nx̆

(3,1) (xk,n − yk,n)
)
.

It follows

Λ̆1(rk,n|bi = 2) = ln

{
exp

(
−ρ2n

[
x2
k,n + y2k,n +

(
x̆(3,1)

)2])× (D.8)

cosh
(
ρ2nx̆

(3,1) (xk,n + yk,n)
)
cosh

(
ρ2nx̆

(3,1) (xk,n − yk,n)
)}

.

Due to

ln(cosh(x)) = ln
(

ex+e−x

2

)
≈ |x| − ln(2) for |x| ≫ 1, (D.9)

the 4-point approximation for rotated 4 QAM is expressed by

Λ̆1(rk,n|bi = 2) ≈ −ρ2n

(
x2
k,n + y2k,n +

(
x̆(3,1)

)2)
+ ... (D.10)

ρ2nx̆
(3,1) |xk,n + yk,n| − ln(2) + ρ2nx̆

(3,1) |xk,n − yk,n| − ln(2)

≈ −ρ2n

(
x2
k,n + y2k,n +

(
D̆(3)

)2)
+ ...

ρ2nD̆
(3) |xk,n + yk,n| − ln(2) + ρ2nD̆

(3) |xk,n − yk,n| − ln(2).
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Derivation of approximation deviations

The deviations due to the proposed approximations are provided in the following.

E.1 Deviations due to 4-P approximation

The 4-P approximation takes only these 4 signal points of a modulation level bi into

account, which belong to the subplane defined in Section 4.2.4. If bi ≤ 2, there exists

only one subplane. All signal points belong to this plane. It follows:

∆κ1,4−P(rn|bi) = 0 κ1(rn|bi) = κ1,4−P(rn|bi) for bi ≤ 2 and ρ2n ≫ 1. (E.1)

Consequently, no bias effect occurs, since all signal points are considered. In practice,

however, by using ln(κ1,4−P(rn|bi)) further approximations are possible according to (4.36),

which produce also a bias effect. But this bias effect is negligible for sufficient high system

SNR.

For bi > 2, considering a received symbol rk,n on the n-th subcarrier of the k-th OFDM

symbol, the 4-P approximation causes an algorithm-specific bias effect, which is analyzed

in the following. Similarly to 1-P approximation, the deviation is built

∆κ1,4−P(rn|bi) = κ1(rn|bi)− κ1,4−P(rn|bi) (E.2)

=

(
1

2bi

)K




K−1∏

k=0

2bi∑

l=1

exp
(
−ρ2nD

2
k,n,i,l

)
−

K−1∏

k=0

∑

lk,n∈Lk,n,i

exp
(
−ρ2nD

2
k,n,i,lk,n

)



=

(
1

2bi

)K




2bi∑

l0=1

· · ·
2bi∑

lK−1=1

exp
(
−ρ2nD

2
0,n,i,l0

)
· · · exp

(
−ρ2nD

2
K−1,n,i,lK−1

)

︸ ︷︷ ︸
(2bi)

K
addends

−

∑

l0,n∈L0,n,i

· · ·
∑

lK−1,n∈LK−1,n,i

exp
(
−ρ2nD

2
0,n,i,l0,n

)
· · · exp

(
−ρ2nD

2
K−1,n,i,lK−1,n

)

︸ ︷︷ ︸
4K maximum terms among

(

2bi
)K

addends



.
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According to the reasoning in Section 4.2.4, it holds

∆κ1,4−P(rn|bi) > ∆κ1,4−P(rn|bj) for bi > bj (E.3)

Compared to ∆κ1,1−P(rn|bi) given in (4.46), it follows

∆κ1,4−P(rn|bi) < ∆κ1,1−P(rn|bi) for ∀bi (E.4)

Consequently, the 4-P approximation produces also a bias effect towards lower bi, but

this effect is by far weaker than that of the 1-P approximation.

E.2 Deviations due to Euclidean distance approxima-

tion

Deviations due to the Euclidean distance (ED) approximation are similarly derived as for

the 1-P approximation. Both algorithms retain the maximum exponential term, which

dominates the remaining exponential terms. The only difference is the assignment of the

probability p(ai,lmin,k,n,i
|rk,n, bi). For 1-P approximation, this value is assigned to

p1−P(ai,lmin,k,n,i
|rk,n, bi) =

1

2bi
, (E.5)

which is viewed as a pessimistic probability assignment, while for ED approximation it

follows

pED(ai,lmin,k,n,i
|rk,n, bi) = 1, (E.6)

which is an optimistic probability assignment. The ED approximation is given by

κ1,ED(rn|bi) =
K−1∏

k=0

exp
(
−ρ2nD

2
k,n,i,lmin,k,n,i

)
. (E.7)
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The approximation deviation is given by

∆κ1,ED(rn|bi) = κ1(rn|bi)− κ1,ED(rn|bi) (E.8)

=

(
1

2bi

)K K−1∏

k=0

2bi∑

l=1

exp
(
−ρ2nD

2
k,n,i,l

)
−

K−1∏

k=0

exp
(
−ρ2nD

2
k,n,i,lmin,k,n,i

)

=

(
1

2bi

)K



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l0

· · ·
2bi∑

lK−1

exp
(
−ρ2nD

2
0,n,i,l0

)
· · · exp

(
−ρ2nD

2
K−1,n,i,lK−1

)

︸ ︷︷ ︸
(2bi)

K
addends

−

(
2bi
)K

exp
(
−ρ2nD

2
0,n,i,lmin,0,n,i

)
· · · exp

(
−ρ2nD

2
K−1,n,i,lmin,K−1,n,i

)

︸ ︷︷ ︸
(2bi)

K×maximum term




=

(
1

2bi

)K 2bi∑

l0

· · ·
2bi∑

lK−1


exp

(
−ρ2nD

2
0,n,i,l0

)
· · · exp

(
−ρ2nD

2
K−1,n,i,lK−1

)
−

exp
(
−ρ2nD

2
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· · · exp
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2
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
 .

Due to

exp
(
−ρ2nD

2
k,n,i,lk

)
< exp

(
−ρ2nD

2
k,n,i,lmin,k,n,i

)
for 0 ≤ k ≤ K − 1, (E.9)

it follows

∆κ1,ED(rn|bi) < 0 for ∀bi (E.10)

and

|∆κ1,ED(rn|bi)| > |∆κ1,ED(rn|bi)| for bi > bj, (E.11)

due to

2bi > 2bj for bi > bj. (E.12)

consequently, the Euclidean distance based approximation is biased towards high modula-

tion levels in contrast to the 1-P approximation, although the principle of approximation

is the same. This is caused by different assignments of the prior probability.
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Appendix F

Higher-order moments and cumulants

F.1 Moment-based AMC

Based on (4.105), the theoretical mixed moments of order up to nm = 8 are given in Table

F.1 for considered candidate set {Ai}Ii=1. By creating Table F.1, the following facts are

Table F.1: Theoretical values of mixed moments for the normalized constellations [8]

.
NoTx (i = 1) BPSK (i = 2) 4QAM (i = 3) 16QAM (i = 4) 64QAM (i = 5)

µ2,0 0 1 0 0 0

µ2,1 0 1 1 1 1

µ4,0 0 1 1 -0.68 -0.619

µ4,1 0 1 0 0 0

µ4,2 0 1 1 1.32 1.38

µ6,0 0 1 0 0 0

µ6,1 0 1 1 -1.32 -1.298

µ6,2 0 1 1 0 0

µ6,3 0 1 1 1.96 2.22

µ8,0 0 1 1 2.2 1.91

µ8,1 0 1 0 0 0

µ8,2 0 1 1 -2.48 -2.75

µ8,3 0 1 0 0 0

µ8,4 0 1 1 3.12 3.96

taken into account:

1. For symmetrical constellations µnm,n′
m
= 0 if nm is odd

2. µnm,n′
m
=
(
µnm,(nm−n′

m)

)∗

F.2 Cumulant-based AMC

Based on the relations between cumulants and moments provided in [76], the theoretical

(noise-free and infinitely long observation time) cumulants of order up to nm = 8 are

tabulated in table F.2 for the considered candidate set {Ai}Ii=1.
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Table F.2: Mixed cumulants for normalized constellations [8]

.
NoTx (i = 1) BPSK (i = 2) 4QAM (i = 3) 16QAM (i = 4) 64QAM (i = 5)

κ2,0 0 1 0 0 0

κ2,1 0 1 1 1 1

κ4,0 0 -2 1 -0.68 -0.619

κ4,1 0 -2 0 0 0

κ4,2 0 -2 -1 -0.68 -0.619

κ6,0 0 16 0 0 0

κ6,1 0 16 -4 2.08 1.80

κ6,2 0 16 0 0 0

κ6,3 0 16 4 2.08 1.80

κ8,0 0 -272 -34 -13.98 -11.50

κ8,1 0 -272 0 0 0

κ8,2 0 -272 34 -13.98 -11.50

κ8,3 0 -272 0 0 0

κ8,4 0 -272 -34 -13.98 -11.50
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Appendix G

3-D approximation

Define Γ′ = Γλmargin(0) given in linear scale (not in dB) (usually λmargin(0) is initialized

to 1), so it holds

B̃(0) = N
1

N

N−1∑

n=0

log2

(
1 +

en|Hn|2
N0Γ′

)
. (G.1)

Using Taylor series expansion, we obtain [99]

B̃(0)=N



log2

(
1 +

enµ
2
H

N0Γ′

)
−log2e

N−1∑

l=1

(−1)l+1(
enµ

2
H

N0Γ′ )
l+1

(l + 1)(1 +
enµ

2
H

N0Γ′ )l+1

1

N

N−1∑

i=0

( |Hi|2 − µ2
H

µ2
H

)l



 ,(G.2)

with µ2
H = 1

N

∑N−1
n=0 |Hn|2. Truncating (G.2) after second order (l ≥ 2) gives:

B̃(0) ≈ B̃(2nd)(0) = N



log2

(
1 +

enµ
2
H

N0Γ′

)
− log2e

(
enµ

2
H

N0Γ′ )
2

2(1 +
enµ

2
H

N0Γ′ )2

σ2
H

µ4
H



 , (G.3)

with e the Euler’s constant and σ2
H = 1

N

∑N−1
n=0 (|Hn|2 − µ2

H)
2. So B̃(2nd)(0) is completely

characterized by the mean-squared channel gain µ2
H, which gives the average power gain

of the channel, and the mean-squared channel variance σ2
H, which describes the level of

frequency selectivity. This leads to the approximation of (4.88).
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Appendix H

Further simulation results

In this appendix, some further simulation results are provided:
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PS,4−P 2-D MAP 4-P classifier with N ′
2 = 4

PS,4−P 3-D MAP 4-P classifier with N2 = 1

Figure H.1: The probability of misclassified subcarriers PS based on the boundary condition

Figure H.1 shows that using 3D MAP 4P classifier and the criterion of |ĤD
n |, PS remains

almost unchanged even if N ′
2 is set to N ′

2 = 4. On the other side, using 3D MAP 4P clas-

sifier and the criterion ∆κDM(b
(n)|rn, P r(|ĤD|, B)), certain improvements are registered

in PS. However, the gain here is less remarkable compared to PF as the performance

metric PS is normalized to the total number of subcarriers N . This behaviour shows that

PS is less benefited of the usage of this boundary condition.
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Figure H.2: PT based on different classification algorithms for Nsub = 1 and Nsub = 2
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Appendix I

Signalling versus automatic modulation
classification

I.1 Further results for K = 20

Here the end-to-end PER performance PT of other signalling strategies are provided.

Referred to Table 5.4, for a fixed K the signalling rate rS,i determines the error probability

of the signalling bits and BDS determines the error probability of the data bits (for a fixed

receiver setting and channel model). As BDS is uniquely determined by KS. In fact the

parameter pair (rS,i, KS) determines PT. The 12 signalling strategies in Table 5.4 can be

now reduced to the 7 strategies as shown in Figure I.1.
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Figure I.1: PT comparison between signalling and automatic modulation classification

I.2 Simulation results for K = 10

The highest modulation level used in this system is bi,max = 6. It gives a maximum

number of bits which can be transmitted in an OFDM symbol Nbi,max = 48 ∗ 6 = 288
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bits. Based on (5.2), for K = 10, KDS has to fulfill

KDS = K −KS ≥
[

BDK

Nbi,max

]
=

[
1960

288

]
= 7. (I.1)

It follows

KS ≤ 10− 7 = 3. (I.2)

Referring to the derived look-up Table 5.2, rS,1 can not be used here. Only rS,2, rS,3

and rS,4 are applicable of transmitting the signalling bits. Using these signalling rates,

simulations are conducted to evaluate PT as shown in Figure I.2. The best performance in

terms of PT is achieved by the signalling scheme S3 signalled at the rate rS,3, which shows

approximately 4 dB gain over the fixed modulation scheme (Non AM) at PT = 10−1. Also

using S1 signalled at rS,4, a gain of around 3.5 dB was recorded. This implies the benefit of

adaptive modulation combined with signalling. On the other side, the proposed classfier

3D MAP 4P N2 = 2 LI Rotation outperforms all signalling schemes for at least 2 dB at

PT = 10−1, which confirms again the advantage of automatic modulation classification.
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Figure I.2: PT comparison between signalling and automatic modulation classification for

K = 10
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