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1 Introduction

This chapter briefly introduces the motivation and objectives of this thesis. The outline

and contributions of the thesis are presented at the end of this chapter.

1.1 Motivation

This thesis deals with the development of fault tolerant control (FTC) schemes for wireless

networked control systems (W-NCSs) with an integrated scheduler. The motivation of this

thesis is gained from three points: (1) the promising perspective of W-NCSs in industrial

field; (2) the influence of the scheduler to the control performance of W-NCSs; (3) the

importance of FTC for W-NCSs. These points will be elaborated consecutively.

1.1.1 W-NCSs

With the development of modern large-scale automation systems, a major trend in modern

industrial and commercial systems is to integrate computing, communication and control

into different levels of machine/factory operations and information processes. Compared

with conventional control systems with point-to-point connections, networked control sys-

tems (NCSs) have received a great deal of attention and are broadly adopted in modern

industrial manufacturings and automatic processes. NCSs are control systems wherein

the messages are transmitted through digital communication networks. The use of NCSs

results in low cost, improved usage of resources, simplicity of maintenance and fault diag-

nosis, and above all, the flexibility of reconfiguring different components [1]. Until now,

the applications of NCSs have been found in a broad range of areas such as manufacturing

[2, 3], transportation [4], power systems [5, 6] and remote control [7]. During the past

decades, lots of research activities have been dedicated to the research of NCSs and abun-

dant fruits have been obtained, see the survey papers [8, 9] and the references therein.

The major topics of NCSs are: 1) development of advanced communication technologies,

e.g., network protocols and scheduling; 2) analysis of system control performance with

respect to the technical features of the network, which are expressed in terms of Quality of

Service (QoS) parameters, such as transmission delay, packet loss rate and so on; 3) FTC
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1 Introduction

in NCSs to compensate the effects of faults and ensure the system control performance;

4) Network Security in NCSs against network attacks, etc. It is widely recognized that

the research of NCSs has a very challenging and promising prospect.

Along with a wide application of NCSs, the traditional wired NCSs have exposed their

drawbacks, such as increment of cabling costs, inexpedience of installation and mainte-

nance, etc. Due to the rapid progress of microelectronics, information and communi-

cation technology, wireless network is increasingly showing its advantages, for instance,

lower cabling costs; convenient installation in hazardous environments; faster and simpler

commissioning and reconfiguration [10, 11], etc. Nowadays, there is a trend within indus-

trial networking to implement field-bus protocols using wireless technologies. These NCSs

with wireless communication technologies are called wireless NCSs (W-NCSs), as shown

in Fig.1.1. So far, the studies of W-NCSs mainly focus on the development of advanced

communication technologies, such as power-saving hardwares, energy-efficient protocols

and mobile operating systems. These researches are from the perspective of communica-

tion. However, to the best of the author’s knowledge, the controller design and control

performance analysis of W-NCSs, especially the decentralized W-NCSs, haven’t been fully

investigated, which constitutes one of the three motivations for our current investigation.

Wireless Network

Plant

Controller

Actuators Sensors

Outputs Inputs

Figure 1.1: Structure of W-NCSs

1.1.2 Schedulers integrated in W-NCSs

In the literature, it is revealed that the control performances of W-NCSs not only depend

on the developed control algorithms but also on the QoS parameters. The QoS param-

eters (for instance, time delay or packet loss) are usually supposed to be stochastic or

bounded [12–16], and greatly rely on the parameters and schemes defined in the network
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1.1 Motivation

protocols at the medium access control (MAC) layer. These protocols includes time di-

vision multiple access (TDMA) [17, 18] and carrier sense multiple access with collision

avoidance (CSMA/CA) [19, 20], etc. They determine the manner of multiple nodes ac-

cessing the network simultaneously. For instance, a node under CSMA/CA protocol sends

the message only when the channel is checked and in an idle state. Otherwise, the node

waits for a random period of time (namely back-off factor) and then checks the channel

again. The back-off factor causes delay to the message transmission. Meanwhile, if the

time deadline of the message is reached, the message will be discarded, which leads to

packet loss. Therefore, the control performances of W-NCSs are affected primarily by

network protocols. It is remarkable to notice that the research activities in the control

community are mainly dedicated to the development of the advanced control and fault

diagnosis (FD) schemes with the integrated QoS parameters, while the automatic indus-

try fully concentrates on developing new generation of networks and MAC mechanisms

[21]. In industrial application, the positions of devices will not change frequently, which

provides the networks with static topologies. Moreover, it is required to satisfy the re-

quirements for deterministic transmission behaviors via wireless networks, and ensure the

high real-time ability and reliability of W-NCSs. Hence, TDMA (instead of CSMA/CA)

mechanism is preferred in real-time wireless industrial process control systems.

Plant

Controller

Actuators Sensors

SchedulerOutputs Inputs

Figure 1.2: W-NCSs with an integrated scheduler

In W-NCSs, the MAC protocols, particularly TDMA, can be modeled in form of sched-

ulers. Hence, scheduling of the message transmission orders plays a very important role

in the control performance of W-NCSs, see Fig.1.2. Recently, the co-design problem of

control and scheduling has attracted increasing attention. [22, 23] addressed this problem

for stabilizing a linear time invariant (LTI) system, where only limited sensors and actu-

ators can exchange information with a remote controller via a common communication

3



1 Introduction

network. A predictive control and scheduling co-design approach was proposed in [24] to

deal with the communication constraints for NCSs with network-induced delays, in which

both static and dynamic scheduling algorithms were considered to schedule the transmis-

sions of the signals. The necessary and sufficient conditions for quadratic stabilizability

of linear NCSs by dynamic output feedback and communication protocols have been de-

veloped in [25]. Due to the static topologies of industrial networks, and also considering

the demands for deterministic transmission behaviors, the W-NCSs usually work with a

static scheduler. So far, relatively little attention has been paid to the performance anal-

ysis of decentralized W-NCSs with integrated schedulers. This gives rise to the second

motivation of our research.

1.1.3 FTC for W-NCSs

During the system operation, faults or failures may occur in the actuators, the sensors,

or the system components. To reduce performance degradation and enable the system

to continue operating properly, there has been an enormous amount of research towards

the design and implementation of FTC systems in recent decades. Fig.1.3 [26] illustrates

our FTC architecture with an integration of a fault diagnosis (FD) module, a fault ac-

commodation [27] mechanism in the supervision level, and a reconfigurable controller in

the execution level. FTC methods are developed on the assumption of a successful FD

[28]. The FD module contains a fault estimation (FE) submodule and estimates system

state/output variables as well as fault information [29]. When a fault occurs, the con-

troller is reconfigured with the estimated information to compensate the effects of the

fault and ensure the system control performance [30–32].

controller process

Sensor

faults

Component

faultsActuator

faults

Monitoring

Fault diagnosis
Fault

accommodation

faults   (type, magnitude, cause)

reference

signal control

output

Supervision

level

Execution

level

Controller

parameters

Disturbance

Figure 1.3: Active FTC architecture
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1.1 Motivation

Besides, based on their representation, the faults can be classified into two categories:

additive faults (AFs) and multiplicative faults (MFs). The different effects of systems

with these two kinds of faults are that: the occurrence of MFs will affect the system

stability and is dependent of the system configuration, which is not the case with AFs.

Since these two kinds of faults are very common in industrial processes, development of

FTC strategies for systems with AFs and MFs has become an area of great interest in

both academics and industry.

Recently, the study of advanced FTC strategies for NCSs has drawn increasing atten-

tion and some contributions have been published, see the survey papers [8, 26] and the

references therein. The mainstream among these research activities is to investigate FTC

strategies for NCSs with various faults, such as sensor/actuator faults [33, 34]. Moreover,

in order to simulate a realistic network, several QoS parameters are considered in NC-

Ss, for instance, transmission delay [35], packet loss [34, 36] and limited communication

[37], etc. Besides, the nonlinear models [35, 37, 38] and uncertainties [36] increased the

complexity to NCSs and also intensified the difficulty of achieving a satisfied FTC per-

formance. However, most of these achievements have concentrated on the FTC problem

of NCSs with AFs, few literature can be found on the problem with MFs. In addition,

FTC strategies for decentralized large-scale industrial processes have also been investigat-

ed with the consideration of interconnection (or coupling) among subsystems in [39–44].

When we try to apply the existing FTC methods of NCSs to decentralized W-NCSs, some

other problems also deserve more exploration. For instance,

(1) Multiple sampling rates: In the industrial process control systems, subsystems are

set with multiple sampling rates according to the variation rates and the importance

of the sampled data, which increases the complexity of the W-NCS model;

(2) Structure limitations: The limitation of information sharing among all subsystems

leads to structure limitations on the W-NCS model, hence the solution for structure-

limited model is strongly required;

(3) System states unmeasurable: In many systems, the controllers are designed to be

related with the system states. However, not all the system states are measurable

during the process. In the development of FTC schemes for such systems, the design

of state observer and fault estimator is quite necessary.

Moreover, these proposed methods have only been demonstrated with numerical examples,

which are not sufficient enough to illustrate their applicability in practice. By now, the

design of FTC strategy for W-NCSs in industrial automatic control application is still an

open issue, which becomes the third motivation of this work.
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1 Introduction

1.2 Objectives

Strongly motivated by the aforementioned studies, we are devoted to the development of

FTC schemes for W-NCSs with an integrated scheduler. In the first part, the procedures

of integrating a scheduler into W-NCSs are introduced. The integrated W-NCSs are

modeled as discrete linear time periodic (LTP) systems. Based on this integrated discrete

LTP systems, FTC strategies for W-NCSs with AFs and MFs are developed, respectively.

More specifically, the goals of this thesis are stated as follows:

• Formulating the state-space representation of the W-NCS scheduler;

• Integrating the scheduler into W-NCSs with the consideration of the communication

mechanism, and modeling W-NCSs into discrete LTP systems;

• Developing an FTC scheme for W-NCSs with sensor/actuator AFs;

• Exploring an FTC scheme for W-NCSs with actuator MFs;

• Demonstrating the validity of the proposed FTC approaches on the WiNC (wireless

networked control) platform.

1.3 Outline and contributions

This thesis consists of eight chapters, as depicted in Fig.1.4. Chapter 1 describes the mo-

tivations and objectives of this thesis. Chapter 2 introduces the preliminaries of wireless

network scheduling schemes and FTC technologies. Chapter 3 provides the procedures

of modeling W-NCS schedulers. Chapter 4 presents the model of W-NCSs with an inte-

grated scheduler. Chapter 5 and 6 propose the FTC strategies for W-NCSs with AFs and

MFs, respectively. Chapter 7 demonstrates the experimental results of the proposed FTC

strategies on WiNC platform. Last chapter concludes all the work and gives some future

directions for this study. A brief summary of each chapter and the major contributions

of this thesis are described as follows.

Chapter 1: Introduction

This chapter describes motivations, objectives, outline and contributions of this thesis.

Chapter 2: Overview of wireless network scheduling schemes and FTC tech-

nologies

In Chapter 2, the preliminaries of wireless network scheduling schemes and FTC tech-

nologies are reviewed. We briefly recall three key scheduling issues for industrial wireless
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1.3 Outline and contributions

networks: wireless network protocols, time synchronization algorithms and wireless net-

work scheduling algorithms. Then we focus on the FTC technologies. Two types of faults,

i.e., AFs and MFs are considered. Aiming at different types of faults, the typical FE and

FTC strategies are introduced.

Chapter 3: Modeling of W-NCS schedulers

This chapter presents the procedures of formulating the state-space representation of W-

NCS schedulers. The information scheduler generated by the scheduling algorithms is

transformed into a new matrix, called mathematical scheduler, which contains the key

information in the information scheduler (such as the start and the end slots of each

transmission task, delay or packet loss of all the transmission tasks). The mathematical

scheduler is taken as a dynamic system and its state-space representation is formulated.

It is found that the system matrices of the mathematicalal scheduler are influenced by the

rates of sampling and control in each cycle, as well as the network topology. Therefore,

three cases are considered in this thesis: (1) Once-sampling-once-control with single-hop

network, (2) Once-sampling-once-control with multi-hop network and (3) Multi-sampling-

multi-control with multi-hop network.

Chapter 4: Modeling of W-NCSs

Chapter 4 introduces the structure of fault tolerant W-NCSs, which consist of three

functional layers: Execution layer, Coordination & Supervision layer, Management layer.

The communication mechanism at each functional layer is analyzed firstly. Afterwards,

each subsystem and the whole W-NCSs integrated with the scheduler are modeled as

discrete LTP systems. Finally, the scheduler in the form of discrete LTP systems is also

addressed.

Chapter 5: An FTC scheme for W-NCSs with AFs

In this chapter, we consider the integrated W-NCSs (in form of discrete LTP systems)

with sensor/actuator AFs. The period of discrete LTP systems is divided into T time

instants. Whether faults are considered at each time instant has significant influences

on the development of FE and FTC schemes for LTP systems. The gains (for the state

observer, fault estimator and the controller) have been achieved according to two cases:

faults are considered (1) at all T time instants and (2) at partial time instants. Based on

the state observer and fault estimator, a group of fault tolerant controllers are constructed

for the AFs case, and seek to guarantee that the outputs of LTP systems satisfy a set

of H∞ performance indices. Due to the distribution of W-NCSs and the limitation of

communication bandwidth, the structure-limited problem of the gains are unavoidable.

Improved theorems are presented to achieve feasible solutions for these gains.
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Chapter 6: An FTC scheme for W-NCSs with MFs

This chapter deals with the integrated W-NCSs with actuator MFs, where the faults are

defined according to their physical meanings. A lifting technology is applied to the discrete

LTP systems, firstly. Then an adaptive estimation method is used to the lifted system

to construct an adaptive observer. A nominal controller is designed for the system with

fault-free case. Finally, based on this nominal controller, an FTC strategy is developed

with the information provided by the adaptive observer, and try to compensate the effects

caused by faults and enable the LTP systems continue operating properly.

Chapter 7: Application to WiNC Platform

In this chapter, the proposed FTC schemes are implemented on the WiNC platform.

According to the structure-limited gains, the FTC strategies are realized with shared and

unshared information (i.e., residual signals and state estimates), respectively. The results

indicate that the system achieves better FTC performances with shared information.

Chapter 8: Conclusion and future directions

This chapter provides a conclusion of the achievements in this thesis, and gives some

future recommendations for possible extensions of this work.

8



1.3 Outline and contributions

Chapter 1
Introduction

Chapter 2
Overview of wireless network
scheduling schemes and

FTC technologies

Chapter 3
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FTC scheme

for W-NCSs with AFs

Chapter 6
FTC scheme
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Conclusion and
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Figure 1.4: Organization of chapters
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2 Overview of wireless network

scheduling schemes and FTC

technologies

This chapter reviews the essentials of wireless network scheduling schemes and FTC tech-

nologies. The preliminary knowledge of wireless network protocols, time synchronization

algorithms and scheduling algorithms for TDMA protocol are presented firstly. Afterwards,

we briefly introduce the relative FTC technologies, such as the principle of FTC strategies,

the fault models and existing FE methods. Finally, the corresponding FTC schemes are

discussed for different types of the faults.

2.1 Wireless network scheduling schemes

2.1.1 Wireless network protocols

The most essential demands of industrial wireless networks are to ensure deterministic

data transmission behaviors and meet the real-time performances of automatic systems

[21]. Therefore, collision management and avoidance are fundamental issues for choosing

proper wireless network protocols [45]. There are two kinds of medium access methods

which are typically used in wireless networks: TDMA and CSMA/CA.

TDMA: In a TDMA-based MAC protocol, a transmission channel is arranged to transmit

certain information according to the assigned time slots. N devices are connected with

one public channel. According to a certain order, each device is allocated in turn with

a certain time slot to use the channel. When its slot comes, the device is linked to the

channel and transmit the information. Meanwhile, the connections between other devices

with the channel are all cut off. Until the allocated time slot arrives, the next device will

be activated to the public channel [17];

CSMA/CA: CSMA/CA is a protocol for carrier transmissions in 802.11 [46] networks.

In CSMA/CA, as soon as a node gets a packet that is to be sent, it checks whether the
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2.1 Wireless network scheduling schemes

channel is idle (no node is transmitting on the channel). If yes, the packet will be sent

out. Otherwise, the node waits for a random period of time (namely back-off factor), and

then checks the channel again. The back-off factor is counted down by a back-off counter.

When it reaches zero and the channel is idle, the node transmits the packet. When it

reaches zero and the channel is still occupied, the back-off factor will be set with a new

one, and the node waits again [19, 20].

It is obvious that CSMA/CA is a contention-based protocol, which is not the case with

TDMA. TDMA protocol is more power-efficient since nodes in the networks can enter

inactive states until their allocated time slots come. It also eliminates communication

collisions and bounds the delay time via wireless networks. Considering the realistic

complexity and the overhead costs, and also considering the engineering demands for

deterministic transmission behaviors, TDMA mechanism is widely adopted in industrial

process control [21].

Before realizing TDMA protocol on a network, the knowledge of the network topology

and time synchronization of nodes is required. In an industrial process, the positions

of devices do not change frequently, so the network is treated with a static topology.

For a given network topology, the realization of TDMA mechanism on wireless networks

depends mainly on time synchronization of nodes.

2.1.2 Time synchronization algorithms

Time synchronization algorithm [47, 48] is to synchronize the clocks of the nodes in a

network via radio communication. Nodes’ clocks start when they are turned on, which

may not be very accurate. Synchronization algorithms will synchronize the clocks to one

or more reference nodes, which offers a relatively precise reference time. If real time is

required, these nodes might be equipped with a global positioning system (GPS) module,

which provides Greenwich mean time (GMT).

Time synchronization is very important if any application needs the nodes to execute a

certain task at a certain time, or if some external events need to be logged together with

the time when they happened. If synchronization is accurate enough, some applications

might even use the time stamp of some events.

The most important performance metrics of synchronization algorithms are precision,

energy efficiency, memory requirement and robustness [49, 50], etc. Until now, many

activities have contributed to the research of time synchronization schemes, and lots of

synchronization algorithms have been developed [51–54], for instance, reference broadcast

synchronization (RBS) [55–57], timing-sync protocol for sensor networks (TPSN) [50, 58–

60], hierarchy reference time synchronization (HRTS) [61–63], delay measurement time
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2 Overview of wireless network scheduling schemes and FTC technologies

synchronization (DMTS) [62, 64, 65], flooding time synchronization protocol (FTSP) [66–

68], etc. Generally, all the developed algorithms can be classified into two main types:

sender-receiver and receiver-receiver algorithms [49]. The most representatives for these

two types are RBS and TPSN, respectively. For a detailed comparison of the existing

synchronization algorithms, please refer to [49].

After the clocks are all synchronized to the reference nodes, the nodes can be further

managed globally according to a prescribed transmission order, i.e., the scheduler.

2.1.3 Wireless network scheduling algorithms

In wireless networks, the problem of allocating transmission rights to the nodes over the

network with the consideration of channel qualities is known as the scheduling problem.

It arises in wireless environments because of three major reasons [69]: (1) spatial share

of communication resources, (2) transmission conflict and interfere, (3) impairment of

information transmissions, etc. Therefore, scheduling is very necessary in wireless envi-

ronments for solving this problem.

TDMA is a schedule-based MAC protocol, which has attracted a wide range of attention

in researches and applications [70]. TDMA provides collision-free transmissions among

nodes since a set of time slots are preallocated. Thus, TDMA can adapt well to various

network densities and offered loads. An efficient TDMA scheduler can save energy by

allowing nodes to turn on the antenna only during their allocated time slots, without

wasting energy by idle listening and overhearing. Furthermore, as TDMA does not require

any message exchanges for building and disconnecting the communication links, e.g.,

request to send / clear to send (RTS/CTS), it limits overhead in communication. Finally

it is noted that since wireless network in industry process is relatively stationary, the

impact of dynamic environments on TDMA MAC schemes can be lessened. Thus, the

deployment cost can be cushioned during the entire life-time of industrial networks [71].

The main criteria used to evaluate wireless scheduling algorithms for their application

to wireless networks are efficiency, applicability, QoS support capability and fairness, etc

[71, 72]. Until now, a wide range of scheduling algorithms for wireless TDMA protocol

have been developed, for instance, energy efficient wakeup scheduling (EEWS) [73, 74],

minimum delay scheduling (MDS) [75, 76], distributed aggregation scheduling (DAS) [77],

traffic-adaptive MAC protocol (TRAMA) [78, 79], data MAC protocol (DMAC) [80],

distributed coloring algorithm [81–83]. A comparison of the scheduling algorithms has

been stated in [84]. It is remarkable in [84] that although there are various TDMA based

MAC layer protocols proposed for wireless networks, there is no protocol accepted as a

standard. One of the reasons for this is that the MAC protocol choice will, in general, be
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application dependent, which means that there is no standard MAC protocol for wireless

networks. Another reason is the lack of standardization at lower layers (physical layer)

and the (physical) wireless hardware. Based on these achieved scheduling algorithms, in

this thesis, we suppose the scheduler of W-NCSs has already been scheduled and is ready

to be integrated into W-NCSs.

2.2 FTC technologies

2.2.1 Principle of FTC strategies

A process control or automation system concentrates on providing a quasi-optimal solu-

tion to obtain the best possible quality of the final product and consequently an increase in

profits. The automatic control theory has been widely developed and applied to industrial

processes. The object of the process control is to ensure the stability of the closed-loop

systems and yield a predefined control performance in the case where all system com-

ponents operate safely. However, the more the processes are automated, the more they

are subject to the occurrence of faults. Consequently, a conventional feedback control

method may give rise to an unsatisfactory control performance in the presence of mal-

functions on sensors, actuators, or other components of the systems. This may even lead

the systems to instability. In highly automated industrial systems where maintenance or

repair cannot always be achieved immediately, it is efficient to design control methods

of ensuring nominal control performance by taking the occurrence of faults into account.

This control is referred to as FTC [28] which has become of paramount importance in the

last few decades and much efforts have been made in this field, such as in nuclear and

avionics industries [85, 86], chemical plants [87], Electrical machines [88, 89], etc.

The classification of FTC techniques is illustrated by the system control performances

versus the severity of the failure [28], see Fig.2.1. For a priori known fault, a controller

with fixed parameters could be set up with the objective of controlling the nominal system

as well as the system affected by these known faults, which is known as passive methods.

This strategy can be achieved by using the theories of robust control [90]. Since the

controller must be insensitive to the occurrence of specific faults, these techniques are

also known as reliable control techniques.

However, it is obvious that passive methods are very restrictive because of the lack of a

priori knowledge of all the expected faults and their effects on the plant. Active approaches

are preferable to identify the information of the faults and accommodate the controller so

as to compensate the effects caused by faults to the system. These methods concern on

adjusting the controllers on-line according to the identified fault magnitude and type, to
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2 Overview of wireless network scheduling schemes and FTC technologies

maintain the FTC performance of the system. If it remains possible to preserve the FTC

performance of the faulty system close to the nominal one, it’s in the reconfiguration

stage, see Fig.2.1 [28]. In another word, active methods concentrate on reconfiguring

the controllers. When it comes to more critical failures (such as a complete loss of an

actuator), it’s very difficult to maintain the nominal control performance anymore, the

current FTC performance are reduced. In such cases, a restructuring strategy of modifying

the system structure or the control objectives is used. Following this step, the system is

led to a degraded operating mode. Moreover, for a certain type of failure, it is impossible

to keep the system operating even in a degraded mode. In this case, the proper operation

is to shut down the system safely. A general active FTC scheme is shown in Fig.2.2.
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Figure 2.1: FTC strategies

In the literature, the design of FTC scheme is based on an assumption of successful FD

strategies. Generally speaking, FD contains three steps: fault detection, fault isolation

and fault estimation [91].

• Fault detection is to decide whether or not a fault has occurred. This step determines

the time at which the system is subject to some fault;

• Fault isolation is to find in which component a fault has occurred. This step deter-

mines the location of the fault;
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Figure 2.2: Active FTC scheme

• Fault estimation is to identify the fault and estimate its magnitude. This step

determines the kind of fault and its severity.

The FD module, especially the FE submodule, offers the estimated information about

faults. This information could be used as redundant information generated from the FD

module and adopted for fault compensation in the reconfiguration step. In the restruc-

turing step, the information from the FD module will be a significant reference to the

decision making of the subsequent operations.

2.2.2 Fault models

In real application, where a digital process is used (micro-controller, programmable logic

controller, computer, and data acquisition board, etc), the plant with fault-free case can

be expressed in a discrete-time representation

x(k + 1) = A(k)x(k) +B(k)u(k) (2.1)

y(k) = C(k)x(k)

where x ∈ ℜn is the system state vector, u ∈ ℜp is the control input vector, and y ∈ ℜm

is the measurement output vector. A(k), B(k) and C(k) are time-varying matrices with

appropriate dimensions.
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2 Overview of wireless network scheduling schemes and FTC technologies

During the system operation, the occurrence of faults or failures is unavoidable and

is an interruption of system’s ability to perform the required functions under specified

operating conditions. Generally, faults are classified into three categories [92]:

• Sensor faults: these faults have influence directly on the process measurement, e.g.,

sensor drift or offset;

• Actuator faults: these faults cause abnormal changes in the actuator inputs, e.g.,

actuator drifts;

• Component faults: these faults are used to indicate malfunctions within the system

components.

Besides, according to the way of how they affecting the system dynamics, faults are divided

into two classes: AFs and MFs.

Additve faults

For the actuator AFs, it can be expressed by

uf (k) = u(k) + fa(k),

where u(k) and uf (k) represent the normal and faulty actions, and fa(k) is the actuator

fault. In the presence of actuator AFs, the LTI system (2.1) can be addressed as

x(k + 1) = A(k)x(k) +B(k)uf (k) = A(k)x(k) +B(k)u(k) +B(k)fa(k). (2.2)

The effect of AFs on sensors shows up with bias on the measurement output, i.e.,

y(k) = C(k)x(k) + Fs(k)fs(k), (2.3)

where Fs(k) is the coefficient matrix and fs(k) corresponds to the sensor faults.

Typical AFs met in practice are, for instance, an offset in sensors and actuators or a

drift in sensors. The former can be described by a constant, while the latter by a ramp

[92]. Since the controller is often designed to be related with the system state or the

state estimate, it is very important to note that the occurrence of AFs will not affect the

system stability and is independent of the system configuration.

Multiplicative faults

MFs are characterized by their (possible) direct influence on the system stability. Several

kinds of MFs are described in [92]. In this thesis, we consider the following type of

actuator MFs. The effect of this MFs is described as

uf (k) = fθ(k)u(k), (2.4)
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where u(k) and uf (k) represent the normal and faulty actions, fθ(k) is the coefficient of

actuator MFs, with fθ(k) = diag{· · · , θi(k), · · · }, i = 1, · · · , p. The i-th actuator is faulty

if θi(k) ̸= 1. The specific definition of the actuator fault is presented as follows
θi(k) = 1 : Fault-free case

θi(k) ∈ sc : Loss of effectiveness

θi(k) = 0 : Out of order

(2.5)

where s = {0, 1}, sc denotes the complement of set s. In the presence of actuator MFs,

the linearized system (2.1) can be addressed as

x(k + 1) = A(k)x(k) +B(k)uf (k)

= A(k)x(k) +B(k)fθ(k)u(k) (2.6)

yf (k) = C(k)x(k)

Since in a close-loop system, the input is usually a function of the system state or the

state estimate, obviously, fθ(k) plays an important role in the influence of the system

stability.

2.2.3 FE schemes

As is well known, the design of FTC strategy is based on a successful FD technology,

which comprises fault detection, fault isolation and FE. The object of FE is to identify

the faults and estimate their magnitudes by using the available measurements. This step

determines the types of faults and their severity. Compared with fault detection and

fault isolation, the difficulties of developing FE methods would increase a lot, so FE is a

more challenging issue. Furthermore, by using the obtained fault information, an active

controller can be designed to compensate or mitigate the effect of the faults.

We consider the following state-space representation

x(k + 1) = A(k)x(k) +B(k)u(k) + Ed(k)d(k) + Ef (k)f(k)

y(k) = C(k)x(k) + Fd(k)d(k) + Ff (k)f(k) (2.7)

where x ∈ ℜn, u ∈ ℜp and y ∈ ℜm are the system state vector, input vector and output

vector, respectively. d(k) ∈ ℜd denotes the disturbance. f(k) ∈ ℜf is the fault vector

to be estimated. A(k), B(k), C(k), Ed(k), Fd(k) ,Ef (k) and Ff (k) are time-varying

matrices with appropriate dimensions.

To illustrate the state observer structure of (2.7), x̂(k), f̂(k) and ŷ(k) are firstly in-

troduced, which are the estimates of x(k), f(k) and y(k), respectively. Then the state
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observer is described by

x̂(k + 1) = A(k)x̂(k) +B(k)u(k) + Ef (k)̂f(k) + L(k)r(k)

f̂(k + 1) = f̂(k) +G(k)r(k) (2.8)

ŷ(k) = C(k)x̂(k) + Ff (k)̂f(k)

r(k) = y(k)− ŷ(k)

where r(k) is the residual signal. The matrices L(k) and G(k) are the so-called observer

and estimator gains, respectively. There are also other FE method for this type of faults,

such as fast adaptive FE algorithm [29, 93]. By introducing the estimation errors ex(k) =

x(k) − x̂(k), ef (k) = f(k) − f̂(k) and e(k) =
[
e′x(k) e′f (k)

]′
, the error dynamics are

shown as follows

e(k + 1) = (Ao(k)− Lo(k)Co(k))e(k) + (Bo(k)− Lo(k)Do(k))d(k) (2.9)

r(k) = Co(k)e(k) +Do(k)d(k)

where

Ao(k) =

[
A(k) Ef (k)

0 I(k)

]
, Lo(k) =

[
L(k)

G(k)

]
, Bo(k) =

[
Ed(k)

0

]
,

Co(k) =
[
C(k) Ff (k)

]
, Do(k) = Fd(k).

The choice of the observer gain Lo(k) is to keep the eigenvalues of (Ao(k)− Lo(k)Co(k))

in a unit circle, then the estimation errors are asymptotically convergent. By properly

selecting the observer gain, the performance of FE will be improved.

In recent years, FE of dynamic systems have attracted much attention. Although

fruitful results of FE have been obtained, most of the achieved results focus only on AFs,

the research of FE methods for MFs has not acquired enough results as that for AFs. In

the literature, MFs are also considered as time-varying parameters, and the system with

MFs is called parameter varying system [94]. The research activities of FE method for

MFs or time-varying parameters have been ongoing for years and some results have been

obtained. For example, [95] addressed a joint estimation problem of parameter and state

in the presence of perturbation on observer gain of nonlinear continuous-time systems. [96]

proposed an adaptive method of joint state-parameter estimation in linear time-varying

(LTV) multiple input multiple output (MIMO) systems. Upon this, several extended

contributions of FE or FD schemes for continuous- and discrete-time systems from this

group have been published [97? , 98]. In the practical projects, the newest control

commands are executed on the plant at discrete-time instants, therefore, the FE methods

for discrete-time systems have a wider range of application than that for continuous-time
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systems. A weight estimation method for discrete-time Neural Net systems is presented

in [99]. Recently, some results of FD schemes based on [99] for systems with AFs and MFs

have been developed by this group [100–102], where the Frobenius norm has been widely

used to obtain boundary values. Nonetheless, the existence of convergence conditions isn’t

so convincing when the disturbance exists in the system. An adaptive observer for FD in

nonlinear discrete-time systems was proposed in [103], in which an adaptive update law for

the parameter estimate has also been proposed. Unfortunately, the assumption, that the

whole states are measurable, severely restricts the extensive application of this method.

Besides, [98] proposed an efficient adaptive observer for discrete-time LTV system with

zero mean noises. So far, the development of FE scheme for discrete-time systems with

MFs is still an attractive issue.

In practice, the newest control commands are implemented on the plant digitally. Hence

the FE methods for discrete-time systems are more meaningful, due to the strong engi-

neering background, for instance, the typical NCSs [9, 26, 104]. Nevertheless, research

activities on FD of discrete-time systems have been ongoing for decades, most of the

achievements relay on the first two steps of FD technology, only a few attention has been

paid in the researches of FE schemes for discrete-time systems. In [105], an FE approach

for linear multi-input-multi-output (MIMO) stochastic discrete-time systems was studied,

but the on-line fault estimate at time k needed the output vector at time k + 1. Due to

the introduction of an estimation delay, this method may not be suitable for real-time

practical situation. A learning approximation approach was proposed in [106, 107], which

assumed the faults belonging to a special structure and didn’t take the requirement of FE

performance into account. [98] presented an efficient adaptive observer for discrete-time

LTV system with zero mean noises. Besides, the existing methods are mostly demon-

strated by numerical examples or simulation results, few literature has presented the

application results on practical systems. Therefore, how to reduce the aforementioned

constraints in the development of FE method is still a very interesting and promising

topic.

2.2.4 FTC strategies

In the literature, FTC strategies are developed with an assumption of a successful FD,

which offers the information about the faults, such as the type and the magnitude of

the fault. Under certain conditions, there is f(k) = lim
k→∞

f̂(k) [94, 108], where f̂(k) is

the fault estimate of fault f(k). Once a fault occurs, the FTC strategy is to modify the

nominal control law to compensate the effects of the faults and reduce the performance

degradation. In the following, some typical FTC strategies for systems with AFs and
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MFs are presented, respectively.

An FTC strategy for AFs

When the actuator AFs occur as in (2.2), the actuator fault estimate f̂a(k) will be applied

to accommodate the actuator fault fa(k). The FTC law is to be designed as uFTC(k) =

unom(k)−f̂a(k), where unom(k) and uFTC(k) are the nominal and fault tolerant controllers,

respectively. Substituting this FTC law into the process (2.2), there is

x(k + 1) = A(k)x(k) +B(k)uFTC(k) +B(k)fa(k)

= A(k)x(k) +B(k)unom(k) +B(k)(fa(k)− f̂a(k)), (2.10)

In the case with a perfect FE [108], i.e., lim
k→∞

f̂a(k) = fa(k), the system will be tolerant to

the actuator AFs.

When the sensor AFs happen as in (2.3), the FTC strategy for the output is designed

as

yFTC(k) = y(k)− Fsf̂s(k),

where f̂s(k) is the fault estimate of the sensor fault fs(k), y(k) is the measurement output,

yFTC(k) is the output handled by the FTC strategy.

An FTC strategy for MFs

When it comes to deal with the actuator MFs as stated in (2.6), a significantly valuable

method has been proposed in [94]. The FTC law for the i-th actuator is designed as

if θ̂i(k) ̸= 0 then uiFTC(k) = θ̂−1
i (k)uinom(k),

if θ̂i(k) = 0 then uiFTC(k) = 0, i = 1, · · · , p

where θ̂i(k) is the parameter estimate of θi(k) and u
i
FTC(k) is the practical actuator signal

accommodated by the FTC strategy. If θ̂i(k) ̸= 0, we define f−1

θ̂
(k) = diag{· · · , θ̂−1

i , · · · },
i = 1, · · · , p. The FTC strategy for actuators with MFs is designed as

uFTC(k) = f−1

θ̂
(k)unom(k),

where unom(k) and uFTC(k) are the nominal and fault tolerant controllers, respectively.

Substituting this control law into (2.6), there is

x(k + 1) = A(k)x(k) +B(k)fθ(k)uFTC(k)

= A(k)x(k) +B(k)fθ(k)f
−1

θ̂
(k)unom(k)

= A(k)x(k) +B(k)


. . .

θi(k)θ̂
−1
i (k)

. . .

unom(k). (2.11)

20



2.3 FTC schemes for LTP systems

With a commendable parameter estimation method, there is θ̂i(k) = θi(k), so

θi(k)θ̂
−1
i (k) = 1 and fθ(k)f

−1

θ̂
(k) = I. Therefore, the system is tolerant to the actua-

tor MFs.

2.3 FTC schemes for LTP systems

With the increasing complexity of industrial processes, the requirements of the sampling

rates of components or subsystems may vary due to the different functionalities or loca-

tions. By employing the multirate sampling and control, the system is formulated into

periodic systems, where the processing efficiency will be greatly increased. Although LTP

systems have been encountered in many different industrial automotive fields, e.g., power

supply [109], electronics [110]. Only a few results about LTP systems can be found in the

literature [111, 112], the research on LTP systems deserves more attentions.

The discrete LTP systems with the consideration of disturbances are formulated by the

following state-space representation

x(k + 1) = A(k)x(k) +B(k)u(k) + Ed(k)d(k)

y(k) = C(k)x(k) + Fd(k)d(k) (2.12)

where x ∈ ℜn(k), u ∈ ℜp(k) and y ∈ ℜm(k) are the system state vector, control input vector

and measurement output vector with time-varying dimensions, respectively. d(k) ∈ ℜd(k)

denotes the disturbance. A(k), B(k), C(k), Ed(k) and Fd(k) are real periodic matrices

with appropriate dimensions, which satisfy

A(k) = A(k + µ), B(k) = B(k + µ), C(k) = C(k + µ),

Ed(k) = Ed(k + µ), Fd(k) = Fd(k + µ),

where µ is a positive constant integer, which denotes the system time period.

To clearly distinguish the system period from the fragments within the period, model

(2.12) can be further formulated [21] into

x(k, j + 1) = A(j)x(k, j) +B(j)u(k, j) + Ed(j)d(k, j) (2.13)

y(k, j) = C(j)x(k, j) + Fd(j)d(k, j), j = 1, · · · , µ

where (k, j) denotes the j-th time segment in k-th system period Tp. The state observer

for (2.13) is constructed as

x̂(k, j + 1) = A(j)x̂(k, j) +B(j)u(k, j) + L(j)r(k, j)

ŷ(k, j) = C(j)x̂(k, j), j = 1, · · · , µ (2.14)

r(k, j) = y(k, j)− ŷ(k, j) (2.15)
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where x̂(k, j) and ŷ(k, j) are the estimates of x(k, j) and y(k, j), respectively. r(k, j) is

the residual signal. L(j) is the periodic observer gain.

We define the estimation error e(k, j) = x(k, j)− x̂(k, j), then the error dynamics is

e(k, j + 1) = (A(j)− L(j)C(j))e(k, j) + (Ed(j)− L(j)Fd(j))d(k, j) (2.16)

r(k, j) = C(j)e(k, j) + Fd(j)d(k, j)

The key issue of observer construction is to find the observer gain L(j), which keeps the

eigenvalues of (A(j)−L(j)C(j)) in a unit cycle and the convergence of the error dynamics

system.

For a large-scale complex system, discrete LTP system model could distinctly express

the behaviors of multirate sampling in the subsystems. Due to the distribution character

of the subsystems and the limitation of the communication bandwidth in the large-scale

complex system, it leads to the structure limitations in the observer gain L(j). When a

fault occurs, it also requires a distributed FTC strategy, i.e., a structure-limited control

law. Since the W-NCSs can be formulated as an integration of a scheduler and discrete

LTP systems [21], where the scheduler plays a significant role in the development of FTC

scheme for the discrete LTP systems, the design of FTC strategy for W-NCSs with an

integrated scheduler will be the major research object in this thesis.

2.4 Summary

In this chapter, we briefly recall the wireless network scheduling schemes, including the

wireless network protocols, time synchronization and scheduling algorithms (especially

for TDMA mechanism). Time synchronization plays an important role in the realization

of TDMA mechanism on wireless network for a given network topology. The principles

of scheduling algorithms of wireless TDMA protocol are simply presented. The faults

during the process can be classified as AFs and MFs. According to the types of faults, the

corresponding FE and FTC strategies are broadly discussed. Based on these preliminary

knowledge, the design of FTC strategies for W-NCSs with an integrated scheduler will be

the major research object in the following chapters.
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3 Modeling of W-NCS schedulers

This chapter introduces the procedures of reformulation from the information scheduler to

a mathematical scheduler matrix with the consideration of QoS parameters, such as time

delay and packet loss. In view of control theory, the mathematical scheduler matrix is

restructured into a state-space representation in three cases.

3.1 Basic method of scheduler reformulation

The task of network scheduling for W-NCSs is to assign a transmission order (i.e., certain

time slots) to all transmission entities (such as sensors, controllers and actuators) over the

network based on a scheduling algorithm [113]. Following the scheduler, all the informa-

tion generated by the transmission entities will be sent out onto the network at a scheduled

starting time and arrive their destinations at a scheduled arriving time. According to the

operation mechanism of W-NCSs, these information may include the sampled data from

sensors to controller, the control commands from controller to actuators, synchronization

and configuration messages, etc. Actually, in order to fulfill the requirement for determin-

istic transmission behaviors, as well as the high real-time ability and reliability, TDMA

communication mode is widely adopted in industrial automatic control systems [21].

Since a great deal of research activities have been contributed to the study of scheduling

design and quite rich outcomes have been achieved by now, see the survey papers [8, 9, 114]

and the references therein, we are not going to reduplicate the procedure of this work.

It is remarkable that the scheduler generated from the scheduling algorithms is called

information scheduler and the design of information schedulers is usually limited in a

fixed duration of time T , which is also considered as the period of the scheduler. The

communication will continue strictly following this scheduler periodically. It is supposed

that, the information scheduler used here has been scheduled off-line and is a static

known scheduler, which is also identical to the requirement for deterministic transmission

behaviors over wireless networks. The information scheduler is expressed as a Boolean

matrix S ∈ ℜs1×s2 (s1, s2 ∈ Z+). s1 refers to the number of time slots for completing all

the transmissions, s2 is the number of transmission data. Normally, the duration for one

hop in TDMA mode is considered as one Thop. Sji denotes the item of S at the j-th row
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3 Modeling of W-NCS schedulers

and the i-th column. Sji = 1 means that the i-th datum has been scheduled one hop at

the j-th Thop. while, Sji = 0 means that no mission has been scheduled at this Thop.

Our subsequent study is based on a fault tolerant W-NCSs integrated with the sched-

uler. However, the information schedulers cannot be adopted directly. Some transforma-

tions of the information scheduler are required in advance.

In an industrial NCS, the time for generating a datum is usually in a fixed slot (ac-

cording to the cycle of sampling and control). Due to the limited network communication

resources, the new generated datum needs to wait for some slots before getting its per-

mission to access the network. Sometimes, it has to wait on the network during its way

to the destination. In order to describe the required time for the whole transmission of

the i-th datum in the information schedule S, we define hwi and hti, i = 1, · · · , s2 as the

numbers of required waiting and transmission hops for the i-th datum from its generation

to the arrival of its destination, respectively. So the required time ti for the i-th datum

to complete the transmission can be achieved by ti = (hwi + hti) × Thop. The scheduler

period T is divided as T = rTslot, where r is a positive integer, Tslot is a unit of time

slices. According to a control strategy, the controller will determine whether to handle

the received data or not at the current Tslot. In the practical industrial processes, the

handling interval is always bigger than one hop, so there exists Thop ≤ Tslot ≤ T . In order

to decide the effect of delay caused by the information scheduler, the delay decision logic

is defined as follows

τi = ⌈ti/Tslot⌉, (ti > 0) (3.1)

Notation ⌈•⌉ gets the nearest integers of • towards positive infinity. It is remarkable that

if the datum arrives its destination before the handling, i.e., 0 < ti < Tslot, no delay will

be considered. In this case we take τi as ‘1’, for the convenience of our further study.

Define delay coefficient matrix De = diag{· · · , τi, · · · } (i = 1, · · · , s2) and packet loss

coefficient matrix Pl = diag{· · · , Pl,i, · · · } (i = 1, · · · , s2), where if packet loss happens,

then Pl,i = 0, otherwise Pl,i = 1. So the scheduler-induced effect η ∈ ℜs2×s2 is expressed

as

η = Pl ×De. (3.2)

Remark 3.1. Here we have only considered time delay and packet loss. The other network

induced effects, e.g., bit error, can also be defined as relevant coefficient matrices.

It is obvious that η is a diagonal matrix. We denote ηi as the i-th item at the diagonal

of η. With some logical conversion, the information scheduler will be expressed in a new

matrix with the key information contained in η. This new matrix is named with the

mathematical scheduler Sm. The steps of logical conversion are described as follows:
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3.1 Basic method of scheduler reformulation

Step 1: Define a zero matrix Or×s2 . It is supposed that the i-th datum is generated

at the gi-th Tslot. According to ηi, set ‘1’ to the item at the (ηi + gi − 1)-th row and

i-th column.

Step 2: compressing the Boolean matrix by deleting the full-zero rows. Sm denotes

the finally compressed matrix.

Therefore, after transmitting following the information scheduler S, a group of data

{Di}, i = 1, · · · , s2 will be in a new order and can be described as
...

Dj

...

 = Sm


...

Di

...

 , i = 1, · · · , s2 (3.3)

In the case with packet loss, the row of Sm is less than s2, so does j. For the ease of

reference, an example is given here.

Example 3.1. See Fig.3.1, four data Di, i = 1, · · · , 4 (generated by the local nodes at

the same time) are going to be transmitted to a central node. It is assumed that, each

node works at a half-duplex mode, which means each node can only transmit or receive

one datum at each hop. Due to these limitations, the information scheduler is designed

as in S. It is noted that 5 Thops are required to finish the transmissions for four data.

1

2 3

4 Central node

Repeater

Local node

Figure 3.1: A scheduler for four data

S =


1 1 0 0

0 0 0 1

0 1 0 0

0 0 1 0

0 0 1 0

 , De =


1

3

5

2

 .
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3 Modeling of W-NCS schedulers

From S we obtain the delay coefficient matrix De. No packet loss happens, Pl = I4×4. So

η = De. Following the steps of logical conversion, we have
1 0 0 0

0 0 0 1

0 1 0 0

0 0 0 0

0 0 1 0

⇒ Sm =


1 0 0 0

0 0 0 1

0 1 0 0

0 0 1 0

 .

Therefore, there is 
D1

D4

D2

D3

 = Sm


D1

D2

D3

D4

 .

3.2 State-space representation of W-NCS schedulers

In the literature, the information scheduler has been expressed in terms of two modes:

(1) Matrix: with items ‘0’ and ‘1’ [24, 25], where ‘1’ means some node has the right

to access the communication medium at the corresponding slot, while ‘0’ means no

right to access at the current slot;

(2) State-space representation: The scheduler is considered as an LTI system [115] and

the QoS parameters are reflected on the system matrices [116].

Although, the cores of these two forms are interconnected, the scheduler in the second

mode is taken as a dynamic system, where the dynamics characters of network can be

expressed better. Hence, the scheduler in the pattern of state-space representation is

preferable to that in a matrix form during our study. However, details are lacked in the

literature about how to obtain the state-space representation of the scheduler, which is

very necessary for the process of integrating the scheduler into W-NCSs, so we’re inspired

to supplement this part of work.

We concentrate on the industrial control processes with wireless networks. The wireless

network is demonstrated in the form of a scheduler. Fig.3.2 shows the basic structure of

a feedback control system with an information scheduler, in which P , Sc and K denote

the plant, the scheduler and the controller, respectively. The sampled data y (containing

the information of the plant) are periodically sent to the controller via a wireless network.

ys is the output of the scheduler with input y. On the basis of the received data, a new
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P

Sc

K

Figure 3.2: System structure with a scheduler

control command u will be produced by the controller and sent back to the plant through

the wireless network. The plant is also controlled by the feedback control commands

periodically. us is the output of the scheduler corresponding to the input u. The period

of the whole feedback control system is set as T . There are two issues should be concerned

in the design of information schedulers for one period T : one is the network topology,

such as one-hop network, multi-hop network, etc; the other one is the communication

requirement. there may be once or multiple samplings in one period. Meanwhile, once or

multiple commands will be calculated and executed on the plant according to the system

demands. Following the basic method of scheduler reformulation in the last subsection, a

corresponding mathematical scheduler Sm is produced. Since the control command will

always be calculated based on the received data and sent out after the calculation, from

Fig.3.2, there is [
ys

us

]
= Sm

[
y

u

]
. (3.4)

In view of control theory, we are going to construct the state-space representation of the

scheduler with the help of the mathematical scheduler Sm from the following three cases:

(1) once-sampling-once-control with single-hop network; (2) once-sampling-once-control

with multi-hop network; (3) multi-sampling-multi-control with multi-hop network.

3.2.1 Once-sampling-once-control with single-hop network

In a single-hop wireless network, all local nodes surround the central node in one hop

distance, see (a) in Fig.3.3, where only one transmission (sending or receiving) in one

hop Thop is allowed. In the case with once control in a period T , we have Tslot = T .

For an once-sampling-once-control system, each local node only samples once and only

one control command will be generated by the central node in each period T . After syn-

chronization, all the local nodes sample their data at the k-th T . In this case, all the
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(a) Single-hop ( ) -b Multi hop

Centrol node

Repeater

Local node

Figure 3.3: Network topologies

local nodes transmit their data to the central node one by one. Suppose n sampled data

{y1(k), y2(k), · · · , yn(k)} are scheduled to be transmitted to the central node. Obviously,

the information scheduler Sy = In. Following the basic method of scheduler reformu-

lation, the mathematical scheduler for the sampled data Sy
m = In. With the sampled

data, a control command u(k) will be generated and broadcast to the local nodes, so the

information scheduler Su = 1 and the mathematical scheduler for the control command

Su
m = 1. Therefore, we have

Sm =

[
Sy
m

Su
m

]
= In+1.

Define y(k), ai ∈ ℜn×1, i = 1, · · · , n and b as follows

y(k) =


y1(k)

y2(k)
...

yn(k)

 , a1 =


1

0
...

0

, a2 =


0

1
...

0

, · · · , an =


0
...

0

1

, b = 1. (3.5)

From equation (3.4), we have

ys(k) =


1

1
. . .

1

0


[
y(k)

u(k)

]

= a1y1(k) + a2y2(k) + · · ·+ anyn(k), (3.6)

us(k) =
[
0 1

] [ y(k)

u(k)

]
= bu(k). (3.7)
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Set ψs(k) =
[
y′1(k − 1) · · · y′n(k − 1) u′(k − 1)

]′
. The state equation for (3.4) in

the case of once-sampling-once-control with single-hop network can be expressed as

ψs(k + 1) = Asψs(k) +By
sy(k) +Bu

su(k)

ys(k) = Cy
sψs(k) +Dy

sy(k) (3.8)

us(k) = Cu
sψs(k) +Du

su(k)

where

As = O(n+1)×(n+1),B
y
s =

[
In×n

O1×n

]
,Bu

s =

[
On×1

1

]
,

Cy
s = On×(n+1),C

u
s = O1×(n+1),D

y
s = In×n,D

u
s = 1.

3.2.2 Once-sampling-once-control with multi-hop network

In this case, the positions of the local nodes are out of one hop distance from the central

node, so the sampled data have to take multi-hops to arrive the central node, see (b)

in Fig.3.3. Multi-hop TDMA scheduling is more challenging than one-hop scheduling,

because of the possibility of spatial reuse in a Thop. On one hand, more than one node can

transmit at the same Thop, if their receivers are in non-conflicting parts of the network.

On the other hand, after the successful transmission of the first datum into the network,

the next datum from the same node will be sent into the network when the receiver is in

non-conflicting parts of the network. That means the latter datum will be sent into the

wireless network not until the former datum arrives the central node.

Since the control command is required only once in this case, we still have Tslot = T .

Although only one datum is generated by one local node in a T , the datum generated in

the periods before k-th T may arrive the central node in the k-th T due to the long distance

from the local node to the central node. The information scheduler for the sampled data

Sy, including the rich information of time delay and packet loss, will be much more

complex than the one for the case with single-hop network. Therefore, the mathematical

scheduler Sy
m might not be an identity matrix. Since only one control command will be

generated in each T and broadcast to the local nodes, so the information scheduler Su = 1

and the mathematical scheduler for the control command Su
m = 1. Here we still have

Sm =

[
Sy
m

Su
m

]
.

The major difference from the case with single-hop network is that, the Boolean matrix Sy
m

isn’t an identity matrix. However, we still can construct the state-space representation in
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a similar way as that in the former subsection. Considering the timeliness of the sampled

data, only the data sampled in the (k− 1)-th T will be taken into account in the k-th T .

It is assumed that n data {y1(k), · · · , yn(k)} are generated in the k-th T . nd sampled

data are scheduled to be delay in each T , and (n−nd) data generated in k-th T can arrive

on time in k-th T . Denote yd(k − 1) ∈ ℜnd as the set of delayed data {ydi (k − 1)}, i =
1, · · · , nd and yc(k) ∈ ℜn−nd as the set of data {ycj(k)}, j = 1, · · · , n − nd which are

generated and arrive the central node in the current k-th T . u(k) is the control command.

It’s obvious that Sm ∈ ℜ(n+1)×(n+1) and Sy
m ∈ ℜn×n. Denote ai, i = 1, · · · , n as the

i-th column of Sy
m and b = 1. The mathematical scheduler Sm can be expressed as

Sm =

[
a1 a2 · · · an 0

0 0 · · · 0 b

]
. (3.9)

According to equation (3.4),

ys(k) =
[
a1 a2 · · · an 0

] yd(k − 1)

yc(k)

u(k)


= a1y

d
1(k − 1) + · · ·+ and

ydnd
(k − 1) + and+1y

c
1(k) + · · ·+ any

c
n−nd

(k), (3.10)

us(k) =
[
0 · · · 0 b

] yd(k − 1)

yc(k)

u(k)

 = bu(k). (3.11)

Define y(k) =
[
y′1(k) · · · y′n(k)

]′
and ψs(k) =

[
y′(k − 1) u′(k − 1)

]′
. Similar to

(3.8), we have the state-space representation as follows

ψs(k + 1) = Asψs(k) +By
sy(k) +Bu

su(k)

ys(k) = Cy
sψs(k) +Dy

sy(k) (3.12)

us(k) = Cu
sψs(k) +Du

su(k)

where

As = O(n+1)×(n+1),B
y
s =

[
In×n

O1×n

]
,Bu

s =

[
On×1

1

]
,Cu

s = O1×(n+1),D
u
s = 1,

Cy
s ∈ ℜn×(n+1) and Dy

s ∈ ℜn×n are related to {a1, · · · , and
} and {and+1, · · · , an}, respec-

tively. It is remarkable that the scheduled delay reflects on Cy
s . The role of D

y
s is to retain

the data which are scheduled to arrive the central node in the current k-th T .
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3.2 State-space representation of W-NCS schedulers

3.2.3 Multi-sampling-multi-control with multi-hop network

In a complex large-scale system, there are multiple samplings and multiple controls in a

period T . The complicated topology of multi-hop network also brings a lot of complexity

into the design of information schedulers. However, one rule still can been found in the

scheduler: After several samplings, one control command will be generated. We suppose

that n control commands are generated in each T . One period T has been divided

into n time slices according to the transmission instants for control commands. So the

information scheduler for each T can be noted as

S =


...

S(i)

...

 =


...

Sy(i)

Su(i)

...

 , i = 1, · · · , n

The corresponding mathematical scheduler is expressed as

Sm =


...

Sm(i)

...

 =


...

Sy
m(i)

Su
m(i)

...

 , i = 1, · · · , n

We denote ns
i as the number of data which will be sampled during the i-th time slice.

nr
i is the number of data which will be received by the central node during the i-th time

slice. Due to delay in the network, some of these data may have been sampled several

time slices ago. Considering the timeliness, we only concern the data, which have been

sampled in one period T before the generation of the i-th control command. The number

of all the generated data (including sampled data and control commands) in one period

T , m =
n∑

i=1

(ns
i +n). In the case with delay, there is m =

n∑
i=1

(nr
i +n). When the packet loss

is scheduled in the scheduler, there is m ≥
n∑

i=1

(nr
i + n). Define y(k, i) and u(k, i) as the

sampled data and the control command in the i-th time slices of the k-th period T . Set

ψs(k, i) =
[
y′(k − 1, i) u′(k − 1, i) · · · y′(k, i− 1) u′(k, i− 1)

]′
. Partitioning Sm(i)

in a similar way as (3.10)-(3.11), we have the state-space representation as follows

ψs(k, i+ 1) = As(i)ψs(k, i) +By
s(i)y(k, i) +Bu

su(k, i)

ys(k, i) = Cy
s(i)ψs(k, i) +Dy

s(i)y(k, i) (3.13)

us(k, i) = Cu
s (i)ψs(k, i) +Du

s (i)u(k, i)
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3 Modeling of W-NCS schedulers

where ys(k, i) ∈ ℜnr
i×1, y(k, i) ∈ ℜns

i×1,

As(i) =

[
O(m−ns

i−1)×(ns
i+1) I(m−ns

i−1)×(m−ns
i−1)

O(ns
i+1)×(ns

i+1) O(ns
i+1)×(m−ns

i−1)

]
,

By
s(i) =

 O(m−ns
i−1)×ns

i

Ins
i×ns

i

O1×ns
i

 ,Bu
s (i) =

 O(m−ns
i−1)×1

Ons
i×1

1

 ,
Cu

s (i) = O1×m, D
u
s (i) = 1,

Cy
s(i) ∈ ℜnr

i×m is related to the part of scheduled delay data which will be received in the

i-th time slice. Dy
s(i) ∈ ℜnr

i×ns
i contains the scheduler for the data which will arrive the

central node in the current T .

3.3 Summary

In this chapter, we have introduced the concept of a mathematical scheduler. The basic

method of transformation from an information scheduler to a mathematical scheduler has

been elaborated. In order to embody the control principle, the mathematical scheduler has

been reformulated into a form of state-space representation. In view of control requirement

and network topology, three cases have been concerned: 1) once sampling and once control

in a period T with single-hop network; 2) once sampling and once control in a period T

with multi-hop network; 3) multiple samplings and multiple controls in a period T with

multi-hop network.
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4 Modeling of W-NCSs

This chapter describes the modeling of W-NCSs with an integrated scheduler. The inte-

grated systems are demonstrated in a form of discrete LTP systems. The scheduler is also

formulated as a periodic system.

4.1 Communication mechanism on W-NCSs

During the last few years, there has being considerable interest in the development of NC-

Ss. These developments have been advanced by technological progress in wired or wireless

communications and real-time distributed algorithms, as well as by the demand for han-

dling more complex large-scale systems of practical importance, such as manufacturing,

transportation, power systems and mobile robotics, etc.

As an integrated design framework of fault tolerant W-NCSs for industrial automatic

control applications, [21] has proposed a fault tolerant W-NCSs structure as shown in

Fig.4.1 [21]. This structure aims at achieving high reliability and meeting the demands

for control performances, as well as remaining the original process structure as much

as possible. The fault tolerant W-NCSs structure consists of three functional layers:

Execution layer, Coordination & Supervision layer and Management layer. Each layer

supports a specific responsibility by its own communication mechanism.

4.1.1 Communication mechanism at Execution layer

This layer is located at the industrial field, where the process is divided into N subpro-

cesses. For the i-th subprocess, Mi feedback local control loops, which are integrated

by the local controllers (LCs) with the embedded sensors and actuators, are applied to

regulate and achieve the technical requirements on the control performance.

For a complex large-scale systems, each subprocess might have different cycle. In one

cycle, the time slots are reserved for (1) the transmissions of sensor data to the control

stations (CSs); (2) the transmissions of control commands from the CSs to the LCs; (3)

calculation and implementation of the communication strategies. All these communication

actions can improve the W-NCSs reliability considerably and efficiently.
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Figure 4.1: Structure of fault tolerant W-NCSs

Denote Tc,i as the cycle of the i-th subprocess. During each Tc,i, all the sensors in the

Mi local control loops will sample the local data and send them to their local controllers.

Instead of delivering these sampled data directly to the higher layer, some primary pro-

cesses will be done by the local controllers, such as obtaining the residuals and proceeding

an early and simple fault detection and isolation (FDI), etc. Different from most theoret-

ical and application studies in control systems, the residuals instead of the measurement

outputs will be delivered to the CSs at the Coordination & Supervision layer immediately

after they are generated. Since the value range of residuals are generally smaller than

the originally sampled data, the transmission traffic will be reduced, meanwhile, more

free communication channels will be offered for some critical data packets. Moreover,

the residuals contains all the information needed for controllers and observers, therefore,

transmitting residuals will not lose the needed information.

We assume that the states of the subprocesses are unaccessible or only partial available.

The state estimate will be transmitted from the i-th CS via a wireless network and shared

by the LCs of the i-th subprocess. It motivates us to write the state estimate from the

i-th CS and other relative information (such as reference signal and fault estimate) in one

packet, which will be multi-cast from the i-th CS to its LCs. After receiving the packet

from the i-th CS, the LCs will decode this packet for the state estimate and the relative

information. Following a local control strategy, the local feedback control loops ensure
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4.1 Communication mechanism on W-NCSs

the system stability in the totally decentralized mode.

4.1.2 Communication mechanism at Coordination & Supervision

layer

The Coordination & Supervision layer comprises of N CSs. Each CS supervises a number

of local feedback control loops at the Execution layer. Based on the received residuals

from the Mi local controllers, the state of the i-th subprocess will be estimated by the

i-th CS. Meanwhile, comprehensive FDI algorithms are executed in CSs for an advanced

FDI, which will provide the occurrence information of the faults on the i-th subprocess.

Afterwards, the state estimate, as well as other important information about the i-th

subprocess (e.g., the fault estimate and the reference signals), will be packed together

and multi-cast to its LCs.

Since the existence of coupling among subprocesses, the state of the i-th subprocess is

also very important to the other CSs. Therefore, the i-th CS will share its state estimate

with other CSs periodically. The state estimates from other CSs will also improve the

state estimate of the i-the subprocess. Therefore, CSs are also considered as higher level

controllers. For the sake of achieving the required control performance, another task of the

CSs is to coordinate and synchronize the communication operations all over the W-NCSs.

We call the i-th CS and the i-th subprocess, as well as the Mi feedback local control

loops as the i-th subsystem. Tc,i is the cycle of the i-th subsystem. Tc,min denotes the

greatest common divisor (GCD) of Tc,i, i = 1, · · · , N . The least common multiple (LCM)

of Tc,i, i = 1, · · · , N is denoted as Tp, which is also the period of the overall W-NCSs. As

a TDMA-based W-NCSs, the scheduler for the communication actions during one Tp all

over the W-NCSs is very helpful to achieve the synchronization in the subsystems. An

important definition has been presented in [21].

Definition 4.1. [21] We denote all the time instants, jTc,i, j = 1, · · · , h/li, i = 1, · · · , N,

by ς1, · · · , ςµ, µ ≤
N∑
i=1

h/li, and order them as ςj < ςj+1, j = 1, · · · , µ.

Our sequel study on the design issues will rely closely on the definition of the time

instants ς1, · · · , ςµ.

4.1.3 Communication mechanism at Management layer

In a complex large-scale industrial system, the occurrence of faults or failures during

the process is unavoidable. The FTC strategy is very necessary and implemented at

the Management layer in the context of resource management [117, 118]. As the system
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resource, the components (such as sensors, actuators, controllers, etc) have been defined

with a certain functionality. When a fault occurs, the component will be considered as

a lose of partial or complete functionality to fulfill the system operation. In this case,

the resource management and the FTC strategy integrated in CSs will be realized in a

distributed manner. The specific information about the faults (i.e., fault estimate) will

be offered to CSs. A frame containing the fault estimate will be generated and delivered

to the LCs. Afterwards, a re-configuration of the controllers will be activated.

According to the practical requirement and purpose during the application, the re-

source management and the FTC strategy at the Management layer can be developed

individually. The function of the Management layer can be formulated as an optimization

algorithm of the resource management and re-allocation.

4.2 Modeling of decentralized W-NCSs

From the analysis of communication mechanisms at the three different layers in the last

section, it is remarkable that the scheduler has been embedded into the decentralized W-

NCSs. Although [21] has presented concrete processes of modeling the subsystems and

the overall W-NCSs, the scheduler in [21] has been concerned in view of communication

community. Following our previous study about scheduler reformulation in view of control

community, the modeling of subsystems and the overall W-NCSs will be reintroduced

in this section. It is remarkable that we will only consider the scheduler of wireless

transmissions between the Coordination & Supervision layer and the Execution layer in

this thesis. The updates of the state estimates periodically with other CSs in a broadcast

mode are much more complex, which will not be considered in this work. Since our work

is based on [21], only the procedures with revision, instead of the entire and repeated

processes, will be stated in this section.

4.2.1 Modeling of a subsystem

It is assumed that the process under consideration consists of N subprocesses. Through

discretization, the i-th subprocess with the sampling time Tc,i is modeled as

xi((k + 1)Tc,i) = Ad,iixi (kTc,i) +Bd,ius,i(kTc,i) +
N∑
j ̸=i

Ad,ij(kTc,i)x̄j(kTc,i) (4.1)

yi(kTc,i) = Cd,ixi (kTc,i) (4.2)

where xi(kTc,i) ∈ ℜni and yi(kTc,i) ∈ ℜmi denote the state vector and output vector of

the i-th subprocess. us,i(kTc,i) is the input vector, which is constructed in the LCs with
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4.2 Modeling of decentralized W-NCSs

the decoded information sent from the i-th CS. Due to the coupling among subprocesses,

a lifted vector x̄j(kTc,i) [21] is defined, which contains all the updated states of other

subprocesses during the time interval [kTc,i, (k + 1)Tc,i). After discretization, Ad,ii, Bd,i,

Cd,i are known matrices of appropriate dimensions. It is notable that Ad,ij(kTc,i) is time-

varying. Since the scheduler is restarted at the beginning of each Tp, which results in a

periodic data transmissions, it holds

Ad,ij(kTc,i) = Ad,ij(kTc,i + Tp).

According to the communication mechanism at the Coordination & Supervision layer,

during the time interval [kTc,i, (k + 1)Tc,i), the i-th CS acts as the receiver for two kinds

of information: (1) residuals sent by the LCs; (2) state estimates sent by the other CSs.

The residual signals, together with the available state estimate of the i-th CS, are used to

improve the estimation performance. The state estimates from other CSs describes the

coupling between the i-th CS and the other CSs.

Based on the discrete-time model of the i-th subprocess with the consideration of the

scheduler, the observer embedded in the i-th CS can be constructed as follows

x̂i((k + 1)Tc,i) = Ad,iix̂i (kTc,i) +Bd,ius,i(kTc,i)

+
N∑
j ̸=i

Ad,ij(kTc,i)ˆ̄xj(kTc,i) + Li(kTc,i)rs,i(kTc,i), (4.3)

ŷi(kTc,i) = Cd,ix̂s,i(kTc,i) (4.4)

where x̂i(kTc,i) and ˆ̄xj(kTc,i) are the estimate vectors of xi(kTc,i) and x̄j(kTc,i). Assume

that the state estimate x̂(kTc,i)i is available at the beginning of the k-th cycle, and has

been received by the LCs, we denote it as x̂s,i(kTc,i). ŷi(kTc,i) is the output estimate

vector at the LCs. rs,i(kTc,i) contains all the residuals that are received by the i-th CS.

Li(kTc,i) is the observer gain matrix to be designed.

Therefore, the residual vector generated by the LCs in the i-th subsystem is addressed

as

ri(kTc,i) = yi(kTc,i)− ŷi(kTc,i) (4.5)

Considering the communication mechanism, it is remarkable that rs,i(kTc,i) is actually

the scheduler’s output corresponding to the input ri(kTc,i).

4.2.2 Modeling of the overall W-NCSs

In this subsection, we will model the overall W-NCSs based on the discrete-time models

of the subprocesses and the scheduler among the subsystems. For our design purpose, we
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introduce a vector x(k, j) k = 0, 1, · · · , j = 1, · · · , µ as defined in [21],

x(k, j) =



xj(kTp + ςj)
...

xµ (kTp + ςµ)

x1((k + 1)Tp + ς1)
...

xj−1((k + 1)Tp + ςj−1)


, (4.6)

where xj(kTp + ςj) denotes the vector which consists of all those state variables that

have an update at the time instant kTp + ςj. As stated in [21] that x(k, j) represents

the vector of the whole process state variables with all their updates in the time interval

[kTp + ςj, (k + 1)Tp + ςj). It is remarkable that x(k, j) works like a buffer, which saves all

the undated state variables during the time interval [kTp + ςj, (k + 1)Tp + ςj). In the next

time instant kTp+ςj+1, the state variable xj(kTp+ςj) will be removed from x(k, j), mean-

while xj((k+1)Tp+ςj) will be added. As a result, x(k, j+1) is constructed, which contains

all the state variables during the time interval [kTp + ςj+1, (k + 1)Tp + ςj+1). Following

the steps in [21] and lifting the model of subprocesses in 4.1, we have

x(k, j + 1) = A(j)x(k, j) +B(j)us(k, j), (4.7)

us(k, j) =



us,j(kTp + ςj)
...

us,µ (kTp + ςµ)

us,1((k + 1)Tp + ς1)
...

us,j−1((k + 1)Tp + ςj−1)


, (4.8)

where us,j(kTp + ςj) denotes the input vector which contains all the input variables that

have an update at the time instant kTp + ςj. A(j) and B(j) are system matrices with

appropriate dimensions, and the process of determiningA(j) and B(j) has been presented

in [21]. Moreover, it is noted that (4.7) is a discrete LTP system.

Remark 4.1. As a µ-periodic discrete-time system, it is supposed here all the subsystems

have once synchronization communication at the beginning of each Tp and all the states

have the first updates at the first instant in each Tp, i.e. at (k, 1). In our subsequent study,

without loss of generality, (k, j) will be widely applied to denote the j-th time instant during

the k-th Tp. With the consideration of periodicity, in this thesis the instant (k, µ + 1) is

the actual instant (k + 1, 1), (k,−1) is the actual instant (k − 1, µ).

38
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Follow the idea of observer algorithm (4.3) for the i-th subprocess embedded in the i-th

CS, by lifting (4.3) it leads to the observer of (4.7) as follows

x̂(k, j + 1) = A(j)x̂(k, j) +B(j)us(k, j) + L(j)rs(k, j) (4.9)

rs(k, j) =



rs,j(kTp + ςj)
...

rs,µ (kTp + ςµ)

rs,1((k + 1)Tp + ς1)
...

rs,j−1((k + 1)Tp + ςj−1)


, rs,j(kTp + ςj) =


...

rs,i(kTp + ς − Tc,i)
...

 ,

where x̂(k, j) is the estimate of x(k, j), L(j) is the structure-limited observer gain, as

addressed in [21]. By confining the structure of L(j), a decentralized observer (4.9) can be

constructed. Furthermore, developing a structure-limited controller for the decentralized

W-NCSs is also a very interesting issue. It is notable that the W-NCSs and its observer

have been formulated as discrete LTP systems. Observer/controller design schemes for

discrete LTP systems are presented in [112, 119], which can also be applied for our purpose.

4.3 Scheduler model for W-NCSs

In the last section, the model of W-NCSs has been formulated into discrete LTP systems,

where the effect of the scheduler’s output acting on the model has been concerned. How

the scheduler affects on the input information, which are delivered onto the wireless

network, will be stated in view of control community in this section.

It is supposed that the scheduler has been scheduled off-line and is embedded into the

structure of decentralized W-NCSs. It is remarkable that the scheduler considered in this

thesis is a static scheduler which is also identical to the requirement for deterministic

transmission behaviors. The schematic description of W-NCSs with an integrated sched-

uler is given in Fig.4.2, where r(k, j) ∈ ℜm1(j) denotes the residual, ũ(k, j) ∈ ℜp2(j) is the

packet containing the essential signals (such as state and fault estimates) for controller de-

sign at the LCs. ũ(k, j) and r(k, j) are both time-driven. With the effect of the scheduler

S, they are realigned as ũs(k, j) ∈ ℜp1(j) and rs(k, j) ∈ ℜm2(j), respectively. ũs(k, j) is

the finally received packet by LCs corresponding to the input ũ(k, j), while rs(k, j) is the

actual residual signal received by the CSs corresponding to the input r(k, j). Following

the construction steps of state-space representation of the scheduler in Chapter 3, the
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Figure 4.2: Schematic description of W-NCSs with an integrated scheduler

scheduler S is also addressed as µ-periodic discrete-time state-space representation

ψs(k, j + 1) = As(j)ψs(k, j) +Bsr(j)r(k, j) +Bsu(j)ũ(k, j)

ũs(k, j) = Csu(j)ψs(k, j) +Dsu(j)ũ(k, j) (4.10)

rs(k, j) = Csr(j)ψs(k, j) +Dsr(j)r(k, j), j = 1, · · · , µ

where ψs(k, j) ∈ ℜm1(j)+p2(j) is the state of the scheduler. It should be pointed out that

since the packet ũ(k, j) includes x̂(k, j) and other information (for example, the fault

estimate), which are written in one frame and multi-cast to the LCs, therefore, all the

information packeted in ũ(k, j) will be transmitted following the same scheduler, i.e. using

the same Csu(j) and Dsu(j). All the system matrices are periodic with period µ, i.e., for

each j,

As(j) = As(j + µ), Bsr(j) = Bsr(j + µ), Bsu(j) = Bsu(j + µ),

Csu(j) = Csu(j + µ), Dsu(j) = Dsu(j + µ), Csr(j) = Csr(j + µ), Dsr(j) = Dsr(j + µ).

Remark 4.2. ψs(k, j) works as a buffer and always saves all the data that have been

generated during the last time τ . Considering the timeliness of the data, only the data

in the last Tp will be used in the process, so here we have τ = Tp. (1) In the case of

ideal condition (i.e., without time delay and packet loss), the input is equal to the output,
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Csu(j) and Csr(j) are zero matrices, Dsu(j) and Dsr(j) are identity matrices; (2) in

the case with time delay, the transmission order of the data scheduled with delay will be

reflected on Csu(j) and Csr(j); (3) in the case with packet loss, the transmission order

of the information scheduled with packet loss will be embodied in Dsu(j) and Dsr(j) with

zero matrices Csu(j) and Csr(j). An experimental study of the cases with delay or packet

loss have been presented in [116].

Remark 4.3. In the case of ensuring the system with acceptable control performance, the

scheduler with time delay and packet loss has also been taken into account. In the case

(1) of the ideal condition (i.e., without time delay and packet loss) and (2) with packet

loss, the conditions m2(j) ≤ m1(j) and p1(j) ≤ p2(j) hold. While in the case (3) with

time delay, there are m2(j) > m1(j) or p1(j) > p2(j) at the j-th instant scheduled with

delayed information, in other case the conditions m2(j) ≤ m1(j) and p1(j) ≤ p2(j) are

still logical.

4.4 Summary

This chapter introduced a fault tolerant W-NCS structure, which consists of three func-

tional layers: Execution layer, Coordination & Supervision layer and Management layer.

The communication mechanisms at these three layers are described. After that, based on

the model and observer for a subsystem, the model and observer of the overall W-NCSs

are constructed in the form of µ-periodic systems. Finally, the scheduler of the overall

W-NCSs is also expressed as a µ-periodic system.
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5 An FTC scheme for W-NCSs with

AFs

For additive sensor and actuator faults, an FTC scheme based on the FE technology will

be developed for the W-NCSs with an integrated scheduler.

With the development of large-scale complex and physically distributed systems, faults

in embedded system components are unavoidable, which leads to an interruption to the

systems of performing a required function under specified operating conditions and may

cause great economic loss and even severe danger to the operators and the environment. In

recent years, FTC study has become a very active research area, and many contributions

have been reported. However, there is still a blank gap in the design of FTC strategies

for W-NCSs with integrated schedulers for the AF case. This motivates the study in this

chapter.

5.1 System model with AFs

Following the schematic description of W-NCSs with an integrated scheduler S presented

in Fig.4.2, the plant P is described by the following µ-periodic discrete time state-space

representation

x(k, j + 1) = A(j)x(k, j) +B(j)us(k, j) + Ed(j)d(k, j) + Ef (j)f(k, j) (5.1)

y(k, j) = C(j)x(k, j) + Fd(j)d(k, j) + Ff (j)f(k, j) (j = 1, · · · , µ) (5.2)

where x(k, j) ∈ ℜn, us(k, j) ∈ ℜp1(j) and y(k, j) ∈ ℜm1(j) are the plant state, control

input and measurement output variables, respectively. d(k, j) ∈ ℜd(j) is the disturbance

vector which belongs to l2[0,∞). The system matrices A(j), B(j), C(j), Ed(j), Fd(j),

Ef (j) and Ff (j) are all µ-periodic matrices with appropriate dimensions, i.e., for each j,

A(j) = A(j + µ), B(j) = B(j + µ), C(j) = C(j + µ), Ed(j) = Ed(j + µ),

Fd(j) = Fd(j + µ), Ef (j) = Ef (j + µ), Ff (j) = Ff (j + µ),

p2(j) = p2(j + µ), m1(j) = m1(j + µ).
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f(k, j) ∈ ℜf(j) denotes the fault vector and is divided into f(k, j) = [fa(k, j)′ f s(k, j)′]′,

where fa(k, j) ∈ ℜfa(j) and f s(k, j) ∈ ℜfs(j) are the actuator fault and sensor fault vectors,

respectively. We denote fai (k, j) and fai (k, l) as the actuator faults of the i-th actuator at

the time instant (k, j) and (k, l), respectively. The time instant (k, l) is one control cycle

of the i-th actuator later than (k, j). And we define f sr (k, j) and f sr (k, t) as the sensor

faults of the r-th sensor at (k, j) and (k, t), respectively. The time instant (k, t) is one

sampling cycle of the r-th sensor later than (k, j).

Assumption 5.1. There exist four constants fa0,i, f
a
1,i, f

s
0,r and f s1,r such that

∥fai (k, j)∥2 ≤ fa0,i, ∥fai (k, l)− βa
i f

a
i (k, j)∥2 ≤ fa1,i,

∥f sr (k, j)∥2 ≤ f s0,r, ∥f sr (k, t)− βs
r f

s
r (k, j)∥2 ≤ f s1,r,

where βa
i and βs

r are positive reals as close as possible to 1.

From the described properties of the faults, we can rewrite the faults as follows

fai (k, l) = βa
i f

a
i (k, j) +∆a

i (k, j), (5.3)

f sr (k, t) = βs
r f

s
r (k, j) +∆s

r(k, j). (5.4)

By augmenting (5.3) and (5.4) respectively, we have

fa(k, j + 1) = Aa
f (j)f

a(k, j) + Sa(j)∆a(k, j), (5.5)

f s(k, j + 1) = As
f (j)f

s(k, j) + Ss(j)∆s(k, j), (5.6)

Aa
f (j) =

[
On̄a(j)×na(j) In̄a(j)×n̄a(j)

Aa
f,1(j) Aa

f,2(j)

]
,Sa(j) =

[
On̄a(j)×fa(j)

Sa
f (j)

]
,

As
f (j) =

[
On̄s(j)×ns(j) In̄s(j)×n̄s(j)

As
f,1(j) As

f,2(j)

]
,Ss(j) =

[
On̄s(j)×fs(j)

Ss
f (j)

]
,

where ∆a(k, j) ∈ ℜfa(j) and ∆s(k, j) ∈ ℜfs(j) are augmented vectors with the items

∆a
i (k, j) and ∆s

r(k, j) in (5.3) and (5.4), respectively. And Aa
f,1(j), Aa

f,2(j), As
f,1(j),

As
f,2(j), S

a
f (j), S

s
f (j) are all µ-periodic matrices with proper dimensions. na(j) (or ns(j))

denotes the number of actuator (or sensor) faults that appear at the j-th slot of a period

Tp. ra(j) (or rs(j)) denotes the row number of actuator fault vector fa(k, j) (or sensor

fault vector f s(k, j)). n̄a(j) = ra(j) − na(j), n̄s(j) = rs(j) − ns(j). Furthermore, from

(5.3)-(5.4), it leads to

f(k, j + 1) = Af (j)f(k, j) + S(j)∆f (k, j), (5.7)

Af (j) =

[
Aa

f (j) Ora(j)×rs(j)

Ors(j)×ra(j) As
f (j)

]
,S(j) =

[
Sa(j)

Ss(j)

]
,

43



5 An FTC scheme for W-NCSs with AFs

where ∆f (k, j) =
[
∆a(k, j)′ ∆s(k, j)′

]′
. S(j), as well as Sa(j) and Ss(j), is a Boolean

matrix. For the convenience of our further study, an assumption about ∆f (k, j) is given

as follows.

Assumption 5.2. ∆f (k, j) belongs to l2[0,∞).

5.2 Problem formulation

Since the active FTC strategy is based on an assumption of a successful FD, in particular

of FE, which offers the information of faults. The estimated information of faults will

be used to accommodate the controller so as to compensate the effects caused by faults.

So the fault estimator should be developed in advance. Besides, the system states are

considered unmeasurable, hence, design of the state observer is also required.

The µ-periodic state observer of the plant P (5.1) is constructed as

x̂(k, j + 1) = A(j)x̂(k, j) +B(j)us(k, j) + Ef (j)̂f(k, j) + L(j)rs(k, j), (5.8)

ŷ(k, j) = C(j)x̂s(k, j) + Ff (j)̂fs(k, j) (j = 1, · · · , µ), (5.9)

r(k, j) = y(k, j)− ŷ(k, j), (5.10)

where x̂(k, j) ∈ ℜn is the estimate of x(k, j). f̂(k, j) =
[
f̂a(k, j)

′
f̂ s(k, j)

′
]′
. f̂a(k, j) ∈

ℜfa(j) and f̂ s(k, j) ∈ ℜfs(j) are the estimates of actuator fault vector fa(k, j) and sensor

fault vector f s(k, j). x̂s(k, j) and f̂s(k, j) are the outputs of the scheduler S corresponding

to the inputs x̂(k, j) and f̂(k, j). r(k, j) ∈ ℜm1(j) denotes the residual vector generated at

the LCs. rs(k, j) ∈ ℜm2(j) with m2(j) = m2(j + µ) is the residual vector which has been

sent from LCs to CSs and coordinated by the scheduler S. ŷ(k, j) ∈ ℜm1(j) denotes the

estimate of y(k, j) at the LCs. L(j) is the structure-limited observer gain matrix [21],

which needs to be designed.

The fault estimation algorithms for (5.3)-(5.4) are constructed as follows

f̂ai (k, l) = βa
i f̂

a
i (k, j) +Ga

i (j)rs(k, j), (5.11)

f̂ sr (k, t) = βs
r f̂

s
r (k, j) +Gs

r(j)rs(k, j), (5.12)

where Ga
i (j) and Gs

r(j) are gain matrices of fault estimators. By augmenting (5.11)-

(5.12), the FE algorithms for the actuator fault vector fa(k, j) and sensor fault vector

f s(k, j) are addressed as

f̂a(k, j + 1) = Aa
f (j)̂f

a(k, j) +Ga(j)rs(k, j),

f̂ s(k, j + 1) = As
f (j)̂f

s(k, j) +Gs(j)rs(k, j),
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5.2 Problem formulation

where

Ga(j) =

[
On̄a(j)×m2(j)

Ga
f (j)

]
,Gs(j) =

[
On̄s(j)×m2(j)

Gs
f (j)

]
.

And Ga
f (j), G

s
f (j) are all µ-periodic matrices composed of Ga

i (j) and Gs
r(j), respectively,

as well as zero matrices. For achieving the concrete structures of Ga
f (j) and Gs

f (j), please

refer to the procedure of obtaining the system matrices in [21].

Therefore, the FE algorithm for (5.7) can be described by

f̂(k, j + 1) =Af (j)̂f(k, j) +G(j)rs(k, j), (5.13)

where

G(j) =

[
Ga(j)

Gs(j)

]
.

We define ex(k, j) = x(k, j)− x̂(k, j), ef (k, j) = f(k, j)− f̂(k, j), and

e(k, j) =
[
e′x(k, j) e′f (k, j)

]′
,v(k, j) =

[
d′(k, j) ∆′

f (k, j)
]′
. (5.14)

Due to the decentralization of W-NCSs and the limitation of communication bandwidth

[21], the state observer and fault estimator have structure-limited gains L(j) and G(j).

Our main objective is to find the feasible solutions for a set of structure-limited gains

L(j) and G(j) such that a set of the H∞ performance indices

||e(k, j)||2 ≤ γ1,j||v(k, j)||2, j = 1, · · · , µ (5.15)

are satisfied, where γ1,j, j = 1, · · · , µ are a set of given scalars.

According to the basic form of controllers for periodic systems in [21], combining with

the communication mechanism in Fig.4.2, our FTC strategy for (5.1)-(5.2) is to be de-

veloped with the received x̂(k, j) and f̂(k, j), i.e., x̂s(k, j) and f̂s(k, j). The fault tolerant

controller at the LCs is constructed as follows

us(k, j) = K1(j)ϕ1(j)x̂s(k, j) +K2(j)ϕ2(j)̂fs(k, j) +Ref (j) (j = 1, · · · , µ), (5.16)

where K1(j) and K2(j) are feedback gains, which also have limited structures [21]. Ref (j)

is the reference signal vector. In the case with scheduled delay or packet loss, the latest

update will be used to design the controller. ϕ1(j) and ϕ2(j) are Boolean matrices, which

will choose a proper update to proceed the calculation of controller. The key issue in the

development of FTC strategy for W-NCSs is to find the feedback control gains K1(j) and

K2(j) such that a set of the H∞ performance indices

||yFTC(k, j)||2 ≤ γ2,j||v(k, j)||2, j = 1, · · · , µ (5.17)
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5 An FTC scheme for W-NCSs with AFs

are fulfilled, where yFTC(k, j) denotes the real output after applying the FTC strategy

on the process, γ1,j, j = 1, · · · , µ are a set of given scalars.

Therefore, our major objective in this chapter is to find feasible solutions for the esti-

mation gains L(j) and G(j), as well as the feedback control gains K1(j) and K2(j), which

have limited structures and ensure the system (5.1)-(5.2) satisfying the performance in-

dices (5.15) and (5.17).

5.3 An FE scheme for LTP systems with AFs

When we describe LTI systems with AFs, Ef (j) and Ff (j) shouldn’t be zero matrices,

simultaneously. Otherwise, it makes no sense. However, this is not the case with LTP

systems. As we know, the W-NCS model has been formulated as discrete LTP systems

according to the time instants j = 1, · · · , µ [21]. During the process, faults appear and

vary slowly. With a proper FDI technology [92] applied to this model, it’s easy to know

when and where the fault has occurred. However, not all devices (sensors or actuators)

are considered with faults during the process. For example, the abrasion or offset on

some newly installed devices is still very small. To save the calculation, only the devices,

that have been diagnosed with faults or potential faults, are taken into account. Due to

the multirate sampling mechanism applied in W-NCSs, at some time instants during one

period Tp, no faults are considered. As a result, Ef (j) and Ff (j) in (5.1)-(5.2) are zero

matrices at these time instants. This situation has a significant influence on the design

of FE algorithms for discrete LTP systems. In this section, we are going to introduce the

design methods of state observer and fault estimator from two cases:

Case I: Ef (j) and Ff (j) are nonzero matrices at all the time instants during one

period Tp.

Case II: Ef (j) and Ff (j) are zero matrices at partial time instants during one period

Tp.

5.3.1 An FE scheme for case I

We will start the design of the state observer and fault estimator from case I. With the

consideration of the scheduler (4.10), the residual (5.10) can be expressed as

r(k, j) = C(j)x(k, j) + Fd(j)d(k, j) + Ff (j)f(k, j)−C(j)Csu(j)xs(k, j)

−C(j)Dsu(j)x̂(k, j)− Ff (j)Csu(j)xs(k, j)− Ff (j)Dsu(j)̂f(k, j). (5.18)
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5.3 An FE scheme for LTP systems with AFs

Considering (5.1), (5.8) and (5.18), we have

ex(k, j + 1) = (A(j)− L(j)Dsr(j)C(j)Dsu(j))ex(k, j)

+ (Ed(j)− L(j)Dsr(j)Fd(j))d(k, j)

+ L(j)(Dsr(j)C(j)Csu(j) +Dsr(j)Ff (j)Csu(j)−Csr(j))xs(k, j)

+ (Ef (j)− L(j)Dsr(j)Ff (j)Dsu(j))ef (k, j) + L(j)Dsr(j)C(j)(Dsu(j)

− I(j))x(k, j) + L(j)Dsr(j)Ff (j)(Dsu(j)− I(j))f(k, j) (5.19)

From (5.7) and (5.13), there is

ef (k, j + 1) = (Af (j)−G(j)Dsr(j)Ff (j)Dsu(j))ef (k, j)

−G(j)Dsr(j)C(j)Dsu(j)ex(k, j)

+G(j)(Dsr(j)C(j)Csu(j) +Dsr(j)Ff (j)Csu(j)−Csr(j))xs(k, j)

−G(j)Dsr(j)Fd(j)d(k, j) +G(j)Dsr(j)C(j)(Dsu(j)− I(j))x(k, j)

+G(j)Dsr(j)Ff (j)(Dsu(j)− I(j))f(k, j) + S(j)∆f (k, j) (5.20)

According to the definition (5.14) and combining equations (5.19) and (5.20) together,

the error dynamics are obtained as follows

e(k, j + 1) = (Ao(j)− Lo(j)Co(j))e(k, j) + (Bo(j)− Lo(j)Do(j))v(k, j)

+ Lo(j)(ξ1(k, j) + ξ2(k, j) + ξ3(k, j)), (5.21)

r(k, j) = Eo(j)e(k, j) + Fo(j)v(k, j)− (C(j) + Ff (j))ξ4(k, j)

−C(j)ξ5(k, j)− Ff (j)ξ6(k, j), (5.22)

where

Ao(j) =

[
A(j) Ef (j)

0 Af (j)

]
,Bo(j) =

[
Ed(j) 0

0 S(j)

]
,Lo(j) =

[
L(j)

G(j)

]
,

Co(j) =
[
Dsr(j)C(j)Dsu(j) Dsr(j)Ff (j)Dsu(j)

]
,Do(j) =

[
Dsr(j)Fd(j) 0

]
,

Eo(j) =
[
C(j)Dsu(j) Ff (j)Dsu(j)

]
,Fo(j) =

[
Fd(j) 0

]
,

M1(j) = Dsr(j)C(j)Csu(j) +Dsr(j)Ff (j)Csu(j)−Csr(j),

M2(j) = Dsr(j)C(j)M4(j), M3(j) = Dsr(j)Ff (j)M4(j), M4(j) = Dsu(j)− I(j),

ξ1(k, j) = M1(j)xs(k, j), ξ2(k, j) = M2(j)x(k, j), ξ3(k, j) = M3(j)f(k, j),

ξ4(k, j) = Csu(j)xs(k, j), ξ5(k, j) = M4(j)x(k, j), ξ6(k, j) = M4(j)f(k, j).

It is obvious that the existence of the ξ group (ξi(k, j), i = 1, · · · , 6) lies tightly on

the scheduler S. A brief discussion on their existence based on the scheduler (4.10) is
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stated as follows. (1) In the case with an ideal condition, both Csu(j) and Csr(j) are zero

matrices, Dsr(j) and Dsu(j) are identity matrices with proper dimensions, therefore the ξ

group are zero vectors. That means the ξ group doesn’t exist. (2) In the case with delay,

either Csu(j) or Csr(j) are not zero matrices, either Dsr(j) ̸= I(j) or Dsu(j) ̸= I(j), hence

the ξ group will exist. (3) In the case with packet loss, both Csu(j) and Csr(j) are still

zero matrices, but there maybe Dsu(j) ̸= I(j), so ξ1(k, j) and ξ4(k, j) will not exist, while

ξi(k, j), i = 2, 3, 5, 6 will. Considering the practicability of the scheduler, the scheduled

slots for delay or packet loss shouldn’t occupy too much proportion in a period Tp.

In the following, we consider the wireless network under an ideal condition, in other

words, the ξ group will not exist. The cases with delay and packet loss will be one of our

future research directions.

Until now, the error dynamics can be rewritten as

e(k, j + 1) = (Ao(j)− Lo(j)Co(j))e(k, j) + (Bo(j)− Lo(j)Do(j))v(k, j), (5.23)

r(k, j) = Eo(j)e(k, j) + Fo(j)v(k, j), (5.24)

Assumption 5.3. (Ao(j),Co(j)), j = 1, · · · , µ is observable.

In the following theorem, a multi-constrained FE method for discrete LTP systems

under an H∞ performance specification with a regional pole constraint is proposed to

achieve a robust fault estimator.

Theorem 5.1. Given a set of prescribed H∞ performance levels γ1,j, j = 1, · · · , µ and

a circular region D1(α1, r1), error dynamics (5.23)-(5.24) satisfy the H∞ performance

index ||e(k, j)||2 ≤ γ1,j||v(k, j)||2, and the eigenvalues of Ao(j) − Lo(j)Co(j) belong to

D1(α1, r1), if there exist a µ-periodic symmetric positive definite matrix P1(j) and a µ-

periodic gain matrix Lo(j) such that the following conditions hold for each j:


−P−1

1 (j + 1) Ao(j)− Lo(j)Co(j) Bo(j)− Lo(j)Do(j) 0

∗ −P1(j) 0 I(j)

∗ ∗ −γ1,jI(j) 0

∗ ∗ ∗ −γ1,jI(j)

 ≤ 0, (5.25)

[
−P−1

1 (j + 1) Ao(j)− Lo(j)Co(j)− α1I(j)

∗ −r21P1(j)

]
≤ 0. (5.26)

Proof. Define a quadratic Lyapunov function V (k, j) = e′(k, j)P1(j)e(k, j), and P1(j) is

48



5.3 An FE scheme for LTP systems with AFs

a µ-periodic symmetric positive definite matrix. There is

V (k, j + 1)− V (k, j) = e′(k, j + 1)P1(j + 1)e(k, j + 1)− e′(k, j)P1(j)e(k, j)

=

[
e(k, j)

v(k, j)

]′([
(Ao(j)− Lo(j)Co(j))

′

(Bo(j)− Lo(j)Do(j))
′

]
P1(j + 1)

×

[
(Ao(j)− Lo(j)Co(j))

′

(Bo(j)− Lo(j)Do(j))
′

]′
−

[
P1(j)

0

])[
e(k, j)

v(k, j)

]
According to (5.25), it leads to

e′(k, j)e(k, j)− γ21,jv
′(k, j)v(k, j) + V (k, j + 1)− V (k, j) ≤ 0

For a µ-periodic system, there is

µ∑
j=1

(e′(k, j)e(k, j)− γ21,jv
′(k, j)v(k, j) + V (k, j + 1) + V (k, j)) ≤ −V (k, 1) ≤ 0

⇔
µ∑

j=1

(e′(k, j)e(k, j)− γ21,jv
′(k, j)v(k, j)) ≤ −V (k + 1, 1) + V (k, 1)− V (k, 1)

⇔
µ∑

j=1

(e′(k, j)e(k, j)− γ21,jv
′(k, j)v(k, j)) ≤ −V (k + 1, 1) ≤ 0 (5.27)

Therefore, the H∞ performance index ||e(k, j)||2 ≤ γ1,j||v(k, j)||2 can be satisfied. The

proof of bounded eigenvalues (5.26) for discrete LTP systems can refer to [112, 120] and

is omitted here.

As it is pointed in [21] that Lo(j) is a set of structure-limited matrices, it’s not easy to

achieve a feasible solution for a µ-periodic Lo(j) taking into account of the limitations of

P1(j) and the high-dimensional of matrices in equation (5.25). To solve this problem, we

present an improved theorem.

Theorem 5.2. Given H∞ performance levels γ1,j, j = 1, · · · , µ and a circular region

D1(α1, r1). If there exist a µ-periodic symmetric positive definite matrix P1(j) and a

µ-periodic gain matrix Lo(j) such that the following conditions hold for each j:
P1(j + 1)− 2I(j) Ao(j)− Lo(j)Co(j) Bo(j)− Lo(j)Do(j) 0

∗ −P1(j) 0 I(j)

∗ ∗ −γ1,jI(j) 0

∗ ∗ ∗ −γ1,jI(j)

 ≤ 0,

(5.28)[
P1(j + 1)− 2I(j) Ao(j)− Lo(j)Co(j)− α1I(j)

∗ −r21P1(j)

]
≤ 0, (5.29)
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then the error dynamics (5.23)-(5.24) satisfy the H∞ performance index ||e(k, j)||2 ≤
γ1,j||v(k, j)||2, the eigenvalues of (Ao(j)− Lo(j)Co(j)) belong to D1(α1, r1).

Proof. Consider that for any matrix P > 0: there is

(P− I)2 ≥ 0 ⇒ P2 − 2P+ I ≥ 0

⇒ P− 2I+P−1 ≥ 0 ⇒ P− 2I ≥ −P−1

As a result, for a symmetric positive definite matrix P1(j), it holds for each j:

P1(j + 1)− 2I(j) ≥ −P−1
1 (j + 1) (5.30)

Thus, by substituting (5.30) into (5.25) and (5.26), we can achieve (5.28) and (5.29). The

proof of this theorem is obvious and omitted here.

5.3.2 An FE scheme for case II

If Ef (j) and Ff (j) are zero matrices in (5.1)-(5.2) at partial time instants in a Tp during

the process, identity matrices will appear directly at the diagonal of matrices Af (j), j =

1, · · · , T for balancing the error dynamics (5.21). Identity matrices on the diagonal of

Af (j) result in the absolute eigenvalues of Ao(j)− Lo(j)Co(j) equal to 1, which means a

marginal stability of (5.23). Consequently, some modifications should be implemented to

the definition of e(k, j) in (5.14).

We recall the structure of x(k, j) in (4.6), which contains all the state variables during

the time interval ((k − 1, j), (k, j)]. Therefore, ex(k, j) and ef (k, j) include all the state

and fault estimation error variables during the time interval ((k− 1, j), (k, j)]. We denote

ex,l(k − 1, l) and ex,t(k, t) are the vectors which consist of all those state estimation

error variables that have an update at the time instant (k − 1, l) and (k, t), respectively.

ef,l(k − 1, l) and ef,t(k, t) as the vectors which consist of all those fault estimation error

variables that have an update at the time instant (k−1, l) and (k, t), respectively. Now we

define e(k, j) with all the items of ex(k, j) and ef (k, j) during the interval ((k−1, j), (k, j)]

in a new order. e(k, j) is defined as

e(k, j) =
[
· · · e′x,l(k − 1, l) e′f,l(k − 1, l) · · · e′x,t(k, t) e′f,t(k, t) · · ·

]′
,

(j + 1 ≤ l ≤ µ, 1 ≤ t ≤ j) (5.31)

With the newly defined e(k, j), deduce again the error dynamics (5.23)-(5.24) with a

new set of parameter matrices Ao(j), Bo(j), Co(j), Do(j), Eo(j), Fo(j) and Lo(j). The

rest derivation of FE method for this case is similar as that for case I, so please refer to

Theorem 5.1 and Theorem 5.2. Actually, case I is just a special situation of case II, so

the definition for case II is also suitable for case I.
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Remark 5.1. It is known that Lo(k, j) has a strict structure limitations which is one

of the biggest difficulties during the way to reach a feasible solution. With our robust

FE method in Theorem 5.2, Lo(k, j) has been taken as one of the unknown parameters

and defined intuitively with a limited structure. MATLAB LMI toolbox is considered as a

popular computation tool during the research. With the help of LMI toolbox, a structure-

limited solution for Lo(k, j) can be obtained directly.

5.4 An FTC scheme for LTP systems with AFs

Now, our object is to develop a fault tolerant controller which ensures the integrated

discrete LTP systems satisfying the required FTC performance under the fault. With the

help of fault estimator constructed in the last section, the effects caused by the sensor

faults can be restrained by subtracting the sensor fault estimate from the output, i.e.,

yFTC(k, j) = y(k, j)− Ff (j)̂f(k, j) (5.32)

where yFTC(k, j) is the real output after applying FTC strategy on the process. In the

following, our object mainly focuses on the development of a fault tolerant controller,

which will make the system (5.1)-(5.2) to be tolerant to the actuator faults. According

to the structure of the fault tolerant controller for AFs proposed in (5.16), our task is

to achieve the structure-limited feedback control gains K1(j) and K2(j) to satisfy the

performance index (5.17).

5.4.1 An FTC scheme for case I

Assumption 5.4. rank(B(j),Ef (j)(ϕ2(j)Dsu(j))
†) = rank(B(j)), j = 1, · · · , µ [121].

Remark 5.2. Assumption 5.4 is satisfied for the actuator fault case with the consideration

of the effects of the scheduler S. It means Im(Ef (j)(ϕ2(j)Dsu(j))
†) ⊆ Im(B(j)), which

leads to the existence of B∗(j) such that (I+B(j)B∗(j))Ef (j)(ϕ2(j)Dsu(j))
† = 0.

We setRef (j) = 0 and chooseK2(j) = B∗(j)Ef (j)(ϕ2(j)Dsu(j))
†, so the state equation

of the discrete LTP systems (5.1) is transformed into

x(k, j + 1) = (A(j) +B(j)K1(j)ϕ1(j)Dsu(j))x(k, j) + Ed(j)d(k, j)

+ B(j)(K1(j)ϕ1(j) +K2(j)ϕ2(j))Csu(j)xs(k, j)

− B(j)K1(j)ϕ1(j)Dsu(j)ex(k, j)−B(j)K2(j)ϕ2(j)Dsu(j)ef (k, j)

= Ed(j)d(k, j) +B(j)(K1(j)ϕ1(j) +K2(j)ϕ2(j))ξ7(k, j)

− B(j)K1(j)ϕ1(j)Dsu(j)ex(k, j)−B(j)K2(j)ϕ2(j)Dsu(j)ef (k, j)

+ (A(j) +B(j)K1(j)ϕ1(j)Dsu(j))x(k, j) (5.33)
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where ξ7(k, j) = Csu(j)xs(k, j). Considering the case with an ideal network environment,

i.e., no delay or packet loss, so Csu(j) is zero matrix and ξ7(k, j) will be zero vector.

We will consider case I firstly and let

ec(k, j) =
[
x′(k, j) e′x(k, j) e′f (k, j)

]′
, (5.34)

and v(k, j) is defined in (5.14). It follows from the equation (5.33) and the error dynamics

(5.23)-(5.24) under an ideal network condition that

ec(k, j + 1) = (Ac(j) +Bc(j)K1(j)Cc(j))ec(k, j)

+ (Dc(j) + Ec(j)K1(j)Fc(j))v(k, j), (5.35)

yFTC(k, j) = Gc(j)ec(k, j) +Hc(j)v(k, j), (5.36)

where

Ac(j) =

 A(j) 0 −B(j)K2(j)ϕ2(j)Dsu(j)

L(j)M2(j) A(j)− L(j)Ac,1(j) Ef (j)− L(j)Dsr(j)Ff (j)Dsu(j)

G(j)M2(j) −G(j)Ac,1(j) Af (j)−G(j)Dsr(j)Ff (j)Dsu(j)

 ,
Bc(j) =

[
B′(j) −B′(j) 0

]′
, Cc(j) =

[
ϕ1(j)Dsu(j) ϕ1(j)Dsu(j) 0

]
,

Dc(j) =

 Ed(j) 0

Ed(j)− L(j)Dsr(j)Fd(j) 0

−G(j)Dsr(j)Fd(j) S(j)

 ,
Gc(j) =

[
C(j) 0 Ff (j)phi2(j)Dsu(j)

]
,

Hc(j) =
[
Fd(j) 0

]
,Ac,1(j) = Dsr(j)C(j)Dsu(j).

The method of fault-tolerant controller design for µ-periodic linear systems is given by

the following theorem.

Theorem 5.3. There are a set of H∞ performance levels γ2,j, j = 1, · · · , µ and a circular

region D2(α2, r2). The eigenvalues of (Ac(j) + Bc(j)K1(j)Cc(j)) belong to D2(α2, r2),

and the error dynamics (5.35)-(5.36) fulfill the H∞ performance index ||yFTC(k, j)||2 ≤
γ2,j||v(k, j)||2, if there are a µ-periodic symmetric positive definite matrix P2(j) and a

µ-periodic gain matrix K1(j) such that the following conditions hold for each j:
−P−1

2 (j + 1) Ac(j) +Bc(j)K1(j)Cc(j) Dc(j) 0

∗ −P2(j) 0 G′
c(j)

∗ ∗ −γ2,jI(j) H′
c(j)

∗ ∗ ∗ −γ2,jI(j)

 ≤ 0, (5.37)

[
−P−1

2 (j + 1) Ac(j) +Bc(j)K1(j)Cc(j)− α2I(j)

∗ −r22P2(j)

]
≤ 0. (5.38)
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Proof. Define a quadratic Lyapunov function V (k, j) = e′c(k, j)P2(j)ec(k, j), and P2(j)

is a µ-periodic symmetric positive definite matrix.

V (k, j + 1)− V (k, j) = e′c(k, j + 1)P2(j + 1)ec(k, j + 1)− e′c(k, j)P2(j)ec(k, j)

=

[
ec(k, j)

v(k, j)

]′([
(Ac(j) +Bc(j)K1(j)Cc(j))

′

D′
c(j)

]
P2(j + 1)

×

[
(Ac(j) +Bc(j)K1(j)Cc(j))

′

D′
c(j)

]′
−

[
P2(j)

0

])[
ec(k, j)

v(k, j)

]
From condition (5.37), we have

y′
FTC(k, j)yFTC(k, j)− γ22,jv

′(k, j)v(k, j) + V (k, j + 1)− V (k, j) ≤ 0

For a µ-periodic system, there is
µ∑

j=1

(y′
FTC(k, j)yFTC(k, j)− γ22,jv

′(k, j)v(k, j) + V (k, j + 1) + V (k, j)) ≤ −V (k, 1) ≤ 0

⇔
µ∑

j=1

(y′
FTC(k, j)yFTC(k, j)− γ22,jv

′(k, j)v(k, j)) ≤ −V (k + 1, 1) + V (k, 1)− V (k, 1)

⇔
µ∑

j=1

(y′
FTC(k, j)yFTC(k, j)− γ22,jv

′(k, j)v(k, j)) ≤ −V (k + 1, 1) ≤ 0 (5.39)

Therefore, the H∞ performance index ||yFTC(k, j)||2 ≤ γ2,j||v(k, j)||2 can be satisfied.

The proof of the bounded eigenvalues (5.38) for discrete LTP systems can refer to [112, 120]

and is omitted here.

It has been remarked in [21] that K1(j) is a structure-limited periodic matrix, which

causes great difficulty in gaining a feasible solution for the fault tolerant controller of a µ-

periodic systems. As proved in Theorem 5.2, there exists −P−1
2 (j+1) ≤ P2(j+1)−2I(j)

for a symmetric positive definite matrix P2(j), and an improved theorem is presented as

follows.

Theorem 5.4. For a set of H∞ performance levels γ2,j, j = 1, · · · , µ and a circular

region D2(α2, r2), if there are a µ-periodic symmetric positive definite matrix P2(j) and

a µ-periodic gain matrix K1(j) such that the following conditions hold for each j:
P2(j + 1)− 2I(j) Ac(j) +Bc(j)K1(j)Cc(j) Dc(j) 0

∗ −P2(j) 0 G′
c(j)

∗ ∗ −γ2,jI(j) H′
c(j)

∗ ∗ ∗ −γ2,jI(j)

 ≤ 0, (5.40)

[
P2(j + 1)− 2I(j) Ac(j) +Bc(j)K1(j)Cc(j)− α2I(j)

∗ −r22P2(j)

]
≤ 0, (5.41)
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thus the eigenvalues of (Ac(j) + Bc(j)K1(j)Cc(j)) belong to D2(α2, r2), and the error

dynamics (5.35)-(5.36) satisfy the H∞ performance index ||yFTC(k, j)||2 ≤ γ2,j||v(k, j)||2.

Proof. The proof of this theorem is obvious and omitted here.

5.4.2 An FTC scheme for case II

In case II, we define

ec(k, j) =
[
x′(k, j) · · · e′x,l(k − 1, l) e′f,l(k − 1, l)

· · · e′x,t(k, t) e′f,t(k, t) · · ·
]′
(j + 1 ≤ l ≤ µ, 1 ≤ t ≤ j),

where ec(k, j) includes all the items of x(k, j), ex(k, j) and ef (k, j) during the interval

((k − 1, j), (k, j)] in a new order.

With the newly defined ec(k, j), the error dynamics (5.35)-(5.36) will be derived again

with a new set of system matrices Ac(j), Bc(j), Cc(j), Dc(j), Gc(j) and Hc(j). Then the

derivation of obtaining a fault tolerant controller for µ-periodic system in this situation

is similar as the one in case I, so please refer to Theorem 5.3 and Theorem 5.4.

5.5 Summary

In this chapter, based on the decentralized W-NCS model with an integrated scheduler, an

FTC scheme is proposed for the integrated systems (in the form of discrete LTP systems)

with AFs. Due to the limitation of the accessibility to the entire system states, the

controller is designed to be related to the state and fault estimates. Therefore, a theorem

is proposed to achieve the robust state observer and fault estimator firstly. When the

state-space representations are not described with faults at all the time instants in a

period Tp, structural adjustment is required in the pursuit of a feasible solution for the

state and fault estimates. With the achieved state and fault estimates, corresponding

FTC strategy is presented. Due to the decentralized structure of W-NCSs, the problem

of structure limitations on the gains of the estimators and the controller is unavoidable.

Therefore, improved theorems are put forward to obtain feasible solutions.
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MFs

This chapter focuses on the development of FTC schemes for the integrated W-NCSs with

actuator MFs. An adaptive observer is constructed for the estimation of the state and

fault vectors. Afterwards, an FTC strategy based on the adaptive observer is proposed.

The control law for a plant is often required not only to ensure stability and desired

performance during normal operating conditions, but also to guarantee suitable behaviors

at the occurrence of faults in the system. Besides AFs that have been discussed in the

last chapter, MFs are also quite common in the process. The study of FD and FTC

with MFs have risen great interest in the control community during last years. However,

to the best of our knowledge, the research activities haven’t covered FTC schemes for

the decentralized W-NCSs integrated with the scheduler in the occurrence of MFs. This

motivates strongly our current work. In this chapter we only consider the integrated

systems with actuator MFs, as well as system noises.

6.1 System model with MFs

The schematic description of W-NCSs integrated with scheduler S has been sketched in

Fig.4.2. With the consideration of the communication mechanism, a µ-periodic discrete-

time plant P with actuator MFs is addressed as follows

x(k, j + 1) = A(j)x(k, j) +B(j)fθ(k, j)us(k, j) + E(j)w(k, j) (6.1)

y(k, j) = C(j)x(k, j) + F(j)v(k, j) (j = 1, · · · , µ) (6.2)

where x(k, j) ∈ ℜn, us(k, j) ∈ ℜp1 and y(k, j) ∈ ℜm1(j) are the plant state, control input

and measurement output variables, respectively. p1 is the number of all the actuators in

W-NCSs. The noises w(k, j) ∈ ℜw(j) and v(k, j) ∈ ℜv(j) have zero means. The system
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matrices A(j), B(j), C(j), E(j) and F(j) are all µ-periodic matrices, i.e., for each j,

A(j) = A(j + µ), B(j) = B(j + µ), C(j) = C(j + µ),

E(j) = E(j + µ), F(j) = F(j + µ).

fθ(k, j) ∈ ℜp1×p1 is the MF coefficient matrix, expressed as

fθ(k, j) = diag
{

· · · θi(k, j) · · ·
}
.

where i is an integer of the interval [1, p1], and θi(k, j) is the MF coefficient impacting on

us,i(k, j) (the i-th item of us(k, j)). The physical meaning of θi(k, j) is defined as follows
if θi(k, j) = 0 : the actuator is shut down;

if 0 < θi(k, j) < 1 : the fault deminishes the nominal input;

if θi(k, j) = 1 : no fault occurs;

if 1 < θi(k, j) ≤ θoi (j) : the fault amplifies the nominal input.

(6.3)

where θoi (j) is the possible amplification factor of the input us,i(k, j). It is assumed that

the faults vary slowly during a period Tp in the real-time process, and can be expressed

as

θi(k + 1, j) = θi(k, j), (1 ≤ j ≤ µ, 1 ≤ i ≤ p1) (6.4)

By augmenting (6.4), it holds

θ(k + 1, j) = θ(k, j), (6.5)

where θ(k, j) ∈ ℜp1 is a column vector consisting of θi(k, j).

For the convenience of our consequent study, we define

ϕs,u(k, j) = diag {us(k, j)} = diag
{

· · · us,i(k, j) · · ·
}

ϕs(k, j) = B(j)ϕs,u(k, j),

where ϕs,u(k, j) ∈ ℜp1×p1 and ϕs(k, j) ∈ ℜn×p1 .

Assumption 6.1. The norm of the matrix ϕs(k, j) is uniformly bounded by a constant

ϕs(j), i.e.,

∥ϕs(k, j)∥2 ≤ ϕs(j), j = 1, . . . , µ

This condition can be satisfied for a wide class of matrix ϕs(k, j), under the assumption

that u(k, j) and us(k, j) remain bounded even in the presence of faults.

Following the previous analysis, the state-space representation (6.1) can be reformulated

as

x(k, j + 1) = A(j)x(k, j) + ϕs(k, j)θ(k, j) + E(j)w(k, j). (6.6)
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6.2 Adaptive estimation method

For the convenience of our further study, we introduce the adaptive estimation method

proposed in [96, 98].

Consider the discrete-time stochastic MIMO LTV systems

θ(k + 1) = θ(k) (6.7)

x(k + 1) = A(k)x(k) + ϕ(k)θ(k) +w(k) (6.8)

y(k) = C(k)x(k) + v(k) (6.9)

where x(k) ∈ ℜn and y(k) ∈ ℜm are the state vector and output vector, respectively.

A(k) and C(k) are known time varying matrices with appropriate dimensions. θ(k) ∈ ℜp

is an unknown parameter vector, ϕ(k) ∈ ℜn×p is a matrix of known signals, w(k) and

v(k) are noises with zero means.

The adaptive observer for (6.7)-(6.9) is constructed as follows

Υ(k + 1) = (A(k)− L(k)C(k))Υ(k) + ϕ(k) (6.10)

x̂(k + 1) = A(k)x̂(k) + ϕ(k)θ̂(k) + L(k)r(k) +Υ(k + 1)(θ̂(k + 1)− θ̂(k)) (6.11)

θ̂(k + 1) = θ̂(k) + µ(k)Υ′(k)C′(k)r(k) (6.12)

ŷ(k) = C(k)x̂(k) (6.13)

r(k) = y(k)− ŷ(k) (6.14)

where matrix Υ(k) ∈ ℜn×p, x̂(k), ŷ(k) and θ̂(k) are the state, output and parameter

estimates, respectively. L(k) is the observer gain and r(k) is the residual vector. µ(k) > 0

is a bounded scalar gain satisfying the following assumption.

Assumption 6.2. [98] For all k ≥ 0, the scalar gain µ(k) > 0 is small enough such that∥∥∥√µ(k)C(k)Υ(k)
∥∥∥
2
≤ 1

For the convenience of the proof of adaptive estimation method, one definition and two

lemmas are presented as follows.

Definition 6.1. [98] The linear discrete-time varying system

z(k + 1) = A(k)z(k), z ∈ ℜnl ,A ∈ ℜnl×nl (6.15)

is exponentially stable, if there exist two constants r > 0 and 0 < q < 1 such that∥∥∥∥∥
k−1∏
i=k0

A(i)

∥∥∥∥∥
2

≤ rqk−k0 , (k > k0)
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Lemma 6.1. [98, 122] If the linear discrete-time varying system (6.15) is exponentially

stable, then

1. for any bounded signal v(k) ∈ ℜnl, z(k) is bounded in the sense of z(k + 1) =

A(k)z(k) + v(k);

2. for any v(k) tending to zero exponentially, the state vector z(k) constructed as above

also tends to zero exponentially.

Lemma 6.2. [98] A matrix φ(k) ∈ ℜml×nl satisfies that ∥φ(k)∥2 ≤ 1 for k ≥ 0. If there

exist a real constant α > 0 and an integer l > 0 such that the following inequality holds

1

l

k+l−1∑
i=k

φ′(i)φ(i) ≥ αI,

then the linear discrete-time varying system z(k+1) = (I−φ′(k)φ(k))z(k) is exponentially

stable.

6.3 Problem formulation

The basic idea of FTC strategy for the system model (6.1)-(6.2) with actuator MFs is

divided into two steps:

(1) achieving the estimation model of fθ(k, j) in (6.1);

(2) developing a fault tolerant controller and compensating the effects caused by fθ(k, j)

with its estimation model.

Since the system model (6.1) has been reformulated into (6.6) with faults as unknown

parameters, the first step of FTC strategy turns to construct the estimator of the param-

eter θ(k, j). Besides, the state vector x(k, j) is also considered unmeasurable. For such a

problem of joint state-parameter estimation in (6.6), it seems natural to use the adaptive

estimation method proposed in [98]. However, it should be pointed out that, due to the

decentralization of W-NCSs, the structures of system matrices in (6.1)-(6.2) are all limited

[21]. By applying the adaptive estimation method directly to the system model in (6.6),

it requires that Υ(k) has to be a structure-limited matrix, which cannot be guaranteed

by this way. To solve this problem, we will reconstruct the system model (6.6) by a lift-

ing technology, meanwhile, increase the communication volume among CSs to loosen the

structure limitations. After that, we apply the adaptive estimation method to the lifted

system model to estimate the system state and the unknown parameter vectors.
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In order to develop a fault tolerant controller, we will start from the design of a nominal

controller for the system in the fault-free case. Due to the inaccessibility of the system

states x(k, j), the controller will be developed to be related with x̂(k, j) (the estimate of

x(k, j)). Hence the fault-free controller unom,s(k, j) is designed by LCs as

unom,s(k, j) = K(j)x̂s(k, j) +Ref (j), j = 1, · · · , µ (6.16)

where x̂s(k, j) denotes the state estimate x̂(k, j) received by LCs. With the consideration

of the limit traffic load in the i-th subsystem, sometimes only the state estimates of the

i-th subprocess will be transmitted from the i-th CS to its LCs. Of course, if enough

bandwidth can be supported by the network, the received state estimates from other CSs

could also be delivered by the i-th CS to its LCs. Such limitation can be managed by

the feedback gain K(j), which is a structure-limited µ-periodic matrix as stated in [21].

Ref (j) is the reference signal vector. To obtain the nominal controller (6.16), a suitable

K(j) should be found to keep the stability of Plant P .

When the actuator MFs occur as in (2.4), the following FTC strategy is developed to

compensate the effects caused by the faults

uFTC,s(k, j) = f−1

θ̂
(k, j)unom,s(k, j), j = 1, · · · , µ (6.17)

where fθ̂(k, j) is the estimate of fθ(k, j), uFTC,s(k, j) is the fault tolerant controller.

Therefore, the FTC scheme for W-NCSs with actuator MFs consists of four steps:

(1) modeling (6.6) with a lifting technology;

(2) applying adaptive estimation method to the lifted system to estimate the system

state and fault vectors;

(3) constructing the fault-free controller (6.16) and finding the solution for the µ-

periodic feedback gain K(j) with a limited structure, to ensure the stability of

the system (6.1);

(4) compensating the effects caused by faults with the fault estimate vector.

6.4 An FE scheme for LTP systems with MFs

In this section, the lifting technology will be applied on the discrete LTP systems, firstly.

After that, an adaptive observer will be constructed based on the lifted system.
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6.4.1 Lifting of LTP systems

Considering the periodicity in equation (6.6), a lifting computation will be implemented

on it. Let Φ(τ1, τ0) be the state transition matrix defined by

Φ(τ1, τ0) =

{
I , if τ1 = τ0;

A(τ1 − 1)A(τ1 − 2) · · ·A(τ0) , if τ1 > τ0.

where τ1 and τ0 are arbitrary integers among [1, µ]. Considering the periodicity of the

system model, there is Φ(τ1 + µ, τ0 + µ) = Φ(τ1, τ0) [112]. Select an arbitrary integer j

(1 ≤ j ≤ µ) as the initial time instant and define xj(k) = x(k, j), θj(k) = θ(k, j). An

augmented vector yj(k) ∈ ℜm1 (m1 =
µ∑

j=1

m1(j)) is constructed by

yj(k) =


y(k, j)
...

y(k + 1, j − 1)

 (6.18)

Besides, wj(k) ∈ ℜw (w =
µ∑

j=1

w(j)) and vj(k) ∈ ℜv (v =
µ∑

j=1

v(j)) are built in the same

way as y(k), by replacing the items y with w and v, respectively. It is remarkable that

wj(k) and vj(k) also have zero means. According to [111, 112], the models of the periodic

systems (6.6)-(6.2) and the fault (6.5) can be lifted into a discrete LTV system

xj(k + 1) = Ajxj(k) + ψ1,j(k)θj(k) + Ejwj(k), (6.19)

yj(k) = Cjxj(k) + ψ2,j(k)θj(k) + Fjvj(k), (6.20)

θj(k + 1) = θj(k), (6.21)

where the system matrices Aj, Ej, Cj and Fj are known matrices for certain j and

Aj = Φ(j + µ, j), ψ1,j(k) =

µ∑
i=1

Φ(j + µ, j + i)ϕs(k, j + i− 1)

Ej =
[
Φ(j + µ, j + 1)E(j) Φ(j + µ, j + 2)E(j + 1) · · ·

Φ(j + µ, j − 2 + µ)E(j − 2) E(j − 1)
]
,

Cj =


C(j)

C(j + 1)Φ(j + 1, j)
...

C(j − 1 + µ)Φ(j − 1 + µ, j)

 ,
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ψ2,j(k) =


ψ1

ψ2

...

ψµ

 ,Fj =


F1,1 O · · · O

F2,1 F2,2

. . .
...

...
...

... O

Fµ,1 · · · Fµ,µ−1 Fµ,µ

 ,

ψp =

 O , if p = 1;
p−1∑
i=1

C(j − 1 + p)Φ(j + p, j + i)ϕs(k, j + i− 1) , if p > 1.

Fp,q =

{
F(j) , if p = q;

C(j − 1 + p)Φ(j − 1 + p, j + q)E(j + q − 1) , if 2 ≤ p ≤ µ.

(p, q = 1, · · · , µ).

Remark 6.1. It should be pointed out that in ψ1,j(k) and ψ2,j(k), the item ϕs(k, j+ i−1)

denotes actually ϕs(k + 1, j + i− 1− µ) for j + i− 1 > µ.

6.4.2 Design of an adaptive observer

In order to realize the design of fault tolerant controller in the sequels, it is required

to estimate the state vector x(k) and fault vector θ(k) in (6.19)-(6.20) primarily. An

adaptive observer is proposed in [96], which considers the joint estimation of states and

unknown parameters. This method have received lots of contribution both for linear

systems [96, 98, 123–126] and nonlinear systems [97, 127–130]. In these references, the

unknown parameters are assumed to be embedded either in state equations or in output

equations. Recently, [131] extended the adaptive algorithm for the system with unknown

parameters in both state and output equations. However, this algorithm is developed only

for continue-time systems. In the following, we will present an adaptive observer for linear

discrete-time systems with unknown parameters in both state and output equations.

Firstly, we give an assumption, which is the basis of the development of adaptive

observer for the system (6.19)-(6.21).

Assumption 6.3. For a certain time instant j ∈ [1, µ], the matrix pair (Aj,Cj) in

(6.19)-(6.20) is observable, and there exists matrix Lj ∈ ℜn×m2, such that the LTI system

x(k + 1) = (Aj − LjCj)x(k)

is exponentially stable.

For the joint estimation of state and fault vectors in linear discrete-time varying systems
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6 An FTC scheme for W-NCSs with MFs

(6.19)-(6.21), the adaptive observer is proposed as follows

Υj(k + 1) = (Aj − LjCj)Υj(k) + ψ1,j(k)− Ljψ2,j(k) (6.22)

x̂j(k + 1) = Ajx̂j(k) + ψ1,j(k)θ̂j(k) + Ljrs,j(k) +Υj(k + 1)(θ̂j(k + 1)− θ̂j(k)) (6.23)

θ̂j(k + 1) = θ̂j(k) + µj(k)(CjΥj(k) + ψ2,j(k))
′rs,j(k) (6.24)

where x̂j(k) ∈ ℜn and θ̂j(k) ∈ ℜp1 are the estimates of xj(k) and θj(k), respectively.

rs,j(k) ∈ ℜm2 is the residual which has been coordinated by the scheduler S and received

by the CSs. Matrix Υj(k) ∈ ℜn×p1 , scalar gain µj(k) > 0. Lj is the observer gain matrix

with limited structure [21].

Following the communication mechanism in [21], the state estimate will be transmitted

back to the LCs through the wireless network. Due to the effects of the scheduler S, the
output estimate of (6.2) at the LCs will be

ŷ(k, j) = C(j)x̂s(k, j) (j = 1, · · · , µ), (6.25)

where ŷ(k, j) ∈ ℜm1(j) is the estimates of y(k, j), and x̂s(k, j) ∈ ℜn is the output of the

state estimate x̂(k, j) transmitting through the network. With an ideal wireless network,

there is x̂s(k, j) = x̂(k, j). Following the lifting process for (6.20) and considering the

ideal wireless network, there is

ŷj(k) = Cjx̂j(k) + ψ2,j(k)θ̂j(k) (6.26)

where ŷj(k) is the estimate of yj(k). So the residual vector rj(k) ∈ ℜm1 at the LCs is

obtained by

rj(k) = yj(k)− ŷj(k). (6.27)

Moreover, the received residual vector at the CSs in the ideal wireless network satisfies

rs,j(k) = rj(k) (6.28)

To prove the convergence of the proposed adaptive algorithm (6.22)-(6.24), the following

two assumptions are required.

Assumption 6.4. The scalar gain µj(k) > 0 is small enough such that∥∥∥∥√µj(k)(CjΥj(k) + ψ2,j(k))

∥∥∥∥
2

≤ 1

where Υj(k) is constructed by (6.22).
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6.4 An FE scheme for LTP systems with MFs

Assumption 6.5. The matrices of signals ψ1,j(k) and ψ2,j(k) are persistently exciting

such that, for some constant α > 0 and integer l > 0, the matrix Υj(k) in (6.22) and the

gain µj(k) satisfy the following inequality

1

l

k+l−1∑
i=k

µj(i)(CjΥj(i) + ψ2,j(i))
′(CjΥj(i) + ψ2,j(i)) ≥ αI

The property of the adaptive observer (6.22)-(6.24) for the state-space representation

(6.19)-(6.21) in the noise-free case is stated in the following theorem.

Theorem 6.1. Under an ideal wireless network and for a certain initial time instant j,

j = 1, · · · , µ, if the noises are absent in the system models (6.19)-(6.21), i.e., wj(k) = 0

and vj(k) = 0 with all k ≥ 0, then the algorithm (6.22)-(6.24) under Assumptions 6.3-6.5

is a globally exponential adaptive observer.

Proof. Define the state estimation error ex,j(k) = xj(k)− x̂j(k), and the fault estimation

error eθ,j(k) = θj(k) − θ̂j(k). From (6.19) and (6.23) without noises, as well as equation

(6.21) and the residual in (6.28), it’s easy to obtain the error dynamics of the state

estimation as follows

ex,j(k + 1) = (Aj − LjCj)ex,j(k) + (ψ1,j(k)− Ljψ2,j(k))eθ,j(k)

+Υj(k + 1)(eθ,j(k + 1)− eθ,j(k)) (6.29)

Now, we define a linearly combined error η(k) = ex,j(k) − Υj(k)eθ,j(k). The dynamic

equation of η(k) is addressed as

η(k + 1) = (Aj − LjCj)η(k)

+ [(Aj − LjCj)Υj(k) + ψ1,j(k)− Ljψ2,j(k)−Υj(k + 1)] eθ,j(k)

From the equation (6.22), the last equation simply becomes

η(k + 1) = (Aj − LjCj)η(k) (6.30)

According to Assumption 6.3, the combined error η(k) tends to zero exponentially.

Following equations (6.21) and (6.24), there is

eθ,j(k + 1) = eθ,j(k)− µj(k)(CjΥj(k) + ψ2,j(k))
′(Cjex,j(k) + ψ2,j(k)eθ,j(k)) (6.31)

Considering the definition of η(k), (6.31) is rewritten as

eθ,j(k + 1) = [I− µj(k)(CjΥj(k) + ψ2,j(k))
′(CjΥj(k) + ψ2,j(k))] eθ,j(k)

− µj(k)(CjΥj(k) + ψ2,j(k))
′Cjη(k) (6.32)
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According to Lemma 6.2 and Assumption 6.5, we finally have that the linear discrete-time

varying system (6.33) is exponentially stable.

z(k + 1) = [I− µj(k)(CjΥj(k) + ψ2,j(k))
′(CjΥj(k) + ψ2,j(k))] z(k) (6.33)

In the lifted model (6.19)-(6.21), Cj is known, while ψ1,j(k) and ψ2,j(k) are bounded

following Assumption 6.1. Therefore, Υj(k) constructed in (6.22) is also bounded. Ac-

cording to Lemma 6.2 and Assumption 6.4, as well as the property of η(k) in (6.30), the

fault estimation error eθ,j(k) in (6.32) driven by −µj(k)(CjΥj(k)+ψ2,j(k))
′Cjη(k) tends

to zero exponentially.

Consequently, the state estimation error ex,j(k) = η(k)+Υj(k)eθ,j(k) tends also to zero

exponentially.

Now we will concern the properties of the proposed adaptive estimation method applied

to the system models with noises.

Theorem 6.2. Under Assumptions 6.3-6.5 with an ideal wireless network, when the adap-

tive observer (6.22)-(6.24) is applied to the system models (6.19)-(6.21), where the noises

wj(k) and vj(k) have zero means, then along with k → ∞, the mathematical expectations

of the state and fault estimation errors are convergent exponentially as Eex,j(k) → 0,

Eeθ,j(k) → 0.

Proof. The proof of this theorem is based on the result of the noise-free case. In the case

with noises in the system models (6.19)-(6.21), the error dynamics are addressed as

ex,j(k + 1) = (Aj − LjCj)ex,j(k) + (ψ1,j(k)− Ljψ2,j(k))eθ,j(k)

+Υj(k + 1)(eθ,j(k + 1)− eθ,j(k)) + Ejwj(k)− LjFjvj(k) (6.34)

eθ,j(k + 1) = eθ,j(k)− µj(k)(CjΥj(k) + ψ2,j(k))
′(Cjex,j(k) + ψ2,j(k)eθ,j(k))

− µj(k)(CjΥj(k) + ψ2,j(k))
′Fjvj(k) (6.35)

In the case without noises in the system models, the error dynamics (6.34)-(6.35) are

exponentially stable, which is concordant with the Theorem 6.1.

When it comes to the case with the consideration of noises in the system models (6.22)-

(6.24), some mathematical processes are implemented on the error dynamics (6.34)-(6.35).

Since the noises are all with zero means, by taking the mathematical expectation on both

sides of the error dynamics (6.34)-(6.35), we have

Eex,j(k + 1) = (Aj − LjCj)Eex,j(k) + (ψ1,j(k)− Ljψ2,j(k))Eeθ,j(k)

+Υj(k + 1)(Eeθ,j(k + 1)− Eeθ,j(k)) (6.36)

Eeθ,j(k + 1) = Eeθ,j(k)− µj(k)(CjΥj(k) + ψ2,j(k))
′(CjEex,j(k) + ψ2,j(k)Eeθ,j(k))

(6.37)
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which are identical as the error dynamics (6.29)-(6.31) in the noise-free case, except that

the estimation errors ex,j(k) and eθ,j(k) are replaced by their mathematical expectation

Eex,j(k) and Eeθ,j(k), respectively. Following the same procedure as in the proof of

Theorem 6.1, the mathematical expectations Eex,j(k) and Eeθ,j(k) tend to zero exponen-

tially.

6.4.3 Realization of the adaptive observer

The proposed adaptive estimation method is proceeded on a lifted system, which also can

be taken as the model of W-NCSs with period Tp. Considering the distribution of W-

NCSs, no central node is supposed to carry out this estimation algorithm. Therefore, all

the CSs are required to execute the adaptive estimation method at each Tp. According to

the operation mechanism of sampling and communication described in chapter 4, the i-th

subsystem i = 1, · · · , N in view of discrete-time systems has a state update at each Tc,i,

so li (= Tp/Tc,i) state updates will be generated in each Tp. With this lifted system model

before the time kTp, the i-th CS will estimate the li state updates during [kTp, (k+1)Tp)

simultaneously. After that, the i-th CS will share the li new state estimates with other

CSs. These state estimates will arrive other CSs as soon as possible and help them to

improve their state estimation, which is executed also before (k + 1)Tp. As is well known

that, the control commands executed by the LCs on the i-th subprocess are calculated

based on the state estimates generated by the i-th CS. Hence, with the received state

estimates from the i-th CS, the other CSs will obtain the control information which will

be implemented on the i-th subprocess during [kTp, (k+1)Tp). In other words, the control

commands will be shared among CSs, which will be very necessary for the realization of

equation (6.22).

In the event of actuator MFs on W-NCSs, the fault estimates will be generated by

the CSs in a similar way as the state estimation. Afterwards, the fault estimates of the

i-th CS will be packed with its state estimates and shared among all the CSs before kTp.

Since this fault estimates will be very helpful for the design of fault tolerant controller,

this share of fault estimates will bring more specific control information to other CSs.

After the state have been estimated, the i-th CS will send its newest state estimates

immediately to its LCs for the residual generation. Although the state estimation of the

i-th CS is executed only once in each Tp and completed before kTp, the residuals during

[kTp, (k+1)Tp) are generated still at each Tc,i. Since the adaptive observer method is based

on a lifted system, it required the share of residuals among CSs, which has been considered

as an advanced design issue in [21]. Therefore, the problem of structure limitations on Lj

is avoided here.
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6.5 An FTC scheme for LTP systems with MFs

In this section, an FTC strategy will be developed to ensure the discrete LTP systems to

be tolerant to actuator MFs.

6.5.1 Design of a fault-free controller

We will start from the µ-periodic discrete-time plant P (6.1)-(6.2) without MFs, which

are expressed as follows:

x(k, j + 1) = A(j)x(k, j) +B(j)us(k, j) + E(j)w(k, j) (6.38)

y(k, j) = C(j)x(k, j) + F(j)v(k, j) (j = 1, · · · , µ) (6.39)

Define us,j(k) in a similar way as yj(k) in (6.18).

us,j(k) =


us(k, j)

...

us(k + 1, j − 1)

 (6.40)

Following the lifting procedure in equations (6.19)-(6.20), we have a discrete LTI system

xj(k + 1) = Ajxj(k) +Bjus,j(k) + Ejwj(k), (6.41)

yj(k) = Cjxj(k) +Djus,j(k) + Fjvj(k), (6.42)

where

Bj =
[
Φ(j + µ, j + 1)B(j) Φ(j + µ, j + 2)B(j + 1) · · ·

Φ(j + µ, j − 2 + µ)B(j − 2) B(j − 1)
]
,

Dj =


D1,1 O · · · O

D2,1 D2,2

. . .
...

...
...

... O

Dµ,1 · · · Dµ,µ−1 Dµ,µ

 ,

Dp,q =

{
O , if p = q;

C(j − 1 + p)Φ(j − 1 + p, j + q)B(j + q − 1) , if p > q.

(p, q = 1, · · · , µ).

Under an ideal network environment, an nominal controller for (6.38)-(6.39) has been

proposed in (6.16). In the case with scheduled delay or packet loss, the latest update will

be adopted to develop the controller. Therefore, the fault-free controller is designed as

unom,s(k, j) = K(j)ϕ(j)x̂s,j(k) +Ref (j), j = 1, · · · , µ (6.43)
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where ϕ(j) is a Boolean matrix, which will choose a proper state update to proceed the

calculation of the controller. ϕ(j) relies closely on the scheduler S: (1) in the case with

ideal condition, ϕ(j) is an identity matrix, so (6.43) is identical as (6.16); (2) in the case

with delay or packet loss, the former received information will be considered, the latest

update of state estimates will be chosen by ϕ(j) and assigned as x̂s(k, j) for calculation.

For our purpose of designing the controller, we first set Ref (j) = 0 and define Kj as

Kj =


K(j)ϕ(j)

K(j + 1)ϕ(j + 1)
...

K(j − 1 + µ)ϕ(j − 1 + µ)

 (6.44)

Now the controller unom,s(k, j) can be rewritten as

unom,s(k, j) = Kjx̂s,j(k). (6.45)

Substituting (6.45) in (6.41) with the consideration of an ideal wireless network, we have

xj(k + 1) = (Aj +BjKj)xj(k)−BjKjex,j(k) + Ejwj(k) (6.46)

Since wj(k) has zero mean and the expectation of ex,j(k) tends to zero exponentially

according to Theorem 6.2, we only need to find a suitable Kj to satisfy the stability of

Plant P .

It has been mentioned before that Kj is a structure-limited matrix, which increases

the difficulty of gaining a feasible solution for the controller gain Kj. To achieve this

controller for the lifted system, we present the following theorem.

Theorem 6.3. Give a certain initial time instant j, j = 1, · · · , µ and a circular region

D(α, r). The eigenvalues of (Aj + BjKj) belong to D(α, r), if there exist a symmetric

positive definite matrix Pj and a gain matrix Kj such that the following condition holds:[
Pj − 2I Aj +BjKj − αI

∗ −r2Pj

]
< 0, (6.47)

Proof. The proof of this theorem is similar as that of Theorem 5.4 and omitted here.

Whether faults have happened during the process, with the proposed adaptive estima-

tion method, specific information of the faults can be achieved during the process. For our

purpose of designing the fault tolerant controller at LCs, the fault estimate vector θ̂j(k)

will be packed with the state estimate x̂j(k) and transmitted to LCs. We denote θ̂s,j(k) as

the output of θ̂j(k) transmitting through the scheduler S, i.e., θ̂s,j(k) = H(j)θ̂j(k), where
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a Boolean matrix H(j) ∈ ℜp1×p1 will decide which part of the fault estimate vector θ̂j(k)

will be transmitted. For example, considering the limit network bandwidth, only the fault

estimates of the actuators, which belong to the i-th subprocess, will be transmitted from

the i-th CS to its LCs. In this case, H(j) should be chosen according to the concrete

situation. Of course, if there is enough network bandwidth, all the fault estimate vector

θ̂j(k) could be transmitted to LCs, which will offer a better fault tolerant controller and

finally improve the whole FTC performance. In such case, H(j) = I.

6.5.2 Fault accommodation

The fault tolerant controller for actuator MFs at LCs is developed based on the fault-

free controller. According to the physical meaning of θi(k, j) in (6.3), we concern that

θi(k, j) > 0, therefore, θ̂i(k, j), as well as θ̂j(k) and θ̂s,j(k), should also be greater than

0. We define fθ̂(k, j) = diag
{
θ̂s,j(k)

}
, denote θ̂s,i(k, j) as the i-th item of θ̂s,j(k), and

construct f−1

θ̂
(k, j) as

f−1

θ̂
(k, j) = diag

{
· · · θt,i(k, j) · · ·

}
θt,i(k, j) =

{
0 , if θ̂s,i(k, j) ≤ 0;

θ̂−1
s,i (k, j) , if θ̂s,i(k, j) > 0.

Consequently, for the purpose of compensating the effect caused by the MFs, the FTC

strategy for actuator MFs is developed as follows

uFTC,s(k, j) = f−1

θ̂
(k, j)unom,s(k, j), j = 1, · · · , µ (6.48)

where uFTC,s(k, j) is the fault tolerant controller.

Following Theorem 6.2 we know that, by using the proposed adaptive estimation

method, if the noises in the systems are distributed with zero means, there is E(θs,j(k)−
θ̂s,j(k)) → 0 when k → ∞. In other words, θ̂s,j(k) is convergent exponentially to θs,j(k)

when k → ∞. Therefore, with fault tolerant controller (6.48), the effects caused by MFs

to the systems will be accommodated.

6.6 Summary

In this chapter, the integrated system of W-NCSs and scheduler is modeled as a µ-periodic

system with actuator MFs. The lifting technology is applied to model the integrated LTP

systems. Due to the unavailability of the full information about the system state, an

adaptive observer is constructed to estimate the state and fault vectors simultaneously.
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6.6 Summary

Finally, an FTC strategy for W-NCSs with actuator MFs is developed based on a nominal

controller.
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7 Application to WiNC platform

In this chapter, we will verify the proposed FTC schemes for W-NCSs with AFs and MFs

on WiNC platform, respectively.

7.1 Experimental setup

In this chapter, the proposed methods will be verified on an advanced experimentation

platform WiNC which was developed by the faculties of Automatic Control and Complex

Systems (AKS) and Communication Systems (NTS) of Duisburg-Essen university (UDE),

and is now located in the faculty of AKS. Before starting our verification experiments,

we’d like to give a brief introduction about the experimentation platform WiNC.

The experimentation platform WiNC is constructed to explore the control, FD, FTC

and communication issues based on real-time reliable W-NCSs. The whole WiNC con-

tains two well-known laboratory benchmarks acting as subsystems (namely the three-tank

system and the inverted pendulum system), a remote controller, wireless communication

facilities, as well as a protocol optimized for industrial real-time wireless communication.

WiNC is built on Linux operating system with KDevelop, which is an open source

software with integrated development environment (IDE), so it is quite accessible for

the integration of new FTC or FD algorithms. It also provides harmonious graphic user

interface (GUI) and significant parameters, e.g., controller parameters, time slot duration,

antenna transmission power and so on, which can be set during the process.

The wireless facilities support IEEE 802.11a/b/g protocol standards and provides the

possibility of choosing different modulation methods and frequency bands, which means

less interference, therefore potential for more reliable transmissions. TDMA method is

adopted in WiNC to ensure the deterministic transmission behaviors. SoftMAC, which

supports a flexible wireless research platform, is used to design a new MAC protocol opti-

mized for industrial wireless network communication. In order to satisfy the requirements

of transmission speed in data exchange and make the best usage of network resources, the

transmission scheduler has a great demand of being optimized, especially for large-scale

networks. The scheduling approach for real-time decentralized network in WiNC has been

reported in [21, 132].
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S1,S2,S3: Sensors

Wireless
antenna

Remote Controller

S1 S3 S2

A1

A2

A1,A2: Actuators

Pump 1

Pump 2
Tank 1 Tank 3 Tank 2

Figure 7.1: WiNC platform with three-tank system

In our experiment, the three-tank subsystem will be discretized into a linear 4-periodic

system in which sensors work with different sampling rates and actuators implement with

periodic time-varying rates, namely multirate sampling and multiple control (MSMC) in

one period. The scheduler is also periodic with the period time coordinating with the

discretized system. During the experiment, all the communication will be implemented

between the remote controller and the three-tank system, the inverted pendulum subsys-

tem will not participate this experiment.

7.2 Modeling of three-tank system with AFs

In this section, the proposed FE method and FTC algorithms for AFs will be tested on

the WiNC platform. The system structure is shown in Fig.7.1. The three-tank system

includes 3 water level gauges as sensors and 2 pumps as actuators, and is controlled

via wireless network by a remote controller which comprises of three virtual CSs with

information shared among them. Each tank acts as one subprocess and each attaches to

one virtual CS. The actuators, sensors and the remote controller act as wireless nodes

embedded with wireless cards. Therefore, the communications from sensors to remote

controller and from remote controller to actuators all rely on the wireless network.
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Nonlinear model

Applying the incoming and outgoing mass flows under consideration of Torricelli’s law

[133], the dynamics of three-tank system is modeled by

Sḣ1(t) = Q1(t)−Q13(t)

Sḣ2(t) = Q2(t) +Q32(t)−Q20(t)

Sḣ3(t) = Q13(t)−Q32(t)

Q13(t) = a1s13sgn(h1(t)− h3(t))
√

2g|h1(t)− h3(t)|
Q32(t) = a3s23sgn(h3(t)− h2(t))

√
2g|h3(t)− h2(t)|

Q20(t) = a2s0
√

2gh2(t)

where

• Qi(t), i = 1, 2, are incoming flow (cm3/s) of pump i;

• Qij(t), i = 1, 2, 3, j = 0, 2, 3, are the mass flow (cm3/s) from the i-th tank to the

j-th tank;

• hi(t), i = 1, 2, 3, are the water level (cm) of each tank;

• s13, s23, s0 are cross section area (cm2) of circular pipes, that interconnect the three

circular tanks;

• sgn(h(t)) is an odd mathematical function that extracts the sign of h(t).

The parameters of this model are given in Table 7.1.

Table 7.1: Parameters of the three-tank system

Parameters Symbol Value Unit

cross section area of tanks S 154 cm2

cross section area of pipes s13, s23, s0 0.5 cm2

maximum height of tanks Hmax 62 cm

maximum flow rate of pump 1 Q1,max 124.165 cm3/s

maximum flow rate of pump 2 Q2,max 121.882 cm3/s

coefficient of flow for pipe 1 a1 0.399

coefficient of flow for pipe 2 a2 0.799

coefficient of flow for pipe 3 a3 0.520

acceleration due to gravity g 980.7 cm/s2
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Linear model

After a linearization at operating point h10 = 30 cm, h20 = 20 cm and h30 = 25 cm, we

have the following linear (nominal) model ẋ1(t)

ẋ2(t)

ẋ3(t)

 =

 −A13 0 A13

0 −A2 − A32 A32

A13 A32 −A32 − A13


 x1(t)

x2(t)

x3(t)

+
1

S

 1 0

0 1

0 0

[ us,1(t)

us,2(t)

]
 y1(t)

y2(t)

y3(t)

 =

 1 0 0

0 1 0

0 0 1


 x1(t)

x2(t)

x3(t)

 (7.1)

where

xi = yi = hi, i = 1, 2, 3,

us,i = Qi, i = 1, 2,

A13 =
1

S
a1s13

√
g

2(h10 − h30)
, A2 =

1

S
a2s20

√
g

2h20
, A32 =

1

S
a3s32

√
g

2(h30 − h20)
.

By allocating the three sensors with different sampling rates, the system is formulated

as a periodic system. The multirate sampling mechanism applied here is Tc,1 = 0.008 s,

Tc,2 = 0.012 s, Tc,3 = 0.024 s where Tc,i, i = 1, 2, 3, is the sampling cycle of the i-th

sensor, as shown in Fig.7.2. The LCM of sensors’ sampling cycles is the period of the

whole system Tp (= 0.024 s). The control signal is calculated on account of the received

data and broadcast from remote controller to actuators with a periodic time-varying rate.

The scheduling scenario is under the assumption that the length of each transmission

signal doesn’t exceed the packet maximal length, which is defined by protocol, so the

transmission of every signal can be completed in one time slot. Tc,min is the greatest

common divisor of sensors’ sampling cycles and is treated as basic process unit. In this

case, Tc,min = 0.004 s. For the sake of simple notation, ςj, j = 1, 2, 3, 4, denote the time

instants, which have transmission tasks during the k-th Tp. In this case, ς1 = 0, ς2 =

2Tc,min, ς3 = 3Tc,min, ς4 = 4Tc,min.

The discrete-time system with multi-rate sampling in the k-th period Tp is modeled as

follows,

x1(kTp + Ts1) = x2(k, 2) = Ad1x1(k, 1) + Ad13x3(k, 1) +Bd1us,1(k, 1),

x2(kTp + Ts2) = x2(k, 3) = Ad2x2(k, 1) + Ad23x3(k, 1) +Bd2us,2(k, 1),

x1(kTp + 2Ts1) = x1(k, 4) = Ad1x1(k, 2) + Ad13x3(k, 1) +Bd1us,1(k, 2),

x1(kTp + 3Ts1) = x1(k + 1, 1) = Ad1x1(k, 4) + Ad13x3(k, 1) +Bd1us,1(k, 4),

x2(kTp + 2Ts2) = x2(k + 1, 1) = Ad2x2(k, 3) + Ad23x3(k, 1) +Bd2us,2(k, 3),
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x3(kTp + Ts3) = x3(k + 1, 1) = Ad3x3(k, 1) + Ad311x1(k, 1) + Ad312x1(k, 2)

+ Ad313x1(k, 4) + Ad321x2(k, 1) + Ad322x2(k, 3),

where xi(k, j), i = 1, 2, 3, j = 1, 2, 3, 4, are the water level of i-th tank at time instant

kTp + ςj, and

Ad1 = e−A13Ts1 , Ad2 = e−(A2+A32)Ts2 , Ad3 = e−(A32+A13)Ts3 ,

e13 =

∫ Ts1

0

e−A13(Ts1−τ)dτ, e23 =

∫ Ts2

0

e−(A2+A32)(Ts2−τ)dτ, Ad13 = e13A13,

e3 =

∫ Ts3

0

e−(A32+A13)(Ts3−τ)dτ, Ad23 = e23A32, B1 = 1/S, B2 = 1/S,

e311 =

∫ Ts1

0

e−(A32+A13)(Ts3−τ)dτ, Ad311 = e311A13, Bd1 = e13B1, Bd2 = e23B2, (7.2)

e312 =

∫ 2Ts1

Ts1

e−(A32+A13)(Ts3−τ)dτ, Ad312 = e312A13,

e313 =

∫ Ts3

2Ts1

e−(A32+A13)(Ts3−τ)dτ, Ad313 = e313A13,

e321 =

∫ Ts2

0

e−(A32+A13)(Ts3−τ)dτ, Ad321 = e321A32,

e322 =

∫ Ts3

Ts2

e−(A32+A13)(Ts3−τ)dτ, Ad322 = e322A32.

According to (4.6) and the scheduler in Fig.7.2, the system states of the whole three-

tank system in one Tp are addressed as follows [116].

x(k, 1) =



x1(k − 1, 2)

x2(k − 1, 3)

x1(k − 1, 4)

x1(k, 1)

x2(k, 1)

x3(k, 1)


,x(k, 2) =



x2(k − 1, 3)

x1(k − 1, 4)

x1(k, 1)

x2(k, 1)

x3(k, 1)

x1(k, 2)


,

x(k, 3) =



x1(k − 1, 4)

x1(k, 1)

x2(k, 1)

x3(k, 1)

x1(k, 2)

x2(k, 3)


,x(k, 4) =



x1(k, 1)

x2(k, 1)

x3(k, 1)

x1(k, 2)

x2(k, 3)

x1(k, 4)


. (7.3)
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Now the periodic system model is described as

x(k, j + 1) = A(j)x(k, j) +B(j)us(k, j) + E(j)d(k, j) (7.4)

y(k, j) = C(j)x(k, j) + F(j)d(k, j), j = 1, 2, 3, 4

where x(k, j) ∈ ℜ6 is the system state vector containing all the three tank levels at

different sampling instants during one period Tp. y(k, j) ∈ ℜ6 is the system output

vector, working as a first input first output (FIFO) buffer updated with the latest water

levels of 3 tanks. d(k, j) ∈ ℜ6 is the process disturbance vector. The control signals are

defined as

us(k, 1) = us,1(k, 1), us(k, 2) = us,2(k, 1),

us(k, 3) = us,1(k, 2), us(k, 4) =
[
u′s,1(k, 4) u′s,2(k, 3)

]′
. (7.5)

where us,i(k, j), i = 1, 2; j = 1, 2, 3, 4, denotes the local pump input of the tank i at the

time instant (k, j).

According to the physical parameters given in Table 7.1, the system matrices of 4-

periodic system are listed as follows,

A(1) =

[
O5×1 I5×5

0 0 0 0.9999 0 0.0001

]
, B(1) = B(3) =

[
O5×1

0.5195

]
,

A(2) =

[
O5×1 I5×5

0 0 0 0.9997 0.0002 0

]
, B(2) =

[
O5×1

0.7791

]
,

A(3) =

[
O5×1 I5×5

0 0 0 0.0001 0.9999 0

]
, B(4) =


O3×2

0.5195 0

0 0.7791

0 0

 ,

A(4) =


O3×3 I3×3

0 0 0.0001 0 0 0.9999

0 0 0.0002 0 0.9997 0

0.0001 0.0002 0.9992 0.0001 0.0002 0.0001

 ,

E(1) =

[
O5×6

0 0 0 2.3998e− 5 0 0

]
, E(2) =

[
O5×6

0 0 0 2.3996e− 5 0 0

]
,

E(3) =

[
O5×6

0 0 0 0 2.3998e− 5 0

]
,

C(1) = C(2) = C(3) = C(4) = I6×6,

F(1) = F(2) = F(3) = F(4) = 10−3 × I6×6,
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A1 A2C1 S1 S2 S3

j=1

j=2

j=3

j=4

Sampling Slot

A1 A2, Actuator

C1,C2,C3 Control Station

S1 S2 S3, , Sensor

C2 C3

Sampling

Control

K Tp

(K 1 T+ ) p

Figure 7.2: Scheduler for 4-periodic system

E(4) =


O3×6

O3×2

0 0 0 2.3998e− 5

0 0 2.3996e− 5 0

2.3991e− 5 0 0 0

 . (7.6)

The scheduler of sensor-to-CS and CS-to-actuator in one Tp is shown specifically in

Fig.7.2. The whole system is designed to be a 4-periodic system. In view of control

mechanism, the biggest change from the one in [21] is that 4 times (instead of once)

control commands are generated in one period Tp, and the control commands will be

broadcast not until the end of each Tp. In this scheduler, a new control command will be

calculated and scheduled immediately when the newly sampled data have been scheduled
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7.3 Implementation of FTC scheme for AFs

and received. Therefore, there will be 4 times control in one Tp, which will improve the

real-time control by a huge margin.

It is assumed that in each time instant, all the information needed to be delivered can be

packed into one packet and the length of each packet doesn’t exceed the maximal length

of one frame, which is defined by protocol, hence the packet can be successfully delivered

in one time slot. In our case, the GCD of sensors’ sampling cycles Tc,min = 0.004s and

the time slot is set to 1ms, which means in every Tc,min, 4 times transmissions can be

scheduled. For the sake of simple notation, ςj, j = 1, 2, 3, 4, denote the time instants,

when the transmission tasks during the k-th Tp are generated. As displayed in Fig.7.2,

there are 4 time instants in our scheduler, ς1 = 0, ς2 = 2Tc,min, ς3 = 3Tc,min, ς4 = 4Tc,min,

respectively.

An ideal network condition has been considered in our experiment, and all the latest

information will arrive their destination on time, so we have ϕ1(j) = I6×6, ϕ2(j) =

I3×3, j = 1, 2, 3, 4. The scheduler, shown in Fig.7.2, are formulated into the state-space

model (4.10) and the system matrices of scheduler are given as follows,

As(1) = As(2) = As(3) = O2×2,As(4) = O5×5,

Bsr(1) = Bsr(2) = Bsr(3) =

[
0 0 0 0 0 1

0 0 0 0 0 0

]
,Bsu(1) = Bsu(2) = Bsu(3) =

[
0

1

]
,

Csr(1) = Csr(2) = Csr(3) = O6×2,Csr(4) = O6×5,

Dsr(1) = Dsr(2) = Dsr(3) = Dsr(4) = I6×6,

Csu(1) = Csu(2) = Csu(3) = O1×2,Csu(4) = O2×5,

Dsu(1) = Dsu(2) = Dsu(3) = 1,Dsu(4) = I2×2, (7.7)

Bsr(4) =


0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0

 ,Bsu(4) =


0 0

0 0

0 0

1 0

0 1

 .

7.3 Implementation of FTC scheme for AFs

It is considered in our experiment that tank 2 has an actuator fault fa
2 (k, j) while tank 3

has a sensor fault f s
3 (k, j), and

fa
2 (k, j) =

{
0.3 ·Q2,max(= 36.56 cm3/s), 10500 ≤ k ≤ 12500

0, others
,
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f s
3 (k, j) =

{
1 cm, 8500 ≤ k ≤ 10000

0, others
.

Since Tp = 0.024 s, in the continuous time domain the actuator fault occurs during

[252 s, 300 s] while the sensor fault appears during [204 s, 240 s]. Since not all time

instants are with fault, so our experiment is in case II.

The fault f(k, j), j = 1, 2, 3, 4 is defined as follows

f(k, 1) = f(k, 2) =

 fa
2 (k − 1, 3)

fa
2 (k, 1)

f s
3 (k, 1)

 , f(k, 3) = f(k, 4) =

 fa
2 (k, 1)

f s
3 (k, 1)

fa
2 (k, 3)

 .
The system matrices of the faults are set as

Ef (1) = Ef (3) = O6×3,

Ef (2) =

[
O5×3

0 0.0779 0

]
,Ef (4) =

[
O5×3

0 0 0.0779

]
,Ff (1) =

[
O5×3

0 0 1

]
,

Ff (2) =

 O4×3

0 0 1

O1×3

 ,Ff (3) =

 O3×3

0 1 0

O2×3

 ,Ff (4) =

 O2×3

0 1 0

O3×3

 .
Until now, a feasible solution for the state observer gain L(j) and fault estimator gain

G(j) can be achieved by applying Theorem 5.2. The estimation performance of the sensor

and actuator faults is demonstrated as in Fig.7.3 and Fig.7.4.

A control strategy is constructed only based on the estimated states. Then the output

performance without fault compensation is shown in Fig.7.5. There is a big deviation from

the operation point when the fault occurs, and the fault has been propagated to other

tanks. By applying Theorem 5.4 to the aforementioned three-tank system model, we

can achieve the feedback gain K1(j) and K2(j). Fig.7.6 displays the output performance

with FTC strategy. By comparing Fig.7.5 and Fig.7.6, we have the following conclusion.

With the proposed FTC strategy, there is only a small deviation at the beginning of the

actuator fault, then the system shows a very good tolerance to the fault.

In the former part of [21], it was designed that the CSs only use their own residuals to

calculate the state observer, which leads to:

(1) On the positive side, the communication volume is quite small which can ensure the

real-time communication of critical informations and save energy;

(2) While on the negative side, the structure limitations of the observer gain L(j) will

be very severe, which causes great difficulty to obtain a feasible solution.
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Figure 7.3: Sensor fault and its estimate
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Figure 7.4: Actuator fault and its estimate
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Figure 7.5: Output without FTC strategy
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Figure 7.6: Output with FTC strategy
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It has also suggested an advanced design issue in [21], by increasing data transmissions

among the subsystems to improve the FTC performance of W-NCSs. That means to

share residuals among CSs. However, this will cause:

(1) On the positive side, the structure limitation problem of the observer gain L(j)

will be relaxed, which means more easier to get a feasible solution, and with more

information shared among CSs, the estimation performance will be better, which

also leads to a better FTC performance;

(2) While on the negative side, increasing communication volume the quality of the

wireless network will be weakened which will somewhat let down the system control

performance.

So it’s very critical to decide which information, and how much of it, can be increased to

guarantee the system FTC performance. It’s still a trade-off problem between increasing

communication volume and guaranteeing the system FTC performance. On our platform,

it can be realized by programming, whether to share the residuals among the virtual CSs

in the remote controller or not. A result comparison will be presented in the sequels.

7.3.1 FTC performance with unshared residuals

In the case with unshared residuals, the system matrices of fault estimator are set as

β2(1) = 1, β2(4) = 0.997, β3(1) = 1, the circular regions D1(0, 1), D2(0, 1), H∞ perfor-

mance levels γ1,1 = γ1,2 = γ1,3 = γ1,4 = 10.254 and γ2,1 = γ2,2 = γ2,3 = γ2,4 = 6.345 are

given. The gain matrices are obtained as

Lo(1) =

[
O8×6

0 0 0 0.9999 0 0

]

Lo(2) =

 O7×6

0 0 0 1.0021 0 0

0 0 0 0.0317 0 0

 ,
Lo(3) =

[
O8×6

0 0 0 0 0.9999 0

]
,

Lo(4) =



O4×6

0 0 0 0 0 0.9999

0 0 0 0 1.0021 0

0 0 0 0 0.0317 0

0 0 0.4992 0 0 0

0 0 0.5004 0 0 0


,
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Figure 7.7: unshared residuals of three-tank system

K1(1) =
[
0 0 0 −0.9809 0 0

]
,K2(1) = O1×3,

K1(2) =
[
0 0 0 −0.6558 0 0

]
,K2(2) =

[
0 −0.1000 0

]
,

K1(3) =
[
0 0 0 0 −0.9171 0

]
,K2(3) = O1×3,

K1(4) =

[
0 0 0 0 0 −1.0420

0 0 0 0 −0.6699 0

]
,K2(4) =

[
0 0 0

0 0 −0.1000

]
.

The reference values of control signals are set as Ref,1 = 2.751 × 105 cm3/s, Ref,2 =

1.309 × 105 cm3/s. The change ranges of the two inputs are 0 ≤ u1 ≤
124.165 cm3/s, 40.627 cm3/s≤ u2 ≤ 121.882 cm3/s, where the lower of u2 is set high-

er than 0 to reduce the disturbance caused by flow mutation of the pump 2. Fig.7.7

demonstrates the unshared residuals of 3 tanks. The output of three-tank system with

unshared residuals is presented in Fig.7.8.

7.3.2 FTC performance with shared residuals

In the case with shared residuals, β2(1) = 1, β2(4) = 0.9977, β3(1) = 1, the circular

regions D1(0, 1), D2(0, 1), H∞ performance levels γ1,1 = γ1,2 = γ1,3 = γ1,4 = 10.254 and
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Figure 7.8: Outputs of three-tank system with unshared residuals

γ2,1 = γ2,2 = γ2,3 = γ2,4 = 6.345 are given. The gain matrices are obtained as

Lo(1) =

[
O8×3

1.2017e− 13 8.9143e− 9 −1.5661e− 5

O8×3

0.9999 −6.9195e− 10 3.1967e− 5

]
,

Lo(2) =

 O7×3

−6.8625e− 6 2.1588e− 9 1.5930e− 4

−7.9518e− 5 2.6335e− 7 9.6874e− 11

O7×3

1.0021 9.5672e− 5 4.6789e− 8

0.0317 −6.0782e− 8 6.0290e− 7

 ,
Lo(3) =

[
O8×3

−2.7900e− 16 1.2734e− 8 −1.0812e− 6

O8×3

3.8550e− 5 0.9999 −1.2097e− 9

]
,

K1(1) =
[
0 0 0 −0.9809 0 0

]
,K2(1) = O1×3,

K1(2) =
[
0 0 0 −0.6558 0 0

]
,K2(2) =

[
0 −0.1000 0

]
,

K1(3) =
[
0 0 0 0 −0.9170 0

]
,K2(3) = O1×3,
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K1(4) =

[
0 0 0 0 0 −1.0420

0 0 0 0 −0.6699 0

]
,K2(4) =

[
0 0 0

0 0 −0.1000

]
.

Lo(4) =



O4×3

6.7305e− 11 1.6917e− 10 3.8554e− 5

1.6719e− 10 −6.8533e− 6 9.6375e− 5

−1.3489e− 11 −7.9201e− 5 6.6354e− 9

7.8042e− 5 1.9511e− 4 0.4993

−8.7692e− 7 −2.2042e− 6 0.5004

O4×3

−1.2977e− 15 1.1106e− 9 0.9999

−6.1502e− 11 1.0021 −1.5359e− 6

−7.6858e− 10 0.0318 −1.9842e− 5

7.7154e− 5 2.0723e− 4 7.7148e− 5

1.7020e− 11 −1.4462e− 5 −9.7249e− 9


,

The reference values of control signals are set as Ref,1 = 2.75× 105 cm3/s, Ref,2 = 1.313×
105 cm3/s. The change ranges of the two inputs are the same as in the case with unshared

residuals. Fig.7.9 demonstrates the shared residuals. Fig.7.10 displays the outputs of

three-tank system with shared residuals. The system has a very tiny deviation from its

operation point, which means the system is very tolerant to the fault.

By comparing the output performance between two cases: with unshared and shared

residuals, we can find that, the FTC performance of the case with shared residuals is better

than that with unshared residuals. This is reasonable with a cost of communication load.

Although only the ideal network condition has been concerned during the experiment,

for the case with delay or packet loss, some changes only need to be taken in the system

matrices of the scheduler (4.10). The FTC performance of W-NCSs will be a little worse,

the advantage of that with shared residuals does still exist. This part of work has been

demonstrated in [134]. Due to the limitation of space, we are not going to present all

other experimental results.

7.4 Modeling of three-tank system with MFs

In this section, the proposed adaptive estimation method and FTC strategy for actuator

MFs will be tested on the WiNC platform. Based on Fig.7.1 and linear model (7.1), the

continuous-time model of three-tank system with MFs after linearization can be modeled
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Figure 7.9: shared residuals of three-tank system
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Figure 7.10: Outputs of three-tank system with shared residuals
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as follows,  ẋ1(t)

ẋ2(t)

ẋ3(t)

 =

 −A13 0 A13

0 −A2 − A32 A32

A13 A32 −A32 − A13


 x1(t)

x2(t)

x3(t)


+

1

S

 1 0

0 1

0 0

[ θ1(t)

θ2(t)

][
u1(t)

u2(t)

]
 y1(t)

y2(t)

y3(t)

 =

 1 0 0

0 1 0

0 0 1


 x1(t)

x2(t)

x3(t)


where θi(t), i = 1, 2, are the MF coefficients of the incoming flow mass ui(t).

Following the scheduler of sensor-to-CS and CS-to-actuator in one Tp in Fig. 7.2, the

periodic system induced by multi-rate sampling is modeled in the k-th period Tp as follows,

x1(kTp + Ts1) = x2(k, 2)

= Ad1x1(k, 1) + Ad13x3(k, 1) +Bd1θ1(k, 1)u1(k, 1),

x2(kTp + Ts2) = x2(k, 3)

= Ad2x2(k, 1) + Ad23x3(k, 1) +Bd2θ2(k, 1)u2(k, 1),

x1(kTp + 2Ts1) = x1(k, 4)

= Ad1x1(k, 2) + Ad13x3(k, 1) +Bd1θ1(k, 2)u1(k, 2),

x1(kTp + 3Ts1) = x1(k + 1, 1)

= Ad1x1(k, 4) + Ad13x3(k, 1) +Bd1θ1(k, 4)u1(k, 4),

x2(kTp + 2Ts2) = x2(k + 1, 1)

= Ad2x2(k, 3) + Ad23x3(k, 1) +Bd2θ2(k, 3)u2(k, 3),

x3(kTp + Ts3) = x3(k + 1, 1)

= Ad3x3(k, 1) + Ad311x1(k, 1) + Ad312x1(k, 2) + Ad313x1(k, 4)

+ Ad321x2(k, 1) + Ad322x2(k, 3),

where xi(k, j), i = 1, 2, 3, j = 1, 2, 3, 4, are the water level of i-th tank at time instant

kTp + ςj, and the corresponding system matrices are defined as in (7.2).

According to the operation mechanism in Fig.7.1, the sampling cycles of the three

tank levels are set the same as in the last subsection and the GCD of the sampling cycles

Tp = 24ms. Following the modeling process of (7.3) and (7.4) in [116], the periodic system
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model with MFs is formulated as follows,

x(k, j + 1) = A(j)x(k, j) +B(j)fθ(k, j)us(k, j) + E(j)w(k, j) (7.8)

y(k, j) = C(j)x(k, j) + F(j)v(k, j), j = 1, 2, 3, 4

where w(k, j) and v(k, j) are noise vectors. us(k, j) is defined by

us(k, j) =
[
u′s,1(k, j) u′s,2(k, j)

]′
, j = 1, 2, 3, 4

The MF coefficient matrix fθ(k, j) is constructed as follows

fθ(k, j) =

[
θ1(k, j)

θ2(k, j)

]
, j = 1, 2, 3, 4

where θi(k, j), i = 1, 2; j = 1, 2, 3, 4, denotes the MF on the pump i at the time instant

(k, j). It is assumed that the faults vary very slowly during one Tp. In another word,

there is

fθ(k, 1) = fθ(k, 2) = fθ(k, 3) = fθ(k, 4)

The system matrices A(j), B(j), C(j), E(j) and F(j) are obtained the same as in (7.6).

We choose j = 1 as the initial time instant. Therefore, following the lifting procedure

in (6.19)-(6.20), the system matrices of the lifted systems are expressed as

A1 =Φ(5, 1), ψ1,1(k) =
4∑

i=1

Φ(5, i+ 1)B(i)us(k, i)

E1 =
[
Φ(5, 2)E(1) Φ(5, 3)E(2) Φ(5, 4)E(3) E(4)

]

C1 =


C(1)

C(2)Φ(2, 1)

C(3)Φ(3, 1)

C(4)Φ(4, 1)

 , ψ2,1(k) =



O6×2

C(2)B(1)us(k, 1)

C(3)
2∑

i=1

Ψ(4, 1 + i)B(i)us(k, i)

C(4)
3∑

i=1

Ψ(4, 1 + i)B(i)us(k, i)



F1 =


F(1) O6×6 O6×6 O6×6

C(2)E(1) F(2) O6×6 O6×6

C(3)Ψ(3, 2)E(1) C(3)E(2) F(3) O6×6

C(4)Ψ(4, 2)E(1) C(4)Ψ(4, 3)E(2) C(4)E(3) F(4)


The matrices B1 and D1 defined in (6.41)-(6.42) are obtained by

B1 =
[
Φ(5, 2)B(1) Φ(5, 3)B(2) Φ(5, 4)B(3) B(4)

]
,
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D1 =


O6×6 O6×6 O6×6 O6×6

C(2)B(1) O6×6 O6×6 O6×6

C(3)Ψ(3, 2)B(1) C(3)B(2) O6×6 O6×6

C(4)Ψ(4, 2)B(1) C(4)Ψ(4, 3)B(2) C(4)B(3) O6×6

 .
During this experiment, the scheduler is considered under an ideal network condition and

all the latest information will arrive on time, so ϕ(1) = ϕ(2) = ϕ(3) = ϕ(4) = I6×6. The

scheduler, which has been shown in Fig.7.2, can be expressed as the state-space model

(4.10) and the system matrices of the scheduler are given as in (7.7).

7.5 Implementation of FTC scheme for MFs

According to the physical parameters of the three-tank system presented in Table 7.1, the

system matrices of the lifted system after discretization are stated as follows

A1 =


O6×3

0.9999 0 1.0264e− 4

0 0.9996 2.0063e− 4

0.9998 0 2.0527e− 4

0.9997 0 3.0789e− 4

0 0.9993 4.0118e− 4

3.0780e− 4 4.0111e− 4 0.9993


,

B1 =



0.5195 0 0 0 0 0 0 0

0 0 0 0.7791 0 0 0 0

0.5194 0 0 0 0.5195 0 0 0

0.5193 0 0 0 0.5194 0 0.5195 0

0 0 0 0.7788 0 0 0 0.7791

1.0658e− 4 0 0 1.5625e− 4 5.3289e− 5 0 0 0


,

C1 =

[
I6×6

O18×1 C1,1

]
,C1,1 =

[
I5×5

O13×1 C1,2

]
,

D1,1 =



0.5195

O4×1

0.5195

O4×1

0.5195

0

0.5194


,D1,2 =


O6×2

0.7791 0

O4×2

0.7791 0

0 0.5195

 ,
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D1 =

[
O11×8

D1,1 O13×2 D1,2 O13×3

]
,

C1,2 =



0 0.9999 0 1.0264e− 4

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

0 0.9999 0 1.0264e− 4

0 0 0.9996 2.0063e− 4

0 1 0 0

0 0 1 0

0 0 0 1

0 0.9999 0 1.0264e− 4

0 0 0.9996 2.0063e− 4

0 0.9998 0 2.0527e− 4



,

E1 =
[
O6×3 E1,1 O6×5 E1,2 O6×6 E1,3 O6×3 E1,4

]
,

E1,1 =



0.0080

0

0.0080

0.0080

0

1.6414e− 6


, E1,2 =



0

0.00120

0

0

0.0120

2.4063e− 6


, E1,3 =



0

0

0.0080

0.0080

0

8.2065e− 7


,

E1,4 =


O3×4

0 0 0 0.0080

0 0 0.0120 0

0.0240 0 0 0

 ,

F1 =

[
I11×11 ∗ 1.000e− 3 O11×13

O13×3 F1,1 O13×5 F1,2 O13×1 F1,3

]
,

F1,3 =

[
I6×6 ∗ 1.000e− 3 O6×7

F1,4 I7×7 ∗ 1.000e− 3

]
, F1,4 =

[
O6×6

O1×5 0.0080

]
,

F1,1 =



0.0080

O4×1

0.0080

O4×1

0.0080

0

0.0080


,F1,2 =


O6×1

0.0120

O4×1

0.0120

0

 , .
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During our experiment, pump 1 doesn’t appear an MF while pump 2 does, and they are

expressed as follows

θ1(k, j) = 1, θ2(k, j) =

{
0.7, 18750 ≤ k ≤ 20833

1, others
.

Since Tp = 0.024 s, the MF in the continuous time domain occurs on pump 2 during

[450 s, 500 s).

By increasing the communication volume, the residuals are shared among CSs. There-

fore, the problem of structure limitations on the observer gain L1 is avoided. With the

help of the MATLAB command ‘place’, the observer gain L1 can be achieved as follows

L1 =
[
L1,1 L1,2 L1,3 L1,4 L1,5

]
,

L1,1 =



−0.0200 0 0 0.1250 −6.4360e− 10 9.6249e− 6

0 0.0100 0 −2.1455e− 9 0.1666 3.3446e− 5

0 0 −0.0066 0.1250 −2.3594e− 9 3.5284e− 5

0 0 0 0.1275 −4.0537e− 9 6.0622e− 5

0 0 0 −5.3836e− 9 0.1633 8.3924e− 5

0 0 0 2.2135 4.9830e− 9 0.2548


,

L1,2 =



0 0 0.1250 −6.4360e− 10 9.6249e− 6 0.1250

0.0100 0 −2.1455e− 9 0.1666 3.3446e− 5 1.2877e− 9

0 −0.0066 0.1250 −2.3594e− 9 3.5284e− 5 0.1250

0 0 0.1275 −4.0537e− 9 6.0622e− 5 0.1275

0 0 −5.3836e− 9 0.1633 8.3924e− 5 3.2310e− 9

0 0 2.2135 4.9830e− 9 0.2548 4.8286e− 5


,

L1,3 =



0 0.1250 −6.4360e− 10 9.6249e− 6 0.1250

0 −2.1455e− 9 0.1666 3.3446e− 5 1.2877e− 9

−0.0066 0.1250 −2.3594e− 9 3.5284e− 5 0.1250

0 0.1275 −4.0537e− 9 6.0622e− 5 0.1275

0 −5.3836e− 9 0.1633 8.3924e− 5 3.2310e− 9

0 2.2135 4.9830e− 9 0.2548 4.8286e− 5


,

L1,4 =



1.2877e− 9 0.1250 −6.4360e− 10 9.6249e− 6 0.1250

0.1666 −2.1455e− 9 0.1666 3.3446e− 5 1.2877e− 9

4.7205e− 9 0.1250 −2.3594e− 9 3.5284e− 5 0.1250

8.1102e− 9 0.1275 −4.0537e− 9 6.0622e− 5 0.1275

0.1632 −5.3836e− 9 0.1633 8.3924e− 5 3.2310e− 9

1.0093e− 4 2.2135 4.9830e− 9 0.2548 4.8286e− 5


,
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Figure 7.11: Fault θ1 and its estimate

L1,5 =



1.2877e− 9 0.1250

0.1666 4.7205e− 9

4.7205e− 9 0.1250

8.1102e− 9 0.1274

0.1632 1.1845e− 8

1.0093e− 4 7.4434e− 5


.

In the process, pump 2 appears an MF and the flow rate is reduced. A comparison of

MFs and their estimates on pump 1 and pump 2 are presented in Fig.7.11 and Fig.7.12.

The change trend of the MF on pump 2 has been embodied on Fig.7.12. Due to the wave

fluctuation on the surface of the water, the imprecise measurement of the water level is

unavoidable. The change range of the residuals has reflected on the line width of the fault

estimates. Fig.7.13 demonstrates the output residuals of 3 tanks.

The same as the experiment of FTC strategy for AFs, a control strategy is constructed

only based on the estimated states. Then the output performance without FTC strategy

is shown in Fig.7.14. There is a big deviation from the operation point when the fault

occurs, and the fault has been propagated to other tanks. By applying Theorem 6.3 on

the aforementioned three-tank system model, a solution for the controller gain K1 can be

achieved. During the way to obtain a feasible solution, LMI tool box has exhibited its

great operational capability and convenience. Fig.7.15 displays the output performance
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Figure 7.12: Fault θ2 and its estimate
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Figure 7.14: Output without FTC strategy

with FTC strategy. By comparing Fig.7.14 and Fig.7.15, we can see that, the system

shows a very good tolerance to the fault with the proposed FTC strategy.

Following the equation (6.44), the controller gain K1 is divided into K(j), j = 1, 2, 3, 4,

for LCs, where the local commands are calculated according to the received state esti-

mates. As we have discussed in section 6.4, it depends on the bandwidth of the wireless

network to decide that, how much information can be scheduled to transmit. It could be

only the state estimate of the current subprocess or these of all the subprocesses that will

be transmitted to LCs. Similarly as in the experiment of FTC scheme for AFs, there also

exists a trade-off problem between increasing the communication volume and guarantee-

ing the system FTC performance. A comparison of the results respect to the cases with

unshared and shared state estimates will be presented in the following subsections.

7.5.1 FTC performance with unshared state estimates

In the case with unshared state estimates, within a circular region D(0, 1), H∞ perfor-

mance levels γ = 1 is given. The controller gain matrices are obtained as

K(1) =

[
−0.0152 0 −0.0134 −0.1820 0 0

0 −0.0060 0 0 −0.3454 0

]
,

K(2) =
[
6.1154e− 8 0 2.7152e− 7 −2.8048e− 6 0 0

]
,
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Figure 7.15: Output with FTC strategy

K(3) =
[
0 −6.8018e− 6 0 0 5.3396e− 4 0

]
,

K(4) =
[
3.4306e− 5 0 3.4623e− 5 −0.0023 0 0

]
.

The reference values of control signals, that keep the system working at the operating

points, are set as Ref,1 = 2.7 × 104cm3/s, Ref,2 = 4.2 × 104cm3/s. The outputs of three-

tank system is presented in Fig.7.16. From the impact of the proposed FTC strategy in

Fig.7.16, we can see, the output of tank 2 has only a small deviation from the operating

point in the fault case.

7.5.2 FTC performance with shared state estimates

In the case with shared residuals, we prescribe the circular region D(0, 1) and H∞ perfor-

mance levels γ = 1. The controller gain matrices are achieved as

K(1) =

[
−0.0152 −2.5338e− 9 −0.0134

−2.1850e− 9 −0.0060 −2.3196e− 9

−0.1820 −3.9743e− 10 −9.1218e− 5

1.7720e− 8 −0.3454 −1.7625e− 4

]
,

94



7.5 Implementation of FTC scheme for MFs

150 200 250 300 350 400 450 500 550
0

5

10

15

20

25

30

35

Time (s)

Le
ve

ls
 o

f 3
 T

an
ks

 (
cm

)

 

 

Tank 1
Tank 2
Tank 3
operating point of Tank 1
operating point of Tank 2

450 500
19.8

20

20.2

450 500
19.8

20

20.2

450 500
19.8

20

20.2

450 500
19.8

20

20.2

450 500
19.8

20

20.2

450 500
19.8

20

20.2

Figure 7.16: Outputs of three-tank system with unshared state estimates

K(2) =
[
6.1482e− 8 −4.5399e− 10 2.7192e− 7

−2.7967e− 6 4.1455e− 9 −7.6403e− 5
]
,

K(3) =
[
1.7160e− 10 −6.8017e− 6 1.4693e− 10

2.7544e− 9 5.3396e− 4 −3.9502e− 6
]
,

K(4) =
[
3.4306e− 5 1.1265e− 10 3.4623e− 5

−0.0023 9.9874e− 9 −8.6129e− 6
]
.

It is found that K(j), j = 1, 2, 3, 4, have small changes from the case with unshared state

estimates. To ensure the system working at the operating points, The reference values of

control signals are set the same as before, Ref,1 = 2.7×104 cm3/s, Ref,2 = 4.2×104 cm3/s.

The outputs of three-tank system are displayed in Fig.7.17. The deviation of the outputs

in Fig.7.17 is smaller than that in Fig.7.16, which means the case with shared state

estimates in Fig.7.17 have a little bit better performance. The most important reason

for this situation is that (1) only very small changes exist in the controller gain K(j) of

both cases; (2) The three-tank system works actually as a slow process, the tiny change

in the controller couldn’t reflect obviously during the process in a short time. So far, our

experiment has not only verified the proposed FTC strategy, but also confirmed a better
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Figure 7.17: Outputs of three-tank system with shared state estimates

control performance with shared state estimates.

In the above experiment, only the ideal network condition has been concerned. When

it comes to the unideal network conditions, some changes are only required in the sys-

tem matrices of the scheduler (4.10). Although the system control performance in this

situation will be a little worse, the advantage of that with shared information still exists.

Space lacks for a detailed description of it.

7.6 Summary

In this chapter, the three-tank system on the WiNC experimentation platform has been

modeled as a 4-periodic system integrated with a 4-periodic scheduler. Based on this in-

tegrated system, the sensor/actuator AFs and actuator MFs have been considered during

the process, respectively. Aiming at the types of faults, the corresponding FTC strategies

are implemented to accommodate the effects caused by faults. Considering the communi-

cation volume, a comparison of the system FTC performances with unshared and shared

information (such as residuals and state estimates) has been presented. The experiment

results indicate that, the proposed FTC strategies are quite tolerant to the relevant fault-

s. In addition, the system with shared information (at the cost of communication load)

achieves a better FTC performance than that with unshared information.
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8 Conclusion and future directions

This chapter summarizes the results obtained in this thesis. Some directions for further

developments of the proposed schemes are also suggested.

8.1 Conclusion

The major objective of this thesis is the investigation of FTC strategies for the decentral-

ized W-NCSs, which are developed for the industrial real-time automation applications.

For the real-time requirement in industrial systems, the FTC performances of W-NCSs

not only depend on the developed control algorithms but also on the network protocols at

the medium access control (MAC) layer. These protocols, in form of schedulers, determine

the transmission orders of messages and play significant roles in the control performances

of W-NCSs. Under these circumstances, it is challenging but promising to investigate

FTC schemes for W-NCSs with an integrated scheduler.

In the first part of this thesis, the procedures of integrating a scheduler into W-NCSs

are introduced. Due to the formal limitation of the information scheduler, as well as its

physical meaning, the information scheduler couldn’t be directly integrated into the W-

NCSs. We have introduced a mathematical scheduler, which contains the crucial messages

(such as transmission order, time delay, packet loss, etc) of the information scheduler. The

procedures of transferring an information scheduler into its mathematical scheduler have

been presented. The mathematical scheduler is taken as a dynamic system, and has been

further reformulated into the form of state-space representation. By considering the multi-

rate sampling and control in each cycle, as well as the communication mechanism, W-NCSs

with an integrated mathematical scheduler has been modeled as integrated discrete LTP

systems. Meanwhile, the scheduler has also been modeled as discrete LTP systems, where

the system matrices depict the imperfect transmission behaviors, such as deterministic

delay, packet loss and so on.

The second part of this thesis focuses on the developments of FTC schemes for the inte-

grated W-NCSs. Based on the integrated discrete LTP systems, FE and FTC schemes for

W-NCSs with sensor/actuator AFs have been developed. According to the time instants

in a period Tp, two cases are taken into account in our work: faults are considered during
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8 Conclusion and future directions

the process: (1) at all Tp time instants and (2) at partial time instants. With respect

to these two cases, the corresponding state observer, fault estimator and the feedback

controller are constructed. Moreover, we have dealt with the investigation of FTC strat-

egy for W-NCSs with actuator MFs. A lifting technology and the adaptive estimation

method are applied to the discrete LTP systems and an adaptive observer is construct-

ed. A nominal controller is designed for the system with fault-free case. Finally, based

on this nominal controller and the adaptive observer, an FTC strategy is developed to

compensate the effects caused by faults and ensure the LTP systems continue operat-

ing properly. Due to the distribution of W-NCSs and the limitation of communication

bandwidth, the structure limitation problem in the gains of estimators and controllers is

unavoidable. Therefore, improved theorems are presented to obtain the feasible solutions

for these gains.

Finally, all the developed FE approaches and FTC strategies for W-NCSs with AFs

and MFs have been demonstrated on the WiNC platform, respectively. The FE and

FTC methods have been designed according to two situations: with unshared and shared

information (i.e., residual signals or state estimates). The results show that the system

with the developed methods will be tolerant to the corresponding faults. We have also

compared the system FTC performances, after applying the proposed FTC strategies

with shared and unshared information, respectively. The results indicate that the system

achieves better FTC performances with shared information, of course, it is at the cost of

communication load.

8.2 Future directions

The preceding section summarized the results obtained in this thesis. the proposed proce-

dures, methods and their applications to improve the FTC performances of W-NCSs in the

occurrence of faults were briefly described. Besides the admired features of the proposed

approaches, there is a room for further improvements. In the following, some possible

research directions for further extension of the proposed FTC schemes are outlined.

In this thesis, a given static scheduler has been concerned and formulated into discrete

LTP systems. Sometimes, there might be some abrupt and urgent signals generated during

the process. The transmissions of these signals will be aperiodic. A dynamic scheduler

has to be designed to accommodate these emergency situations. Hence, a possible future

direction to extend the proposed approaches is to model the W-NCSs with the dynamic

scheduler. Besides, the information scheduler for the updates of the state estimates among

other CSs in a broadcast mode above the Management layer are much more complex and

haven’t been taken into account. Another future direction is to extend this broadcast
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8.2 Future directions

scheduler into the integrated W-NCSs.

Furthermore, considering the model complexity of real applications, the W-NCSs can

be modeled with model uncertainties or nonlinear systems. The design of FE and FTC

schemes for a more complex W-NCSs is expected. In this thesis, only the sensor/actuator

AFs and actuator MFs have been considered. The researches of FTC strategies for W-

NCSs with sensor MFs and even component faults are still lacked and could be one of the

future directions.
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