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We consider the task of computing reliable numerical approximations of the solutions of elliptic equations and systems where the coefficients vary discontinuously, rapidly, and by large orders of magnitude. Such problems, which occur in diffusion and in linear elastic deformation of composite materials, have solutions with low regularity with the result that reliable numerical approximations can be found only in approximating spaces, invariably with high dimension, that can accurately represent the large and rapid changes occurring in the solution. The use of the Galerkin approach with such high dimensional approximating spaces often leads to very large scale discrete problems which at best can only be solved using efficient solvers. However, even then, their scale is sometimes so large that the Galerkin approach becomes impractical and alternative methods of approximation must be sought.

In this thesis we adopt two approaches. We propose a new asymptotic method of approximation for problems of diffusion in materials with periodic structure. This approach uses Fourier series expansions and enables one to perform all computations on a periodic cell; this overcomes the difficulty caused by the rapid variation of the coefficients. In the one dimensional case we have constructed problems with discontinuous coefficients and computed the analytical expressions for their solutions and the proposed asymptotic approximations. The rates at which the given asymptotic approximations converge, as the period of the material decreases, are obtained through extensive computational tests which show that these rates are fundamentally dependent on the level of regularity of the right hand sides of the equations. In the two dimensional case we show how one can use the Galerkin method to approximate the solutions of the problems associated with the periodic cell. We construct problems with discontinuous coefficients and perform extensive computational tests which show that the asymptotic properties of the approximations are identical to those observed in the one dimensional case. However, the computational results show that the application of the Galerkin method of approximation introduces a discretization error which can obscure the precise asymptotic rate of convergence for low regularity right hand sides.

For problems of two dimensional linear elasticity we are forced to consider an alternative approach. We use domain decomposition techniques that interface the subdomains with conjugate gradient methods and obtain algorithms which can be efficiently implemented on computers with parallel architectures. We construct the balancing preconditioner, $M_{h}$, and show that it has the optimal conditioning property $\kappa\left(M_{h}^{-1} S_{h}\right) \leq C(1+\log (H / h))^{2}$ where $S_{h}$ is the discretized Steklov-Poincaré operator, $C>0$ is a constant which is independent of the magnitude of the material discontinuities, $H$ is the maximum subdomain diameter, and $h$ is the maximum finite element diameter. These properties of the preconditioning operator $M_{h}$ allow one to use the computational power of a parallel computer to overcome the difficulties caused by the changing form of the solution of the problem. We have implemented this approach for a variety of problems of planar linear elasticity and, using different domain decompositions, approximating spaces, and materials, find that the algorithm is robust and scales with the dimension of the approximating space and the number of subdomains according to the condition number bound above and is unaffected by material discontinuities. In this we have proposed and implemented new inner product expressions which we use to modify the bilinear forms associated with problems over subdomains that have pure traction boundary conditions.
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## II Symbols

## II.1. Miscellaneous.

| $A \stackrel{\text { def }}{=} B$ | A is equal to B by definition. |
| :---: | :---: |
| $\mathbb{R}, \mathbb{C}$ | The fields of real and complex numbers. |
| F | An abstract field of numbers ( $=\mathbb{R}, \mathbb{C})$. |
| $\mathcal{Z} \stackrel{\text { def }}{=}\{0, \pm 1, \pm 2, \ldots\}$ | The integers. |
| $\mathbb{N} \stackrel{\text { def }}{=}\{1,2, \ldots\}$ | The natural numbers. |
| $\mathbf{N}_{0} \stackrel{\text { def }}{=} \mathbb{N} \cup\{0\}$ | The non-negative integers. |
| $\mathbb{N}_{0}^{n} \stackrel{\text { def }}{=} \prod_{k=1}^{n} \mathbb{N}_{0}$ | The set of n -tuples of elements of $\mathrm{N}_{0}$. |
| $\underline{1} \in[1,1, \ldots, 1] \in \mathbf{N}^{n}$ | The unit n -tuple $n \in \mathbb{N}$. |
| $\underline{e}_{r} \in \mathbb{N}_{0}^{n},\left(\underline{e}_{r}\right)_{s} \stackrel{\text { def }}{=} \delta_{r s}, 1 \leq r, s \leq n$ | The canonical basis vectors for $\mathbb{R}^{n}$. |
| $\mathbb{R}^{n} \stackrel{\text { def }}{=} \prod_{k=1}^{n} \mathbb{R}$ | Real n-dimensional Euclidean space. |
| $\mathcal{Z}_{n} \stackrel{\text { def }}{=}\{0, \pm 1, \ldots, \pm n\}$ |  |
| $\mathbb{N}_{n} \stackrel{\text { def }}{=}\{1,2, \ldots, n\}$ |  |
| $\Re[z], \Im[z]$ | Real and imaginary parts of $z \in \mathbb{C}$. |
| $f(\bullet, v), v \in V$ | For $v \in V$, the map $f(\bullet, v): U \rightarrow W$ where $f: U \times V \rightarrow W$. |
| $\mathcal{N}(A) \stackrel{\text { def }}{=}\{x \in X \mid A x=0\}$ | The null space of the linear operator $A: X \rightarrow Y$ |
| $\underline{v}_{1} \rightarrow \underline{v}_{2}, \underline{v}_{1}, \underline{v}_{2} \in \mathbb{R}^{2}$ | The straight line connecting $\underline{v}_{1}$ to $\underline{v}_{2}$. |


| $\mathcal{D}(f), \mathcal{R}(f)$ | The domain and range of a map $f: X \rightarrow Y$. |
| :--- | :--- |
| $\langle L, v\rangle$ | The value of the functional $L: V \rightarrow \mathbb{F}$ |
|  | at $v \in V$. |
| $A^{T}: \mathcal{B L}(W ; \mathbb{F}) \rightarrow \mathcal{B L}(V ; \mathbb{F})$ | The transpose operator of $A: V \rightarrow W$ given |
|  | by $\left\langle A^{T} f, v\right\rangle \stackrel{\text { def }}{=}\langle f, A v\rangle, f \in \mathcal{B L}(W ; \mathbb{F}), v \in V$ |
|  | where $V, W$ are linear spaces over $\mathbb{F}$. |

## II.2. Function Spaces.

$C^{m}(\Omega), m \geq 0$
$C^{m}(\bar{\Omega}), m \geq 0$
$C_{0}^{m}(\Omega), m \geq 0$
$C^{m, \lambda}(\Omega), m \geq 0,0<\lambda \leq 1$
Space of functions with continuous derivatives of order $\leq m$ (Chap. 1§2).

Subspace of functions of $C^{m}(\Omega)$ with uniformly continuous derivatives of order $\leq m$ (Chap. 1§2).

Subspace of functions of $C^{m}(\Omega)$ with compact support in $\Omega$ (Chap. 1§2).

Subspace of functions of $C^{m}(\bar{\Omega})$ which are Hölder continuous with exponent $\lambda$ (Chap. 1§2).
$C_{p e r}^{m}(\Omega) \stackrel{\text { def }}{=}\left\{v \in C^{n}\left(\mathbb{R}^{n}\right) \mid v(\underline{x}+(\underline{b}-\underline{a}) \underline{n})=v(\underline{x}), \underline{x} \in \mathbb{R}^{n}, \underline{n} \in \mathcal{Z}^{n}\right\}, m \geq 0, \Omega=\prod_{i=1}^{n}\left(a_{i}, b_{i}\right)$. $\mathcal{L}_{p}(\Omega), p \geq 1$

Lebesgue space of (equivalence classes of) functions with finite $\left\|\bullet ; \mathcal{L}_{p}(\Omega)\right\|$ norm (Chap. 1§2).
$H^{s}(\Omega), s \in \mathbb{R}, s \geq 0$
$H_{0}^{s}(\Omega), s \in \mathbb{R}, s \geq 0$
$H^{s}(\Gamma), \Gamma \subset \partial \Omega, s \in \mathbb{R}, s \geq 0$
$B V(\Omega)$
Sobolev space of (equivalence classes of) weakly differentiable functions in $\Omega$ (Chap. 1§2).

Subspace of $H^{s}(\Omega)$ obtained as the closure, in the $\left\|\bullet ; H^{s}(\Omega)\right\|$ norm topology, of $C_{0}^{\infty}(\Omega)$ in $\mathcal{L}_{2}(\Omega)$.

Sobolev trace space (Chap. 1§2).
Spaces of functions of bounded variation over $\Omega$ (Chap. 1§2).

## II.3. Norms.

$\|x\|_{p} \stackrel{\text { def }}{=}\left[\sum_{l=1}^{\infty}\left|x_{l}\right|^{p}\right]^{1 / p}$
$\|\underline{x}\|_{A} \stackrel{\text { def }}{=} \sqrt{\underline{x}^{T} A \underline{x}}$
$\|M\|_{2} \stackrel{\text { def }}{=} \sqrt{\rho\left(M^{H} M\right)}$
$\ell_{p}$ norm of $x=\left(x_{l}\right)_{l \geq 1} \in \ell_{p}$.
Energy norm of $\underline{x} \in \mathbb{R}^{n}$ w.r.t $A \in \mathbb{R}^{n, n}$ where $A$ is symmetric and positive definite.

The spectral norm of the matrix $M \in \mathbb{C}^{n, n}$.
$\|\bullet ; \mathcal{B}\|$
$|\bullet ; \mathcal{B}|$

## II.4. Topology.

$B\left(\underline{x}, \rho, \ell_{p}\right) \stackrel{\text { def }}{=}\left\{\underline{z} \in \mathbb{R}^{n} \mid\|\underline{x}-\underline{z}\|_{p}<\rho\right\} \quad$ The open $\ell_{p}$ ball with centre $\underline{x} \in \mathbb{R}^{n}$.
$\operatorname{int} \mathcal{O} \stackrel{\text { def }}{=}\left\{\underline{x} \in \mathcal{O} \mid \exists \rho>0\right.$ s.t. $\left.B\left(\underline{x}, \rho, \ell_{p}\right) \subset \mathcal{O}\right\}$ The interior of the set $\mathcal{O} \subset \mathbb{R}^{n}$.
$\overline{\mathcal{O}} \stackrel{\text { def }}{=} \mathcal{O} \cup\left\{\underline{x} \in \mathbb{R}^{n} \mid \exists\left\{\underline{x}_{n}\right\}_{n \geq 1} \subset \mathcal{O}\right.$ s.t. $\left.\left\|\underline{x}-\underline{x}_{n}\right\|_{2} \rightarrow 0(n \rightarrow \infty)\right\}$
The closure of the set $\mathcal{O} \subset \mathbb{R}^{n}$.
$\partial \mathcal{O} \stackrel{\text { def }}{=} \overline{\mathcal{O}} \backslash$ int $\mathcal{O}=\overline{\mathcal{O}} \cap \overline{\mathbb{R}^{n} \backslash \mathcal{O}} \quad$ The boundary of the set $\mathcal{O} \subset \mathbb{R}^{n}$.
$A \subset B$
$\operatorname{dist}(\mathcal{O}, x) \stackrel{\text { def }}{=} \inf \left\{\|x-y\|_{2} \mid y \in \mathcal{O}\right\}$
$\Pi_{i}(X) \stackrel{\text { def }}{=}\left\{x_{i} \mid\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right) \in X\right\}$
$f(x \pm) \stackrel{\text { def }}{=} \lim _{\varepsilon \rightarrow 0+} f(x \pm \varepsilon)$
$x_{n} \rightharpoonup x$ as $n \rightarrow \infty($ in $B)$
$h(\underline{x})=O(f(\underline{x}))(\underline{x} \rightarrow \underline{t})$
$h(\underline{x})=o(f(\underline{x}))(\underline{x} \rightarrow \underline{t})$

## II.5. Matrices.

$M^{H} \stackrel{\text { def }}{=} \bar{M}^{T}$
$\sigma(M) \stackrel{\text { def }}{=}\left\{\lambda \in \mathbb{C} \mid \exists \underline{x} \in \mathbb{C}^{n}\right.$ s.t. $\left.M \underline{x}=\lambda \underline{x}\right\} \quad$ The spectrum of a matrix $M \in \mathbb{C}^{n, n}$, i.e.,
$\rho(M) \stackrel{\text { def }}{=} \max \{|\lambda|: \lambda \in \sigma(M)\}$
$\kappa(A) \stackrel{\text { def }}{=}\|A\|_{2} \cdot\left\|A^{-1}\right\|_{2}$
$\kappa_{S}(A) \stackrel{\text { def }}{=}\|A\|_{S} \cdot\left\|A^{-1}\right\|_{S}$

A norm mapping $\mathcal{B} \rightarrow \mathbb{R}$ (Chap. 1§2).
A semi-norm mapping $\mathcal{B} \rightarrow \mathbb{R}$ (Chap. 1§2).
the set of all eigenvalues of $M$.
$\bar{A}$ is a compact subset of $B$.
Distance between the point $x \in \mathbb{R}^{n}$ and $\mathcal{O} \subset \mathbb{R}^{n}$.

Projection of $X=\prod_{m=1}^{n} X_{m}$ onto $X_{i}, 1 \leq i \leq n$.

Left or right hand limit of $f$ at $x \in \mathcal{D}(f)$.
Weak convergence of $\left\{x_{n}\right\} \subset B$ to $x \in B$ where $B$ is a Banach space (Chap. $3 \S 0 \S 1$ ).
$h$ has the asymptotic order $f$ as $\underline{x} \rightarrow \underline{t}$, i.e., there exist constants $K, \delta>0$ such that $|h(\underline{x})| \leq K|f(\underline{x})|$ for $\|\underline{x}-\underline{t}\|_{2} \leq \delta$.
$h(\underline{x}) / f(\underline{x}) \rightarrow 0$ as $\underline{x} \rightarrow \underline{t}$.

The Hermitian transpose of $M \in \mathbb{C}^{n, m}$. The spectral radius of the matrix $M \in \mathbb{C}^{n, n}$. The spectral condition number of $A \in \mathbb{R}^{n, n}$. The energy condition number of $A \in \mathbb{R}^{n, n}$ with respect to the $S \in \mathbb{R}^{n, n}$ where $S$ is symmetric and positive definite.

## II.6. Homogenization.

$\varepsilon$
$\mathcal{P} \stackrel{\text { def }}{=}(0,1)^{n}$
$\mathcal{C} \stackrel{\text { def }}{=}(-1,1)^{n}$
$\mathcal{H}_{n} \stackrel{\text { def }}{=}\left\{(\varepsilon, t) \in \mathbb{R}^{2} \mid \varepsilon t=2 \pi n\right\}, n \in \mathcal{Z} \backslash\{0\}$
$f_{\mathcal{A}}$
$f_{\mathcal{C}}$
$\ell$

## II.7. Domain Decomposition.

| $\bar{\Omega} \stackrel{\text { def }}{=} \cup_{i=1}^{k} \bar{\Omega}_{i}, \Omega_{i} \cap \Omega_{j}=\emptyset, i \neq j$ | A Non-overlapping decomposition of $\Omega$ with simply connected subdomains $\Omega_{i}, 1 \leq i \leq k$. |
| :---: | :---: |
| $\Gamma_{i} \stackrel{\text { def }}{=} \overline{\partial \Omega_{i} \backslash \partial \bar{\Omega}}, \Gamma \stackrel{\text { def }}{=} \cup_{i=1}^{k} \Gamma_{i}$ | Subdomain interfaces and global interface. |
| $\mathcal{G}(\Gamma)$ | Geometrical components of the interface polygon $\Gamma$, e.g., straight lines and vertices (Chap. 5§3§1). |
| $\mathcal{V}(\Gamma)$ | Vertices of the interface $\Gamma$ (Chap. $5 \S 3 \S 1$ ). |
| $H_{i} \stackrel{\text { def }}{=} \operatorname{diam}\left(\Omega_{i}\right)$ | Diameter of subdomain $\Omega_{i}, 1 \leq i \leq k$. |
| $H \stackrel{\text { der }}{=} \max \left\{H_{i} \mid 1 \leq i \leq k\right\}$ |  |
| $S_{i}:\left(H^{1 / 2}\left(\Gamma_{i}\right)\right)^{2} \rightarrow \mathcal{B L}\left(\left(H^{1 / 2}\left(\Gamma_{i}\right)\right)^{2} ; \mathbb{R}\right)$ | The local Steklov-Poincaré operators (Chap. 5§1§2). |
| $S:\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2} ; \mathbb{R}\right)$ | The Global Steklov-Poincaré operator (Chap. 5§1§2). |
| $E_{i}:\left(H^{1 / 2}\left(\Gamma_{i}\right)\right)^{2} \rightarrow\left(H^{1}\left(\Omega_{i}\right)\right)^{2}$ | A local Harmonic extension operator (Chap. 5§1§1). |
| $E:\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow\left(H^{1}(\Omega)\right)^{2}$ | A global Harmonic extension operator (Chap. 5§1§1). |
| $R_{\Gamma_{i}}:\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow\left(H^{1 / 2}\left(\Gamma_{i}\right)\right)^{2}$ | The interface trace operator (Chap. $5 \S 1 \$ 1$ ). |
| $R_{\Gamma_{i}, h}:\left(S^{h}(\Gamma)\right)^{2} \rightarrow\left(S^{h}\left(\Gamma_{i}\right)\right)^{2}$ | The interface restriction operator. |

$S_{i, h}, S_{h}$
$R_{\Gamma_{i}, h}, E_{i, h}$

The local and global Schur complement matrices (or the discrete Steklov-Poincaré operators).

The discrete restriction and extension matrices (Chap. 5§1§3).

## II.8. Finite Element Approximation.

$\mathcal{T}_{h}(\Omega), h>0$
$h \stackrel{\text { def }}{=} \max \left\{\operatorname{diam}(\tau) \mid \tau \in \mathcal{T}_{h}(\Omega)\right\}$
$T \stackrel{\text { def }}{=}\{(\xi, \eta) \mid 0 \leq \xi+\eta \leq 1,0 \leq \xi, \eta \leq 1\} \quad$ The reference element in a local coordinate system (Chap. 2§2§1).
$\Psi_{\tau}: T \rightarrow \tau, \tau \in \mathcal{T}_{h}(\Omega)$
$S^{h}(\Omega)$
$S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right)$
$S^{h}(\Gamma) \stackrel{\text { def }}{=}\left\{v: \Gamma \rightarrow \mathbb{C} \mid \exists w \in S^{h}(\Omega)\right.$ such that $\left.v=\left.w\right|_{\Gamma}\right\}, \Gamma \subset \partial \Omega$

## 1 Introduction

It is an aim in numerical analysis to devise robust computational algorithms which enable one to compute reliable approximations to the solutions of problems of interest and also to analyse the resulting approximation errors. These problems may come from engineering, physics, economics,... and the mathematical models are formulated so that they describe physical or even abstract processes. It is our aim to devise numerical algorithms for systems of elliptic boundary value problems. In particular, we shall treat those problems which arise in the linear elastic deformation of a heterogeneous body, $\Omega=\cup_{r=1}^{\mathcal{K}} \Omega_{r} \subset \mathbb{R}^{2}$, i.e., a body composed of different materials in each $\Omega_{r}, 1 \leq r \leq \mathcal{K}$ whose characteristics may vary rapidly and may give solutions of different orders of magnitude across $\Omega$. Models of this type lead to classical problems of the form: Find $\underline{u} \in\left(C^{2}(\Omega) \cap C^{1}(\bar{\Omega})\right)^{2}$ such that

$$
\begin{align*}
& -\sum_{i, j, k=1}^{2} \frac{\partial}{\partial x_{k}}\left[a_{i j k l}(\underline{x}) \frac{\partial u_{i}}{\partial x_{j}}(\underline{x})\right]=f_{l}(\underline{x}), \quad \underline{x} \in \Omega, \quad 1 \leq l \leq 2  \tag{1.1}\\
& \underline{u}(\underline{x})=\underline{u}_{D}, \quad \underline{x} \in \partial \Omega_{D}, \quad \sigma(\underline{u}(\underline{x})) \circ \underline{n}(\underline{x})=\underline{t}(\underline{x}), \quad \underline{x} \in \partial \Omega_{N} \tag{1.2}
\end{align*}
$$

where $\partial \Omega=\partial \Omega_{N} \cup \partial \Omega_{D}$ with $\partial \Omega_{N}$ an open subset of the boundary $\partial \Omega$ where surface traction forces, $\underline{t}$, apply and $\partial \Omega_{D}$ a closed subset of the boundary where displacements, $\underline{u}_{D}$, are imposed; $a_{i j k l}, 1 \leq i, j, k, l \leq 2$ define the material properties of the body $\Omega$ (differing with each $\left.\Omega_{r}, 1 \leq r \leq \mathcal{K}\right)$ and $f_{l}, 1 \leq l \leq 2$ define the body forces acting across $\Omega$. The existence of a solution $\underline{u}$ depends on the regularity of the coefficients $a_{i j k l}, 1 \leq i, j, k, l \leq 2$, the body force $f$, the boundary tractions, $\underline{t}$, the displacements, $\underline{u}_{D}$, and the boundary $\partial \Omega$, cf. KNOPS \& Payne (1971). However, we shall take a more general view of the problem and interpret the solution in the weak sense, cf. Section 1.3. This will allow us to work with discontinuous coefficients $a_{i j k l}, 1 \leq i, j, k, l \leq 2$ and data for which problem (1.1), (1.2) has no meaning in the above defined space. Furthermore, as a step towards our stated goal, we first study models
of steady state diffusion in composite materials over domains $\Omega ๔ \mathbb{R}^{n}, n=1,2$ because they provide scalar elliptic boundary value problems which are simpler to study. Numerical techniques for approximating these simpler problems can correspondingly be generalized to the case of problems of linear elasticity. The classical problems arising from models of diffusion of this type have the form: Find $u \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ such that

$$
\begin{gather*}
-\sum_{i, j=1}^{2} \frac{\partial}{\partial x_{i}}\left[a_{i j}(\underline{x}) \frac{\partial u}{\partial x_{j}}(\underline{x})\right]=f(\underline{x}), \quad \underline{x} \in \Omega  \tag{1.3}\\
u(\underline{x})=u_{D}, \quad \underline{x} \in \partial \Omega_{D}, \quad \sum_{i, j=1}^{2} a_{i j}(\underline{x}) \frac{\partial u}{\partial x_{j}}(\underline{x}) n_{i}(\underline{x})=g(\underline{x}), \quad \underline{x} \in \partial \Omega_{N} \tag{1.4}
\end{gather*}
$$

We shall again allow for discontinuous data in this problem by taking a weaker form with $u \in H^{1}(\Omega)$ as a weak solution in a Sobolev space setting, cf. Section 1.3.

In fact, we are especially interested in the difficulties which arise when the coefficients $a_{i j k l}, 1 \leq i, j, k, l \leq 2$ in (1.1) and $a_{i j}, 1 \leq i, j \leq 2$ in (1.2) change rapidly and by many orders of magnitude over $\Omega$, i.e., when the variations $V_{\Omega}\left[a_{i j k l}\right], V_{\Omega}\left[a_{i j}\right], 1 \leq i, j, k, l \leq 2$ are large. Indeed, we anticipate that the weak solutions, $\underline{u}, u$, which arise for problems of this kind will also have large variations, $V_{\Omega}[\underline{u}], V_{\Omega}[u]$, which cannot be accurately approximated unless one employs high dimensional approximating subspaces, $S^{h}(\Omega) \subset H^{1}(\Omega), h>0$, cf. BABUŠKA (1974i). Furthermore, for heterogeneous materials, the coefficients $a_{i j k l}, a_{i j}, 1 \leq i, j, k, l \leq 2$ vary discontinuously along the interfaces $\partial \Omega_{r} \cap \partial \Omega_{s}, 1 \leq r, s \leq \mathcal{K}$ between the component materials $\Omega_{r}, 1 \leq r \leq \mathcal{K}$ of $\Omega$. This causes the weak solutions to have lower regularity than is the case for a homogeneous body and singularities can arise if the subdomain boundaries $\partial \Omega_{r}, 1 \leq r \leq \mathcal{K}$ have vertices, cf. BABUŠKA (1974i), KELLOGG (1972). When features of this type occur the resulting numerical schemes need to reflect the discontinuities, for example by being adaptive, and in general the resulting algebraic systems are simply too large and ill-conditioned for practical solution so that special methods are required.

We now summarise the work of the thesis. In Chapter 1 we briefly introduce some of the mathematical concepts required of the theories of Functional Analysis and Sobolev spaces to construct the weak formulations of problems (1.1), (1.2) and (1.3), (1.4). We make no attempt to be comprehensive and direct the reader to Kreyszig (1978) and Adams (1975) for a more rigorous treatment. In Chapter 2 we introduce some h -version techniques of finite element approximation for elliptic boundary value problems and provide some elements of the theory of approximation; we direct the reader to Aziz \& BABuŠkA (1972) or Oden \& REDDY (1976) for a more comprehensive treatment of these concepts. We should inform the reader that the results provided in Chapters 1 and 2 are frequently employed throughout the remainder of the thesis and, for the complete definition of any symbols in the text which seem unfamiliar, please consult the symbol table on page $v$.

The behaviour of either analytical or computational approaches for problems of the type (1.1)-(1.2) and (1.3)-(1.4) in $\mathbb{R}^{2}$, can be difficult to assess for the case of irregular data.

Analytical solutions are rarely available, even for test problems. We emphasize that the assessment is often further complicated by the presence, in $\mathbb{R}^{2}$, of singular points occurring at corners or edges where different materials interface with one another. In order to avoid some of the difficulties, initially, in Chapter 3 we begin by investigating one dimensional elliptic boundary value problems in which the underlying heterogeneous material, $\Omega$, consists of a periodically repeating cell, $\mathcal{P}_{\varepsilon} \stackrel{\text { def }}{=} \varepsilon \mathcal{P}$, of diameter $\varepsilon \ll \operatorname{diam}(\Omega)$ comprised of the elemental materials $\Omega_{r}, 1 \leq r \leq \mathcal{K}$. This property of the material is represented in the boundary value problem by a periodic coefficient, $a$, of period $\varepsilon$, with $\varepsilon$ assuming values in the range ( $0, \varepsilon_{0}$ ] with $\varepsilon_{0}$ small when the material properties change rapidly. However, problems of this type have been studied in the vast array of literature for problems in $\Omega \subset \mathbb{R}^{n}, n \geq 1$, e.g., convergence in homogenization processes is analysed in TARTAR (1980), the idea of H-convergence is introduced and studied in Murat \& Tartar (1994), and the notion of two-scale expansions are analysed in Allaire (1992). Indeed, we follow this philosophy and adapt the analysis of BABUŠKA \& MORGAN (1991ii) and construct asymptotic approximations $u_{N}^{\epsilon}, \varepsilon>0, N \geq 0$ of the solution of the original problem which we now denote $u^{\varepsilon}$ to indicate the different cells. However, general asymptotic treatments of this type do not provide accurate error bounds; generally, the complexities of a general analysis lead to uninformative and pessimistic results. This difficulty has been partially remedied in Bakhvalov \& Panasenko (1989) where accurate error bounds are included for $\Omega=\mathbb{R}^{2}$. However, their analysis requires the restrictive conditions $a_{i j}, a_{i j k l}, f \in C^{\infty}\left(\mathbb{R}^{2}\right), 1 \leq i, j, k, l \leq 2$ and provides little insight into the application of these techniques for more general problems of low regularity which often occur in practice.

In the one dimensional case we obtain an assessment of convergence by employing analytical and computational results to determine the rates of decay,

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{N}^{\varepsilon} ; H^{n}(\Omega)\right\| \rightarrow 0 \quad(\varepsilon \rightarrow 0), \quad N \geq 0, \quad 0 \leq n \leq 1, \tag{1.5}
\end{equation*}
$$

and to determine how problem regularity affects these. Our results demonstrate that the rate of convergence, $u_{N}^{\varepsilon} \rightarrow u^{\varepsilon}(\varepsilon \rightarrow 0)$, in the sense of (1.5), occurs at a rate which is independent of the regularity of $a$ but depends primarily on the regularity of $f$.

In Chapter 4 we generalize this approach to include analogous elliptic boundary value problems in $\mathbb{R}^{2}$. However, because analytical solutions are no longer available, we find it necessary to include approximating methods and we demonstrate how one can efficiently implement the $h$-version of finite element approximation for domains $\Omega \llbracket \mathbb{R}^{2}$. Indeed, it is apparent from the formulation of our approach that one can quite simply incorporate approximating techniques such as the $h, p$, or $r$-adaptive finite element methods into the homogenization process.

The asymptotic approach employed in Chapters 3 and 4 is clearly not suited to problems in which the coefficients, $a_{i j}, a_{i j k l}, 1 \leq i, j, k, l \leq 2$ are non-periodic or $\varepsilon$ is large, i.e.,
$\varepsilon \notin\left(0, \varepsilon_{0}\right]$. However, if the features of the problem which led us to consider applying asymptotic techniques are still present, e.g., highly heterogeneous materials, coefficients with large variation over $\Omega$, existence of singularities, low regularity, then the need to employ high dimensional approximating spaces, $S^{h}(\Omega), h>0$, still exists. However, such spaces lead to large scale systems, i.e., algebraic systems which include many unknown parameters. In Chapter 5 we therefore change our approach to that of domain decomposition and consider ways in which we can exploit the increased computational power provided by modern computers with parallel architecture, in particular, the MIMD - multiple instruction, multiple data - family of machines, cf. Briggs \& Hwang (1986). Machines of this type possess an array of independent processing nodes which are interconnected through a high speed network allowing rapid communication of data. To obtain algorithms which are suitable for implementation on machines of this type we shall work within the framework provided by the theory of domain decomposition using non-overlapping decompositions $\Omega_{i}, 1 \leq i \leq k$ of $\Omega$, i.e.,

$$
\begin{equation*}
\bar{\Omega}=\cup_{i=1}^{k} \bar{\Omega}_{i}, \quad \Omega_{i} \cap \Omega_{j}=\emptyset, \quad i \neq j . \tag{1.6}
\end{equation*}
$$

In this we employ extension, restriction, and Steklov-Poincaré operators, cf. AgOSHKOV (1988) and reformulate our problem as a system of boundary value problems, one for each subdomain $\Omega_{i}$ with solution $\underline{u}_{\Omega_{i}}, 1 \leq i \leq k$, coupled by an interface problem on $\Gamma \stackrel{\text { def }}{=} \cup_{i, j=1}^{k} \bar{\Omega}_{i} \cap$ $\bar{\Omega}_{j}$ whose solution we denote by $\underline{u}_{\Gamma}$. However, from our comments above it also follows that the approximating spaces $S^{h}(\Omega), h>0$ lead to large scale interface problems and, as is apparent in Section 1 of Chapter 5, it is impractical to construct the interface systems of such large dimension. We therefore turn to iterative solution techniques, in particular, conjugate gradient methods and demonstrate how they can be employed to compute approximations, $\underline{u}_{\Gamma, h}, h>0$, of $\underline{u}_{\Gamma}$ without explicitly constructing the interface problems. However, a difficulty with iterative techniques of this kind is that, to achieve rapid convergence, they require the discretized Steklov-Poincaré operator, $S_{h}$, associated with the interface problem to have a compactly distributed spectrum, $\sigma\left(S_{h}\right)$, though in fact, as the material heterogeneities, the number of subdomains, $k$, and $\operatorname{dim}\left(S^{h}(\Omega)\right)$ grow, the spectrum $\sigma\left(S_{h}\right)$ becomes more sparsely distributed and the rate of convergence slows. This feature of conjugate gradient algorithms can be improved by using a preconditioner; this possibility has been examined in many of the early papers treating domain decomposed interface problems with conjugate gradient type iterative schemes. Indeed, in BJøRSTAD \& WIdLund (1986) a number of preconditioners, $P_{h}, h>0$, are constructed which are optimal in the sense that the condition number $\kappa\left(P_{h}^{-1} S_{h}\right) \stackrel{\text { def }}{=}\left\|P_{h}^{-1} S_{h}\right\|_{2}\left\|S_{h}^{-1} P_{h}\right\|_{2}-$ a measure of the dispersion of the preconditioned spectrum $\sigma\left(P_{h}^{-1} S_{h}\right)$ - does not vary with $h$ and the convergence rate is therefore unaffected by the dimension of the approximating space $S^{h}(\Omega), h>0$. However, the early papers of this kind deal with relatively simple problems and decompositions $\bar{\Omega}=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}$, i.e., $k=2$, and, as one should expect, there is little consideration for difficult problems and
general decompositions (1.6). Subsequent work by, for example, Bramble, Pasciak, \& SChatZ (1986), Dryja \& WIDLUND (1991), has led to the construction of preconditioners, $P_{h}, h>0$, for rather general problems and decompositions which are optimal in the sense that

$$
\begin{equation*}
\kappa\left(P_{h}^{-1} S_{h}\right) \leq C[1+\log (H / h)]^{2}, \quad H, h>0 \tag{1.7}
\end{equation*}
$$

where $H=\max \left\{\operatorname{diam}\left(\Omega_{i}\right), 1 \leq i \leq k\right\}$. Although these algorithms are often rather elaborate they do allow one to implement the inverse operator, $P_{h}^{-1}, h>0$, efficiently on computers with a parallel architecture because the preconditioner is designed to have a parallel structure that requires little communication between processing nodes. However, the Neumann-Neumann preconditioner, $N_{h}, h>0$, studied in LeTALLEc \& DeRoeck (1991), provides a simpler approach which can also be implemented efficiently on a MIMD type computer. The difficulty with this approach is that the preconditioner does not scale well as the number of subdomains, $k$, increase; this is explained in LeTallec \& DeRoeck (1991) where they prove the bound

$$
\begin{equation*}
\kappa\left(N_{h}^{-1} S_{h}\right) \leq \frac{C}{H^{2}}[1+\log (H / h)]^{2}, \quad H, h>0 \tag{1.8}
\end{equation*}
$$

Following an idea introduced in MANDEL (1993) for scalar elliptic boundary value problems we demonstrate how one can introduce, for problems of heterogeneous linear elasticity, an additional coarse problem in the definition of the Neumann-Neumann preconditioner to obtain a new preconditioner, $M_{h}, h>0$, which has the optimal spectral property (1.7) and where the constant $C>0$ is independent of the material heterogeneities. We implement this approach for a variety of problems and compare the computational results with a number of other preconditioners.

To summarize: we introduce asymptotic techniques of approximation in Chapter 3 for elliptic problems in $\mathbb{R}$ having discontinuous and periodic data of period $\varepsilon$. We construct asymptotic approximations $u_{N}^{\varepsilon}, N \geq 0$ of the weak solution $u^{\varepsilon}$ and, using a combination of analytical and computational methods, assess the rates of convergence of the errors $u^{\varepsilon}-$ $u_{N}^{\varepsilon}, N \geq 0$ as $\varepsilon \rightarrow 0$ in the norm topologies $\left\|\bullet ; H^{p}(\Omega)\right\|, 0 \leq p \leq 1$. In Chapter 4 we describe how finite element techniques of approximation can be combined with our asymptotic approach to compute approximations, $u_{N, h}^{\varepsilon}, N \geq 0$, of the solution, $u^{\varepsilon}$, for elliptic problems in $\mathbb{R}^{2}$ when the coefficients, $a_{i j}, 1 \leq i, j \leq 2$, are discontinuous and periodic. We apply this approach to a number of problems of varying levels of regularity and assess the corresponding rates of convergence of $u_{N, h}^{\varepsilon} \rightarrow u^{\varepsilon}$ as $\varepsilon \rightarrow 0$ in the norm topologies $\left\|\bullet ; H^{p}(\Omega)\right\|, 0 \leq \boldsymbol{p} \leq 1$. In Chapter 5 we employ domain decomposition techniques to reformulate problems of linear elasticity as systems of coupled problems with each corresponding to either a subdomain or an interface. We describe how one can add a coarse problem to the definition of the Neumann-Neumann preconditioner to obtain an iterative solution algorithm for the domain decomposed interface system which is optimal in the sense of (1.7). Finally, we demonstrate the optimality of this approach using a number of computational examples.

### 1.1. Elements of Functional Analysis.

In Chapters 2, 3, and 4 we use some of the ideas from the theory of functional analysis. A summary of the ideas which we use are assembled below. However, because the theorems are well known we do not, except for the Lax-Milgram Lemma, provide proofs and instead we refer the reader to Kreyszig (1978) or Riesz \& Sz.-Nagy (1965).

### 1.1.1. Bounded Linear Operators.

Let $X_{i}, 1 \leq i \leq 2$ denote normed linear spaces over the field $\mathbb{F}(=\mathbb{R}, \mathbb{C})$ with norms $\left\|\bullet ; X_{i}\right\|, 1 \leq i \leq 2$ and assume identical linear space operations of addition and scalar multiplication for $X_{i}, 1 \leq i \leq 2$. If $X_{i}, 1 \leq i \leq 2$ are function spaces then we call a mapping $A: X_{1} \rightarrow X_{2}$ an operator and say that it is antilinear (or conjugate linear) if it satisfies the property

$$
\begin{equation*}
A\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}\right)=\bar{\alpha}_{1} A x_{1}+\bar{\alpha}_{2} A x_{2}, \quad \alpha_{i} \in \mathbb{F}, \quad x_{i} \in X_{i}, \quad 1 \leq i \leq 2 \tag{1.1.1}
\end{equation*}
$$

We define the norm, $\|A\|$, of an operator $A: X_{1} \rightarrow X_{2}$ as follows

$$
\begin{equation*}
\|A\| \stackrel{\text { def }}{=} \sup _{x \neq 0} \frac{\left\|A x ; X_{2}\right\|}{\left\|x ; X_{1}\right\|}=\sup _{\left\|x ; X_{1}\right\|=1}\left\|A x ; X_{2}\right\| \tag{1.1.2}
\end{equation*}
$$

and say that $A$ is bounded if $\|A\|<\infty$. Indeed, we denote the set of all bounded antilinear operators by $\mathcal{B L}\left(X_{1} ; X_{2}\right)$, i.e.,

$$
\begin{equation*}
\mathcal{B L}\left(X_{1} ; X_{2}\right) \stackrel{\text { def }}{=}\left\{A \mid A: X_{1} \rightarrow X_{2}, A \text { is antilinear and }\|A\|<\infty\right\} \tag{1.1.3}
\end{equation*}
$$

We observe that if $X_{2}$ is a Banach space with respect to the norm $\left\|\bullet ; X_{2}\right\|$ then $\mathcal{B} \mathcal{L}\left(X_{1} ; X_{2}\right)$ is also a Banach space with respect to the operator norm defined in relation (1.1.2). If $X_{2}=\mathbb{F}$ then the Banach space $\mathcal{B L}\left(X_{1} ; \mathbb{F}\right)$ is referred to as the conjugate or dual space of $X_{1}$ and its elements are called functionals.

While studying weak formulations of elliptic boundary value problems we will have the need to consider operators $A: X_{1} \rightarrow X_{2}$ where, using the notation introduced above, $X_{1}=$ $X \times X, X_{2}=\mathbb{F}$ and $X$ is a Hilbert space with the inner product $(\bullet, \bullet ; X)$. For operators of this kind we generalize the notion of antilinearity defined in relation (1.1.1) and say that the mapping $A: X \times X \rightarrow \mathbb{F}$ is sesquilinear if the following relations are satisfied
(Linear) $\quad A(\alpha x+\beta y, z)=\alpha A(x, z)+\beta A(y, z)$
(Antilinear) $\quad A(x, \alpha y+\beta z)=\bar{\alpha} A(x, y)+\bar{\beta} A(x, z)$

$$
\begin{equation*}
\forall \alpha, \beta \in \mathbb{F}, x, y, z \in X \tag{1.1.4}
\end{equation*}
$$

and we also define the norm of a sesquilinear operator $A: X \times X \rightarrow \mathbb{F}$ as follows

$$
\begin{equation*}
\|A\| \stackrel{\text { def }}{=} \sup \left\{\frac{|A(x, y)|}{\|x ; X\| \cdot\|y ; X\|}: x, y \in X \backslash\{0\}\right\} \tag{1.1.5}
\end{equation*}
$$

where $\|x ; X\| \stackrel{\text { def }}{=}(x, x ; X)^{1 / 2}, x \in X$ and say that $A$ is bounded if $\|A\|<\infty$. We denote the collection of all such bounded sesquilinear operators by $\mathcal{B L}(X \times X ; \mathbb{F})$, i.e.,

$$
\begin{equation*}
\mathcal{B L}(X \times X ; \mathbb{F}) \stackrel{\text { def }}{=}\{A \mid A: X \times X \rightarrow \mathbb{F}, A \text { is sesquilinear and }\|A\|<\infty\} \tag{1.1.6}
\end{equation*}
$$

and we observe that this is a Banach space with respect to the norm (1.1.5). We shall call elements of this space bilinear forms if $\mathbb{F}=\mathbb{R}$ and sesquilinear forms if $\mathbb{F}=\mathbb{C}$ to distinguish between problems using real or complex fields. We now define some additional concepts associated with elements $A \in \mathcal{B L}(X \times X ; \mathbb{F})$ which we shall require

$$
\begin{align*}
\text { (Hermitian symmetric) } & A(x, y)=\overline{A(y, x)}, \quad x, y \in X  \tag{1.1.7}\\
\text { (Non-negative) } & A(x, x) \geq 0, \quad x \in X  \tag{1.1.8}\\
\text { (Positive) } & A(x, x)>0, \quad x \neq 0  \tag{1.1.9}\\
\text { (X-elliptic) } & A(x, x) \geq \rho\|x ; X\|^{2}, \quad x \in X \tag{1.1.10}
\end{align*}
$$

where $\rho>0$ is a constant that is independent of $x \in X$.
To answer questions concerning the existence and uniqueness of weak solutions of elliptic boundary value problems one generally works within the framework provided by the LaxMilgram Lemma. We now state this theorem and provide a proof of the result.

Lax-Milgram Lemma 1.1. Let $A \in \mathcal{B L}(\mathcal{H} \times \mathcal{H} ; \mathbb{F})$ be $\mathcal{H}$-elliptic where $\mathcal{H}$ is a Hilbert space over the field $\mathbb{F}$. Then, for any $F \in \mathcal{B L}(\mathcal{H} ; \mathbb{F})$, there exists a unique $u \in \mathcal{H}$ such that

$$
\begin{equation*}
A(u, \phi)=\langle F, \phi\rangle, \quad \dot{\phi} \in \mathcal{H} \tag{1.1.11}
\end{equation*}
$$

The map $\mathcal{R}: u \mapsto F$ defined by (1.1.11) is a linear bijection of $\mathcal{H}$ onto $\mathcal{B L}(\mathcal{H} ; \mathbb{F})$ and

$$
\begin{equation*}
\rho \leq\|\mathcal{R}\| \leq\|A\|, \quad\|A\|^{-1} \leq\left\|\mathcal{R}^{-1}\right\| \leq \rho^{-1} \tag{1.1.12}
\end{equation*}
$$

where $\rho>0$ is the ellipticity constant of $A$.
Proof If $A \in \mathcal{B L}(\mathcal{H} \times \mathcal{H} ; \mathbb{F})$ then it follows that the norm of $A,\|A\|$, is bounded and satisfies the inequality

$$
\begin{equation*}
|A(u, v)| \leq\|A\|\|u ; \mathcal{H}\|\|v ; \mathcal{H}\|, \quad u, v \in \mathcal{H} \tag{1.1.13}
\end{equation*}
$$

Therefore $A(u, \bullet) \in \mathcal{B L}(\mathcal{H} ; \mathbb{F})$ for any $u \in \mathcal{H}$ and, thus, $\mathcal{R}: \mathcal{H} \rightarrow A(\mathcal{H}, \bullet)$ is a well defined linear operator. Furthermore, from the boundedness relation (1.1.13),

$$
\begin{equation*}
\|\mathcal{R} u\| \leq\|A\|\|u ; \mathcal{H}\|, \quad u \in \mathcal{H} \tag{1.1.14}
\end{equation*}
$$

and therefore $\mathcal{R} \in \mathcal{B L}(\mathcal{H} ; \mathcal{B L}(\mathcal{H} ; \mathbb{F}))$. The $\mathcal{H}$-ellipticity of $A$ implies the inequalities

$$
\begin{align*}
\rho\|v ; \mathcal{H}\|^{2} & \leq|A(v, v)| \\
& =|\langle\mathcal{R} v, v\rangle| \leq\|\mathcal{R} v\|\|v ; \mathcal{H}\| \\
\Rightarrow \quad \rho\|v ; \mathcal{H}\| & \leq\|\mathcal{R} v\| \tag{1.1.15}
\end{align*}
$$

and, therefore, $\mathcal{R}$ is an injective map with a bounded inverse $\mathcal{R}^{-1}$ on the domain $\mathcal{R}(\mathcal{H})$. It only remains to prove that $\mathcal{R}(\mathcal{H})=\mathcal{B L}(\mathcal{H} ; \mathbb{F})$. Let $\left(\mathcal{R} u_{n}\right)_{n \geq 1}$ be a convergent sequence in
$\mathcal{B L}(\mathcal{H} ; \mathbb{F})$ then, from (1.1.15), $\left(u_{n}\right)_{n \geq 1}$ is a Cauchy sequence in $\mathcal{H}$ which converges to some limit $u \in \mathcal{H}$ because $\mathcal{H}$ is a Hilbert space. However, because $\mathcal{R}$ is continuous, cf. (1.1.14), $\mathcal{R} u$ is the limit of the sequence $\left(\mathcal{R} u_{n}\right)_{n \geq 1}$ and this implies that $\mathcal{R}(\mathcal{H})$ is a closed subspace of $\mathcal{B L}(\mathcal{H} ; \mathbb{F})$. Thus, $\mathcal{B L}(\mathcal{H} ; \mathbb{F})=\mathcal{R}(\mathcal{H}) \oplus \mathcal{R}(\mathcal{H})^{\perp}$ where $\mathcal{R}(\mathcal{H})^{\perp} \stackrel{\text { def }}{=}\{v \in \mathcal{H} \mid\langle f, v\rangle=$ $0, f \in \mathcal{R}(\mathcal{H})\}$. We now show that $\mathcal{R}$ is a surjective map with image $\mathcal{B L}(\mathcal{H} ; \mathbb{F})$ by proving that $\mathcal{R}(\mathcal{H})^{\perp}=\emptyset$. Suppose that there exists a $v_{0} \in \mathcal{R}(\mathcal{H})^{\perp}$ with $v_{0} \neq 0$ then we have the contradiction

$$
\begin{equation*}
0=\left\langle\mathcal{R} v_{0}, v_{0}\right\rangle=A\left(v_{0}, v_{0}\right) \geq \rho\left\|v_{0} ; \mathcal{H}\right\|^{2} \tag{1.1.16}
\end{equation*}
$$

Finally, the inequalities (1.1.12) follow immediately from (1.1.14) and (1.1.15) and the theorem is proved.

We shall employ the Lax-Milgram lemma throughout the thesis to demonstrate the existence and uniqueness of weak solutions of elliptic boundary value problems, in particular, problems (1.1)-(1.2) and (1.3)-(1.4). We note that the property of $\mathcal{H}$-ellipticity is often the most difficult to prove. Indeed, for problems of linear elasticity, we use Korn's inequalities and, for problems of steady state diffusion, we use Poincare's inequality to establish $\mathcal{H}$-ellipticity for the appropriate $a$ and $\mathcal{H}$. However, we now introduce the function spaces that are required to construct the weak formulations of problems (1.1)-(1.2) and (1.3)-(1.4).

### 1.2. Function Spaces.

Below, we provide definitions of the function spaces which we shall use and, where necessary, we describe some of their properties. We direct the reader to WLOKA (1987) or Hackbusch (1992) for a rigorous treatment of these function spaces.

We begin by specifying the notation which we shall use throughout this section. Let the symbol $\Omega$ denote a simply connected bounded open set in $\mathbb{R}^{n}, n=1,2$ with closure $\bar{\Omega}$ and boundary $\partial \Omega$. We shall write $\Omega \subset \mathbb{R}^{n}$ if $\bar{\Omega}$ is a compact subset of $\mathbb{R}^{n}$, i.e., a bounded and closed subset. If $\alpha \stackrel{\text { def }}{=}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}_{0}^{n}$ then we call $\alpha$ a multi-index of degree $|\alpha| \stackrel{\text { def }}{=} \sum_{i=1}^{n} \alpha_{i}$ and, for $D_{i} \stackrel{\text { def }}{=} \partial / \partial x_{i}, 1 \leq i \leq n$, we define the differential operator $D^{\alpha}, \alpha \in \mathbb{N}_{0}^{n}$ of degree $|\alpha|$ according to the relation

$$
\begin{equation*}
D^{\alpha} \stackrel{\text { def }}{=} D_{1}^{\alpha_{1}} \cdots D_{n}^{\alpha_{n}} \tag{1.2.1}
\end{equation*}
$$

where $D_{i}^{0} \stackrel{\text { def }}{=} I, 1 \leq i \leq n$ and $I$ is the identity operator. If $\phi: \Omega \rightarrow \mathbb{C}$ then we define the support of $\phi$ as

$$
\begin{equation*}
\operatorname{supp} \phi=\overline{\{\underline{x} \in \Omega \mid \phi(\underline{x}) \neq 0\}} \tag{1.2.2}
\end{equation*}
$$

We now provide a collection of definitions and lemmas which we shall use to define function spaces of weakly differentiable functions and to introduce the notion of domain regularity. We begin by defining function spaces which consist of functions, $\phi$, that can be differentiated in the classical sense and for which the derivatives, $D^{\alpha} \phi$, are continuous in some sense for
$|\alpha| \leq m, m \in \mathbb{N}_{0}$. Thus, for $m \in \mathbf{N}_{0}$ we define $C^{m}(\Omega)$ as

$$
\begin{equation*}
C^{m}(\Omega) \stackrel{\text { def }}{=}\left\{\phi: \Omega \rightarrow \mathbb{C}\left|D^{\alpha} \phi \in C^{0}(\Omega),|\alpha| \leq m\right\}\right. \tag{1.2.3}
\end{equation*}
$$

where $C^{0}(\Omega)$ is simply the linear space of functions which are continuous over $\Omega$. We then let $C^{\infty}(\Omega) \stackrel{\text { dof }}{=} n_{n=0}^{\infty} C^{n}(\Omega)$ and define the subspaces $C_{0}^{m}(\Omega) \subset C^{m}(\Omega), m \in \mathbb{N}_{0} \cup\{\infty\}$ as follows

$$
\begin{equation*}
C_{0}^{m}(\Omega) \stackrel{\text { def }}{=}\left\{\phi \in C^{m}(\Omega) \mid \operatorname{supp} \phi \subset \Omega\right\} \tag{1.2.4}
\end{equation*}
$$

However, because $\Omega$ is an open set, the functions $\phi \in C^{0}(\Omega)$ need not be bounded on $\Omega$ and we therefore define $C^{0}(\bar{\Omega}) \subset C^{0}(\Omega)$ to be the subspace consisting of all continuous functions whose domain of definition, $\Omega$, can be extended to the boundary, $\partial \Omega$, such that they become uniformly continuous on $\bar{\Omega}$. We now define the function spaces $C^{m}(\bar{\Omega}), m \in \mathbb{N}_{0}$ as follows $C^{m}(\bar{\Omega}) \stackrel{\text { def }}{=}\left\{\phi \in C^{m}(\Omega) \mid\right.$ for each $|\alpha| \leq m$ there exists a $\psi_{\alpha} \in C^{0}(\bar{\Omega})$ such that $\left.D^{\alpha} \phi=\left.\psi_{\alpha}\right|_{\Omega}\right\}$
and let $C^{\infty}(\bar{\Omega}) \stackrel{\text { daf }}{=} \cap_{n=0}^{\infty} C^{n}(\bar{\Omega})$. We observe that the spaces $C^{m}(\bar{\Omega}), m \in \mathbf{N}_{0}$ are Banach spaces with respect to the norm

$$
\begin{equation*}
\left\|\phi ; C^{m}(\bar{\Omega})\right\| \stackrel{\text { def }}{=} \max _{0 \leq|\alpha| \leq m} \sup _{\underline{x} \in \Omega}\left|D^{\alpha} \phi(\underline{x})\right| \tag{1.2.6}
\end{equation*}
$$

The linear spaces of Hölder continuous functions are also required, thus, we let $0<\lambda \leq$ $1, m \in \mathrm{~N}_{0}$ and define the subspace $C^{m, \lambda}(\bar{\Omega}) \subset C^{m}(\bar{\Omega})$ as follows

$$
\begin{align*}
& C^{m, \lambda}(\bar{\Omega}) \stackrel{\text { def }}{=}\left\{\phi \in C^{m}(\bar{\Omega}) \mid \text { there exists a constant } C>0\right. \text { such that }  \tag{1.2.7}\\
& \\
& \left.\qquad\left|D^{\alpha} \phi\left(\underline{x}_{1}\right)-D^{\alpha} \phi\left(\underline{x}_{2}\right)\right| \leq C\left\|\underline{x}_{1}-\underline{x}_{2}\right\| \|_{2}^{\lambda},|\alpha| \leq m, \underline{x}_{i} \in \Omega, 1 \leq i \leq 2\right\}
\end{align*}
$$

which is a Banach space with respect to the norm

$$
\begin{equation*}
\left\|\phi ; C^{m, \lambda}(\bar{\Omega})\right\| \stackrel{\operatorname{daf}}{=}\left\|\phi ; C^{m}(\bar{\Omega})\right\|+\max _{0 \leq|\alpha| \leq m} \sup _{\underline{\underline{x}}, \underline{z} \in \Omega, \underline{x} \neq \underline{\underline{z}}} \frac{\left|D^{\alpha} \phi(\underline{x})-D^{\alpha} \phi(\underline{z})\right|}{\|\underline{x}-\underline{z}\|_{2}^{\lambda}} \tag{1.2.8}
\end{equation*}
$$

We now assume that $\Omega$ is measurable with respect to the Lebesgue measure, $\mu$, and define $\mathcal{L}_{p}(\Omega)$ to be the linear space of equivalence classes of functions $u$ which are Lebesgue measurable on $\Omega$ and satisfy $\left\|u ; \mathcal{L}_{p}(\Omega)\right\|<\infty$ where, for $1 \leq p<\infty$,

$$
\begin{equation*}
\left\|u ; \mathcal{L}_{p}(\Omega)\right\| \stackrel{\text { dof }}{=}\left[\int_{\Omega}|u(\underline{x})|^{p} d \underline{x}\right]^{1 / p} \tag{1.2.9}
\end{equation*}
$$

where $d \underline{x} \stackrel{\text { daf }}{=} d \mu$ and, for $p=\infty$,

$$
\begin{equation*}
\left\|u ; \mathcal{L}_{\infty}(\Omega)\right\| \stackrel{\text { daf }}{=} \underset{\underline{x} \in \Omega}{\operatorname{sss}} \sup |u(\underline{x})|=\inf \left\{\sup _{\underline{x} \in \Omega \backslash \mathcal{O}}|u(\underline{x})|: \mathcal{O} \subset \Omega, \mu(\mathcal{O})=0\right\} \tag{1.2.10}
\end{equation*}
$$

We note that the elements of the equivalence classes of the Lebesgue spaces $\mathcal{L}_{p}(\Omega), 1 \leq p \leq \infty$ are functions that differ only on sets of Lebesgue measure zero. See AdAms (1975) for a thorough treatment of the Lebesgue spaces $\mathcal{L}_{p}(\Omega)$.

In order to generalize the classical problems (1.1)-(1.2) and (1.3)-(1.4) we now introduce the notion of the weak derivative which we use to define the Sobolev spaces below: If, for $\alpha \in \mathbb{N}_{0}^{n}, u \in \mathcal{L}_{1}^{\text {loc }}(\Omega) \stackrel{\text { def }}{=}\left\{v \mid v \in \mathcal{L}_{1}(K), K \varangle \Omega\right\}$, there exists a $v \in \mathcal{L}_{1}^{\text {loc }}(\Omega)$ satisfying

$$
\begin{equation*}
\int_{\Omega} \varphi(\underline{x}) v(\underline{x}) d \underline{x}=(-1)^{|\alpha|} \int_{\Omega} u(\underline{x}) D^{\alpha} \varphi(\underline{x}) d \underline{x}, \quad \varphi \in C_{0}^{\infty}(\Omega) \tag{1.2.11}
\end{equation*}
$$

where $D^{\alpha} \varphi$ is defined in the classical sense then we call $v$ the weak $D^{\alpha}$ derivative of $u$ and write $v=D^{\alpha} u$. If $u \in C^{|\alpha|}(\Omega)$ then we note that the weak and classical derivatives of $u$, up to those of order $|\alpha|$, coincide except on sets of measure zero, cf. Edmunds \& Evans (1989), and the weak derivative is clearly, therefore, an extension of the classical definition of differentiation. For $m \in \mathbb{N}_{0}$ we now define the Sobolev space of (equivalence classes of) functions $H^{m}(\Omega)$ as

$$
\begin{equation*}
H^{m}(\Omega) \stackrel{\text { def }}{=}\left\{u \in \mathcal{L}_{2}(\Omega)\left|D^{\alpha} u \in \mathcal{L}_{2}(\Omega),|\alpha| \leq m\right\}\right. \tag{1.2.12}
\end{equation*}
$$

Indeed, these spaces are Hilbert spaces with respect to the inner product

$$
\begin{equation*}
\left(u, v ; H^{m}(\Omega)\right) \stackrel{\text { def }}{=} \int_{\Omega} \sum_{|\alpha| \leq m} D^{\alpha} u(\underline{x}) \overline{D^{\alpha} v(\underline{x})} d \underline{x}, \quad u, v \in H^{m}(\Omega) \tag{1.2.13}
\end{equation*}
$$

where the complex conjugate is necessary only when considering spaces over the complex field $\mathbb{C}$. We note that the linear subspace $C^{\infty}(\Omega) \cap H^{m}(\Omega)$ is dense in $H^{m}(\Omega)$ in the sense that if $u \in H^{m}(\Omega)$ then there exists a sequence $\left\{u_{n}\right\}_{n \geq 1} \subset C^{\infty}(\Omega) \cap H^{m}(\Omega)$ such that $\left\|u-u_{n} ; H^{m}(\Omega)\right\| \rightarrow 0(n \rightarrow \infty)$. We shall also consider boundary value problems with homogeneous boundary conditions and we therefore require the spaces $H_{0}^{m}(\Omega), m \in \mathbb{N}_{0}$ defined as

$$
\begin{array}{r}
H_{0}^{m}(\Omega) \stackrel{\text { def }}{=}\left\{v \in \mathcal{L}_{2}(\Omega) \mid\right.  \tag{1.2.14}\\
\text { there exists a sequence }\left\{v_{n}\right\}_{n \geq 1} \subset C_{0}^{\infty}(\Omega) \\
\text { such that } \left.\left\|v-v_{n} ; H^{m}(\Omega)\right\| \rightarrow 0(n \rightarrow \infty)\right\}
\end{array}
$$

For boundary value problems of low regularity we will also require Sobolev spaces of fractional order, $s \in \mathbb{R} \backslash \mathbb{N}$. Thus, for $s>0$ let $s=m+\lambda, m \in \mathbb{N}_{0}, 0<\lambda<1$ and define the function space $H^{s}(\Omega)$ as the linear space of (equivalence classes of) functions $v \in \mathcal{L}_{2}(\Omega)$ for which $\left\|v ; H^{s}(\Omega)\right\|<\infty$ where $\left\|v ; H^{s}(\Omega)\right\|=\left(v, v ; H^{s}(\Omega)\right)^{1 / 2},\left(v, v ; H^{s}(\Omega)\right) \stackrel{\text { def }}{=}\left(v, v ; H^{m}(\Omega)\right)+$ $\left(v, v ; H^{\lambda}(\Omega)\right)$ and

$$
\begin{equation*}
\left.\left(u, v ; H^{\lambda}(\Omega)\right) \stackrel{\text { def }}{=} \sum_{|\alpha| \leq m} \iint_{\Omega \times \Omega} \frac{\left[D^{\alpha} u(\underline{x})-D^{\alpha} u(\underline{z})\right] \overline{\left[D^{\alpha} v(\underline{x})-D^{\alpha} v(\underline{z})\right]}}{\|\underline{x}-\underline{z}\|_{2}^{n+2 \lambda}} d \underline{x} d \underline{z}\right] \tag{1.2.15}
\end{equation*}
$$

The density properties observed above for the integer ordered spaces $H^{m}(\Omega), H_{0}^{m}(\Omega)$ are also valid here, i.e., $C^{\infty}(\Omega) \cap H^{s}(\Omega)$ and $C_{0}^{\infty}(\Omega)$ are dense in $H^{s}(\Omega)$ and $H_{0}^{s}(\Omega)$ with respect to the norm topology $\left\|\bullet ; H^{s}(\Omega)\right\|$.

When studying boundary value problems we often find it necessary to consider function spaces of elements which are defined on the boundary, $\partial \Omega$, of the domain $\Omega$. The regularity or smoothness of the domain, $\Omega$, is crucial in the definition of these spaces and we therefore formalize the notion of domain regularity in definition 1.2 below.

Definition 1.2. (Domain Regularity). Let $\Omega ๔ \mathbb{R}^{n}$. Then we shall write $\Omega \in C^{m, \lambda}$ with $m \in \mathbb{N}_{0}, 0<\lambda \leq 1$ if, for every $\underline{x} \in \partial \Omega$, there exists a neighbourhood $\mathcal{O}_{\underline{x}} \subset \mathbb{R}^{n}$ and a bijective map $\varphi_{\underline{x}}: \mathcal{O}_{\underline{x}} \rightarrow \mathcal{S}$ where $\mathcal{S} \stackrel{\text { def }}{=} B\left(0,1, \ell_{2}\right)$ satisfying

$$
\begin{align*}
& \varphi_{\underline{x}} \in C^{k, \lambda}\left(\overline{\mathcal{O}}_{\underline{x}}\right), \quad \varphi_{\underline{x}}^{-1} \in C^{k, \lambda}(\overline{\mathcal{S}})  \tag{1.2.16}\\
& \varphi_{\underline{x}}\left(\mathcal{O}_{\underline{x}} \cap \partial \Omega\right)=\left\{\left(\xi_{1}, \cdots, \xi_{n}\right) \in \mathcal{S} \mid \xi_{n}=0\right\}  \tag{1.2.17}\\
& \varphi_{\underline{x}}\left(\mathcal{O}_{\underline{x}} \cap \Omega\right)=\left\{\left(\xi_{1}, \cdots, \xi_{n}\right) \in \mathcal{S} \mid \xi_{n}>0\right\}  \tag{1.2.18}\\
& \varphi_{\underline{x}}\left(\mathcal{O}_{\underline{x}} \cap \Omega^{c}\right)=\left\{\left(\xi_{1}, \cdots, \xi_{n}\right) \in \mathcal{S} \mid \xi_{n}<0\right\} \tag{1.2.19}
\end{align*}
$$

where (1.2.16) is understood in terms of the components of $\varphi_{\underline{x}}=\left(\varphi_{\underline{x}}^{(1)}, \cdots, \varphi_{\underline{x}}^{(n)}\right)$ and $\Omega^{c} \stackrel{\text { def }}{=}$ $\mathbb{R}^{n} \backslash \Omega$ is the complement of $\Omega$ in $\mathbb{R}^{n}$.

For the problems in which we are interested $\Omega$ is a polygonal domain with vertices, which we denote $\mathcal{V}_{i} \in \partial \Omega, 1 \leq i \leq \mathcal{V}$, lying on the boundary $\partial \Omega$. We assume that the interior domain angle at each vertex, $\theta_{i}, 1 \leq i \leq \mathcal{V}$, satisfies the inequality $0<\theta_{i}<2 \pi$ : this eliminates domains with cuts. If a vertex, say $\mathcal{V}_{r}, r \in\{1, \cdots, \mathcal{V}\}$, is located at the origin, O , then, within a neighbourhood $\mathcal{O}_{\mathcal{V}_{r}}$ of $\mathcal{V}_{r}$, the arms of the vertex are the lines $\Gamma_{i}, 1 \leq i \leq 2$ where

$$
\begin{align*}
& \Gamma_{1}=\left\{\left(x_{1}, \alpha x_{1}\right) \mid 0 \leq x_{1} \leq \chi_{1}\right\}  \tag{1.2.20}\\
& \Gamma_{2}=\left\{\left(x_{1}, \beta x_{1}\right) \mid-\chi_{2} \leq x_{1} \leq 0\right\} \tag{1.2.21}
\end{align*}
$$

The bijective maps $\varphi_{\mathcal{V}_{r}}, \varphi_{\mathcal{V}_{r}}^{-1}$ corresponding to the vertex point $\mathcal{V}_{r}$ defined in Definition 1.2 are, for $\underline{x} \in \mathcal{O}_{\nu_{r}}=\varphi_{\nu_{r}}^{-1}(\mathcal{S}), \underline{\xi} \in \mathcal{S}$,

$$
\varphi_{\nu_{r}}(\underline{x})=\left\{\begin{array}{ll}
\left(x_{1}, x_{2}-\alpha x_{1}\right), & \text { if } 0 \leq x_{1} \leq \chi_{1}  \tag{1.2.22}\\
\left(x_{1}, x_{2}-\beta x_{1}\right), & \text { if }-\chi_{2} \leq x_{1}<0
\end{array}, \quad \varphi_{\nu_{r}}^{-1}(\underline{\xi})= \begin{cases}\left(\chi_{1} \xi_{1}, \alpha \chi_{1} \xi_{1}+\xi_{2}\right), & \text { if } \xi_{1} \geq 0 \\
\left(\chi_{2} \xi_{1}, \beta \chi_{2} \xi_{1}+\xi_{2}\right), & \text { if } \xi_{1}<0\end{cases}\right.
$$

Clearly, $\varphi_{\mathcal{V}_{r}}$ is continuous and piecewise linear on the bounded domain $\overline{\mathcal{O}}_{\nu_{r}}$ and is therefore Lipschitz continuous although it is not continuously differentiable. Thus, $\varphi_{\nu_{r}} \in C^{0,1}\left(\overline{\mathcal{O}} \nu_{r}\right)$ and $\Omega \in C^{0,1}$.

The following lemmas are required to define the Sobolev spaces of functions whose domain of definition is a subset of the boundary $\partial \Omega$ : they provide some important properties of the boundary of a domain and they also define what is meant by a chart of $\partial \Omega$ and a partition of unity of $\Omega$.

Lemma 1.3. Let $\Omega \in C^{m, 1}$ be a bounded open subset in $\mathbf{R}^{n}$. Then there exists a $\mathcal{B} \in \mathbb{N}$, bounded open subsets $\mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$ with $\mathcal{O}_{0} \subset \Omega$, and, for $\Gamma_{i} \stackrel{\text { def }}{=} \mathcal{O}_{i} \cap \partial \Omega, 1 \leq i \leq \mathcal{B}$, bijective maps $\alpha_{i}: \Gamma_{i} \rightarrow \alpha_{i}\left(\Gamma_{i}\right), 1 \leq i \leq \mathcal{B}$ where $\alpha_{i}\left(\Gamma_{i}\right) \subset \mathbb{R}^{n-1}, 1 \leq i \leq \mathcal{B}$ such that

$$
\begin{equation*}
\bar{\Omega} \subset \cup_{i=0}^{\mathcal{B}} \mathcal{O}_{i}, \quad \partial \Omega=\cup_{i=1}^{\mathcal{B}} \Gamma_{i}, \quad \alpha_{i} \circ \alpha_{j}^{-1} \in C^{m, 1}\left(\overline{\alpha_{j}\left(\overline{\left.\Gamma_{i} \cap \Gamma_{j}\right)}\right)}\right. \tag{1.2.23}
\end{equation*}
$$

Furthermore, there exist maps $\varphi_{i}: \mathcal{O}_{i} \rightarrow \mathcal{S}, 1 \leq i \leq \mathcal{B}$ which satisfy properties (1.2.16)(1.2.19) with $\lambda=1$. The pairs $\mathcal{C}_{i} \stackrel{\text { def }}{=}\left(\Gamma_{i}, \dot{\alpha}_{i}\right), 1 \leq i \leq \mathcal{B}$ are called the charts of $\partial \Omega$.

Lemma 1.4. Let $\mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$ be defined as in Lemma 1.3. Then there exist functions $\sigma_{i} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), 1 \leq i \leq \mathcal{B}$ satisfying supp $\sigma_{i} \subset \mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$ with

$$
\begin{equation*}
\sum_{i=0}^{\mathcal{B}} \sigma_{i}^{2}(\underline{x})=1, \quad \underline{x} \in \bar{\Omega} \tag{1.2.24}
\end{equation*}
$$

The functions $\sigma_{i}, 0 \leq i \leq \mathcal{B}$ are said to form a partition of unity of $\bar{\Omega}$ subordinate to the covering $\mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$.
We can now define the Sobolev spaces of functions which are defined on the boundary, $\partial \Omega$, of $\Omega$ : Let $\Omega \in C^{m, 1}$ then there exist charts $\left(\Gamma_{i}, \alpha_{i}\right), 1 \leq i \leq \mathcal{B}$, an open covering $\mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$ of $\bar{\Omega}$, and a partition of unity $\sigma_{i}, 0 \leq i \leq \mathcal{B}$ subordinate to $\mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$ satisfying Lemmas 1.3 and 1.4. For $s \leq m+1$ we define the Sobolev space $H^{s}(\partial \Omega)$ as

$$
\begin{equation*}
H^{s}(\partial \Omega) \stackrel{\text { def }}{=}\left\{u: \partial \Omega \rightarrow \mathbb{C} \mid\left(\sigma_{i} u\right) \circ \alpha_{i}^{-1} \in H_{0}^{s}\left(\alpha_{i}\left(\Gamma_{i}\right)\right), 1 \leq i \leq \mathcal{B}\right\} \tag{1.2.25}
\end{equation*}
$$

and, with respect to the inner product $\left(\bullet, \bullet ; H^{s}(\partial \Omega)\right.$ ) where

$$
\begin{equation*}
\left(u, v ; H^{s}(\partial \Omega)\right) \stackrel{\text { def }}{=} \sum_{i=1}^{\mathcal{B}}\left(\left(\sigma_{i} u\right) \circ \alpha_{i}^{-1},\left(\sigma_{i} v\right) \circ \alpha_{i}^{-1} ; H^{s}\left(\alpha_{i}\left(\Gamma_{i}\right)\right)\right), \quad u, v \in H^{s}(\partial \Omega) \tag{1.2.26}
\end{equation*}
$$

$H^{s}(\partial \Omega)$ is a Hilbert space. However, because $\operatorname{supp}\left(\left(\sigma_{i} u\right) \circ \alpha_{i}^{-1}\right) \subset \alpha_{i}\left(\Gamma_{i}\right), 1 \leq i \leq \mathcal{B}$, the definition (1.2.25) is unchanged if we replace $H_{0}^{s}\left(\alpha_{i}\left(\Gamma_{i}\right)\right)$ by $H_{0}^{s}\left(\mathbb{R}^{n-1}\right)$ and use any bounded extension of $\alpha_{i}^{-1}$ from $\alpha_{i}\left(\Gamma_{i}\right)$ to $\mathbb{R}^{n-1}$. An important property of these spaces is that they do not depend on the open covering $\mathcal{O}_{i}, 0 \leq i \leq \mathcal{B}$ of $\Omega$, the charts ( $\Gamma_{i}, \alpha_{i}$ ), $1 \leq i \leq \mathcal{B}$, or the partition of unity $\sigma_{i}, 0 \leq i \leq \mathcal{B}$. Thus, if one uses a different open covering $\mathcal{Q}_{i}, 0 \leq i \leq \mathcal{M}$ of $\Omega$, different charts $\left(\Upsilon_{i}, \beta_{i}\right), 1 \leq i \leq \mathcal{M}$ of $\partial \Omega$, and a different partition of unity $\tau_{i}, 0 \leq i \leq \mathcal{M}$ of $\Omega$ which is subordinate to the covering $\mathcal{Q}_{i}, 0 \leq i \leq \mathcal{M}$, then these quantities also lead to the identical space $H^{s}(\partial \Omega)$ defined in relation (1.2.25). However, using these quantities, the inner product

$$
\begin{equation*}
\left(u, v ; H^{s}(\partial \Omega)\right) \stackrel{\text { def }}{=} \sum_{i=1}^{\mathcal{M}}\left(\left(\tau_{i} u\right) \circ \beta_{i}^{-1},\left(\tau_{i} v\right) \circ \beta_{i}^{-1} ; H^{s}\left(\beta_{i}\left(\Upsilon_{i}\right)\right)\right), \quad u, v \in H^{s}(\partial \Omega) \tag{1.2.27}
\end{equation*}
$$

will then differ from that defined in (1.2.26) although the norm that this inner product induces will be equivalent to the norm induced by the inner product (1.2.26), cf. HACKBUSCH (1992).

In our study of elliptic problems with mixed boundary conditions we will often find it necessary to consider spaces of functions which are defined on a subset $\Gamma \subset \partial \Omega$. For $\Omega \in C^{m, 1}$ we assume that $\Gamma \cap \Gamma_{i}, 1 \leq i \leq \mathcal{B}$, cf. Lemma 1.3, is given by an equation of the form

$$
\begin{equation*}
\Gamma \cap \Gamma_{i}=\left\{\left(x_{1}, \cdots, x_{n-1}, \psi_{i}\left(x_{1}, \cdots, x_{n-1}\right)\right) \mid x_{j} \in \alpha_{i}\left(\Gamma_{i}\right), 1 \leq j \leq n-1\right\} \tag{1.2.28}
\end{equation*}
$$

Then, for $s \geq 0$, we define the Sobolev space $H^{s}(\Gamma)$ as follows

$$
\begin{equation*}
H^{s}(\Gamma) \xlongequal{\text { def }}\left\{u: \Gamma \rightarrow \mathbb{C} \mid \text { there exists a } v \in H^{s}(\partial \Omega) \text { such that } u=\left.v\right|_{\Gamma}\right\}, \quad s \geq 0 \tag{1.2.29}
\end{equation*}
$$

In our study of domain decomposition algorithms we are interested only in the case $0<s<1$ and therefore, following Grisvard (1985), we define the norm $\left\|\bullet ; H^{s}(\Gamma)\right\|, 0<s<1$ as

$$
\begin{equation*}
\left\|u ; H^{s}(\Gamma)\right\|^{2} \stackrel{\text { def }}{=} \int_{\Gamma}|u(\underline{x})|^{2} d \sigma(\underline{x})+\iint_{\Gamma \times \Gamma} \frac{|u(\underline{x})-u(\underline{z})|^{2}}{\|\underline{x}-\underline{z}\|_{2}^{n-1+2 s}} d \sigma(\underline{x}) d \sigma(\underline{z}), \quad u \in H^{s}(\Gamma) \tag{1.2.30}
\end{equation*}
$$

where $\sigma$ is the surface element defined according to the relation, cf. Wolka (1987),

$$
\begin{equation*}
\sigma(\underline{x})=\left[1+\sum_{j=1}^{n-1}\left|\partial \psi_{i}(\underline{x}) / \partial x_{j}\right|^{2}\right]^{1 / 2} d x_{1} \cdots d x_{n-1}, \quad \underline{x} \in \Gamma \cap \Gamma_{i} . \tag{1.2.31}
\end{equation*}
$$

Clearly, for polygonal domains $\psi_{i}, 1 \leq i \leq \mathcal{B}$ is piecewise linear and the derivatives $\partial \psi_{i} / \partial x_{j}$, $1 \leq i \leq \mathcal{B}, 1 \leq j \leq n-1$ are defined everywhere except at the vertices of $\Gamma$. We note that, if $\Gamma=\partial \Omega$ then the spaces (1.2.25) and (1.2.29) are identical and the norm defined in relation (1.2.30) is equivalent to the norm induced by the inner product defined in relation (1.2.26), cf. Grisvard (1985)

In formulating boundary value problems it is necessary to specify some condition which the solution must satisfy on the boundary, $\partial \Omega$, of the domain $\Omega$. For problems understood in the classical sense the solutions, $u$, belong to $C^{0}(\bar{\Omega})$ and their boundary values can be obtained simply by taking the restriction $\left.u\right|_{\partial \Omega}$. However, for functions $u \in H^{s}(\Omega), s \geq 0$ with $\Omega \in C^{m, 1}, m \geq 0$ the boundary, $\partial \Omega$, has zero Lebesgue measure, i.e., $\mu(\partial \Omega)=0$ and it therefore makes no sense to consider the restriction to $\partial \Omega$ of functions in such spaces. Thus, for $\Omega \in C^{m, 1}, m \geq 0$, we employ the trace operator which is defined to be the surjective map $\operatorname{Tr} \in \mathcal{B L}\left(H^{s}(\Omega) ; H^{s-1 / 2}(\partial \Omega)\right), m+1 \geq s>1 / 2$ which satisfies $\operatorname{Tr}(u)=\left.u\right|_{\partial \Omega}, u \in C^{0}(\bar{\Omega})$ and has a right inverse $\operatorname{Tr}^{-1} \in \mathcal{B L}\left(H^{s-1 / 2}(\partial \Omega) ; H^{s}(\Omega)\right)$, i.e., $\operatorname{Tr} \circ \operatorname{Tr}^{-1}=I$, cf. Grisvard (1985). We note that, for $\Omega \in C^{0,1}$, there is the identity

$$
\begin{equation*}
H_{0}^{1}(\Omega) \equiv\left\{v \in H^{1}(\Omega) \mid \operatorname{Tr}(v)=0\right\} \tag{1.2.32}
\end{equation*}
$$

and, for $\Gamma \subset \partial \Omega$, we define the closed subspace $H_{0}^{1}(\Omega ; \Gamma) \subset H^{1}(\Omega)$ as

$$
\begin{equation*}
H_{0}^{1}(\Omega ; \Gamma) \stackrel{\text { def }}{=}\left\{v \in H^{1}(\Omega)|\operatorname{Tr}(v)|_{\Gamma}=0\right\} \tag{1.2.33}
\end{equation*}
$$

In our study of asymptotic methods in Chapter 3 we consider functions $u: \Omega \rightarrow \mathbb{R}, \Omega ๔$ $\mathbb{R}^{n}, 1 \leq n \leq 2$ which we say have bounded variation if $V_{\Omega}(u)<\infty$ where, for $\Omega=(a, b)$,

$$
\begin{equation*}
V_{\Omega}(u) \stackrel{\text { def }}{=} \sup \left\{\sum_{i=1}^{n}\left|u\left(x_{i}\right)-u\left(x_{i-1}\right)\right|: a=x_{0}<x_{1}<\cdots<x_{n-1}<x_{n}=b\right\} \tag{1.2.34}
\end{equation*}
$$

If a function $u: \Omega \rightarrow \mathbb{R}$ has bounded variation then it is bounded and can be written as the difference of two positive non-decreasing functions $\varphi, \psi$, i.e., $u=\varphi-\psi$, cf. Smirnov (1964). If $u: \Omega \rightarrow \mathbb{C}$ then we say that $u$ has bounded variation if, and only if, $V_{\Omega}(\Re[u]), V_{\Omega}(\Im[u])<\infty$. We now define the space of functions of bounded variation over $\Omega$ as

$$
\begin{equation*}
B V(\Omega) \stackrel{\text { def }}{=}\left\{u: \Omega \rightarrow \dot{\mathbb{C}} \mid V_{\Omega}(u)<\infty\right\} \tag{1.2.35}
\end{equation*}
$$

For $\Omega=(a, b) \times(c, d)$ we define the variation, $V_{\Omega}(u)$, of a map $u: \Omega \rightarrow \mathbb{R}$ as follows, cf. Smirnov (1964),

$$
\begin{equation*}
V_{\Omega}(u) \stackrel{\text { def }}{=} \sup \left\{\sum_{i, j=1}^{m, n}\left|V_{\Omega_{i j}}(u)\right|:\left\{\Omega_{i j}\right\}_{i, j=1}^{m, n} \text { is a subdivision of } \Omega\right\} \tag{1.2.36}
\end{equation*}
$$

where, for $1 \leq i \leq m, 1 \leq j \leq n$,

$$
\begin{equation*}
V_{\Omega_{i j}}(u) \stackrel{\text { def }}{=} u\left(x_{i}, y_{j}\right)-u\left(x_{i-1}, y_{j}\right)-u\left(x_{i}, y_{j-1}\right)+u\left(x_{i-1}, y_{j-1}\right) \tag{1.2.37}
\end{equation*}
$$

and $\left\{\Omega_{i j}\right\}_{i, j=1}^{m, n}$ is a subdivision of $\Omega$ if $\Omega_{i j}=\left(x_{i-1}, x_{i}\right) \times\left(y_{j-1}, y_{j}\right)$ where

$$
a=x_{0}<x_{1}<\cdots<x_{n-1}<x_{m}=b, \quad c=y_{0}<y_{1}<\cdots<y_{n-1}<y_{n}=d
$$

Using this definition of variation, we again define the function space $B V(\Omega)$ according to (1.2.35). We note if the map $u: \Omega \rightarrow \mathbb{R}$ has bounded variation then there exist non-negative non-decreasing functions $\varphi_{i}, \psi_{i}, 1 \leq i \leq 2$ such that $u=\varphi_{1}-\psi_{1}-\varphi_{2}+\psi_{2}$, cf. Smirnov (1964).

In the case of functions $\underline{u}: \Omega \rightarrow \mathbb{C}^{2}$, i.e., $\underline{u}=\left[u_{1}, u_{2}\right]$, we use the notation $\underline{u} \in(\mathcal{H})^{2}$ if $u_{i} \in \mathcal{H}, 1 \leq i \leq 2$. If $\mathcal{H}$ is a normed linear space with norm $\|\bullet ; \mathcal{H}\|$ then we define the norm $\left\|\bullet ;(\mathcal{H})^{2}\right\|$ according to the relation

$$
\begin{equation*}
\left\|\underline{u} ;(\mathcal{H})^{2}\right\| \stackrel{\text { def }}{=}\left[\sum_{i=1}^{2}\left\|u_{i} ; \mathcal{H}\right\|^{2}\right]^{1 / 2}, \quad \underline{u} \in(\mathcal{H})^{2} . \tag{1.2.38}
\end{equation*}
$$

Indeed, we shall use (1.2.38) to define norms for the Hilbert spaces $\left(H^{s}(\Omega)\right)^{2},\left(H^{s}(\Gamma)\right)^{2}, \Gamma \subset$ $\partial \Omega, s \geq 0$ in Chapter 5.

### 1.3. Weak Formulations of Elliptic Boundary Value Problems.

We now aim to reformulate problems (1.1)-(1.2) and (1.3)-(1.4) in a Sobolev space setting rather than the classical setting of the $\left(C^{2}(\Omega) \cap C^{1}(\bar{\Omega})\right)^{n}, 1 \leq n \leq 2$ spaces used in the introduction. This will allow us to study problems with discontinuous data over polygonal domains, $\Omega$, which, we should point out, are often excluded in the classical theory because it typically requires conditions such as $\Omega \in C^{m, \lambda}, m \geq 2,0<\lambda<1$ or, for problem (1.1)-(1.2) with $\partial \Omega_{D}=\partial \Omega, u_{D}=0, a_{i j}, f \in C^{m-2, \lambda}(\Omega), 1 \leq i, j \leq 2$.

We begin with problem (1.3)-(1.4) and assume that the coefficients $a_{i j}, 1 \leq i, j \leq 2$ are symmetric and uniformly elliptic, i.e., there exists a constant $\rho>0$ such that

$$
\begin{equation*}
\sum_{i, j=1}^{2} \xi_{i} a_{i j}(\underline{x}) \xi_{j} \geq \rho \sum_{i=1}^{2} \xi_{i}^{2}, \quad\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}, \quad \underline{x} \in \Omega \tag{1.3.1}
\end{equation*}
$$

We also assume that $\Omega, a_{i j}, 1 \leq i, j \leq 2, f, u_{D}, g$ are sufficiently smooth to ensure the existence of a unique classical solution, $\dot{u} \in C^{2}(\Omega) \cap^{\prime} C^{1}(\bar{\Omega})$. Then, for $\varphi \dot{\in} V \stackrel{\text { def }}{=}\{v \in$
$\left.C^{\infty}(\bar{\Omega})|v|_{\partial \Omega_{D}}=0\right\}$ we multiply (1.3) by $\varphi$ and use the divergence theorem to deduce the equation

$$
\begin{equation*}
\int_{\Omega_{i, j=1}} \sum_{i j} a_{i j}(\underline{x}) \frac{\partial u}{\partial x_{j}}(\underline{x}) \frac{\partial \varphi}{\partial x_{i}}(\underline{x}) d \underline{x}=\int_{\Omega} f(\underline{x}) \varphi(\underline{x}) d \underline{x}+\int_{\partial \Omega_{N}} g(\underline{x}) \varphi(\underline{x}) d \sigma(\underline{x}) \tag{1.3.2}
\end{equation*}
$$

where we have used boundary condition (1.4) and the property $\left.v\right|_{\partial \Omega_{D}}=0$. If $u \in C^{2}(\Omega) \cap$ $C^{1}(\bar{\Omega})$ satisfies boundary conditions (1.4) and equation (1.3.2) then, applying the divergence theorem to (1.3.2), it follows that

$$
\begin{equation*}
\int_{\Omega}\left(\sum_{i, j=1}^{2} \frac{\partial}{\partial x_{i}}\left[a_{i j}(\underline{x}) \frac{\partial u}{\partial x_{j}}(\underline{x})\right]-f(\underline{x})\right) \varphi(\underline{x}) d \underline{x}=0, \quad \varphi \in V \tag{1.3.3}
\end{equation*}
$$

This implies that $u$ is a classical solution, i.e., it satisfies equations (1.3) and (1.4). Thus, with respect to classical solutions, problems (1.3)-(1.4) and (1.3.2) are equivalent. We can now generalize the elliptic boundary value problem (1.3)-(1.4) to include domains $\Omega \in C^{0,1}$; right hand sides $f \in \mathcal{L}_{2}(\Omega)$; symmetric coefficients $a_{i j} \in \mathcal{L}_{\infty}(\Omega), 1 \leq i, j \leq 2$ which are uniformly elliptic almost everywhere in $\Omega$; boundary conditions $u_{D} \in H^{1 / 2}\left(\partial \Omega_{D}\right), g \in \mathcal{L}_{2}\left(\partial \Omega_{N}\right)$. We do this by interpreting derivatives in the weak sense, cf. (1.2.11), and defining $u \in H^{1}(\Omega)$ to be the weak solution of problem (1.3)-(1.4) if it satisfies $\left.\operatorname{Tr}(u)\right|_{\partial \Omega_{D}}=u_{D}$ and

$$
\begin{equation*}
a(u, v)=F(v), \quad v \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right) \tag{1.3.4}
\end{equation*}
$$

where, for $u, v \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)$,

$$
\begin{equation*}
a(u, v) \stackrel{\text { def }}{=} \int_{\Omega_{i, j=1}} \sum_{i j}^{2} a_{i j}(\underline{x}) \frac{\partial u}{\partial x_{j}}(\underline{x}) \frac{\partial v}{\partial x_{i}}(\underline{x}) d \underline{x}, F(v) \stackrel{\text { def }}{=} \int_{\Omega} f(\underline{x}) v(\underline{x}) d \underline{x}+\int_{\partial \Omega_{N}} g(\underline{x}) \operatorname{Tr}(v(\underline{x})) d \sigma(\underline{x}) \tag{1.3.5}
\end{equation*}
$$

We now assume that $\sigma\left(\partial \Omega_{D}\right)>0$ and show that problem (1.3.4) is solvable by demonstrating that $a, F$ satisfy the conditions of the Lax-Milgram Lemma. The continuity of the linear operator $F$ follows from the Cauchy-Schwarz inequality, i.e., for $v \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)$,

$$
\begin{align*}
|F(v)| & \leq\left|\int_{\Omega} f(\underline{x}) v(\underline{x}) d \underline{x}\right|+\left|\int_{\partial \Omega_{N}} g(\underline{x}) \operatorname{Tr}(v(\underline{x})) d \sigma(\underline{x})\right| \\
& \leq\left\|f ; \mathcal{L}_{2}(\Omega)\right\|\left\|v ; \mathcal{L}_{2}(\Omega)\right\|+\left\|g ; \mathcal{L}_{2}\left(\partial \Omega_{N}\right)\right\|\left\|\operatorname{Tr}(v) ; \mathcal{L}_{2}\left(\partial \Omega_{N}\right)\right\| \tag{1.3.6}
\end{align*}
$$

and, from the continuity of the trace operator $\operatorname{Tr} \in \mathcal{B C}\left(H^{1}(\Omega) ; H^{1 / 2}(\partial \Omega)\right)$, it is clear that

$$
\begin{equation*}
\left\|\operatorname{Tr}(v) ; \mathcal{L}_{2}\left(\partial \Omega_{N}\right)\right\| \leq\left\|\operatorname{Tr}(v) ; \mathcal{L}_{2}(\partial \Omega)\right\| \leq\left\|\operatorname{Tr}(v) ; H^{1 / 2}(\partial \Omega)\right\| \leq\|\operatorname{Tr}\|\left\|v ; H^{1}(\Omega)\right\| \tag{1.3.7}
\end{equation*}
$$

and it then follows that $F \in \mathcal{B L}\left(H^{1}(\Omega) ; \mathbb{R}\right)$ where $\|\mathrm{Tr}\|$ is the operator norm of $\operatorname{Tr}$, i.e.,

$$
\begin{equation*}
\|\operatorname{Tr}\|=\sup \left\{\frac{\left\|\operatorname{Tr}(v) ; H^{1 / 2}(\partial \Omega)\right\|}{\left\|v ; H^{1}(\Omega)\right\|}: v \in H^{1}(\Omega) \backslash\{0\}\right\} \tag{1.3.8}
\end{equation*}
$$

We use the boundedness of the coefficients $a_{i j} \in \mathcal{L}_{\infty}(\Omega), 1 \leq i, j \leq 2$ and the Cauchy-Schwarz inequality to prove the continuity of the linear operator $a$ as follows, for $u, v \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)$,

$$
\begin{align*}
|a(u, v)| & \leq \sum_{i, j=1}^{2}\left\|a_{i j} ; \mathcal{L}_{\infty}(\Omega)\right\|\left[\int_{\Omega}\left|\frac{\partial u}{\partial x_{i}}(\underline{x})\right|^{2} d \underline{x}\right]^{1 / 2}\left[\int_{\Omega}\left|\frac{\partial u}{\partial x_{j}}(\underline{x})\right|^{2} d \underline{x}\right]^{1 / 2} \\
& \leq C_{1}\left\|u ; H^{1}(\Omega)\right\|\left\|v ; H^{1}(\Omega)\right\| \tag{1.3.9}
\end{align*}
$$

where the constant $C_{1}>0$ depends on the coefficients $a_{i j}, 1 \leq i, j \leq 2$. The $H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)-$ ellipticity of $a$ follows from the ellipticity relation (1.2.1) and Poincaré's inequality, i.e.,

$$
\begin{equation*}
a(v, v) \geq \rho \int_{\Omega} \sum_{i=1}^{2}\left|\frac{\partial v}{\partial x_{i}}(\underline{x})\right|^{2} d \underline{x} \geq C_{2}\left\|v ; H^{1}(\Omega)\right\|^{2}, \quad v \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right) \tag{1.3.10}
\end{equation*}
$$

where the constant $C_{2}>0$ depends on $\rho$. Thus, the conditions of the Lax-Milgram Lemma are satisfied and therefore there exists a unique solution $u \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)$ of problem (1.2.4). For the homogeneous Dirichlet problem ( $\partial \Omega_{D}=\partial \Omega, u_{D}=0$ ) it is known, cf. HACKBuSCH (1992), that if $\Omega$ is convex, $a_{i j} \in C^{0,1}(\bar{\Omega}), 1 \leq i, j \leq 2$, and $f \in \mathcal{L}_{2}(\Omega)$ then $u \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$. The problems which we study, however, do not have continuous coefficients and so we expect the solutions to have lower regularity, i.e., $u \in H^{1+\lambda}(\Omega), 0<\lambda<1$. For an analysis of the regularity of the solution, $u$, in the case of scalar elliptic problems with discontinuous coefficients, we direct the reader to Kellogg (1971) \& (1972).

We now reformulate the classical linear elasticity problem (1.1)-(1.2) following the same steps used in the reformulation (1.3.4) of problem (1.3)-(1.4). For a rigorous treatment of the theory of elasticity we direct the reader to either Marsden \& Hughes (1987) or Spencer (1980). We will restrict ourselves to problems of isotropic linear elasticity, i.e., problems for which the coefficients $a_{i j k l}, 1 \leq i, j, k, l \leq 2$ are given by the equations

$$
\begin{array}{llll}
a_{1111}(\underline{x})=\lambda(\underline{x})+2 \mu(\underline{x}), & a_{1112}(\underline{x})=0, & a_{1121}(\underline{x})=0, & a_{1122}(\underline{x})=\lambda(\underline{x}) \\
a_{1211}(\underline{x})=0, & a_{1212}(\underline{x})=\mu(\underline{x}), & a_{1221}(\underline{x})=\mu(\underline{x}), & a_{1222}(\underline{x})=0 \\
a_{2111}(\underline{x})=0, & a_{2112}(\underline{x})=\mu(\underline{x}), & a_{2121}(\underline{x})=\mu(\underline{x}), & a_{2122}(\underline{x})=0 \\
a_{2211}(\underline{x})=\lambda(\underline{x}), & a_{2212}(\underline{x})=0, & a_{2221}(\underline{x})=0, & a_{2222}(\underline{x})=\lambda(\underline{x})+2 \mu(\underline{x})
\end{array}
$$

where $\lambda$ and $\mu$ are the Lamé and shear modulii functions defined according to the relations

$$
\begin{equation*}
\lambda(\underline{x}) \stackrel{\text { def }}{=} \frac{\nu E(\underline{x})}{1-\nu^{2}}, \quad \mu(\underline{x}) \stackrel{\text { def }}{=} \frac{E(\underline{x})}{2(1+\nu)}, \quad \underline{x} \in \Omega \tag{1.3.12}
\end{equation*}
$$

where $\nu \in(0,1 / 2)$ is Poisson's ratio and $E$ is Young's Modulus of elasticity, cf. Knops \& Payne (1971). We shall say that the coefficients $a_{i j k l}, 1 \leq i, j, k, l \leq 2$ are uniformly elliptic if there is a constant $\rho>0$ such that, for $\underline{x} \in \Omega$,

$$
\begin{equation*}
\sum_{i, j, k, l=1}^{2} \xi_{i j} a_{i j k l}(\underline{x}) \xi_{k l} \geq \rho \sum_{i, j=1}^{2} \xi_{i j}^{2}, \quad \xi_{i j}=\xi_{j i}, \quad \xi_{i j} \in \mathbf{R}, 1 \leq i, j \leq 2 \tag{1.3.13}
\end{equation*}
$$

However, it is known, cf. Knops \& Payne (1971), that the coefficients are uniformly elliptic if, and only if,

$$
\begin{equation*}
\lambda(\underline{x})+2 \mu(\underline{x})>0, \quad \mu(\underline{x})>0, \quad \underline{x} \in \Omega \tag{1.3.14}
\end{equation*}
$$

Thus, assume that $\Omega, \lambda, \mu, \nu, f$ are such that a unique solution, $\underline{u} \in\left(C^{2}(\Omega) \cap C^{1}(\bar{\Omega})\right)^{2}$, of problem (1.1)-(1.2) exists; multiply (1.2) by $v_{l} \in V, 1 \leq l \leq 2$; integrate the resulting equation over $\Omega$; use the divergence theorem to deduce the identity

$$
\begin{equation*}
a(\underline{u}, \underline{v})=F(\underline{v}) \tag{1.3.15}
\end{equation*}
$$

where, for $\underline{u}, \underline{v} \in V^{2}$,

$$
\begin{equation*}
a(\underline{u}, \underline{v}) \stackrel{\text { def }}{=} \int_{\Omega_{i, j, k, l}} \sum_{i=1}^{2} a_{i j k l} \frac{\partial u_{i}}{\partial x_{j}}(\underline{x}) \frac{\partial v_{k}}{\partial x_{l}}(\underline{x}) d \underline{x}, F(\underline{v}) \stackrel{\text { def }}{=} \int_{\Omega} f(\underline{x}) \cdot \underline{v}(\underline{x}) d \underline{x}+\int_{\partial \Omega_{N}} \underline{t}(\underline{x}) \cdot \underline{v}(\underline{x}) d \sigma(\underline{x}) \tag{1.3.16}
\end{equation*}
$$

We can now generalize the elliptic boundary value problem (1.1)-(1.2) to include domains $\Omega \in C^{0,1} ;$ right hand sides $f \in\left(\mathcal{L}_{2}(\Omega)\right)^{2}$; Lamé and Shear modulii $\lambda, \mu \in \mathcal{L}_{\infty}(\Omega)$ which satisfy inequalities (1.3.14) almost everywhere in $\Omega$; boundary conditions $\underline{u}_{D} \in\left(H^{1 / 2}\left(\partial \Omega_{D}\right)\right)^{2}, \underline{t} \in$ $\left(\mathcal{L}_{2}\left(\partial \Omega_{N}\right)\right)^{2}$. We do this, once again, by interpreting derivatives in the weak sense, cf. (1.2.11), and defining $\underline{u} \in\left(H^{1}(\Omega)\right)^{2}$ to be the weak solution if it satisfies $\left.\operatorname{Tr}(\underline{u})\right|_{\partial \Omega_{D}}=\underline{u}_{D}$ and

$$
\begin{equation*}
a(\underline{u}, \underline{v})=F(\underline{v}), \quad \underline{v} \in\left(H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)\right)^{2} \tag{1.3.17}
\end{equation*}
$$

where $a, F$ are defined in relation (1.3.16). We assume that $\sigma\left(\partial \Omega_{D}\right)>0$ and use the LaxMilgram Lemma to show that the weak problem (1.3.17) has a unique solution $\underline{u} \in\left(H^{1}(\Omega)\right)^{2}$. We do this by demonstrating that $a, F$ satisfy the conditions of the Lax-Milgram Lemma. If $f \in\left(\mathcal{L}_{2}(\Omega)\right)^{2}$ and $\underline{t} \in\left(\mathcal{L}_{2}\left(\partial \Omega_{N}\right)\right)^{2}$ then the Cauchy-Schwarz inequality implies that $F \in$ $\mathcal{B L}\left(\left(H^{1}(\Omega)\right)^{2} ; \mathbb{R}\right)$ and if $\lambda, \mu \in \mathcal{L}_{\infty}(\Omega)$ then the Cauchy-Schwarz inequality also implies that $a \in \mathcal{B L}\left(\left(H^{1}(\Omega)\right)^{2} \times\left(H^{1}(\Omega)\right)^{2} ; \mathbb{R}\right)$. The $\left(H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)\right)^{2}$-ellipticity of the bilinear form $a$ follows from Korn's inequality, cf. Brenner \& Ridgway Scott (1994),

$$
\begin{equation*}
\int_{\Omega} \sum_{i, j=1}^{2}\left|\varepsilon_{i j}(\underline{v})\right|^{2} d \underline{x} \geq C\left\|\underline{v} ;\left(H^{1}(\Omega)\right)^{2}\right\|, \quad \underline{v} \in\left(H^{1}(\Omega)\right)^{2} \tag{1.3.18}
\end{equation*}
$$

where $C>0$ is a constant independent of $\underline{v}, \sigma\left(\partial \Omega_{D}\right)>0$, and $\varepsilon_{i j}(\underline{v}) \stackrel{\text { def }}{=}\left(\partial v_{i} / \partial x_{j}+\right.$ $\left.\partial v_{j} / \partial x_{i}\right) / 2,1 \leq i, j \leq 2$. If $\lambda, \mu, \underline{u}_{D}, \underline{t}, f_{l}, 1 \leq l \leq 2$, and $\Omega$ are sufficiently smooth then the weak solution, $\underline{u}$, will belong to $\left(H^{2}(\Omega)\right)^{2}$. However, for problems with discontinuous Lamé functions $\lambda, \mu$ we anticipate that the weak solution, $\underline{u}$, will possess the lower level of regularity $\underline{u} \in\left(H^{1+\alpha}(\Omega)\right)^{2}$ for some $\alpha \in(0,1]$.

We note that the level of regularity of the solutions $u, \underline{u}$ of problems (1.3.4) and (1.3.17) will play an important role in determining how rapidly the approximation errors

$$
\begin{equation*}
\left\|u-u_{h} ; H^{n}(\Omega)\right\|, \quad\left\|\underline{u}-\underline{u}_{h} ;\left(H^{n}(\Omega)\right)^{2}\right\|, \quad 0 \leq n \leq 1 \tag{1.3.19}
\end{equation*}
$$

converge to zero as the discretization parameter $h \rightarrow 0$ where $u_{h}, \underline{u}_{h}$ are finite element approximations of $u, \underline{u}$ respectively, cf. Chapter 2 .

## 2 Finite Element Approximation Theory For Elliptic Boundary Value Problems

We recall that the weak problems (1.3.4), (1.3.17) are formulated in terms of the infinite dimensional Sobolev spaces $H^{1}(\Omega)$ and that practical analytical expressions for the weak solutions $u, \underline{u}$ of these problems are rarely available. Thus, we aim to show how one can use finite element techniques to construct approximating subspaces $S^{h}(\Omega), h>0$ of the Sobolev space $H^{1}(\Omega)$ and obtain practical algorithms which allow one to compute approximations $u_{h} \in S^{h}(\Omega), \underline{u}_{h} \in\left(S^{h}(\Omega)\right)^{2}$ of the respective weak solutions $u \in H^{1}(\Omega), \underline{u} \in\left(H^{1}(\Omega)\right)^{2}$. We demonstrate how the approximations are computed using the Galerkin approach and, taking into account the solution regularity, we provide some error estimates for the approximations. We make no attempt to be comprehensive and direct the reader to any of the texts Aziz \& Babuška (1972), Oden \& Reddy (1976), Ciarlet (1978) for a rigorous treatment of finite element methods.

### 2.1. Finite Element Approximating Spaces.

We assume that $\Omega ๔ \mathbb{R}^{2}$ is a polygonal domain and say that $\mathcal{T}_{h}(\Omega) \stackrel{\text { def }}{=}\left\{\tau_{i} \mid \tau_{i} \subset \Omega, 1 \leq i \leq \nu\right\}$ is an admissible triangulation of $\Omega$ if the following conditions are satisfied: (1) if $\tau \in \mathcal{T}_{h}(\Omega)$ then $\tau$ is an open triangle, i.e., $\tau=\operatorname{int}(\tau)$, (2) $\tau_{i} \cap \tau_{j}=\emptyset \Leftrightarrow i \neq j$, (3) $\bar{\Omega}=\cup_{i=1}^{\nu} \bar{\tau}_{i}$, (4) if $i \neq j$ then $\bar{\tau}_{i} \cap \bar{\tau}_{j}$ is either null or a common side of the elements $\tau_{i}, \tau_{j}$, (5) $\max \{\operatorname{diam}(\tau) \mid \tau \in$ $\left.\mathcal{T}_{h}(\Omega)\right\}=h$.

Let $\mathcal{T}_{h}(\Omega)$ be an admissible triangulation of $\Omega$ then a point $\underline{x} \in \bar{\Omega}$ is said to be a node of $\mathcal{T}_{h}(\Omega)$ if $\underline{x}$ is a vertex of some finite element $\tau \in \mathcal{T}_{h}(\Omega)$. We define the approximating space $S^{h}(\Omega)$ of piecewise linear functions, over the field $\mathbb{F}$, for the triangulation $\mathcal{T}_{h}(\Omega)$ as follows

$$
\begin{array}{r}
S^{h}(\Omega) \stackrel{\text { def }}{=}\left\{v \in C^{0}(\bar{\Omega}) \mid \text { for } \tau \in \mathcal{T}_{h}(\Omega) \text { there exist } a_{i} \in \mathbb{F}, 1 \leq i \leq 3\right.  \tag{2.1.1}\\
\text { such that } \left.v(\underline{x})=a_{1} x_{1}+a_{2} x_{2}+a_{3}, \underline{x} \in \bar{\tau}\right\}
\end{array}
$$

where, clearly, each function $v \in S^{h}(\Omega)$ is uniquely determined by its values at each node of
$\mathcal{T}_{h}(\Omega)$. The approximating space $S^{h}(\Omega) \subset H^{1}(\Omega)$ is said to be conforming if $S^{h}(\Omega) \subset H^{1}(\Omega)$, we demonstrate the validity of this inclusion relation as follows: Let $u \in S^{h}(\Omega)$ and $\phi \in$ $C_{0}^{\infty}(\Omega)$ then, for $|\alpha|=1$,

$$
\begin{align*}
\int_{\Omega} u(\underline{x}) D^{\alpha} \phi(\underline{x}) d \underline{x} & =\sum_{i=1}^{\nu} \int_{\tau_{i}} u(\underline{x}) D^{\alpha} \phi(\underline{x}) d \underline{x} \\
& =\sum_{i=1}^{\nu}\left[\int_{\partial \tau_{i}} u(\underline{x}) \phi(\underline{x}) n_{\alpha}^{(i)}(\underline{x}) d \sigma(\underline{x})-\int_{\tau_{i}} D^{\alpha} u(\underline{x}) \phi(\underline{x}) d \underline{x}\right]  \tag{2.1.2}\\
& =-\sum_{i=1}^{\nu} \int_{\tau_{i}} D^{\alpha} u(\underline{x}) \phi(\underline{x}) d \underline{x}=-\int_{\Omega} D^{\alpha} u(\underline{x}) \phi(\underline{x}) d \underline{x} \tag{2.1.3}
\end{align*}
$$

where $\underline{n}^{(i)}=\left[n_{1}^{(i)}, n_{2}^{(i)}\right]$ is the unit outward normal vector to the boundary $\partial \tau_{i}, 1 \leq i \leq \nu$ and all derivatives are understood in the classical sense. We obtain (2.1.3) from (2.1.2) using the continuity of $u, \phi$, the property $\operatorname{supp}(\phi) \subset \Omega$, and observing that $\underline{n}^{(i)}(\underline{x})=-\underline{n}^{(j)}(\underline{x}), \underline{x} \in$ $\partial \tau_{i} \cap \partial \tau_{j}$. Thus, $D^{\alpha} u \in \mathcal{L}_{\infty}(\Omega)$ is a piecewise constant function defined almost everywhere in $\Omega$ and the inclusion $S^{h}(\Omega) \subset H^{1}(\Omega)$ follows. For an admissible triangulation $\mathcal{T}_{h}(\Omega)$ we say that $S^{h}(\Omega)$ is the corresponding conforming subspace.

For $n \stackrel{\text { def }}{=} \operatorname{dim}\left(S^{h}(\Omega)\right)$ let $\underline{x}_{i}, 1 \leq i \leq n$ denote the nodal points of $\mathcal{T}_{h}(\Omega)$ and define the basis $\mathcal{B}\left(S^{h}(\Omega)\right) \stackrel{\text { def }}{=}\left\{\phi_{i}\right\}_{i=1}^{n}$ of $S^{h}(\Omega)$ where $\phi_{i}, 1 \leq i \leq n$ are the functions with the properties

$$
\phi_{i}\left(\underline{x}_{j}\right) \stackrel{\text { def }}{=}\left\{\begin{array}{ll}
1, & \text { if } i=j  \tag{2.1.4}\\
0, & \text { if } i \neq j
\end{array}, \quad 1 \leq i, j \leq n\right.
$$

In the case of elliptic problems with mixed boundary conditions on $\partial \Omega$ we assume that the endpoints of $\partial \Omega_{D}$ are nodes of the triangulation $\mathcal{T}_{h}(\Omega)$ and define the subspace $S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right) \subset$ $H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)\left(\Omega \in C^{0,1}\right)$ as

$$
\begin{equation*}
S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right) \stackrel{\text { def }}{=}\left\{v \in S^{h}(\Omega)|v|_{\partial \Omega_{D}}=0\right\} \tag{2.1.5}
\end{equation*}
$$

For $m \stackrel{\text { def }}{=} \operatorname{dim}\left(S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right)\right)$ let $\underline{x}_{i} \in \bar{\Omega} \backslash \partial \Omega_{D}, 1 \leq i \leq m, \underline{x}_{i} \in \partial \Omega_{D}, m<i \leq n$ denote the nodal points of $\mathcal{T}_{h}(\Omega)$ and define the basis $\mathcal{B}\left(S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right)\right) \stackrel{\text { def }}{=}\left\{\phi_{i}\right\}_{i=1}^{m}$ of the subspace $S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right)$ where $\phi_{i}, 1 \leq i \leq m$ are the functions which satisfy

$$
\phi_{i}\left(\underline{x}_{j}\right) \stackrel{\text { def }}{=} \begin{cases}1, & \text { if } i=j  \tag{2.1.6}\\ 0, & \text { if } i \neq j, \quad 1 \leq i \leq m, 1 \leq j \leq n\end{cases}
$$

The use of the parameter $h$ as an index in the symbol $\mathcal{T}_{h}(\Omega)$ is ambiguous because there are many different admissible triangulations of $\Omega$ with identical $h$. We restrict our attention to the families of uniform triangulations of $\Omega$, cf. Oden \& Reddy (1976), i.e., $\left\{\mathcal{T}_{h}(\Omega) \mid h>0\right\}$ is a family of uniform triangulations of $\Omega$ if, for $h_{\tau} \stackrel{\text { def }}{=} \operatorname{diam}(\tau), \tau \in \mathcal{T}_{h}(\Omega)$,

$$
\begin{equation*}
h / \min \left\{h_{\tau} \mid \tau \in \mathcal{T}_{h}(\Omega)\right\}=1, \quad h>0 \tag{2.1.7}
\end{equation*}
$$

We note that it is often necessary when attempting to approximate solutions of singular problems to consider families of quasi-uniform triangulations, i.e., families of triangulations $\left\{\mathcal{T}_{h}(\Omega) \mid h>0\right\}$ which satisfy

$$
\begin{equation*}
h / \min \left\{\rho_{\tau} \mid \tau \in \mathcal{T}_{h}(\Omega)\right\} \leq C, \quad h>0 \tag{2.1.8}
\end{equation*}
$$

where $C>0$ is a constant independent of $h$ and $\rho_{\tau}$ is the maximum diameter of any circle which can be inscribed in $\tau \in \mathcal{T}_{h}(\Omega)$. In Section 2.2 we introduce the Galerkin approach and obtain approximations $u_{h} \in S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right), \underline{u}_{h} \in\left(S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right)\right)^{2}$ of the respective weak solutions $u \in H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right), \underline{u} \in\left(H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right)\right)^{2}$ of the weak problems (1.3.4), (1.3.17). We will determine upper bounds for the approximation errors $\left\|u-u_{h} ; H^{n}(\Omega)\right\|,\left\|\underline{u}-\underline{u}_{h} ;\left(H^{n}(\Omega)\right)^{2}\right\|, 0 \leq$ $n \leq 1$ using the following result from approximation theory, cf. HACKBUSCH (1992).

Theorem 2.1. Let $\mathcal{T}_{h}(\Omega), h>0$ be an admissible triangulation of $\Omega$ then, for $u \in H^{1+\lambda}(\Omega) \cap$ $H_{0}^{1}\left(\Omega ; \partial \Omega_{D}\right), 0 \leq \lambda \leq 1$,

$$
\begin{equation*}
\inf \left\{\left\|u-v_{h} ; H^{1}(\Omega)\right\|: v_{h} \in S_{0}^{h}\left(\Omega ; \partial \Omega_{D}\right)\right\} \leq C(\theta) h^{\lambda}\left\|u ; H^{1+\lambda}(\Omega)\right\| \tag{2.1.9}
\end{equation*}
$$

where $\theta$ is the smallest interior angle of any $\tau \in \mathcal{T}_{h}(\Omega)$.
For the case of problems with piecewise smooth coefficients which vary discontinuously along a polygonal curve $\Gamma \subset \Omega$ we construct admissible triangulations $\mathcal{T}_{h}(\Omega), h>0$ which have the property that $\tau \cap \Gamma=\emptyset, \tau \in \mathcal{T}_{h}(\Omega)$. We do this because the solution has a higher level of regularity over a neighbourhood $\mathcal{O}$ when it excludes regions of discontinuity and, in this way, we obtain more accurate approximations than would otherwise be the case. For example, if $u \in H^{1+\lambda}(\Omega) \cap H^{2}(\tau), 0<\lambda<1, \tau \in \mathcal{T}_{h}(\Omega)$ then it follows from the theory of approximation, cf. HACKBUSCH (1992), that

$$
\begin{equation*}
\inf \left\{\left\|u-v_{h} ; H^{n}(\Omega)\right\|: v_{h} \in S^{h}(\Omega)\right\} \leq C h^{2-n}\left[\sum_{\tau \in \mathcal{T}_{h}(\Omega)}\left\|u ; H^{2}(\tau)\right\|^{2}\right]^{1 / 2}, \quad 0 \leq n \leq 1 \tag{2.1.10}
\end{equation*}
$$

where $C>0$ is a constant independent of $h$. However, if there exists a $\tau \in \mathcal{T}_{h}(\Omega)$ such that $\tau \cap \Gamma \neq \emptyset$ then $\left\|\nabla\left(u-v_{h}\right)\right\|_{2}=O(1)(h \rightarrow 0), v_{h} \in S^{h}(\Omega)$ and the optimal $\left\|\bullet ; H^{1}(\Omega)\right\|$ approximation order is reduced from $O(h)$ to $O\left(h^{1 / 2}\right)$ as $(h \rightarrow 0)$, i.e.,

$$
\inf \left\{\left\|u-v_{h} ; H^{1}(\Omega)\right\|: v_{h} \in S^{h}(\Omega)\right\}=O\left(h^{1 / 2}\right)(h \rightarrow 0)
$$

We note that the discontinuities along $\Gamma$ can lead to solutions with singular points, cf. KeLLOGG (1971), which often result in lower orders of approximation than is suggested by (2.1.10). For a rigorous treatment of approximation in Sobolev spaces we direct the reader to AzIZ \& BABUŠKA (1972) .

### 2.2. Galerkin Approximations.

We now introduce the Galerkin approach to approximation for the weak problems (1.3.4) and (1.3.17). We demonstrate how the finite element spaces defined in Section 2.1 can be used to construct approximations of the weak solutions and we establish upper bounds for the errors which this process introduces.

For the case of scalar problems let $V$ denote an infinite dimensional subspace of $H^{1}(\Omega)$, e.g., $H_{0}^{1}(\Omega)$, and define $u$ as the solution of the weak problem: Find $u \in V$ such that

$$
\begin{equation*}
a(u, v)=F(v), \quad v \in V \tag{2.2.1}
\end{equation*}
$$

where $a \in \mathcal{B L}(V \times V ; \mathbb{C})$ is a $V$-elliptic sesquilinear form and $F \in \mathcal{B L}(V ; \mathbb{C})$. We let $V_{h}$ denote a finite element subspace of $V$, cf. Section 2.1, corresponding to an admissible triangulation, $\mathcal{T}_{h}(\Omega)$, of $\Omega$ and define the Galerkin approximation $u_{h} \in V_{h}$ of $u \in V$ as the solution of the problem: Find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, v_{h}\right)=F\left(v_{h}\right), \quad v_{h} \in V_{h} \tag{2.2.2}
\end{equation*}
$$

Because $V_{h} \subset V$ the Lax-Milgram Lemma shows that problem (2.2.2) is well defined, i.e., it has a unique solution $u_{h} \in V_{h}$. To compute the solution, $u_{h} \in V_{h}$, of problem (2.2.2) we require a basis $\mathcal{B}\left(V_{h}\right)$ of $V_{h}$. We use the basis $\mathcal{B}\left(V_{h}\right)=\left\{\phi_{i}\right\}_{i=1}^{m}$ where $\phi_{i}, 1 \leq i \leq m$ are the functions which satisfy the nodal interpolation conditions (2.1.6). Clearly, problem (2.2.2) is equivalent to the problem: Find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a\left(u_{h}, \phi_{i}\right)=F\left(\phi_{i}\right), \quad 1 \leq i \leq m . \tag{2.2.3}
\end{equation*}
$$

Furthermore, this problem can be formulated as a system of algebraic equations: Find $\underline{u}_{h} \in$ $\mathbb{C}^{m}$ such that

$$
\begin{equation*}
A_{h} \underline{u}_{h}=\underline{F}_{h}, \quad A \in \mathbb{C}^{m, m}, \underline{F}_{h} \in \mathbb{C}^{m} \tag{2.2.4}
\end{equation*}
$$

where $\left(A_{h}\right)_{i j}=a\left(\phi_{j}, \phi_{i}\right),\left(\underline{F}_{h}\right)_{j}=F\left(\phi_{j}\right), 1 \leq i, j \leq m$. Indeed, defining the bijective linear operator $M: \mathbb{C}^{m} \rightarrow V_{h}$ according to the relation

$$
\begin{equation*}
M \underline{u} \stackrel{\text { def }}{=} \sum_{i=1}^{m} u_{i} \phi_{i}, \quad \underline{u} \in \mathbb{C}^{m}, \tag{2.2.5}
\end{equation*}
$$

it is apparent that problem (2.2.3) is equivalent to the linear system (2.2.4) in the sense that the solutions satisfy $M \underline{u}_{h}=u_{h}$. In the case of linear elasticity we note the following differences: The Hilbert space $V$ is a subspace of $\left(H^{1}(\Omega)\right)^{2}$; the system (2.2.4) has dimension $2 m$ (rather than $m$ ) with

$$
\left(A_{h}\right)_{i j}=\left[\begin{array}{cc}
a\left(\underline{e}_{1} \phi_{j}, \underline{e}_{1} \phi_{i}\right) & a\left(\underline{e}_{1} \phi_{j},,_{2} \phi_{i}\right)  \tag{2.2.6}\\
a\left(\underline{e}_{2} \phi_{j}, \underline{e}_{1} \phi_{i}\right) & a\left(\underline{e}_{2} \phi_{j}, \underline{e}_{2} \phi_{i}\right)
\end{array}\right], \quad\left(\underline{F}_{h}\right)_{j}=\left[\begin{array}{c}
F\left(\underline{e}_{1} \phi_{j}\right) \\
F\left(\underline{e}_{2} \phi_{j}\right)
\end{array}\right], \quad 1 \leq i, j \leq m ;
$$

the linear operator $M: \mathbb{C}^{2 m} \rightarrow V_{h}$ is defined as

$$
M \underline{u} \stackrel{\text { def }}{=} \sum_{i=1}^{m} \underline{u}_{i} \phi_{i}, \quad \underline{u} \in \mathbb{C}^{2 m}, \quad \underline{u}_{i} \stackrel{\text { def }}{=}\left[\begin{array}{c}
u_{2 i-1}  \tag{2.2.7}\\
u_{2 i}
\end{array}\right], \quad 1 \leq i \leq m .
$$

Clearly, from the definition of $A_{h}$, it follows that $A_{h}=A_{h}^{H}$ and

$$
a\left(u_{h}, v_{h}\right)=\underline{v}_{h}^{H} A_{h} \underline{u}_{h}, \quad u_{h}, v_{h} \in V_{h}
$$

where $u_{h}=M \underline{u}_{h}, v_{h}=M \underline{v}_{h}$ and $\underline{v}_{h}^{H} \stackrel{\text { def }}{=} \underline{\bar{v}}_{h}^{T}$ (conjugate transpose). We will sometimes use the engineering terminology and call the system matrix $A_{h}$ the stiffness matrix and the system right hand side $\underline{F}_{h}$ the load vector.
2.2.1. Computation of the Stiffness Matrices.

We now describe how the stiffness matrices are computed for problems (1.3.4), (1.3.17). We begin with scalar problems and observe that, for $u_{h}, v_{h} \in V_{h}$,

$$
\begin{equation*}
a\left(u_{h}, v_{h}\right)=\sum_{\tau \in \mathcal{T}_{h}(\Omega)} a_{\tau}\left(u_{h}, v_{h}\right), \quad F\left(v_{h}\right)=\sum_{\tau \in \mathcal{T}_{h}(\Omega)} F_{\tau}\left(v_{h}\right) \tag{2.2.8}
\end{equation*}
$$

where the subscript $\tau$ in (2.2.8) indicates that the integrals which define the operators $a, F$ are restricted to the triangle $\tau$ of the triangulation $\mathcal{T}_{h}(\Omega)$, cf. (1.3.5), (1.3.16). For each $\tau \in \mathcal{T}_{h}(\Omega)$ let $\underline{x}_{\tau}^{(i)}, 1 \leq i \leq 3$ be local node labels for the triangle $\tau$ which are also labelled $\underline{x}_{n_{i}}, 1 \leq i \leq 3$, cf. Section 2.1, where $n_{i} \stackrel{\text { def }}{=} G_{\tau}(i), 1 \leq i \leq 3$ and $G_{\tau}:\{1,2,3\} \rightarrow\{1, \cdots, m\}$ is the globalization map which maps the local node numbers, $\{1,2,3\}$, to their global values, $\{1, \cdots, m\}$. Then we define the boolean matrices $\Lambda_{\tau} \in \mathbb{R}^{m, 3}, \tau \in \mathcal{T}_{h}(\Omega)$ according to the relation

$$
\left(\Lambda_{\tau}\right)_{p, q} \stackrel{\text { def }}{=} \begin{cases}1, & \text { if } G_{\tau}(q)=p  \tag{2.2.9}\\ 0, & \text { if } G_{\tau}(q) \neq p, \quad 1 \leq p \leq m, \quad 1 \leq q \leq 3\end{cases}
$$

The decomposition (2.2.8) and definition (2.2.9) permit one to express $A_{h}, \underline{F}_{h}$ as follows

$$
\begin{equation*}
A_{h}=\sum_{\tau \in \mathcal{T}_{h}(\Omega)} \Lambda_{\tau} A_{\tau, h} \Lambda_{\tau}^{T}, \quad \underline{F}_{h}=\sum_{\tau \in \mathcal{T}_{h}(\Omega)} \Lambda_{\tau} \underline{F}_{\tau, h} . \tag{2.2.10}
\end{equation*}
$$

where, for $\tau \in \mathcal{T}_{h}(\Omega), A_{\tau, h} \in \mathbb{R}^{3,3}, \underline{F}_{\tau, h} \in \mathbb{R}^{3}$ are defined as follows, for $n_{i} \stackrel{\text { def }}{=} G_{\tau}(i), 1 \leq i \leq 3$,

$$
\begin{equation*}
\left(A_{\tau, h}\right)_{i j} \stackrel{\text { def }}{=} a_{\tau}\left(\phi_{n_{j}}, \phi_{n_{i}}\right), \quad\left(\underline{F}_{\tau, h}\right)_{j} \stackrel{\text { def }}{=} F_{\tau}\left(\phi_{n_{j}}\right), \quad 1 \leq i, j \leq 3 \tag{2.2.11}
\end{equation*}
$$

For additional properties of the boolean matrices $\Lambda_{\tau}, \tau \in \mathcal{T}_{h}(\Omega)$ we direct the reader to Oden \& REDDY (1976). For problems of linear elasticity we observe the following differences. The boolean matrices $\Lambda_{\tau} \in \mathbb{R}^{2 m, 6}, \tau \in \mathcal{T}_{h}(\Omega)$ are defined blockwise as

$$
\left(\Lambda_{\tau}\right)_{p, q} \stackrel{\text { def }}{=}\left\{\begin{array}{cc}
I, & \text { if } G_{\tau}(q)=p  \tag{2.2.12}\\
0, & \text { if } G_{\tau}(q) \neq p, \quad 1 \leq p \leq m, \quad 1 \leq q \leq 3
\end{array}\right.
$$

where $I \in \mathbb{R}^{2,2}$ is the identity matrix and $0 \in \mathbb{R}^{2,2}$ is the zero matrix and, for $\tau \in \mathcal{T}_{h}(\Omega)$, $A_{\tau, h} \in \mathbb{R}^{6,6}, \underline{F}_{\tau, h} \in \mathbb{R}^{6}$ are defined blockwise as

$$
\left(A_{\tau, h}\right)_{i j}=\left[\begin{array}{cc}
a_{\tau}\left(\underline{e}_{1} \phi_{n_{j}}, \underline{e}_{1} \phi_{n_{i}}\right) & a_{\tau}\left(\underline{e}_{1} \phi_{n_{j}}, \underline{e}_{2} \phi_{n_{i}}\right)  \tag{2.2.13}\\
a_{\tau}\left(\underline{e}_{2} \phi_{n_{j}}, \underline{e}_{1} \phi_{n_{i}}\right) & a_{\tau}\left(\underline{e}_{2} \phi_{n_{j}}, \underline{e}_{2} \phi_{n_{i}}\right)
\end{array}\right], \quad\left(\underline{F}_{\tau, h}\right)_{j}=\left[\begin{array}{l}
F_{\tau}\left(\underline{e}_{1} \phi_{n_{j}}\right) \\
F_{\tau}\left(\underline{e}_{2} \phi_{n_{j}}\right)
\end{array}\right], \quad 1 \leq i, j \leq 3
$$

We determine the values of $a_{\tau}\left(\phi_{n_{j}}, \phi_{n_{i}}\right), a_{\tau}\left(\underline{e}_{r} \phi_{n_{j}}, \underline{e}_{s} \phi_{n_{i}}\right), F_{\tau}\left(\phi_{n_{j}}\right), F_{\tau}\left(\underline{e}_{r} \phi_{j}\right), 1 \leq r, s \leq 2,1 \leq$ $i, j \leq 3$ used above by employing an affine map $\Psi_{\tau}: T \rightarrow \tau, T \stackrel{\text { def }}{=}\{(\xi, \eta) \mid 0 \leq \xi+\eta \leq 1,0 \leq$ $\xi, \eta \leq 1\}$ to transform integrals over elements $\tau \in \mathcal{T}_{h}(\Omega)$ to integrals over $T$. Thus, if $\tau \in \mathcal{T}_{h}(\Omega)$ is a triangle with nodes $\underline{x}_{\tau}^{(i)}, 1 \leq i \leq 3$ then we define $\Psi_{\tau}$ as

$$
\begin{equation*}
\Psi_{\tau}(\underline{t}) \stackrel{\text { def }}{=} \underline{x}_{\tau}^{(1)} \psi_{1}(\underline{t})+\underline{x}_{\tau}^{(2)} \psi_{2}(\underline{t})+\underline{x}_{\tau}^{(3)} \psi_{3}(\underline{t}), \quad \underline{t} \in T \tag{2.2.14}
\end{equation*}
$$

where $\psi_{1}(\underline{t}) \stackrel{\text { def }}{=} 1-t_{1}-t_{2}, \psi_{2}(\underline{t}) \stackrel{\text { def }}{=} t_{1}, \psi_{3}(\underline{t}) \stackrel{\text { def }}{=} t_{2}$ and use $\Psi_{\tau}$ to transform integrals as follows

$$
\begin{equation*}
\int_{\tau} b(\underline{x}) \frac{\partial u}{\partial x_{i}}(\underline{x}) \frac{\partial v}{\partial x_{j}}(\underline{x}) d \underline{x}=\int_{T} b\left(\Psi_{\tau}(\underline{t})\right) \hat{u}_{i}(\underline{t}) \hat{v}_{j}(\underline{t})\left|J\left(\Psi_{\tau}(\underline{t})\right)\right| d \underline{t}, \quad 1 \leq i, j \leq 2 . \tag{2.2.15}
\end{equation*}
$$

where $\left|J\left(\Psi_{\tau}(\underline{t})\right)\right|$ denotes the determinant of the Jacobian of $\Psi_{\tau}(\underline{t})=\left[\Psi_{\tau, 1}(\underline{t}), \Psi_{\tau, 2}(\underline{t})\right], \underline{t} \in T$, i.e., $J_{i j}\left(\Psi_{\tau}(\underline{t})\right)=\Psi_{\tau, i}(\underline{t}) / \partial t_{j}, 1 \leq i, j \leq 2$,

$$
\begin{equation*}
\left|J\left(\Psi_{\tau}(\underline{t})\right)\right|=\frac{\partial \Psi_{\tau, 1}}{\partial t_{1}}(\underline{t}) \frac{\partial \Psi_{\tau, 2}}{\partial t_{2}}(\underline{t})-\frac{\partial \Psi_{\tau, 2}}{\partial t_{1}}(\underline{t}) \frac{\partial \Psi_{\tau, 1}}{\partial t_{2}}(\underline{t}), \quad \underline{t} \in T \tag{2.2.16}
\end{equation*}
$$

and the functions $\hat{u}_{i}, \hat{v}_{j}, 1 \leq i, j \leq 2$ are determined from the following relation which, for $v \in C^{1}(\bar{\tau})$, shows how derivatives change under the transformation $\Psi_{\tau}$

$$
\left[\begin{array}{l}
\frac{\partial v}{\partial x_{1}}(\underline{x})  \tag{2.2.17}\\
\frac{\partial v}{\partial x_{2}}(\underline{x})
\end{array}\right]=\frac{1}{\left|J\left(\Psi_{\tau}(\underline{t})\right)\right|}\left[\begin{array}{cc}
\frac{\partial \Psi_{\tau, 2}}{\partial t_{2}}(\underline{t}) & -\frac{\partial \Psi_{\tau, 2}}{\partial t_{1}}(\underline{t}) \\
-\frac{\partial \Psi_{\tau, 1}}{\partial t_{2}}(\underline{t}) & \frac{\partial \Psi_{\tau, 1}}{\partial t_{1}}(\underline{t})
\end{array}\right]\left[\begin{array}{c}
\frac{\partial \tilde{v}}{\partial t_{1}}(\underline{t}) \\
\frac{\partial \tilde{v}}{\partial t_{2}}(\underline{t})
\end{array}\right] \stackrel{\text { def }}{=}\left[\begin{array}{l}
\hat{v}_{1}(\underline{t}) \\
\hat{v}_{2}(\underline{t})
\end{array}\right]
$$

where $\tilde{v}(\underline{t}) \stackrel{\text { def }}{=} v\left(\Psi_{\tau}(\underline{t})\right), \underline{t} \in T$. We note that the transformation (2.2.14) has a constant Jacobian matrix $J\left(\Psi_{\tau}(\underline{t})\right) \in \mathbb{R}^{2,2}$, e.g., $J_{i j}\left(\Psi_{\tau}(\underline{t})\right)=x_{\tau, i}^{(j+1)}-x_{\tau, i}^{(1)}, 1 \leq i, j \leq 2$. Thus, we determine $A_{\tau, h}, \underline{F}_{\tau, h}, \tau \in \mathcal{T}_{h}(\Omega)$, cf. (2.2.11), (2.2.13), using the affine transformation $\Psi_{\tau}, \mathrm{cf}$. (2.2.14), which allows us to perform all computations over the reference element $T$.

### 2.2.2. Analysis of the Galerkin Approximation Errors.

We provide a short description of how one combines the results from the theory of approximation in Sobolev spaces with the lemmas of Céa and Aubin-Nitsche to obtain a priori error bounds on the Galerkin approximations, $u_{h}, \underline{u}_{h}, h>0$, of the weak solution $u, \underline{u}$. The results which we obtain are abstract in the sense that they demonstrate that the Galerkin approximations converge to the weak solutions in the Sobolev norm topologies as $h \rightarrow 0$ but they do not provide estimates of the actual errors.

We begin with the important Lemma of Céa which we use to demonstrate convergence of the Galerkin approximations in the $H^{1}(\Omega)$ norm topology.

Theorem 2.2. (Céa's Lemma) Let $V_{h}$ be a finite element subspace of $V$ corresponding to an admissible triangulation $\mathcal{T}_{h}(\Omega), h>0$ of $\Omega$. If $u \in V$ is the weak solution of (2.2.1) and $u_{h} \in V_{h}$ is the Galerkin approximation of $u \in V$, i.e., it is the solution of (2.2.2) then

$$
\begin{equation*}
\left\|u-u_{h} ; H^{1}(\Omega)\right\| \leq C \inf \left\{\left\|u-v_{h} ; H^{1}(\Omega)\right\|: v_{h} \in V_{h}\right\} \tag{2.2.18}
\end{equation*}
$$

where $C>0$ is a constant independent of $h>0$.
Proof It is apparent from relations (2.2.1) and (2.2.2) that

$$
\begin{equation*}
a\left(u-u_{h}, v_{h}\right)=0, \quad v_{h} \in V_{h} \tag{2.2.19}
\end{equation*}
$$

Thus, using orthogonality property (2.2.19) and the continuity and $V$-ellipticity of the sesquilinear form $a: V \times V \rightarrow \mathbb{C}$ we obtain the inequalities, for $v_{h} \in V_{h}$,

$$
\begin{align*}
\rho\left\|u-u_{h} ; H^{1}(\Omega)\right\|^{2} & \leq a\left(u-u_{h}, u-u_{h}\right)=a\left(u-u_{h}, u-v_{h}\right)  \tag{2.2.20}\\
& \leq\|a\|\left\|u-u_{h} ; H^{1}(\Omega)\right\|\left\|u-v_{h} ; H^{1}(\Omega)\right\|  \tag{2.2.21}\\
\Rightarrow \quad\left\|u-u_{h} ; H^{1}(\Omega)\right\| & \leq C\left\|u-v_{h} ; H^{1}(\Omega)\right\| \tag{2.2.22}
\end{align*}
$$

where $C=\|a\| / \rho$.
The importance of Céa's Lemma is now clear: If $u \in H^{1+\lambda}(\Omega), 0<\lambda \leq 1$ then Theorem 2.1 and inequality (2.2.18) imply the upper bound

$$
\begin{equation*}
\left\|u-u_{h} ; H^{1}(\Omega)\right\| \leq C h^{\lambda}\left\|u ; H^{1+\lambda}(\Omega)\right\|, \quad h>0 \tag{2.2.23}
\end{equation*}
$$

where $C>0$ depends on $\theta,\|a\|, \rho$, cf. Theorem 2.1. We point out that for problems of linear elasticity the above results are valid if one replaces $u, u_{h}, H^{1}(\Omega)$ with, respectively, $\underline{u}, \underline{u}_{h},\left(H^{1}(\Omega)\right)^{2}$.

It is sometimes necessary to obtain upper bounds for the error in the $\mathcal{L}_{2}(\Omega)$ norm topology. We demonstrate how one can use the approach of Aubin-Nitsche to determine a bound of this type from results which are already available. Thus, let $u \in V$ be the weak solution and $u_{h} \in V_{h}$ its Galerkin approximation and, for $f \in \mathcal{L}_{2}(\Omega)$, define $A f \in V$ as the unique solution of the weak problem, cf. Lax-Milgram Lemma,

$$
\begin{equation*}
a(v, A f)=\left(f, v ; \mathcal{L}_{2}(\Omega)\right), \quad v \in V \tag{2.2.24}
\end{equation*}
$$

However, noting that $u-u_{h} \in V$ we let $v=u-u_{h}$ in (2.2.24) and obtain the identity

$$
\begin{equation*}
a\left(u-u_{h}, A f\right)=\left(f, u-u_{h} ; \mathcal{L}_{2}(\Omega)\right) \tag{2.2.25}
\end{equation*}
$$

The orthogonality relation (2.2.19) and identity (2.2.25) then imply

$$
\begin{equation*}
\left(f, u-u_{h} ; \mathcal{L}_{2}(\Omega)\right)=a\left(u-u_{h}, A f-v_{h}\right), \quad v_{h} \in V_{h} \tag{2.2.26}
\end{equation*}
$$

and we use the continuity of $a$ to deduce the inequality

$$
\begin{equation*}
\left|\left(f, u-u_{h} ; \mathcal{L}_{2}(\Omega)\right)\right| \leq\|a\|\left\|u-u_{h} ; H^{1}(\Omega)\right\| \inf \left\{\left\|A f-v_{h} ; H^{1}(\Omega)\right\|: v_{h} \in V_{h}\right\} \tag{2.2.27}
\end{equation*}
$$

Indeed, (2.2.27) and the identity

$$
\begin{equation*}
\left\|u-u_{h} ; \mathcal{L}_{2}(\Omega)\right\|=\sup \left\{\left|\left(f, u-u_{h}\right)\right| /\left\|f ; \mathcal{L}_{2}(\Omega)\right\|: f \in \mathcal{L}_{2}(\Omega)\right\} \tag{2.2.28}
\end{equation*}
$$

then imply the inequality

$$
\begin{align*}
\left\|u-u_{h} ; \mathcal{L}_{2}(\Omega)\right\| \leq & \leq a\| \| u-u_{h} ; H^{1}(\Omega) \| \\
& \sup \left\{\inf \left\{\left\|A f-v_{h} ; H^{1}(\Omega)\right\|: v_{h} \in V_{h}\right\} /\left\|f ; \mathcal{L}_{2}(\Omega)\right\|: f \in \mathcal{L}_{2}(\Omega)\right\} \tag{2.2.29}
\end{align*}
$$

However, if $A \in \mathcal{B L}\left(\mathcal{L}_{2}(\Omega) ; H^{1+\lambda}(\Omega)\right), 0<\lambda \leq 1$ then Theorems 2.1 and 2.2 imply, for $f \in \mathcal{L}_{2}(\Omega)$,

$$
\begin{equation*}
\inf \left\{\left\|A f-v_{h} ; H^{1}(\Omega)\right\|: v_{h} \in V_{h}\right\} /\left\|f ; \mathcal{L}_{2}(\Omega)\right\| \leq C(\theta) h^{\lambda} \frac{\left\|A f ; H^{1+\lambda}(\Omega)\right\|}{\left\|f ; \mathcal{L}_{2}(\Omega)\right\|} \leq C(\theta) h^{\lambda}\|A\| \tag{2.2.30}
\end{equation*}
$$

where $C(\theta)>0$ and $\theta$ is the minimum interior angle of any triangle $\tau \in \mathcal{T}_{h}(\Omega)$. It now follows from the error bound (2.2.23) and inequality (2.2.30) that there exists a constant $C>0$ which is independent of $u, h, u_{h}$ such that

$$
\begin{equation*}
\left\|u-u_{h} ; \mathcal{L}_{2}(\Omega)\right\| \leq C h^{2 \lambda}\left\|u ; H^{1+\lambda}(\Omega)\right\| \tag{2.2.31}
\end{equation*}
$$

The sequence of steps leading to the upper bound (2.2.31) are to due to Aubin and Nitsche, cf. CIARLET (1978), and require that the linear operator $A: \mathcal{L}_{2}(\Omega) \rightarrow H^{1+\lambda}(\Omega)$ be bounded. For problems with smooth boundaries and coefficients it is known that $A \in \mathcal{B C}\left(\mathcal{L}_{2}(\Omega) ; H^{2}(\Omega)\right)$, however, for general abstract problems of lower regularity this remains an open question. We will assume that $A$ is bounded for the problems which we consider. Furthermore, we point out that the above steps can be generalized to include problems of linear elasticity in the same way that we modified the steps of the proof of Céa's result for problems of this kind.

## 3 Homogenization of One Dimensional Elliptic Boundary Value Problems

### 3.0. Introduction.

The general effects of rough coefficients in elliptic problems and systems, particularly the difficulties they cause, have been discussed in chapter 2 and, as has been stated there, we seek to produce robust numerical schemes which are effective for solving multi-dimensional problems, ultimately of linear elasticity, where material properties change repeatedly and rapidly due to the presence of composite materials. As a first step towards this end we limit our attention in this chapter to rough scalar problems with a single function $u$ as the solution. Moreover, for reasons given earlier we also limit consideration to problems in one space dimension.

A feature of problems of this type is that the coefficients and the solutions depend on a problem defined parameter, $\varepsilon>0$, which is, generally, significantly smaller than the diameter of the domain of the problem, $\Omega$. Indeed, we consider the particular circumstance in which the coefficients are periodic with the period defined by the parameter $\varepsilon$ and introduce an asymptotic approach which is motivated by a concept called homogenization. Thus, if the abstract problem: Find $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} a^{\varepsilon}(x) D u^{\varepsilon}(x) D v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H_{0}^{1}(\Omega) \tag{R}
\end{equation*}
$$

is impractical for numerical approximation and if there is a homogenization principle, i.e., in some sense, $a^{\varepsilon} \rightarrow a_{0}, u^{\varepsilon} \rightarrow u_{0}(\varepsilon \rightarrow 0)$ (cf. Section 3.0.1) where $u_{0} \in H_{0}^{1}(\Omega)$ satisfies the Homogenized equation

$$
\begin{equation*}
\int_{\Omega} a_{0}(x) D u_{0}(x) D v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H_{0}^{1}(\Omega) \tag{H}
\end{equation*}
$$

then one should employ $(H)$ as a basis for the approximation of $u^{\varepsilon}$ rather than attempting to approximate the solution of $(R)$ directly. This assumes, of course, that the solution, $u_{0}$,
of the homogenized problem $(H)$ can be approximated more efficiently and accurately than the solution, $u^{\varepsilon}$, of ( $R$ ). This is often the case however, because the homogenized coefficient, $a_{0}$, is constant and the solution $u_{0}$ generally has a higher level of regularity than $u^{\varepsilon}$.

The difficulties with rough coefficients are reduced by studying model one dimensional prototype differential equations because, in this case, the computations can be performed analytically for problems exhibiting a variety of levels of regularity. We introduce our asymptotic approach in Section 3.3 and in Sections 3.4, 3.6-3.8 we determine how problem regularity affects this approach through a number of examples in which analytical and computational results and graphical illustrations are provided.

### 3.0.1. Motivation for the Asymptotic approach.

The asymptotic properties of the mathematical model, as $\varepsilon \rightarrow 0$, where $\varepsilon$ is the period of the medium, are fundamental to the concept of homogenization. Thus, let us first consider the following abstract problem, stated in the classical form, over the domain $\Omega \stackrel{\text { def }}{=}(0,1)$ with mixed boundary conditions: Find $u^{\varepsilon} \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ such that

$$
\begin{gather*}
-\frac{\partial}{\partial x}\left[a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right]+b^{\varepsilon}(x) u^{\varepsilon}(x)=f(x), \quad x \in \Omega  \tag{3.0.1}\\
\left.a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right|_{x=0}=u^{\varepsilon}(1)=0 \tag{3.0.2}
\end{gather*}
$$

where $f \in C^{0}(\Omega), a^{\varepsilon} \in C^{1}(\bar{\Omega}), b^{\varepsilon} \in C^{0}(\Omega)$ and, for $x \in \Omega$,

$$
\begin{align*}
0<\alpha & \leq a^{\varepsilon}(x) \leq \beta<\infty  \tag{3.0.3}\\
0 & \leq b^{\varepsilon}(x) \leq \beta<\infty \tag{3.0.4}
\end{align*}
$$

By rewriting relations (3.0.1), (3.0.2) in the weak form, cf. Chapter 2, and assuming that relations (3.0.3), (3.0.4) hold for almost all $x \in \Omega$, we generalize this problem to include functions $f \in \mathcal{L}_{2}(\Omega), a^{\varepsilon}, b^{\varepsilon} \in \mathcal{L}_{\infty}(\Omega)$ as follows: multiply (3.0.1) by a test function $v \in$ $H^{1 ; 0}(\Omega) \stackrel{\text { def }}{=}\left\{v \in H^{1}(\Omega) \mid v(1)=0\right\}$ and then integrate the resulting equation by parts to obtain

$$
\begin{equation*}
\int_{\Omega} a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x) \frac{\partial v}{\partial x}(x) d x+\int_{\Omega} b^{\varepsilon}(x) u^{\varepsilon}(x) v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H^{1 ; 0}(\Omega) \tag{3.0.5}
\end{equation*}
$$

where, as a consequence of the boundary conditions (3.0.2) and the definition of $H^{1 ; 0}(\Omega)$, we have observed that the following boundary term vanishes:

$$
\begin{equation*}
-\left.a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x) v(x)\right|_{x=0} ^{x=1} \tag{3.0.6}
\end{equation*}
$$

The weak formulation of problem (3.0.1), (3.0.2) is then: Find $u^{\varepsilon} \in H^{1 ; 0}(\Omega)$ such that (3.0.5) holds for all $v \in H^{1 ; 0}(\Omega)$. Because this problem satisfies all the conditions of the Lax-Milgram lemma it is evident that a unique solution $u^{\varepsilon} \in H^{1 ; 0}(\Omega)$ exists.

If, conversely, we begin with the weak formulation (3.0.5) and $a^{\varepsilon} \in C^{1}(\bar{\Omega}), b^{\varepsilon}, f \in C^{0}(\Omega)$, and $u^{\epsilon} \in H^{1 ; 0}(\Omega) \cap C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ satisfies (3.0.5) then integrating relation (3.0.5) by parts we deduce

$$
\begin{equation*}
\int_{\Omega}\left\{-\frac{\partial}{\partial x}\left[a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right]+b^{\varepsilon}(x) u^{\varepsilon}(x)-f(x)\right\} v(x) d x+\left.a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x) v(x)\right|_{x=0} ^{x=1}=0 \tag{3.0.7}
\end{equation*}
$$

Now consider the test functions $v_{n} \in C^{\infty}(\bar{\Omega}) \cap H^{1 ; 0}(\Omega), n \in \mathbb{N}$ defined as follows

$$
v_{n}(x) \stackrel{\text { def }}{=} \begin{cases}e^{-(1 / n-x)^{-1}} / e^{-n}, & \text { if } 0 \leq x<1 / n  \tag{3.0.8}\\ 0, & \text { if } 1 / n \leq x \leq 1\end{cases}
$$

Clearly, $v_{n}(0)=1, v_{n}(1)=0$ for all $n \in \mathbb{N},\left\|v_{n} ; \mathcal{L}_{2}(\Omega)\right\| \rightarrow 0(n \rightarrow \infty)$, and

$$
\begin{gather*}
\left|\int_{\Omega}\left\{-\frac{\partial}{\partial x}\left[a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right]+b^{\varepsilon}(x) u^{\varepsilon}(x)-f(x)\right\} v_{n}(x) d x\right| \rightarrow 0 \quad(n \rightarrow \infty)  \tag{3.0.9}\\
\left.a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x) v_{n}(x)\right|_{x=0} ^{x=1}=\left.a^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right|_{x=0} \tag{3.0.10}
\end{gather*}
$$

Thus, relations (3.0.10) and (3.0.7) imply that $u^{\varepsilon}$ satisfies the boundary conditions (3.0.2). It then follows from (3.0.7) that $u^{\varepsilon}$ also satisfies the differential equation (3.0.1). Thus, the weak formulation (3.0.5) and the abstract formulation (3.0.1), (3.0.2) are, therefore, equivalent with regard to classical solutions, i.e., if there is a unique solution $u^{\varepsilon} \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ of one formulation of the problem then it also uniquely satisfies the other.

It is well known, cf. BABUŠKA (1974i), that for $f \in \mathcal{L}_{2}(\Omega)$ the solution $u^{\varepsilon} \in H^{1 ; 0}(\Omega) \subset$ $H^{1}(\Omega)$ can be bounded in the $H^{1}(\Omega)$ norm topology, e.g.,

$$
\begin{equation*}
\left\|u^{\varepsilon} ; H^{1}(\Omega)\right\| \leq C(\alpha, \beta)\left\|f ; \mathcal{L}_{2}(\Omega)\right\|, \quad 0<\varepsilon \leq 1 . \tag{3.0.11}
\end{equation*}
$$

where $C(\alpha, \beta)>0$ is independent of $f$ and $\varepsilon$. It follows, cf. BABUŠKA (1974i), that there exists a monotonically decreasing sequence $\left\{\varepsilon_{n}\right\}_{n \geq 1} \subset(0,1]$ and an element $u_{0} \in H^{1 ; 0}(\Omega)$, called the homogenized solution, such that, for $0<\rho \leq 1$ and $f \in \mathcal{B L}\left(H^{1}(\Omega) ; \mathbb{R}\right)$,

$$
\begin{array}{rr}
\left\|u^{\varepsilon_{n}}-u_{0} ; H^{1-\rho}(\Omega)\right\| \rightarrow 0 & (n \rightarrow \infty) \\
\left|\left\langle f, u^{\varepsilon_{n}}\right\rangle-\left\langle f, u_{0}\right\rangle\right| & \rightarrow 0  \tag{3.0.13}\\
(n \rightarrow \infty)
\end{array}
$$

For a homogenization principle to exist one asks - Does $u_{0}$ satisfy a boundary value problem of the same type as $u^{\epsilon}$ ? Indeed, there are a number of theorems which establish precisely this property, i.e., $u_{0}$ is the solution of an elliptic problem, analogous to (3.0.1), which is independent of $\varepsilon$. The following is typical of such theorems, see, for example, Murat \& Tartar (1994), Babuška (1974i), and Allaire (1992).

Theorem 3.0.1. Let $a^{\varepsilon}, b^{\varepsilon}$ satisfy conditions (3.0.3), (3.0.4). Further, let $1 / a^{\varepsilon} \rightarrow 1 / a_{0}, b^{\varepsilon} \rightarrow$ $b_{0}(\varepsilon \rightarrow 0)$ in $\mathcal{L}_{2}(\Omega)$. Then $u^{\varepsilon}$ converges to $u_{0}$ as in (3.0.12), (3.0.13) where $u_{0} \in H^{1 ; 0}(\Omega)$ satisfies

$$
\int_{\Omega} a_{0} \frac{\partial u_{0}}{\partial x}(x) \frac{\partial v}{\partial x}(x) d x+\int_{\Omega} b_{0} u_{0}(x) v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H^{1 ; 0}(\Omega)
$$

In addition $a^{\varepsilon} \partial u^{\varepsilon} / \partial x \rightarrow a_{0} \partial u_{0} / \partial x(\varepsilon \rightarrow 0)$ in $\mathcal{L}_{2}(\Omega)$.
The properties of $u^{\varepsilon}$, described above, motivate the consideration of asymptotic expansions as a form of representation for $u^{\varepsilon}$. Although, the homogenization concept defined earlier is primarily concerned with the utility of the leading term, $u_{0}$, in such representations, it will be seen that the inclusion of additional terms can provide more accurate approximations of $u^{\varepsilon}$ in the $\mathcal{L}_{2}(\Omega)$ and $H^{1}(\Omega)$ norm topologies. Thus, the homogenization approach is subsequently assumed to encompass also the higher order asymptotics.

We take the following cell boundary value problem as our prototype for illustrating the practical/computational difficulties caused by the irregular data. The coefficients are chosen to model the presence of heterogeneous materials - this introduces irregularities (indeed, in higher dimensions, singularities) - and the parameters $\varepsilon=1 / r$ (cell size), $n, a_{1}, a_{2}, b_{1}, b_{2}$ control the variation of material properties within the medium.

$$
\begin{align*}
-\frac{\partial}{\partial x}\left[a_{n}^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right]+b_{n}^{\varepsilon}(x) u^{\varepsilon}(x) & =f(x), \quad x \in \bigcup_{i=0}^{2 n r-1}\left(x_{i}, x_{i+1}\right)  \tag{3.0.14}\\
{\left[u^{\varepsilon}(x)\right]_{x_{i}}=\left[\frac{\partial}{\partial x}\left(a_{n}^{\varepsilon}(x) u^{\varepsilon}(x)\right)\right]_{x_{i}} } & =0, \quad 1 \leq i \leq 2 n r-1  \tag{3.0.15}\\
\left.\frac{\partial}{\partial x}\left(a_{n}^{\varepsilon}(x) u^{\varepsilon}(x)\right)\right|_{x=0}=u^{\varepsilon}(1) & =0 \tag{3.0.16}
\end{align*}
$$

where $a_{n}^{\varepsilon}(x) \stackrel{\text { def }}{=} a^{n}(x / \varepsilon), b_{n}^{\varepsilon}(x) \stackrel{\text { def }}{=} b^{n}(x / \varepsilon)$,

$$
\begin{aligned}
x_{i}=\xi_{m}^{l} \stackrel{\text { def }}{=}(l+m / 2 n) \varepsilon, \quad i=l+m, & 0 \leq l \leq r, 0 \leq m \leq 2 n \\
{[v(x)]_{x_{i}} } & \stackrel{\text { def }}{=} \lim _{\delta \rightarrow 0+} v\left(x_{i}+\delta\right)-\lim _{\delta \rightarrow 0+} v\left(x_{i}-\delta\right),
\end{aligned} \quad 1 \leq i \leq 2 n r-1-2
$$

and the functions $a^{n}, b^{n}$ are 1-periodic and are defined below, $0 \leq i \leq n-1$,

$$
a^{n}(x) \stackrel{\text { def }}{=}\left\{\begin{array} { l l } 
{ a _ { 1 } , } & { \frac { 2 i } { 2 n } \leq x < \frac { 2 i + 1 } { 2 n } }  \tag{3.0.17}\\
{ a _ { 2 } , } & { \frac { 2 i + 1 } { 2 n } \leq x < \frac { 2 i + 2 } { 2 n } }
\end{array} \quad b ^ { n } ( x ) \stackrel { \text { def } } { = } \left\{\begin{array}{ll}
b_{1}, & \frac{2 i}{2 n} \leq x<\frac{2 i+1}{2 n} \\
b_{2}, & \frac{2 i+1}{2 n} \leq x<\frac{2 i+2}{2 n}
\end{array}\right.\right.
$$

Evidently, $r \in \mathbb{N}$ denotes the number of periodic cells in $\Omega=(0,1)$ while $2 n \in \mathbb{N}$ is the number of transition points generated by a typical cell, see Figures 3.0.1a,b. Increasing the parameters $r$ or $n$ will cause the functions $a_{n}^{\varepsilon}, b_{n}^{\varepsilon}$ to oscillate more rapidly while varying $a_{1}, a_{2}, b_{1}, b_{2}$ alters the magnitude of the discontinuities.


Figure 3.0.1a: Overall problem domain, $\Omega: \xi_{0}^{l}=l \varepsilon, 0 \leq l \leq r$.


Figure 3.0.1b: Graph of $a_{n}^{\varepsilon}: \xi_{m}^{l}=(l+m / 2 n) \varepsilon, 0 \leq m \leq 2 n, 0 \leq l \leq r$.
It is assumed that constants $\alpha_{i} \in \mathbb{R}$ exist, which are independent of $\varepsilon$, such that, for $i=1,2$

$$
\begin{align*}
& 0<\alpha_{1} \leq a_{i} \leq \alpha_{2}<\infty \\
& 0 \leq b_{i} \leq \alpha_{2}<\infty \tag{3.0.18}
\end{align*}
$$

The weak formulation of the boundary value problem (3.0.14)-(3.0.16), obtained by multiplying (3.0.14) by $v \in H^{1 ; 0}(\Omega)$, integrating by parts over $\Omega$, applying the boundary conditions (3.0.16), and observing the transition conditions (3.0.15) is: Find $u^{\varepsilon} \in H^{1 ; 0}(\Omega) \stackrel{\text { daf }}{=}\{v \in$ $\left.H^{1}(\Omega) \mid v(1)=0\right\}$ such that

$$
\begin{equation*}
\int_{\Omega} a_{n}^{\varepsilon}(x) \frac{\partial u^{\varepsilon}}{\partial x}(x) \frac{\partial v}{\partial x}(x) d x+\int_{\Omega} b_{n}^{\varepsilon}(x) u^{\varepsilon}(x) v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H^{1 ; 0}(\Omega) \tag{3.0.19}
\end{equation*}
$$

If one employs, as described in chapter 2, an isoparametric piecewise linear finite element approximation, $S^{h}(\Omega) \subset H^{1 ; 0}(\Omega)$, on a uniform triangulation with each finite element corresponding to a single periodic cell, i.e., $h=\varepsilon$, then, with such an arrangement, it is known that one obtains the algebraic system of equations, cf. BABUŠKA (1974i),

$$
\begin{equation*}
A_{h} \underline{u}_{h}^{\varepsilon}=\underline{F}_{h} \tag{3.0.20}
\end{equation*}
$$

where $A_{h}=A+P_{n} \in \mathbb{R}^{r, r}$ is the stiffness matrix, $\underline{F}_{h} \in \mathbb{R}^{r}$ is the load vector, and $A \in \mathbb{R}^{r, r}$ is obtained from the identical finite element discretization of the weak problem: Find $\bar{u} \in$ $H^{1 ; 0}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} \bar{a} \frac{\partial \bar{u}}{\partial x}(x) \frac{\partial v}{\partial x}(x) d x+\int_{\Omega} \bar{b} \bar{u}(x) v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H^{1 ; 0}(\Omega) \tag{3.0.21}
\end{equation*}
$$

where $\bar{a}=\left(a_{1}+a_{2}\right) / 2, \bar{b}=\left(b_{1}+b_{2}\right) / 2$, and the matrix $P_{n} \in \mathbb{R}^{r, r}$ has the property $\left(P_{n}\right)_{l, m} \rightarrow$ $0(n \rightarrow \infty)$ for $1 \leq l, m \leq r$. We denote the finite element approximation of $u^{\varepsilon}$ by $u_{h}^{\varepsilon}=\sum_{l=0}^{r}\left(\underline{u}_{h}^{\varepsilon}\right)_{l} \psi_{l}$ and, similarly, $\bar{u}_{h}=\sum_{l=0}^{r}\left(\overline{\underline{u}}_{h}\right)_{l} \psi_{l}, S^{h}(\Omega)=\operatorname{span}\left\{\psi_{l}\right\}_{l=0}^{r}$ denotes the finite element approximation of $\bar{u} \in H^{1 ; 0}(\Omega)$. It follows from the identities $\left(I+A^{-1} P_{n}\right) \underline{u}_{h}^{\epsilon}=$ $A^{-1} \underline{F}_{h}=\overline{\underline{u}}_{h}$ and the upper bounds $\left\|A^{-1}\right\|_{2},\left\|\left(A+P_{n}\right)^{-1}\right\|_{2} \leq C_{1}(r),\left\|\underline{F}_{h} ; \ell_{2}(r)\right\| \leq C_{2} r$ as
$n \rightarrow \infty$ that

$$
\begin{align*}
\left\|\overline{\underline{u}}_{h}-\underline{u}_{h}^{\epsilon} ; \ell_{2}(r)\right\| & =\left\|A^{-1} P_{n} \underline{u}_{\xi}^{\epsilon} ; \ell_{2}(r)\right\| \\
& \leq\left\|A^{-1}\right\|_{2}\left\|P_{n}\right\|_{2}\left\|\underline{u}_{h}^{\epsilon} ; \ell_{2}(r)\right\| \\
& \leq\left\|A^{-1}\right\|_{2}\left\|P_{n}\right\|_{2}\left\|\left(A+P_{n}\right)^{-1}\right\|_{2}\left\|\underline{F}_{n} ; \ell_{2}(r)\right\| \\
& \leq C(r, f, \Omega)\left\|P_{n}\right\|_{2} \\
& \rightarrow 0 \quad(n \rightarrow \infty, \varepsilon=1 / r \text { fixed }) \tag{3.0.22}
\end{align*}
$$

In order to obtain (3.0.22) we have observed that the spectral norm $\left\|A^{-1}\right\|_{2}$, which is independent of $n$, remains bounded as $n \rightarrow \infty$. The continuous dependence of the spectrum, $\sigma\left(A+P_{n}\right)$, on the coefficients, $\left(P_{n}\right)_{l, m}$, cf. HORN \& JOHNSON (1985), leads to the observation that $\left\|\left(A+P_{n}\right)^{-1}\right\|_{2}=\lambda_{\min }\left(A+P_{n}\right) / \lambda_{\max }\left(A+P_{n}\right) \rightarrow\left\|A^{-1}\right\|_{2}=\lambda_{\min }(A) / \lambda_{\max }(A)$ as $n \rightarrow \infty$. Thus, we can choose a common upper bound, $C_{1}(r)$, for the spectral norms $\left\|A^{-1}\right\|_{2},\left\|\left(A+P_{n}\right)^{-1}\right\|_{2}$. The upper bound for $\left\|\underline{F}_{h} ; \ell_{2}(r)\right\|$ follows immediately from the Cauchy-Schwarz inequality, e.g.,

$$
\begin{aligned}
\left\|\underline{F}_{h} ; \ell_{2}(r)\right\| & =\left(\sum_{l=1}^{r}\left|f_{l}\right|^{2}\right)^{1 / 2}=\left(\sum_{l=1}^{r}\left|\int_{\Omega} f(x) \psi_{l}(x) d x\right|^{2}\right)^{1 / 2} \\
& \leq \sum_{l=1}^{r}\left\|f ; \mathcal{L}_{2}(\Omega)\right\|\left\|\psi_{l} ; \mathcal{L}_{2}(\Omega)\right\| \\
& \leq C_{3}(f, \Omega) r
\end{aligned}
$$

Consequently, from the continuity of the norm function $\left\|\bullet ; \mathcal{L}_{2}(\Omega)\right\|$, it is clear that

$$
\begin{equation*}
\left\|\bar{u}-u_{h}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\| \rightarrow\left\|\bar{u}-\bar{u}_{h} ; \mathcal{L}_{2}(\Omega)\right\| \quad(n \rightarrow \infty, r \text { fixed }) \tag{3.0.23}
\end{equation*}
$$

Thus, the finite element approximations of $u^{\varepsilon}$, obtained from the subspaces $S^{h}(\Omega) \subset H^{1 ; 0}(\Omega)$, which do not model the fine scale variation of the coefficients, converge, as $n \rightarrow \infty$, to the finite element approximation, $\bar{u}_{h}$, of the weak solution, $\bar{u}$, of problem (3.0.21). However, for $\varepsilon$, or equivalently, $r$, fixed and $n$ increasing it is known that, in $\mathcal{L}_{2}(\Omega)$,

$$
\begin{align*}
\frac{1}{a_{n}^{\varepsilon}} \rightharpoonup \frac{1}{a_{0}}= & \frac{1}{2}\left[\frac{1}{a_{1}}+\frac{1}{a_{2}}\right] \neq \bar{a}, \quad b_{n}^{\varepsilon} \rightharpoonup \frac{1}{2}\left(b_{1}+b_{2}\right)=\bar{b}  \tag{3.0.24}\\
& \left\|u^{\varepsilon}-u_{0} ; \mathcal{L}_{2}(\Omega)\right\| \rightarrow 0 \quad(n \rightarrow \infty, r \text { fixed }) \tag{3.0.25}
\end{align*}
$$

where $u_{0}$ is then the solution of the weak problem: Find $u_{0} \in H^{1 ; 0}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} a_{0} \frac{\partial u_{0}}{\partial x}(x) \frac{\partial v}{\partial x}(x) d x+\int_{\Omega} \bar{b} u_{0}(x) v(x) d x=\int_{\Omega} f(x) v(x) d x, \quad v \in H^{1 ; 0}(\Omega) \tag{3.0.26}
\end{equation*}
$$

So, introducing the finite element approach has in effect, cf. theorem 3.0.1, lead to a numerical approximation of the problem (3.0.21) rather than problem (3.0.19) when $n$ is large. However, if $a_{1} \neq a_{2}$ then $a_{0} \neq \bar{a}$ and, from the identities,

$$
\begin{aligned}
\frac{\bar{a}}{a_{0}}=\frac{1}{2}\left(a_{1}+a_{2}\right)\left(a_{1}^{-1}+a_{2}^{-1}\right) & =\frac{1}{4} \frac{(\lambda+1)^{2}}{\lambda}, \quad \lambda \stackrel{\text { def }}{=} a_{1} / a_{2} \\
\left|\bar{a}-a_{0}\right| & =\left|\frac{a_{1}+a_{2}}{2}-\frac{2}{a_{1}^{-1}+a_{2}^{-1}}\right|=\frac{\left(a_{2}-a_{1}\right)^{2}}{2\left(a_{1}+a_{2}\right)} \geq \frac{1}{2}\left|a_{2}-a_{1}\right| \frac{|\lambda-1|}{\lambda+1}
\end{aligned}
$$

it is clear that the difference, $\left|\bar{a}-a_{0}\right|$, increases proportionately with the magnitude of the discontinuities, $\left|a_{2}-a_{1}\right|$. Furthermore, the quotient $\bar{a} / a_{0}$ grows unboundedly as $\lambda=a_{1} / a_{2} \rightarrow$ $0, \infty$. Thus, if the jumps $\left|a_{2}-a_{1}\right|$ are large or the quotient $\lambda=a_{1} / a_{2} \gg 1, \ll 1$, then the problems (3.0.21) and (3.0.19) are significantly different and, consequently, so are the respective weak solutions $\bar{u}, u_{0}$. Therefore we expect the approximation $u_{h}^{\varepsilon}$ of $u^{\varepsilon}$ to be extremely poor when $n$ is large. Indeed, in BABUŠKA (1974i) it is shown that the error, $\left\|u^{\varepsilon}-u_{h}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\|$, will exceed $70 \%$ of $\left\|u^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\|$ when $\lambda=a_{1} / a_{2} \geq 10$. The rapid variations of the coefficients $a^{\varepsilon}$ and $b^{\varepsilon}$ of the problem cannot be practicably accounted for by simply employing successively higher dimensional subspaces of $H^{1 ; 0}(\Omega)$, such a requirement would rapidly exhaust the resources of most modern computers.

The difficulties illustrated by the simple analysis above demonstrate the need to consider an alternative approach which is practical and respects the large, rapid changes in the coefficients of the problem. In section 3.2 we will consider the application of asymptotic techniques which exploit the rapid variations of the periodic data. The approximation properties of such methods are well understood for regular problems. However, their behaviour is an open question in the context of problems with data possessing low regularity. In the following sections, homogenization techniques are applied to problems with low regularity data and the results are explained.

### 3.1. The Model One Dimensional Problem.

Let $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ be a weak solution of the classical problem

$$
\begin{align*}
-\frac{\partial}{\partial x}\left[a(x / \varepsilon) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right] & =f(x), \quad x \in \Omega=(0,1)  \tag{3.1.1}\\
u^{\varepsilon}(0)=u^{\varepsilon}(1) & =0
\end{align*}
$$

where $a \in \mathcal{L}_{\infty}(\Omega)$ is a 1 -periodic function which is continuous at the points $n \in \mathcal{Z}$ and satisfies $0<\alpha_{1} \leq a(y) \leq \alpha_{2}<\infty$, for $0<y \leq 1$, and $f \in \mathcal{L}_{2}(\Omega)$ and $\varepsilon>0$ is a parameter which corresponds to the period of the medium being modelled.

Application of the Lax-Milgram lemma to the weak form of (3.1.1), interpreted in a Sobolev space setting, establishes the existence of a unique solution $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ which, furthermore, satisfies the regularity estimate

$$
\begin{equation*}
\left\|u^{\varepsilon} ; H^{1}(\Omega)\right\| \leq C\left\|f ; \mathcal{L}_{2}(\Omega)\right\| \tag{3.1.2}
\end{equation*}
$$

where $C=C(f)>0$ is independent of $u^{\varepsilon}$. However, this problem is also obtained as the restriction to $\Omega$ of the related problem

$$
\begin{equation*}
-\frac{\partial}{\partial x}\left[a(x / \varepsilon) \frac{\partial u^{\varepsilon}}{\partial x}(x)\right]=f_{\mathcal{C}}(x), \quad-\infty<x<\infty \tag{3.1.3}
\end{equation*}
$$

where $f_{\mathcal{C}}$ is then the periodic extension to $\mathbb{R}$ of the function

$$
f_{\mathcal{A}}(x) \stackrel{\text { def }}{=}\left\{\begin{array}{cl}
-f(-x), & \text { if }-1 \leq x \leq 0  \tag{3.1.4}\\
f(x), & \text { if } 0<x \leq 1
\end{array}\right.
$$

Thus, $f_{\mathcal{C}}$ can be represented with a Fourier series expansion

$$
\begin{equation*}
f_{C}(x) \stackrel{\text { def }}{=} \sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{i n \pi x}, \quad x \in \mathbb{R} \tag{3.1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n} \stackrel{\text { def }}{=} \frac{1}{2} \int_{\mathcal{C}} f_{\mathcal{A}}(x) e^{i n \pi x} d x, \quad \mathcal{C} \stackrel{\text { def }}{=}(-1,1) \tag{3.1.6}
\end{equation*}
$$

Thus, following the analysis of BABUŠKA \& MORGAN (1991), one can write the solution of (3.1.1) in the form

$$
\begin{equation*}
u^{\varepsilon}(x)=\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{i t_{n} x} \phi\left(x / \varepsilon, \varepsilon, t_{n}\right) \tag{3.1.7}
\end{equation*}
$$

where $t_{n}=n \pi$ and $a_{n}, n \in \mathcal{Z} \backslash\{0\}$, are the Fourier coefficients of $f_{\mathcal{C}}$ and $x \mapsto \phi(x, \varepsilon, t)$ is a complex-valued, 1 -periodic function that satisfies the periodic boundary value problem, for $\varepsilon>0,|t|>0$,

$$
\begin{align*}
-\frac{\partial}{\partial x}\left[a(x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi(x, \varepsilon, t)\right)\right] & =\varepsilon^{2} e^{i t \varepsilon x}, \quad 0<x<1 \\
\phi(0, \varepsilon, t) & =\phi(1, \varepsilon, t)  \tag{3.1.8}\\
\left.a(x) \frac{\partial \phi}{\partial x}(x, \varepsilon, t)\right|_{x=0} & =\left.a(x) \frac{\partial \phi}{\partial x}(x, \varepsilon, t)\right|_{x=1}
\end{align*}
$$

The differential equation (3.1.8) is evidently defined within the standard periodic cell $\mathcal{P} \stackrel{\text { def }}{=}$ $(0,1)$ and, therefore, if one determines $\phi$, either analytically or approximately, the corresponding expression for $u^{\varepsilon}$ is provided by (3.1.7). Thus, instead of analysing the global problem (3.1.1) one can, alternatively, examine a related problem within the periodic cell, $\mathcal{P}$. However, before considering techniques of approximation, the properties of the weak formulation of problem (3.1.8) and the respective weak solution, $\phi$, will be studied.

### 3.1.1. Properties of the Cell Problem.

The weak formulation of the cell problem (3.1.8) is derived by multiplying equation (3.1.8) by the function $e^{-i t \varepsilon x} \overline{v(x)}, v \in H_{p e r}^{1}(\mathcal{P}) \stackrel{\text { def }}{=}\left\{v \in H^{1}(\Omega) \mid v(0)=v(1)\right\}$ and then integrating by parts to obtain the problem : Find $\phi(\bullet, \varepsilon, t) \in H_{p e r}^{1}(\mathcal{P})$ such that

$$
\begin{equation*}
\int_{\mathcal{P}} a(x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi(x, \varepsilon, t)\right) \frac{\partial}{\partial x}\left(e^{-i t \varepsilon x} \overline{v(x)}\right) d x=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(x)} d x, \quad v \in H_{p e r}^{1}(\mathcal{P}) \tag{3.1.9}
\end{equation*}
$$

where it has been observed that the boundary terms

$$
\begin{equation*}
\left.\left(i t \varepsilon a(x) \phi(x, \varepsilon, t)+a(x) \frac{\partial \phi}{\partial x}(x, \varepsilon, t)\right) \overline{v(x)}\right|_{x=0} ^{x=1} \tag{3.1.10}
\end{equation*}
$$

vanish as a consequence of the continuity hypothesis for $a$ and the boundary condition provided in (3.1.8) for $\phi(\bullet, \varepsilon, t)$. Observe that $\overline{v(x)}=\Re[v(x)]-i \Im[v(x)]$ is the complex conjugate of $v(x) \in \mathbb{C}$. Clearly, the sesquilinear form for this problem is defined as follows, for
$u, v \in H_{p e r}^{1}(\mathcal{P})$,

$$
\begin{aligned}
& \Phi(\varepsilon, t)[u, v] \stackrel{\text { def }}{=} \int_{\mathcal{P}} a(x) \frac{\partial}{\partial x}\left(e^{i t \epsilon x} u(x)\right) \frac{\partial}{\partial x}\left(e^{-i t \epsilon x} \overline{v(x)}\right) d x \\
&= \int_{\mathcal{P}} a(x) \frac{\partial u}{\partial x}(x) \frac{\overline{\partial v}(x)}{\partial x} d x+\varepsilon i t \int_{\mathcal{P}} a(x)\left(u(x) \overline{\frac{\partial v}{\partial x}(x)}-\frac{\partial u}{\partial x}(x) \overline{v(x)}\right) d x \\
& \quad+\varepsilon^{2} t^{2} \int_{\mathcal{P}} a(x) u(x) \overline{v(x)} d x \\
& \stackrel{\text { def }}{=} \Phi_{0}[u, v]+\varepsilon \Phi_{1}(t)[u, v]+\varepsilon^{2} \Phi_{2}(t)[u, v]
\end{aligned}
$$

The sesquilinear form is clearly Hermitian symmetric, that is, $\Phi(\varepsilon, t)[u, v]=\overline{\Phi(\varepsilon, t)[v, u]}$, $u, v \in H_{p e r}^{1}(\mathcal{P})$. Furthermore, that $\Phi(\varepsilon, t)$ is continuous over $H_{p e r}^{1}(\mathcal{P}) \times H_{\text {per }}^{1}(\mathcal{P})$ follows from the inequalities

$$
\begin{align*}
\left|\Phi_{0}[u, v]\right| & \leq \alpha_{2}\left|\left(D u, D v ; \mathcal{L}_{2}(\mathcal{P})\right)\right| \leq \alpha_{2}\left\|D u ; \mathcal{L}_{2}(\mathcal{P})\right\|\left\|D v ; \mathcal{L}_{2}(\mathcal{P})\right\|  \tag{3.1.11}\\
& \leq \alpha_{2}\left\|u ; H^{1}(\mathcal{P})\right\|\left\|v ; H^{1}(\mathcal{P})\right\|  \tag{3.1.12}\\
\left|\Phi_{1}(t)[u, v]\right| & \leq \alpha_{2}|t|\left(\left|\left(u, D v ; \mathcal{L}_{2}(\mathcal{P})\right)\right|+\left|\left(D u, v ; \mathcal{L}_{2}(\mathcal{P})\right)\right|\right) \\
& \leq \alpha_{2}|t|\left(\left\|u ; \mathcal{L}_{2}(\mathcal{P})\right\|\left\|D v ; \mathcal{L}_{2}(\mathcal{P})\right\|+\left\|D u ; \mathcal{L}_{2}(\mathcal{P})\right\|\left\|v ; \mathcal{L}_{2}(\mathcal{P})\right\|\right)  \tag{3.1.13}\\
& \leq 2 \alpha_{2}|t|\left\|u ; H^{1}(\mathcal{P})\right\|\left\|v ; H^{1}(\mathcal{P})\right\|  \tag{3.1.14}\\
\left|\Phi_{2}(t)[u, v]\right| & \leq \alpha_{2} t^{2}\left|\left(u, v ; \mathcal{L}_{2}(\mathcal{P})\right)\right|  \tag{3.1.15}\\
& \leq \alpha_{2} t^{2}\left\|u ; \mathcal{L}_{2}(\mathcal{P})\right\|\left\|v ; \mathcal{L}_{2}(\mathcal{P})\right\| \\
& \leq \alpha_{2} t^{2}\left\|u ; H^{1}(\mathcal{P})\right\|\left\|v ; H^{1}(\mathcal{P})\right\|  \tag{3.1.16}\\
\Rightarrow \quad|\Phi(\varepsilon, t)[u, v]| & \leq\left|\Phi_{0}[u, v]\right|+\varepsilon\left|\Phi_{1}(t)[u, v]\right|+\varepsilon^{2}\left|\Phi_{2}(t)[u, v]\right| \\
& \leq C(\varepsilon, t)\left\|u ; H^{1}(\mathcal{P})\right\|\left\|v ; H^{1}(\mathcal{P})\right\| \tag{3.1.17}
\end{align*}
$$

where $C(\varepsilon, t)=\alpha_{2}\left(1+2 \varepsilon|t|+t^{2} \varepsilon^{2}\right)>0$. Thus, the sesquilinear mappings $\Phi_{0}, \Phi_{1}(t), \Phi_{2}(t)$, and $\Phi(\varepsilon, t) \in \mathcal{B L}\left(H_{\text {per }}^{1}(\mathcal{P}) \times H_{\text {per }}^{1}(\mathcal{P}) ; \mathbb{C}\right)$ with $\|\Phi(\varepsilon, t)\| \leq C(\varepsilon, t)$ and $\Phi_{0}$ is positive semi-definite over $H_{\text {per }}^{1}(\mathcal{P}) \times H_{\text {per }}^{1}(\mathcal{P})$, i.e., $\Phi_{0}[v, v] \geq 0, v \in H_{\text {per }}^{1}(\mathcal{P})$. In fact, from (3.1.11), $\Phi_{0}[1, v]=$ $\Phi_{0}[u, 1]=\Phi_{0}[1,1]=0$ and, furthermore, from (3.1.13), $\Phi_{1}(t)[1,1]=0$. In arriving at the following $H_{\text {per }}^{1}(\mathcal{P})$-Ellipticity property of $\Phi(\varepsilon, t)$ we have employed Lemma 2 of BABUšKA \& Morgan (1991ii):

$$
\begin{aligned}
|\Phi(\varepsilon, t)[v, v]| & =\int_{\mathcal{P}} a(x)\left|D\left(e^{i t \epsilon x} \overline{v(x)}\right)\right|^{2} d x \\
& \geq \alpha_{1} \int_{\mathcal{P}}\left|D\left(e^{i t \in x} \overline{v(x)}\right)\right|^{2} d x \\
& \geq C \alpha_{1}(1+|t|)^{-1}\left\|v ; H_{\text {per }}^{1}(\mathcal{P})\right\|
\end{aligned}
$$

where $C>0$ is a constant independent from $\varepsilon$. Thus, the Lax-Milgram lemma proves that there exists a unique solution $\phi(\bullet, \varepsilon, t), \varepsilon>0,|t|>0$ of (3.1.9) in $H_{p e r}^{1}(\mathcal{P})$. Furthermore,
with $v \in H_{\text {per }}^{1}(\mathcal{P})$, we observe that

$$
\begin{aligned}
\Phi(\varepsilon, t)[\phi(\bullet, \varepsilon, t), v] & =\varepsilon^{2} \int_{\mathcal{P}} \overline{v(x)} d x \\
& =\Phi(\varepsilon,-t)[\phi(\bullet, \varepsilon,-t), v]
\end{aligned}
$$

However, it follows from this relation and the definition of $\Phi(\varepsilon, t)$ that

$$
\begin{aligned}
\overline{\Phi(\varepsilon,-t)[\phi(\bullet, \varepsilon,-t), v]} & =\Phi(\varepsilon, t)[\overline{\phi(\bullet, \varepsilon,-t)}, \bar{v}] \\
& =\varepsilon^{2} \int_{\mathcal{P}} v(x) d x, \quad v \in H_{\text {per }}^{1}(\mathcal{P})
\end{aligned}
$$

and, therefore,

$$
\Phi(\varepsilon, t)[\phi(\bullet, \varepsilon, t)-\overline{\phi(\bullet, \varepsilon,-t)}, v]=0, \quad v \in H_{p e r}^{1}(\mathcal{P})
$$

Thus, with $v=\phi(\bullet, \varepsilon, t)-\overline{\phi(\bullet, \varepsilon,-t)}$ in this relation we deduce that

$$
\Rightarrow \quad \overline{\phi(x, \varepsilon,-t)}=\phi(x, \varepsilon, t), \quad x \in \mathcal{P}, \varepsilon>0,|t|>0
$$

Furthermore, if it occurs that $a$ is symmetric about the origin then, exploiting periodicity and employing a sequence of elementary transformations for the defining integral of the sesquilinear form $\Phi(\varepsilon, t), \varepsilon>0,|t|>0$, we deduce the following equations, for $v \in H_{p e r}^{1}(\mathcal{P})$,

$$
\begin{gathered}
\int_{\mathcal{P}} a(-x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \overline{\phi(-x, \varepsilon, t)}\right) \frac{\partial}{\partial x}\left(e^{-i t \varepsilon x} v(-x)\right) d x=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(-x)} d x \\
\Rightarrow \quad \Phi(\varepsilon, t)[\overline{\psi(\bullet, \varepsilon, t)}, v]=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(x)} d x
\end{gathered}
$$

where $\psi(x, \varepsilon, t) \stackrel{\text { def }}{=} \phi(-x, \varepsilon, t), x \in \mathbb{R}, \varepsilon>0,|t|>0$. However, from these relations we now deduce the following conjugate symmetry properties of $\phi$

$$
\begin{aligned}
& \Phi(\varepsilon, t)[\phi(\bullet, \varepsilon, t)-\overline{\psi(\bullet, \varepsilon, t)}, v]=0, \quad v \in H_{p e r}^{1}(\mathcal{P}) \\
& \Rightarrow \quad \phi(x, \varepsilon, t)=\overline{\phi(-x, \varepsilon, t)} \\
& \text { (Periodicity) } \quad=\overline{\phi(1-x, \varepsilon, t)}, \quad x \in \mathbb{R}, \varepsilon>0,|t|>0
\end{aligned}
$$

Consequently, if $a$ is symmetric about the origin then $\phi(\bullet, \varepsilon, t)$ is conjugate symmetric about both the origin and $x=1 / 2$ for $\varepsilon>0,|t|>0$. Now consider the circumstance in which $a$ in (3.1.9) is a piecewise $C^{1}$ function, i.e., suppose that, with $\overline{\mathcal{P}}=\cup_{l=1}^{m} \overline{\mathcal{P}}_{l}, \mathcal{P}_{i} \cap \mathcal{P}_{j}=\emptyset, i \neq j$, there exist functions $a_{l} \in C^{1}\left(\overline{\mathcal{P}}_{l}\right), 1 \leq l \leq m$ such that

$$
\begin{equation*}
a(x)=a_{l}(x), \quad x \in \mathcal{P}_{l}, \quad 1 \leq l \leq m \tag{3.1.18}
\end{equation*}
$$

where $a \notin C^{0}(\mathcal{P})$ and $\mathcal{P}_{l}=\left(x_{l-1}, x_{l}\right)$. The weak solution, $\phi(\bullet, \varepsilon, t)$, of problem (3.1.9) is then also piecewise defined, i.e., $\phi(x, \varepsilon, t)=\phi_{l}(x, \varepsilon, t), x \in \mathcal{P}_{l}, 1 \leq l \leq m$ with $\phi_{l}(\bullet, \varepsilon, t) \in$ $C^{2}\left(\mathcal{P}_{l}\right) \cap C^{1}\left(\overline{\mathcal{P}}_{l}\right)$ and the piecewise components $\phi_{l}$ of $\phi$ satisfy the following ordinary differential equations, for $1 \leq l \leq m-1, \varepsilon>0,|t|>0$,

$$
\begin{equation*}
-\frac{\partial}{\partial x}\left[a_{l}(x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi_{l}(x, \varepsilon, t)\right)\right]=\varepsilon^{2} e^{i t \varepsilon x}, \quad x \in \mathcal{P}_{l} \tag{3.1.19}
\end{equation*}
$$

with interface transition conditions, for $1 \leq l \leq m-1$,

$$
\begin{align*}
\phi_{l}\left(x_{l}, \varepsilon, t\right) & =\phi_{l+1}\left(x_{l}, \varepsilon, t\right)  \tag{3.1.20}\\
\left.a_{l}(x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi_{l}(x, \varepsilon, t)\right)\right|_{x=x_{l}} & =\left.a_{l+1}(x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi_{l+1}(x, \varepsilon, t)\right)\right|_{x=x_{l}} \tag{3.1.21}
\end{align*}
$$

and periodic boundary conditions at $x=0,1$

$$
\begin{align*}
\phi_{1}(0, \varepsilon, t) & =\phi_{m}(1, \varepsilon, t)  \tag{3.1.22}\\
\left.a_{1}(x) \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi_{1}(x, \varepsilon, t)\right)\right|_{x=0} & =\left.a_{m}(x) \frac{\partial}{\partial x}\left(e^{i t \in x} \phi_{m}(x, \varepsilon, t)\right)\right|_{x=1} \tag{3.1.23}
\end{align*}
$$

It is assumed, without loss of generality, that $a(0+)=a(1-)$ and, therefore, the boundary condition (3.1.23) simplifies as follows

$$
\left.\frac{\partial \phi_{1}}{\partial x}(x, \varepsilon, t)\right|_{x=0}=\left.\frac{\partial \phi_{m}}{\partial x}(x, \varepsilon, t)\right|_{x=1}
$$

However, if this assumption is invalid then one considers the related problem of the form (3.1.1) with coefficient $\tilde{a}(x) \stackrel{\text { def }}{=} a(x+\alpha)$ and right hand side $\tilde{f}(x)=f(x+\alpha / \varepsilon)$ where $\alpha$ is chosen such that $\tilde{a}(0+)=\tilde{a}(1-)$. The solution of this related problem is thus $\tilde{u}^{\varepsilon}(x)=$ $u^{\varepsilon}(x+\alpha / \varepsilon)-u^{\varepsilon}(\alpha / \varepsilon), x \in \mathbb{R}$. The general solution, $\phi$, is synthesized from the components $\phi_{l}$ which we have determined have the form

$$
\begin{equation*}
\phi_{l}(x, \varepsilon, t)=\frac{i \varepsilon}{t} e^{-i t \varepsilon x} \int_{x_{l-1}}^{x} \frac{e^{i t \varepsilon z}}{a(z)} d z+c_{l}(\varepsilon, t) e^{-i t \varepsilon x} \int_{x_{l-1}}^{x} \frac{1}{a(z)} d z+d_{l}(\varepsilon, t) e^{-i t \varepsilon x} \tag{3.1.24}
\end{equation*}
$$

where the arbitrary functions $c_{l}, d_{l}$ are determined from the transition conditions specified in (3.1.20), (3.1.21). If $a \in C^{0}(\mathcal{P})$ but $a \notin C^{n}(\mathcal{P}), n \geq 1$ then we observe that the transition conditions (3.1.20), (3.1.21) imply the continuity $\partial \phi(\bullet, \varepsilon, t) / \partial x \in C^{0}(\mathcal{P})$. If, however, $a \in C^{1}(\mathcal{P})$ then the transition conditions (3.1.20), (3.1.21) are redundant and $\phi$ is obtained directly in the form

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\frac{i \varepsilon}{t} e^{-i t \varepsilon x} \int_{0}^{x} \frac{e^{i t \varepsilon z}}{a(z)} d z+c(\varepsilon, t) e^{-i t \epsilon x} \int_{0}^{x} \frac{1}{a(z)} d z+d(\varepsilon, t) e^{-i t \varepsilon x} \tag{3.1.25}
\end{equation*}
$$

where the arbitrary functions $c, d$ are then determined solely from the boundary conditions specified in relations (3.1.22), (3.1.23).

If one includes in equation (3.1.19) the additional term $a_{0}(x) e^{i t x} \phi(x, \varepsilon, t)$ where $a_{0}(x) \geq$ $\gamma>0, x \in \mathcal{P}$ and $a_{0} \in \mathcal{L}_{\infty}(\mathcal{P})$ is 1-periodic, then the weak solution, $\phi$, of the resulting problem exhibits the important property of holomorphism within a neighbourhood, $(\varepsilon, t) \in$ $\widehat{G}$, of $\mathbb{R}^{2}$. This property is established in Babuška and Morgan (1991i) which, thus, establishes that one can justifiably represent the function $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ as a convergent power series within the neighbourhood $\widehat{G}$. Similarly, to provide a theoretical basis for the power series representations subsequently employed for $\phi(x, \bullet, \bullet) \in \mathcal{P}$, which is the weak solution of problem (3.1.9), we propose the following Theorem, which is supported by the computational results provided in Sections 3.2.1 and 3.2.2.

Conjecture 3.1.1. A neighbourhood $\widehat{G} \subset \mathbb{C}^{2}$ of $\widehat{V} \stackrel{\text { def }}{=}\left\{(\varepsilon, t) \in \mathbb{R}^{2}:|\varepsilon t|<2 \pi, t \neq 0\right\}$ can be found such that for each $(\varepsilon, t) \in \widehat{G}$, there exists a function $\phi(\bullet, \varepsilon, t) \in H_{p e r}^{1}(\mathcal{P})$ that satisfies, uniquely for $(\varepsilon, t) \in \widehat{G}$, the weak problem

$$
\Phi(\varepsilon, t)[\phi(\cdot, \varepsilon, t), v]=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(x)} d x, \quad v \in H_{\text {per }}^{1}(\mathcal{P})
$$

Furthermore, the mapping $(\varepsilon, t) \in \widehat{G} \mapsto \phi(\bullet, \varepsilon, t) \in H_{p e r}^{1}(\mathcal{P})$ is holomorphic, i.e., there exist functions $\phi_{n}(\bullet, t) \in H_{p e r}^{1}(\mathcal{P}), n \geq 0$ such that for each point $(\varepsilon, t) \in \widehat{G}$ one can write

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\sum_{n=0}^{\infty} \phi_{n}(x, t) \varepsilon^{n}, \quad x \in \mathcal{P} \tag{3.1.26}
\end{equation*}
$$

which is convergent in $H_{p e r}^{1}(\mathcal{P})$, i.e.,

$$
\left\|\phi(\bullet, \varepsilon, t)-\phi_{N}(\bullet, \varepsilon, t) ; H^{1}(\mathcal{P})\right\| \rightarrow 0 \quad(N \rightarrow \infty)
$$

where

$$
\phi_{N}(x, \varepsilon, t) \stackrel{\text { def }}{=} \sum_{n=0}^{N} \phi_{n}(x, t) \varepsilon^{n}
$$

for $N \geq 0$.
This property provides the basis for the asymptotic approach developed in Section 3.2 when the data are piecewise regular, cf., (3.1.19)-(3.1.23). The methods thus developed are then used to obtain asymptotic approximations for a number of sample problems of varying levels of regularity, thereby illustrating the behaviour conjectured above.

### 3.2. Homogenization: Expansions in powers of $\varepsilon$.

It has been observed in Conjecture 3.1.1, that with respect to $H_{p e r}^{1}(\mathcal{P}), \phi(x, \bullet, t)$ is holomorphic. Consequently one can employ the expansion

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\phi_{0}(x, t)+\varepsilon \phi_{1}(x, t)+\varepsilon^{2} \phi_{2}(x, t)+\cdots, \quad(\varepsilon, t) \in \widehat{G} \tag{3.2.1}
\end{equation*}
$$

where $\phi_{n}(\bullet, t) \in H_{p e r}^{1}(\mathcal{P}), n \in \mathbb{N}_{0}$. To determine the functions $\phi_{n}$, we substitute the expansion (3.2.1) of $\phi$ into the weak formulation (3.1.9), then, equate the coefficients of identical $\varepsilon^{n}$ terms, $n \in \mathbb{N}_{0}$. This process will generate a sequence of equations in $H_{p e r}^{1}(\mathcal{P})$ with $\phi_{n}, n \in \mathbb{N}_{0}$ as the unknowns. Thus, substitution of (3.2.1) into (3.1.9) produces, for $v \in H_{\text {per }}^{1}(\mathcal{P})$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \varepsilon^{n}\left(\Phi_{0}\left[\phi_{n}(\bullet, t), v\right]+\varepsilon \Phi_{1}(t)\left[\phi_{n}(\bullet, t), v\right]+\varepsilon^{2} \Phi_{2}(t)\left[\phi_{n}(\bullet, t), v\right]\right)=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(x)} d x \tag{3.2.2}
\end{equation*}
$$

where the linearity and continuity of $\Phi(\varepsilon, t)$ have been employed to extract the sum from the sesquilinear mappings $\Phi_{0}, \Phi_{1}(t), \Phi_{2}(t)$. Comparing the coefficients of $\varepsilon^{n}, n=0,1, \ldots$ one
obtains the relations, for $v \in H_{p e r}^{1}(\mathcal{P})$,

$$
\begin{array}{ll}
\varepsilon^{0}: & \Phi_{0}\left[\phi_{0}(\bullet, t), v\right]=0 \\
\varepsilon^{1}: & \Phi_{0}\left[\phi_{1}(\bullet, t), v\right]=-\Phi_{1}(t)\left[\phi_{0}(\bullet, t), v\right] \\
\varepsilon^{2}: & \Phi_{0}\left[\phi_{2}(\bullet, t), v\right]=\int_{\mathcal{P}} \overline{v(x)} d x-\Phi_{1}(t)\left[\phi_{1}(\bullet, t), v\right]-\Phi_{2}(t)\left[\phi_{0}(\bullet, t), v\right] \tag{3.2.5}
\end{array}
$$

$$
\begin{equation*}
\varepsilon^{n}: \quad \Phi_{0}\left[\phi_{n}(\bullet, t), v\right]=-\Phi_{1}(t)\left[\phi_{n-1}(\bullet, t), v\right]-\Phi_{2}(t)\left[\phi_{n-2}(\bullet, t), v\right] \tag{3.2.6}
\end{equation*}
$$

Now, write the above equations as follows, for $k=0,1, \ldots$,

$$
\begin{equation*}
\Phi_{0}\left[\phi_{k}(\bullet, t), v\right]=F_{k}\left(\phi_{0}, \ldots, \phi_{k-1} ; v\right), \quad \phi_{k}(\bullet, t), v \in H_{p e r}^{1}(\mathcal{P}) \tag{3.2.7}
\end{equation*}
$$

Then, from the properties of $\Phi_{0}$ observed in Section 3.1.1, it is clear that problems (3.2.3)(3.2.6) are solvable if, and only if, $F_{k}\left(\phi_{0}, \ldots, \phi_{k-1} ; 1\right)=0$ for $k \geq 0$. Furthermore, the semi-positive definiteness of $\Phi_{0}$ over $H_{\text {per }}^{1}(\mathcal{P}) \times H_{\text {per }}^{1}(\mathcal{P})$ implies that, if $\phi_{k}(\bullet, t)$ is a solution of (3.2.7) then so is $\phi_{k}(\bullet, t)+c_{k}(t)$ where $c_{k}$ is an arbitrary mapping $c_{k}: \mathbb{R} \backslash\{0\} \rightarrow \mathbb{C}$. However, the solvability requirements $F_{k}\left(\phi_{0}, \ldots, \phi_{k-1} ; 1\right)=0, k \geq 0$ uniquely determine the arbitrary functions $c_{k}$. Indeed, this is demonstrated in the following theorem, cf. BABUŠKA \& Morgan (1991ii), which also illustrates that the functions $\phi_{k}(\bullet, t)$ can be determined in a systematic fashion.
Theorem 3.2.1. For each $k \geq 1$ define $\chi_{k}(\bullet, t) \in H_{\text {per }, 0}^{1}(\mathcal{P}) \stackrel{\text { def }}{=}\left\{v \in H_{p e r}^{1}(\mathcal{P}) \mid \int_{\mathcal{P}} v(x) d x=\right.$ $0\}$ to be the solution of

$$
\Phi_{0}\left[\chi_{k}(\cdot, t), v\right]= \begin{cases}-\Phi_{1}(t)[1, v], & k=1  \tag{3.2.8}\\ -\Phi_{1}(t)\left[\chi_{1}(\bullet, t), v\right]-\Phi_{2}(t)[1, v], & k=2 \\ -\Phi_{1}(t)\left[\chi_{k-1}(\bullet, t), v\right]-\Phi_{2}(t)\left[\chi_{k-2}(\bullet, t), v\right], & k \geq 3\end{cases}
$$

for all $v \in H_{\text {per }, 0}^{1}(\mathcal{P})$, and for each $k \geq 0$ define $g_{k}(t) \in \mathbb{C}$ by

$$
g_{k}(t) \stackrel{\text { def }}{=} \begin{cases}{\left[\Phi_{1}(t)\left[\chi_{1}(\bullet, t), 1\right]+\Phi_{2}(t)[1,1]\right]^{-1},} & k=0  \tag{3.2.9}\\ -g_{0}(t) \sum_{i=0}^{k-1} g_{i}(t)\left[\Phi_{1}(t)\left[\chi_{k+1-i}(\bullet, t), 1\right]+\Phi_{2}(t)\left[\chi_{k-i}(\bullet, t), 1\right]\right], & k \geq 1\end{cases}
$$

Then the coefficient of $\varepsilon^{k}$ in (3.2.1) is given by

$$
\phi_{k}(\cdot, t)= \begin{cases}g_{0}(t), & k=0  \tag{3.2.10}\\ \sum_{i=0}^{k-1} g_{i}(t) \chi_{k-i}(\bullet, t)+g_{k}(t), & k \geq 1\end{cases}
$$

where $\chi_{k}, k \geq 0$ are the functions defined in (3.2.8).
Thus, examining, for example, expressions (3.2.8) for $k=1$ and (3.2.9) for $k=0$, the leading term, $g_{0}$, is evidently

$$
\begin{equation*}
g_{0}(t)=\frac{1}{A t^{2}}, \quad A=\int_{\mathcal{P}} a(x)\left[1+\frac{\partial \chi_{1}}{\partial x}(x)\right] d x \tag{3.2.11}
\end{equation*}
$$

where $A$ is commonly referred to as the homogenized coefficient and $\chi_{1} \in H_{p e r, 0}^{1}(\mathcal{P})$ is the solution of the weak problem

$$
\begin{equation*}
\Phi_{0}\left[\chi_{1}, v\right]=-\int_{\mathcal{P}} a(x) \overline{\frac{\partial v}{\partial x}(x)} d x, \quad v \in H_{: p e r, 0}^{1}(\mathcal{P}) \tag{3.2.12}
\end{equation*}
$$

and $\chi_{1}(x, t) \stackrel{\text { def }}{=} i t g_{0}(t) \chi_{1}(x)$, see Theorem 3.2.1. We observe that, although Theorem 3.2.1 clearly provides a systematic process for the construction of the functions $\phi_{k}(\bullet, t) \in H_{p e r}^{1}(\mathcal{P})$, the expansion (3.2.1) is constructed using direct knowledge of the function $\phi$ rather than employing the above process for the specific sample problems provided in Sections 3.2.1, 3.2.2. Now we define the asymptotic approximations $\phi_{N}, u_{N, \ell}^{\varepsilon}$ according to the expressions

$$
\begin{align*}
\phi_{N}(x, \varepsilon, t) & \stackrel{\text { def }}{=} \sum_{m=0}^{N} \epsilon^{m} \phi_{m}(x, t), \quad \phi_{0}(x, t)=g_{0}(t), \quad x \in \mathcal{P}, t \neq 0  \tag{3.2.13}\\
u_{N, \ell}^{\varepsilon}(x) & \stackrel{\text { def }}{=} \sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{i n \pi x} \phi_{N}(x / \varepsilon, \varepsilon, n \pi), \quad x \in \Omega \tag{3.2.14}
\end{align*}
$$

Because $\phi_{0}$ and, thus, $u_{0, \ell}^{\epsilon}$ do not depend on $\varepsilon$ we subsequently denote $u_{0, \ell}^{\varepsilon}$ by $u_{0, \ell}$. We observe here that for the homogenized problem ( $H$ ), discussed in the introduction, i.e.,

$$
\begin{equation*}
-A \frac{\partial^{2} u_{0}}{\partial x^{2}}(x)=f_{\mathcal{C}}(x), \quad-\infty<x<\infty \tag{3.2.15}
\end{equation*}
$$

$\phi=g_{0}$ and $u_{0, \infty}=u_{0} \in H^{2}(\Omega)$ is the solution. The utility of the asymptotic approximations, (3.2.14), is established in the following theorem, cf. Bakhvalov \& Panasenko (1989), which is restricted to the context of elliptic boundary value problems of the type (3.1.1) with high regularity, i.e., $f_{\mathcal{C}} \in C^{\infty}(\mathbb{R}), a_{l} \in C^{\infty}\left(\Omega_{l}\right), 1 \leq l \leq m$. In the statement of the following theorem we employ the notation $u_{N}^{\varepsilon} \stackrel{\text { def }}{=} u_{N, \infty}^{\varepsilon}$.
Theorem 3.2.2. The asymptotic approximation $u_{N}^{\varepsilon}$ exhibits the following properties, for $l \geq 1$,

$$
\begin{align*}
&-\frac{\partial}{\partial x}\left[a(x / \varepsilon) \frac{\partial u_{N}^{\varepsilon}}{\partial x}(x)\right]= f_{\mathcal{C}}+\varepsilon^{N-1} \theta_{1}(x, \varepsilon), \quad x / \varepsilon \notin \bigcup_{l=1}^{\infty}\left\{x_{l}\right\}  \tag{3.2.16}\\
& {\left[u_{N}^{\varepsilon}\right]_{x_{l} / \varepsilon} }=0  \tag{3.2.17}\\
& {\left[a(x) \frac{\left.\partial u_{N}^{\varepsilon}(x)\right]_{x_{l} / \varepsilon}}{\partial x}=\varepsilon^{N} \theta_{2}(x, \varepsilon)\right.}  \tag{3.2.18}\\
& \int_{C} u_{N}^{\varepsilon}(x) d x=\theta_{3}(\varepsilon) \tag{3.2.19}
\end{align*}
$$

where $\left|\theta_{1}(x, \varepsilon)\right| \leq c_{1},\left|\theta_{2}(x, \varepsilon)\right| \leq c_{2},\left|\theta_{3}(x, \varepsilon)\right| \leq c_{3}(\alpha) \varepsilon^{\alpha}$ for any $\alpha$, and the positive constants $\alpha, c_{1}, c_{2}, c_{3}(\alpha)$ are independent of $\varepsilon$. Then the function $u_{N}^{\varepsilon}$ is 2 -periodic and has the approximation property

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{N}^{\varepsilon} ; H^{1}(\mathcal{C})\right\| \leq C \varepsilon^{N} \tag{3.2.20}
\end{equation*}
$$

where $\mathcal{C}=(-1,1)$ and $C>0$ is a constant independent of $\varepsilon$.
Theorem 3.2.2 will be used later, in sections 3.4 and 3.7 , to justify the computational results obtained. We observe that conditions (3.2.17), (3.2.18) become redundant if $a \in C_{\text {per }}^{\infty}(\mathcal{P})$. Before applying the homogenization (3.2.1) to problems of low regularity, the behaviour of such techniques will be investigated computationally for specific problems with smooth data.

### 3.2.1. Smooth Problems: Homogenization and the Classical Taylor Series.

It will be demonstrated below that the homogenization described in section 3.2 coincides precisely with a classical Taylor series expansion of $\phi(x, \bullet, t)$ when $a \in C_{\text {per }}^{\infty}(\mathcal{P})$ and that, even in this favourable circumstance, $\phi$ can have an infinite number of singularities which are not isolated and, therefore, in the classical context, cannot be represented in the neighbourhood of any such singular point by even the more general Laurent series expansion. Thus assume that $a \in C_{p e r}^{\infty}(\mathcal{P})$ and consider the equations (3.1.22) and (3.1.23) that one obtains for the determination of the arbitrary functions $c, d$ with $(\varepsilon, t) \notin \mathcal{H}_{n}$ where $\mathcal{H}_{n}$ is the hyperbola $\varepsilon t=2 \pi n, n \in \mathcal{Z}$

$$
\begin{align*}
c(\varepsilon, t) B(1)+d(\varepsilon, t)\left(1-e^{i \varepsilon t}\right) & =\frac{\varepsilon}{i t} A(1, \varepsilon, t)  \tag{3.2.21}\\
c(\varepsilon, t)\left(B(1)+\frac{1}{a(0)} \frac{i}{\varepsilon t}\left(1-e^{i t \varepsilon}\right)\right)+d(\varepsilon, t)\left(1-e^{i t \varepsilon}\right) & =\frac{\varepsilon}{i t} A(1, \varepsilon, t) \tag{3.2.22}
\end{align*}
$$

and the mappings $A, B, \partial \phi / \partial x$ are specified below

$$
\begin{gather*}
\frac{\partial \phi}{\partial x}(x, \varepsilon, t)=\left(\varepsilon^{2} A(x, \varepsilon, t)+c(\varepsilon, t)\left(\frac{1}{a(x)}-i t \varepsilon B(x)\right)-i t \varepsilon d(\varepsilon, t)\right) e^{-i t \epsilon x}+\frac{i \varepsilon}{t} \frac{1}{a(x)}  \tag{3.2.23}\\
A(x, \varepsilon, t)=\int_{0}^{x} \frac{e^{i t \varepsilon z}}{a(z)} d z, \quad B(x)=\int_{0}^{x} \frac{1}{a(z)} d z \tag{3.2.24}
\end{gather*}
$$

Thus, solving the equations (3.2.21) and (3.2.22), the functions $c, d$ are determined by the following expressions.

$$
\begin{equation*}
c(\varepsilon, t)=0, \quad d(\varepsilon, t)=\frac{i \varepsilon}{t} \frac{1}{e^{i t \varepsilon}-1} A(1, \varepsilon, t) \tag{3.2.25}
\end{equation*}
$$

Then, substituting the values (3.2.25) for the arbitrary constants into the general solution, (3.1.25), one obtains the following identity

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\frac{i \varepsilon}{t} e^{-i \varepsilon t x} \int_{0}^{x} \frac{e^{i \epsilon t z}}{a(z)} d z+\frac{i \varepsilon}{t} \frac{e^{-i t \varepsilon x}}{e^{i \varepsilon t}-1} \int_{0}^{1} \frac{e^{i t \epsilon z}}{a(z)} d z \tag{3.2.26}
\end{equation*}
$$

The solution $\phi(x, \bullet, \bullet)$ is then defined everywhere in the $(\varepsilon, t)$-plane except on the hyperbolae $\mathcal{H}_{n}, n \in \mathcal{Z} \backslash\{0\}$ where, generally, $|\phi(x, \varepsilon, t)| \rightarrow \infty$ as $\operatorname{dist}\left((\varepsilon, t), \mathcal{H}_{n}\right) \rightarrow 0$. Furthermore, substituting the Fourier series representation of the 1 -periodic function $1 / a$, i.e.,

$$
1 / a(x)=\sum_{m \in \mathcal{Z}} c_{m} e^{2 \pi m x i}, \quad x \in \mathcal{P}
$$

into relation (3.2.26) for $\phi$, one obtains the relation

$$
\phi(x, \varepsilon, t)=\frac{i \varepsilon}{t} e^{-i \varepsilon t x} \int_{0}^{x} \frac{e^{i \varepsilon t z}}{a(z)} d z+c_{0} \frac{e^{-i t \varepsilon x}}{t^{2}}+\frac{\varepsilon e^{-i t \varepsilon x}}{t} \sum_{m \neq 0} \frac{c_{m}}{\varepsilon t+2 \pi m}
$$

Thus, with $\mathcal{O} \stackrel{\text { def }}{=} \mathbb{R}^{2} \backslash \mathcal{H}, \mathcal{H} \stackrel{\text { def }}{=} \cup_{n \in \mathcal{Z} \backslash\{0\}} \mathcal{H}_{n}$ it follows that $\phi(x, \bullet, \bullet) \in C^{\infty}(\mathcal{O})$ and therefore one can employ the representation, for $x \in \mathcal{P},|t|>0, \varepsilon \in B\left(0, r_{t}\right) \stackrel{\text { def }}{=}\left\{\varepsilon \in \mathbb{R}:|\varepsilon|<r_{t}\right\}$,

$$
\begin{align*}
\phi(x, \varepsilon, t) & =\left.\sum_{n=0}^{N-1} \frac{\varepsilon^{n}}{n!} \frac{\partial^{n} \phi}{\partial \varepsilon^{n}}(x, \varepsilon, t)\right|_{\varepsilon=0}+\frac{\varepsilon^{N}}{N!} \frac{\partial^{N} \phi}{\partial \varepsilon^{N}}(x, \xi(\varepsilon), t), \quad \xi(\varepsilon) \in B\left(0, r_{t}\right)  \tag{3.2.27}\\
& \stackrel{\text { def }}{=} T_{N}(x, \varepsilon, t)+R_{N}(x, \varepsilon, t)
\end{align*}
$$

where $\boldsymbol{r}_{\boldsymbol{t}}<\operatorname{dist}((0, t), H)$ and the remainder, $R_{N}(x, \varepsilon, t)$, is written in the classical differential form. We observe that, because $\phi(x, \bullet, \bullet) \in C^{\infty}(\mathcal{O})$ and $\phi(\bullet, \varepsilon, t) \in C_{\text {per }}^{\infty}(\mathcal{P})$, it is clear that the $N^{\text {th }}$ partial sum of the series, $T_{N}(\bullet, \varepsilon, t)$, belongs to $C_{\text {per }}^{\infty}(\mathcal{P})$ and, from the defining relations (3.2.3)-(3.2.6) and the smoothness of the coefficient function $a$, it is evident that $\phi_{n}(\cdot, t), \phi_{N}(\bullet, \varepsilon, t) \in C_{p e r}^{\infty}(\mathcal{P})$, where $n, N \in \mathrm{~N}$. It is demonstrated next that, in a neighbourhood of $\varepsilon=0$, the classical Taylor series expansion, (3.2.27), coincides with the asymptotic expansion, (3.2.1), obtained from the homogenization described in section 3.2, in the sense that both converge to the identical function in the $H^{1}(\mathcal{P})$ norm topology. The property of holomorphism proposed in Conjecture 3.1.1 implies that

$$
\begin{equation*}
\frac{\partial^{m} \phi}{\partial \varepsilon^{m}}(x, \varepsilon, t)=\sum_{n=m}^{\infty} m!\varepsilon^{n-m} \phi(x, t), \quad m \in \mathbb{N} \tag{3.2.28}
\end{equation*}
$$

with convergence, again, in terms of the $H^{1}(\mathcal{P})$ topology, i.e.,

$$
\left\|\frac{\partial^{m} \phi}{\partial \varepsilon^{m}}(\bullet, \varepsilon, t)-\frac{\partial \phi_{N}}{\partial \varepsilon^{m}}(\bullet, \varepsilon, t) ; H^{1}(\mathcal{P})\right\| \rightarrow 0 \quad(N \rightarrow \infty)
$$

where $\phi_{N}$ is defined in theorem 3.2.1. This is established as follows: Let $\left(\varepsilon_{0}, t\right) \in \widehat{G}$ (cf. Conjecture 3.1.1), $\varepsilon_{0} \neq 0$, then representation (3.2.13) converges in $H^{1}(\mathcal{P})$ for $|\varepsilon|<r_{t}$ where $r_{\boldsymbol{t}}<\left|\varepsilon_{\mathbf{0}}\right|$. This is immediate from the following inequality, the Weierstrass test, and the ratio test

$$
\begin{align*}
\left\|\varepsilon^{n} \phi_{n}(\cdot, t) ; H^{1}(\mathcal{P})\right\| & =\left|\frac{\varepsilon}{\varepsilon_{0}}\right|^{n}\left\|\varepsilon_{0}^{n} \phi_{n}(\cdot, t) ; H^{1}(\mathcal{P})\right\|  \tag{3.2.29}\\
& \leq M \alpha^{n}, \quad \alpha=\frac{r_{t}}{\left|\varepsilon_{0}\right|}<1 \tag{3.2.30}
\end{align*}
$$

where $M>0$ is a constant satisfying $\left\|\varepsilon_{0}^{n} \phi_{n}(\cdot, t) ; H^{1}(\mathcal{P})\right\| \leq M, n \geq 0$. Indeed, the convergence of the series (3.2.13) in $H^{1}(\mathcal{P})$ guarantees the existence of such a constant, $M$. However, it is then evident that

$$
\begin{align*}
\left\|n \varepsilon^{n-1} \phi_{n}(\bullet, t) ; H^{1}(\mathcal{P})\right\| & =n\left|\frac{\varepsilon}{\varepsilon_{0}}\right|^{n-1}\left\|\varepsilon_{0}^{n-1} \phi_{n}(\bullet, t) ; H^{1}(\mathcal{P})\right\| \\
& \leq \frac{n}{\left|\varepsilon_{0}\right|} M \alpha^{n-1} \tag{3.2.31}
\end{align*}
$$

where, from the ratio test, the upper bounds of both (3.2.30) and (3.2.31) yield convergent series. Thus, the Weierstrass test shows that the termwise derivative of (3.2.13) converges in $H^{1}(\mathcal{P})$ whenever the power series (3.2.13) does. Let $(\varepsilon, t) \in \widehat{G}$ be an arbitrary point such that $|\varepsilon|<r_{t}$ and let $\rho>0$ be any value such that $|\varepsilon|<\rho<r_{t}$. If $h \in \mathbb{C}$ is an arbitrary value, for which $|h|<\rho-|\varepsilon|=\delta(\delta>0)$, then $|\varepsilon+h|<\rho$ and, formally,

$$
\begin{equation*}
\frac{\phi(x, \varepsilon+h, t)-\phi(x, \varepsilon, t)}{h}=\sum_{n=1}^{\infty} \beta_{n}(h) \phi_{n}(x, t) \tag{3.2.32}
\end{equation*}
$$

where

$$
\begin{align*}
\beta_{n}(h) & =\frac{(\varepsilon+h)^{n}-\varepsilon}{h}  \tag{3.2.33}\\
& =(\varepsilon+h)^{n-1}+(\varepsilon+h)^{n-2} \varepsilon+\ldots+\varepsilon^{n-1}, \quad n \geq 1 .  \tag{3:2.34}\\
& \rightarrow n \varepsilon^{n-1}(h \rightarrow 0) \tag{3.2.35}
\end{align*}
$$

Thus the functions $\beta_{n}, n \geq 1$ are continuous within the domain $|h|<\delta$. However, it follows from (3.2.35) that $\left|\beta_{n}(h)\right|<n \rho^{n-1}$ and, therefore,

$$
\begin{equation*}
\left\|\beta_{n}(h) \phi_{n}(\cdot, t) ; H^{1}(\mathcal{P})\right\|<\frac{n}{\left|\varepsilon_{0}\right|^{n}} M \rho^{n-1} \tag{3.2.36}
\end{equation*}
$$

Therefore, by the Weierstrass and ratio tests, the sum, (3.2.32), of continuous functions $h \mapsto \beta_{n}(h) \phi_{n}(x, t)$ converges uniformly with respect to $h,|h|<\delta$ in $H^{1}(\mathcal{P})$ and, therefore,

$$
\begin{align*}
\frac{\partial \phi}{\partial \varepsilon}(x, \varepsilon, t) & =\lim _{h \rightarrow 0} \frac{\phi(x, \varepsilon+h, t)-\phi(x, \varepsilon, t)}{h}  \tag{3.2.37}\\
& =\sum_{n=1}^{\infty} \beta_{n}(0) \phi_{n}(x, t)  \tag{3.2.38}\\
& =\sum_{n=1}^{\infty} n \varepsilon^{n-1} \phi_{n}(x, t) \tag{3.2.39}
\end{align*}
$$

Clearly, this argument can then be repeated for derivatives with respect to $\varepsilon$ of any order, $m \geq 1$, and thus, with $\varepsilon=0$, leads to the following identity

$$
\begin{equation*}
\left.\frac{\partial^{m} \phi}{\partial \varepsilon^{m}}(x, \varepsilon, t)\right|_{\varepsilon=0}=m!\phi_{m}(x, t) \tag{3.2.40}
\end{equation*}
$$

Consequently, the asymptotic expansion (3.2.1) becomes

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\left.\sum_{n=0}^{\infty} \frac{\varepsilon^{n}}{n!} \frac{\partial^{n} \phi}{\partial \varepsilon^{n}}(x, \varepsilon, t)\right|_{\varepsilon=0} \tag{3.2.41}
\end{equation*}
$$

which is, evidently, the Taylor series expansion of $\phi(x, \bullet, t)$. Now, if $(\varepsilon, t) \in \mathcal{H}_{n}$ for some $n \in \mathcal{Z} \backslash\{0\}$ then equations (3.2.21), (3.2.22) become linearly dependent and yield the solution

$$
\begin{equation*}
c(\varepsilon, t)=\frac{\varepsilon}{i t} \frac{A(1, \varepsilon, t)}{B(1)}, \quad d \text { an arbitrary function of } \varepsilon, t \tag{3.2.42}
\end{equation*}
$$

Thus, for $(\varepsilon, t) \in \mathcal{H}_{n}, n \in \mathcal{Z} \backslash\{0\}$ the solution $\phi$ is determined, up to the function $d$, by the relation

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\frac{i \varepsilon}{t} e^{-i \varepsilon t x} \int_{0}^{x} \frac{e^{i \varepsilon t z}}{a(z)} d z+\frac{\varepsilon}{i t} \frac{A(1, \varepsilon, t)}{B(1)} e^{-i \varepsilon t x} \int_{0}^{x} \frac{1}{a(z)} d z \tag{3.2.43}
\end{equation*}
$$

However, it has already been demonstrated in Section 3.1.1 that the solution, $\phi$, of the weak problem (3.1.9) possesses the following property, for $x \in \mathcal{P}, \varepsilon>0,|t|>0$,

$$
\begin{gather*}
\phi(x, \varepsilon, t)=\overline{\phi(x, \varepsilon,-t)}  \tag{3.2.44}\\
\Rightarrow \quad \Re(\phi(x, \varepsilon, t))=\Re(\phi(x, \varepsilon,-t)), \quad \Im(\phi(\dot{x}, \varepsilon, t))=-\Im(\phi(x, \varepsilon,-t)) \tag{3.2.45}
\end{gather*}
$$

Property (3.2.44) then implies, in the context of the current problem, that

$$
\begin{equation*}
d(\varepsilon, t)=\overline{d(\varepsilon,-t)}, \quad(\varepsilon, t) \in \mathcal{H}_{n}, n \in \mathcal{Z} \backslash\{0\} \tag{3.2.46}
\end{equation*}
$$

If it occurs that $\left(\varepsilon, \pm t_{k}\right) \in \mathcal{H}_{ \pm n_{k}}, k \in I(\varepsilon) \subset \mathbb{N}$ where $I(\varepsilon)$ is an index set (varying with $\varepsilon$ ) then the weak solution of (3.1.3), $u^{\varepsilon}$, so obtained can be written

$$
\begin{align*}
u^{\varepsilon}(x) & =\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{n \pi x i} \phi(x / \varepsilon, \varepsilon, n \pi) \\
& +\sum_{k \in I(\varepsilon)}\left[a_{-k} e^{-k \pi x i} d(\varepsilon,-k \pi) e^{k \pi x i}+a_{k} e^{k \pi x i} d(\varepsilon, k \pi) e^{-k \pi x i}\right] \\
& =\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{n \pi x i} \phi(x / \varepsilon, \varepsilon, n \pi)+\sum_{k \in I(\varepsilon)} a_{k}[d(\varepsilon, k \pi)-d(\varepsilon,-k \pi)] \tag{3.2.47}
\end{align*}
$$

where it has been observed that, because of the antisymmetry of the function $f_{\mathcal{C}}, a_{n}=$ $-a_{-n}, n \in \mathcal{Z} \backslash\{0\}$ and, depending on the nature of the point $\left(\varepsilon, t_{k}\right), \phi$ is given by either of the relations (3.2.26) or (3.2.43). If the coefficient $a$ is symmetric about $x=1 / 2$ then the boundary condition $u^{\varepsilon}(0)=0$; expression (3.2.43); the property $\Im[\phi(0, \varepsilon, k \pi)]=0, k \in \mathcal{Z} \backslash\{0\}$ (this follows from the infinite series form of (3.2.26) obtained by expanding $1 / a$ as a 1 -periodic Fourier series) imply the following identities

$$
\begin{align*}
u^{\varepsilon}(0) & =\sum_{k \in \mathbb{M} I(\epsilon)} a_{k}[\phi(0, \varepsilon, k \pi)-\phi(0, \varepsilon,-k \pi)]+\sum_{k \in I(\varepsilon)} a_{k}[d(\varepsilon, k \pi)-d(\varepsilon,-k \pi)] \\
& =\sum_{k \in \mathbb{M} \backslash(\epsilon)} 2 i a_{k} \Im[\phi(0, \varepsilon, k \pi)]+\sum_{k \in I(\varepsilon)} 2 i a_{k} \Im[d(\varepsilon, k \pi)] \\
& =\sum_{k \in I(\epsilon)} 2 i a_{k} \Im[d(\varepsilon, k \pi)] \\
& =0 \tag{3.2.48}
\end{align*}
$$

However, the function $d$ and the coefficients $a_{k}, k \in I(\varepsilon)$ are independent from one another; this indicates that, for $(\varepsilon, t) \in \mathcal{H}, d(\varepsilon, t) \in \mathbb{R}$ or, equivalently, $d(\varepsilon, t)=d(\varepsilon,-t)$. Of course, the symmetry properties of $f_{\mathcal{C}}$ and $\phi$ imply that $u^{\varepsilon}$ can be rewritten in the following fashion

$$
\begin{equation*}
u^{\varepsilon}(x)=\sum_{n=1}^{\infty} b_{n} \Im\left[e^{n \pi x i} \phi(x / \varepsilon, \varepsilon, n \pi)\right] \tag{3.2.49}
\end{equation*}
$$

where $b_{n}=2 i a_{n}, n \in \mathbb{N}$ are the Fourier coefficients of a sine series expansion of $f_{c}$.
Thus, if one maintains the proviso that the relation (3.2.48) is satisfied, then the choice of the arbitrary constant, $d(\varepsilon, t)$, is inconsequential insofar as it has no influence upon the solution $u^{\varepsilon}$. Finally, if $(\varepsilon, t) \in \mathcal{H}_{n}$, i.e., $t=2 \pi n / \varepsilon, n \in \mathcal{Z} \backslash\{0\}$, then, selecting $d(\varepsilon, t)=0$, the cell function $\phi$ is given by (3.2.44) and becomes a quadratic in $\varepsilon$ along the hyperbola $\mathcal{H}_{n}$, i.e.,

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\frac{i \varepsilon^{2}}{2 \pi n} e^{-2 n \pi x i} \int_{0}^{x} \cdot \frac{e^{2 \pi n z i}}{a(z)} d z-\frac{i \varepsilon^{2}}{2 \pi n} \frac{A(1, \varepsilon, t)}{B(1)} e^{-2 n \pi x i} \int_{0}^{x} \frac{1}{a(z)} d z, \quad(\varepsilon, t) \in \mathcal{H}_{n} \tag{3.2.50}
\end{equation*}
$$

One can then employ Taylor series expansions along the hyperbolae, $\mathcal{H}_{n}$, which are equivalent to the asymptotic approximations derived from the power series (3.2.1), i.e., the homogenization. However, the form (3.2.50) of $\phi$, for $(\varepsilon, t) \in \mathcal{H}_{n}$, suggests that (3.2.1) is then, simply, a finite polynomial. The application of these results to a boundary value problem of infinitely high regularity are illustrated in Section 3.4

### 3.3. Computational aspects of the asymptotic approximations $u_{N, \ell}^{\varepsilon}, N, \ell \in \mathbb{N}$.

 We now want to make some comments regarding the computational aspects of our approach. We focus, in particular, on the role of convergence, as $\ell$ (Fourier series truncation as in (3.2.14)) and $N$ (Taylor series truncation as in (3.2.27)) tend, respectively, to infinity and how this affects the application of the asymptotic approximations $u_{N, \ell}^{\varepsilon}, N, \ell \in \mathbb{N}$.We demonstrate in Theorem 3.3.1, below, how the formulae provided in Theorem 3.2.1 for the terms, $\phi_{n}(\bullet, t) \in H_{p e r}^{1}(\mathcal{P}), n \geq 0,|t|>0$, of the homogenization (3.2.1), can be rewritten in an alternative form in which the functional dependence on the variables $x, t$ of these terms is separated. We show that this property is important because the homogenization (3.2.1) can then be determined more efficiently by solving problems, cf. (3.3.3), which are analogous to the $t$-dependent formulations (3.2.8) but which do not depend on the unbounded variable $t$. Thus, we show how the expansion (3.2.1) can be constructed more efficiently when the computations are based on Theorem 3.3.1 rather than Theorerm 3.2.1. The details of this alternative representation for $\phi_{n}, n \geq 0$ are provided below:

Theorem 3.3.1. The functions $\phi_{k}(\cdot, t) \in H_{p e r}^{1}(\mathcal{P}), t \neq 0, n \geq 1$, defined in relation (3.2.10) of Theorem 3.2.1, can also be expressed in the form

$$
\begin{equation*}
\phi_{n}(x, t)=(i t)^{n} g_{0}(t)\left[\sum_{j=0}^{n-1} \kappa_{j} \chi_{n-j}(x)+\kappa_{n}\right], \quad x \in \mathcal{P}, t \neq 0 \tag{3.3.1}
\end{equation*}
$$

where $\kappa_{0} \stackrel{\text { def }}{=} 1$ and the constants $\kappa_{n}, n \geq 1$ are given by the relation

$$
\begin{equation*}
\kappa_{n}=-t^{2} g_{0}(t) \sum_{j=0}^{n-1} \kappa_{j}\left[-\Phi_{1}\left[\chi_{n+1-j}, 1\right]+\Phi_{2}\left[\chi_{n-j}, 1\right]\right] \tag{3.3.2}
\end{equation*}
$$

Furthermore, $\chi_{0} \stackrel{\text { def }}{=} 1$ and $\chi_{n} \in H_{p e r, 0}^{1}(\mathcal{P}), n \geq 1$ is defined as the solution, over the field $\mathbb{R}$, of the problem

$$
\begin{equation*}
\Phi_{0}\left[\chi_{n}, v\right]=\Theta^{(n)}(v), \quad v \in H_{p e r, 0}^{1}(\mathcal{P}) \tag{3.3.3}
\end{equation*}
$$

where $\Theta^{(n)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}) ; \mathbb{R}\right), n \geq 1$ is defined in relations (3.3.4), (3.3.5).
Proof Define $\chi_{n} \in H_{p e r, 0}^{1}(\mathcal{P}), n \geq 1$ as the solution of problem (3.3.3) where, for $v \in$ $H_{\text {per, }}^{1}(\mathcal{P})$,

$$
\begin{array}{ll}
\text { if } n=1, & \Theta^{(n)}(v) \stackrel{\text { def }}{=}-\Phi_{1}[1, v] \\
\text { if } n \geq 2, & \Theta^{(n)}(v) \stackrel{\text { def }}{=}-\Phi_{1}\left[\chi_{n-1}, v\right]+\Phi_{2}\left[\chi_{n-2}, v\right] \tag{3.3.5}
\end{array}
$$

where $\chi_{-1}=0, \chi_{0}=1$ and, for $u, v \in H_{p e r, 0}^{1}(\mathcal{P})$,

$$
\begin{align*}
& \Phi_{1}[u, v] \stackrel{\text { def }}{=} \int_{\mathcal{P}} a(x)\left(u(x) \frac{\partial v}{\partial x}(x)-\frac{\partial u}{\partial x}(x) v(x)\right) d x  \tag{3.3.6}\\
& \Phi_{2}[u, v] \stackrel{\text { def }}{=} \int_{\mathcal{P}} a(x) u(x) v(x) d x \tag{3.3.7}
\end{align*}
$$

We now substitute expression (3.3.1) into relation (3.2.4) and, employing the functions $\chi_{k} \in$ $H_{\text {per }, 0}^{1}(\mathcal{P}), k \geq 1$ defined in problem (3.3.3), we deduce the following equations

$$
\begin{align*}
\Phi_{0}\left[\phi_{1}(\cdot, t), v\right] & =-\Phi_{1}(\underline{t})\left[g_{0}(\underline{t}), v\right] \\
& =-g_{0}(\underline{t}) i t \Phi_{1}[1, v] \\
& =g_{0}(\underline{t}) i t \Phi_{0}\left[\chi_{1}, v\right] \tag{3.3.8}
\end{align*}
$$

Thus, $\phi_{1}(\cdot, t) \in H_{\text {per }}^{1}(\mathcal{P})$ can be written in the form (3.3.1). Now substitute relation (3.3.1) for $\phi_{2}$ into (3.2.5) thereby obtaining the equation, for $v \in H_{p e r}^{1}(\mathcal{P})$,

$$
\begin{equation*}
\Phi_{0}\left[\phi_{2}(\cdot, t), v\right]=\int_{\mathcal{P}} \overline{v(x)} d \underline{x}-g_{0}(t)\left[i t \Phi_{1}(t)\left[\chi_{1}, v\right]+i t \kappa_{1} \Phi_{1}(t)[1, v]+\Phi_{2}(t)[1, v]\right] \tag{3.3.9}
\end{equation*}
$$

Let $v=1$ in this equation and note that $\Phi_{0}[v, 1]=\Phi_{1}(t)[1,1]=0, v \in H_{\text {per }}^{1}(\mathcal{P})$. The following identity for $g_{0}$ is thus obtained

$$
\begin{equation*}
g_{0}(t)=t^{-2}\left[-\Phi_{1}\left[\chi_{1}, 1\right]+\Phi_{2}[1,1]\right]^{-1} \tag{3.3.10}
\end{equation*}
$$

However, if $v \in H_{p e r, 0}^{1}(\mathcal{P})$ then relation (3.3.9) becomes

$$
\begin{align*}
\Phi_{0}\left[\phi_{2}(\cdot, t), v\right] & =-g_{0}(t)\left[i t \Phi_{1}(t)\left[\chi_{1}, v\right]+i t \kappa_{1} \Phi_{1}(t)[1, v]+\Phi_{2}(t)[1, v]\right] \\
& =(i t)^{2} g_{0}(t)\left[-\Phi_{1}\left[\chi_{1}, v\right]+\Phi_{2}[1, v]\right]-(i t)^{2} g_{0}(t) \kappa_{1} \Phi_{1}[1, v] \\
& =(i t)^{2} g_{0}(t) \sum_{j=0}^{1} \kappa_{j} \Phi_{0}\left[\chi_{2-j}, v\right] \tag{3.3.11}
\end{align*}
$$

Comparing relations (3.3.11) and (3.3.1), it is now evident that $\phi_{1}, \phi_{2}$ have the form specified in (3.3.1) where $\kappa_{1}, \kappa_{2}$ are constants, which we have yet to demonstrate, are determined by (3.3.2). We now assume inductively that, for some $k \geq 3, \kappa_{n} \in \mathbb{R}, \phi_{n}(\bullet, t) \in H_{\text {per }}^{1}(\mathcal{P}), n \leq$ $k-3$ are given by (3.3.2), (3.3.1) respectively and $\phi_{n}(\bullet, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), n \geq k-2$ has the form (3.3.1) but the constants $\kappa_{n}, n \geq k-2$ are unknown. Thus, substitution of (3.3.1) into (3.2.6) yields

$$
\begin{align*}
\Phi_{0}\left[\phi_{n}(\bullet, t), v\right]= & -(i t)^{n-1} g_{0}(t)\left[\sum_{j=0}^{n-2} \kappa_{j} \Phi_{1}(t)\left[\chi_{n-1-j}, v\right]+\kappa_{n-1} \Phi_{1}(t)[1, v]\right]  \tag{3.3.12}\\
& -(i t)^{n-2} g_{0}(t)\left[\sum_{j=0}^{n-3} \kappa_{j} \Phi_{2}(t)\left[\chi_{n-2-j}, v\right]+\kappa_{n-2} \Phi_{2}(t)[1, v]\right]
\end{align*}
$$

Setting $v=1$ in (3.3.12) yields the equation

$$
\begin{equation*}
-t^{2} \sum_{j=0}^{n-3} \kappa_{j}\left[-\Phi_{1}\left[\chi_{n-1-j}, 1\right]+\Phi_{2}\left[\chi_{n-2-j}, 1\right]\right]-\frac{\kappa_{n-2}}{g_{0}(t)}=0 \tag{3.3.13}
\end{equation*}
$$

Thus, solving (3.3.13) for $\kappa_{n-2}$ and shifting the index $n \rightarrow n+2$ we obtain relation (3.3.2) for $\kappa_{n}, n \geq 1$. However, with $v \in H_{p e r, 0}^{1}(\mathcal{P})$ equation (3.3.12) becomes

$$
\begin{align*}
\Phi_{0}\left[\phi_{n}(\cdot, \underline{t}), v\right] & =(i t)^{n} g_{0}(t) \sum_{j=0}^{n-1} \kappa_{j}\left[-\Phi_{1}\left[\chi_{n-1-j}, v\right]+\Phi_{2}\left[\chi_{n-2-j}, v\right]\right] \\
& =(i t)^{n} g_{0}(t) \sum_{j=0}^{n-1} \kappa_{j} \Phi_{0}\left[\chi_{n-j}, v\right] \tag{3.3.14}
\end{align*}
$$

Thus, comparing relations (3.3.14) and (3.3.1), it is now evident that $\phi_{n}(\bullet, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), \underline{t} \neq 0$ is uniquely determined by expressions (3.3.1), (3.3.2) and satisfies (3.2.3)-(3.2.6).

If we substitute the expression (3.3.1) for $\phi_{k}$ into the definition (3.2.14) of the asymptotic approximation $u_{N, \ell}^{\varepsilon}, N \geq 0, \ell \in \mathbf{N}$ then we observe that the following relation arises

$$
\begin{align*}
u_{N, \ell}^{\varepsilon}(x)= & \sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x i} \phi_{0}(n \pi)+\varepsilon \sum_{n \in \mathcal{Z}_{\backslash \backslash\{0\}}} a_{n} e^{n \pi x i} \phi_{1}(x / \varepsilon, n \pi)+ \\
& +\varepsilon^{2} \sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x i} \phi_{2}(x / \varepsilon, n \pi)+\ldots+\varepsilon^{N} \sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x i} \phi_{N}(x / \varepsilon, n \pi) \\
= & u_{0, \ell}(x)+\varepsilon\left[\mathcal{X}_{1}(x / \varepsilon) \frac{\partial u_{0, \ell}}{\partial x}(x)+G_{1, \ell}(x)\right]+\varepsilon^{2}\left[\mathcal{X}_{2}(x / \varepsilon) \frac{\partial^{2} u_{0, \ell}}{\partial x^{2}}(x)+G_{2, \ell}(x)\right] \\
& \quad+\ldots+\varepsilon^{N}\left[\mathcal{X}_{N}(x / \varepsilon) \frac{\partial^{N} u_{0, \ell}}{\partial x^{N}}(x)+G_{N, \ell}(x)\right] \tag{3.3.15}
\end{align*}
$$

where, clearly,

$$
u_{0, \ell}(x) \stackrel{\text { def }}{=} \sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x i} \phi_{0}(n \pi), G_{k, \ell}(x) \stackrel{\text { def }}{=} \sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x i} g_{k}(n \pi), \mathcal{X}_{n}(x) \stackrel{\text { def }}{=} \sum_{j=0}^{n-1} \kappa_{j} \chi_{n-j}(x)+\kappa_{n}
$$

and, as commented above, $u_{0}\left(=u_{0, \infty}\right)$ is the solution of the homogenized problem

$$
\begin{equation*}
-A \frac{\partial^{2} u_{0}}{\partial x^{2}}(x)=f_{\mathcal{C}}(x), \quad-\infty<x<\infty \tag{3.3.16}
\end{equation*}
$$

where $A$ is the homogenized coefficient defined in relation (3.2.11) and we assume the level of regularity $f_{\mathcal{C}} \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$. The coefficients, $a_{n}\left(f_{\mathcal{C}}\right), n \in \mathcal{Z} \backslash\{0\}$, of the Fourier expansion of $f_{c}$ will then satisfy the asymptotic relation $\sum_{n \in \mathcal{Z} \backslash\{0\}}\left|a_{n}\left(f_{c}\right)\right|^{2}<\infty$, cf. Theorem 15.14 of Champeney (1987). It now follows from Theorem 3.3.1 that $g_{k}(t)=O\left(|t|^{k-2}\right)(|t| \rightarrow \infty)$ and, therefore, $\phi_{k}(\bullet, t)=O\left(|t|^{k-2}\right)(|t| \rightarrow \infty)$. However, from these asymptotic relations, we can now deduce the convergence behaviour, as $\ell \rightarrow \infty$, of the functions $G_{k, \ell}, k \geq 1$ and $\partial^{k} u_{0, \ell} / \partial x^{k}, m \geq 0$, as follows
(1) The sum $G_{1, \ell}$ converges uniformly, as $\ell \rightarrow \infty$, to the limit function $G_{1, \infty}$. This follows immediately from the asymptotic inequality $\left|a_{n}\left(f_{\mathcal{C}}\right) e^{n \pi x i} g_{1}(n \pi)\right| \leq C\left|n^{-1} a_{n}\left(f_{\mathcal{C}}\right)\right|, x \in \mathcal{C}, n \in$ $\mathcal{Z} \backslash\{0\}$ and, from Hölder's inequality,

$$
\sum_{n \in \mathcal{Z} \backslash\{0\}}\left|n^{-1} a_{n}\left(f_{C}\right)\right| \leq 2\left\|\left\{n^{-1}\right\}_{n \geq 1} ; \ell_{2}(\mathbb{N})\right\| \cdot\left\|\left\{a_{n}\left(f_{C}\right)\right\}_{n \geq 1} ; \ell_{2}(\mathbb{N})\right\|<\infty .
$$

Now, we consider the well defined function $h$ obtained from the following series expression

$$
h(x)=\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} n \pi i e^{n \pi x i} g_{1}(n \pi), \quad x \in \mathbb{R}
$$

The asymptotic realtion $n g_{1}(n \pi)=O(1)(|n| \rightarrow \infty)$ implies the existence of a positive constant $K>0$, independent of $n$, such that, given $f_{\mathcal{C}} \in \mathcal{L}_{2}^{\text {loc }}(\mathbb{R})$ and Theorem 15.11 of Champeney (1987),

$$
\sum_{n \in \mathcal{Z} \backslash\{0\}}\left|a_{n} n \pi i g_{1}(n \pi)\right|^{2}<K \sum_{n \in \mathcal{Z} \backslash\{0\}}\left|a_{n}\right|^{2}<\infty
$$

However, according to Theorem 15.10 of CHAMPENEY (1987), $h \in \mathcal{L}_{2}^{\text {loc }}(\mathbb{R})$ and, furthermore, it then follows that $G_{1, \infty}$ can be expressed as an indefinite integral of $h$, i.e.,

$$
G_{1, \infty}(x)=\int_{0}^{x} h(z) d z+\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} g_{1}(n \pi)
$$

where $\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} g_{1}(n \pi)$ is a constant. Thus, from Theorem 15.18 of Champeney (1987), it is correct and valid to write

$$
\frac{\partial}{\partial x}\left[\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{n \pi x i} g_{1}(n \pi)\right]=\sum_{n \in \mathcal{Z} \backslash\{0\}} \frac{\partial}{\partial x}\left[a_{n} e^{n \pi x i} g_{1}(n \pi)\right], \quad x \in \mathcal{C}
$$

(2) If the Fourier coefficients, $a_{n}\left(f_{c}\right)$, satisfy $\sum_{n \in \mathcal{Z} \backslash\{0\}}\left|a_{n}\left(f_{c}\right)\right|^{p}<\infty \Rightarrow 1<p \leq 2$ then the sum, $G_{2, \ell}$, must converge non-uniformly to some discontinuous, locally integrable 2-periodic function. However, uniform convergence is a necessary condition for the valid termwise differentiation of a series of uniformly continuous functions, thus, for almost all $x \in \mathcal{C}$,

$$
\frac{\partial}{\partial x}\left[\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{n \pi x i} g_{2}(n \pi)\right] \neq \sum_{n \in \mathcal{Z} \backslash\{0\}} \frac{\partial}{\partial x}\left[a_{n} e^{n \pi x i} g_{2}(n \pi)\right] \quad \text { (Pointwise limit) }
$$

(3) The sums $G_{k, \ell}, k \geq 3$ are divergent as $\ell \rightarrow \infty$ - unless $g_{k}=0, k \geq 3$ - because the general term, $F_{n}(x)=a_{n} e^{n \pi x i} g_{k}(n \pi)$, has the property $\left|F_{n}(x)\right| \nrightarrow 0(|n| \rightarrow \infty)$ for all $x \in \mathcal{C}$.
(4) From the observation that $\partial^{m} u_{0, \ell}(x) / \partial x^{m}=\sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n}(n \pi i)^{m} e^{n \pi x i} \phi_{0}(n \pi)$ it is evident that, employing the same arguments used in (1) above, the sum of the derivatives of order $m$ converges uniformly, as $\ell \rightarrow \infty$, to the corresponding derivative of $u_{0, \infty}$ provided $0 \leq m \leq 1$. However, as $m$ increases to 2 the type of convergence weakens to the non-uniform pointwise variety and for $m \geq 3$ the sequence of partial sums of derivatives diverge.

Thus, for $f_{\mathcal{C}} \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$, the approximations $u_{N, \ell}^{\varepsilon}$ provided by relation (3.3.7) are well defined for $0 \leq N \leq 2$. However, the termwise derivative of the partial sums $u_{N, \ell}^{\varepsilon}, \ell \in \mathbb{N}$ provide valid approximations of the derivative of the limit functions $u_{N}^{\epsilon} \stackrel{\text { def }}{=} u_{N, \infty}^{\in}$ only for $0 \leq N \leq 1$. Although it is clear that the partial sums which define these asymptotic approximations, $u_{N, \ell}^{\varepsilon}, 0 \leq N \leq 2, \ell \in \mathbb{N}$, converge, with the type of convergence specified
in paragraphs (1)-(4) above, they are derived from a representation of $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ which is valid only within a neighbourhood $\widehat{G} \subset \mathbb{C}^{2}$ of $\widehat{V}=\left\{(\varepsilon, t) \in \mathbb{R}^{2}:|\varepsilon t|<2 \pi,|t|>0\right\}$, cf. Conjecture 3.1.1. Therefore, based on the properties of $\phi$ furnished by Conjecture 3.1.1, we propose the following higher order asymptotic approximations $\tilde{u}_{N, M, \ell}^{\varepsilon}, N \geq 2,1 \leq M \leq$ $2, \ell \in \mathbb{N}$

$$
\begin{equation*}
\tilde{u}_{N, M, \ell}^{\varepsilon}(x) \stackrel{\text { def }}{=} \sum_{n \in \mathcal{Z}_{\tau(\varepsilon)} \backslash\{0\}} a_{n} e^{n \pi x i} \phi_{N}(x / \varepsilon, \varepsilon, n \pi)+\sum_{n \in \mathcal{Z}_{\backslash} \backslash \mathcal{Z}_{\tau(\varepsilon)}} a_{n} e^{n \pi x i} \phi_{M}(x / \varepsilon, \varepsilon, n \pi) \tag{3.3.17}
\end{equation*}
$$

where $\tau(\varepsilon) \stackrel{\text { def }}{=} \max \{n \in \mathbb{N} \mid n<2 / \varepsilon\}$. It is apparent from the definition of the approximations $\tilde{u}_{N, M, \ell}^{\varepsilon}$ that the type of convergence, as $\ell \rightarrow \infty$, is dictated by the choice of $M$. Indeed, the comments regarding $u_{M}^{\varepsilon}$ above provide the necessary information to deduce how the approximations $\tilde{u}_{N, M, \ell}^{\epsilon}$ converge as $\ell \rightarrow \infty$.

### 3.4. Sample problem: Smooth Data, $a \in C^{\infty}(\mathcal{P}), f_{c} \in C^{\infty}(\mathbb{R})$.

Let $a(x)=1 /(1+\cos (2 \pi x) / 2)$, cf. Figure 3.4.0, $f(x)=\sin (\pi x)$ then the boundary value problem (3.1.1) becomes: Find $u^{\varepsilon} \in C^{\infty}(\Omega) \cap C^{0}(\bar{\Omega})$ such that

$$
\begin{align*}
-\frac{\partial}{\partial x}\left(\frac{1}{1+\frac{1}{2} \cos (2 \pi x / \varepsilon)} \frac{\partial u^{\varepsilon}}{\partial x}(x)\right) & =\sin (\pi x), \quad x \in \Omega=(0,1)  \tag{3.4.1}\\
u^{\varepsilon}(0)=u^{\varepsilon}(1) & =0 \tag{3.4.2}
\end{align*}
$$

where $\alpha_{1}=2 / 3, \alpha_{2}=2$ (cf. (3.1.1)). Because $f$ is 2 -periodic and antisymmetric the extension $f_{\mathcal{C}}$ described in relations (3.1.4) and (3.1.5) is automatic, i.e., $f_{\mathcal{C}}(x)=f(x), x \in \mathbb{R}$ and therefore problem (3.1.3) is as above but with $\mathbb{R}$ replacing $\Omega$ and with the boundary conditions (3.4.2) omitted. The cell problem (3.1.19)-(3.1.23) then becomes

$$
\begin{align*}
-\frac{\partial}{\partial x}\left(\frac{1}{1+\frac{1}{2} \cos (2 \pi x)} \frac{\partial}{\partial x}\left(e^{i t \varepsilon x} \phi(x, \varepsilon, t)\right)\right) & =\varepsilon^{2} e^{i t \varepsilon x}, \quad 0<x<1, \varepsilon>0,|t|>0  \tag{3.4.3}\\
\phi(0, \varepsilon, t) & =\phi(1, \varepsilon, t)  \tag{3.4.4}\\
\left.\frac{\partial \phi}{\partial x}(x, \varepsilon, t)\right|_{x=0} & =\left.\frac{\partial \phi}{\partial x}(x, \varepsilon, t)\right|_{x=1} \tag{3.4.5}
\end{align*}
$$

The equations (3.4.4) and (3.4.5) are linearly independent everywhere in $\mathcal{O}=\mathbb{R}^{2} \backslash\left(\mathcal{H}_{-1} \cup \mathcal{H}_{1}\right)$ and, solving this problem in $\mathcal{O}$, one obtains

$$
\begin{equation*}
\phi(x, \varepsilon, t)=\frac{-8 \pi^{2}+\varepsilon^{2} t^{2}(2+\cos (2 \pi x))-2 i \varepsilon \pi t \sin (2 \pi x)}{2 t^{2}\left(\varepsilon^{2} t^{2}-4 \pi^{2}\right)} \tag{3.4.6}
\end{equation*}
$$

which is then, evidently, singular only on the hyperbolae $\mathcal{H}_{ \pm 1}$ where $\phi$ is then specified as follows

$$
\begin{align*}
\phi(x, \varepsilon, t) & =\phi(x, \varepsilon, n \pi) \\
& =\frac{\varepsilon^{2}}{64 \pi^{2}} \cdot\left(16\left(1-e^{-i \varepsilon t x}\right)+2\left(e^{i \varepsilon t x}-\dot{e}^{-i \varepsilon t x}\right)+e^{-i 2 \varepsilon t x}-1\right), \quad n= \pm 1 \tag{3.4.7}
\end{align*}
$$



Fig. 3.4.0. $a(x)=1 /(1+\cos (2 \mathrm{pi} x) / 2), 0<x<1$.
where, in this instance, condition (3.2.46) is explicitly satisfied by the choice $d(\varepsilon, t)=0$. However, for this problem, $\varepsilon<\mu(\Omega)=1$ and $t$ is restricted to the circle $\mathcal{C}_{\pi}=\{t \in \mathbb{R}:|t|=\pi\}$, consequently, $\phi$ is analytic within the domain of the cell problem $x \in \mathcal{P}, 0<\varepsilon<1, t \in \mathcal{C}_{\pi}$. Thus, observing that $\varepsilon=1 / n_{\varepsilon} \leq 1, n_{\varepsilon} \in \mathbf{N}$ and $a_{1}=-a_{-1}=1 / 2 i, a_{n}=0, n \neq \pm 1$, the analytical solution, $u^{\varepsilon}$, is

$$
\begin{align*}
u^{\varepsilon}(x) & =a_{-1} e^{-i \pi x} \phi(x / \varepsilon, \varepsilon,-\pi)+a_{1} e^{i \pi x} \phi(x / \varepsilon, \varepsilon, \pi)  \tag{3.4.8}\\
& =\frac{\sin (2 / \varepsilon-1) \pi x}{4 \pi^{2}(2 / \varepsilon-1)}+\frac{\sin (\pi x)}{\pi^{2}}+\frac{\sin (2 / \varepsilon+1) \pi x}{4 \pi^{2}(2 / \varepsilon+1)} \tag{3.4.9}
\end{align*}
$$

However, employing simple trigonometric identities and power series expansions for $|\varepsilon|<2$ the solution, $u^{\varepsilon}$, is rewritten in the following form

$$
\begin{align*}
u^{\varepsilon}(x)=\frac{\sin (\pi x)}{\pi^{2}} & +\frac{\varepsilon}{4 \pi^{2}} \sin (2 \pi x / \varepsilon) \cos (\pi x)\left(1+\frac{\varepsilon^{2}}{2^{2}}+\frac{\varepsilon^{4}}{2^{4}}+\frac{\varepsilon^{6}}{2^{6}}+\ldots\right)  \tag{3.4.10}\\
& -\frac{\varepsilon^{2}}{8 \pi^{2}} \cos (2 \pi x / \varepsilon) \sin (\pi x)\left(1+\frac{\varepsilon^{2}}{2^{2}}+\frac{\varepsilon^{4}}{2^{4}}+\frac{\varepsilon^{6}}{2^{6}}+\ldots\right)
\end{align*}
$$

It is evident from relation (3.4.6) that the function $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ belongs to $C^{\infty}(\mathcal{O})$. Thus, computing the Taylor series expansion up to $6^{\text {th }}$ order asymptotic terms, one obtains, for $(\varepsilon, t) \in B\left(0,2 \sqrt{\pi}, \ell_{2}\right)$, the expression

$$
\begin{align*}
\phi(x, \varepsilon, t)= & \frac{1}{t^{2}}+\varepsilon \frac{i \sin (2 \pi x)}{4 \pi t}-\varepsilon^{2} \frac{\cos (2 \pi x)}{8 \pi^{2}}+\varepsilon^{3} \frac{i t \sin (2 \pi x)}{16 \pi^{3}} \\
& -\varepsilon^{4} \frac{t^{2} \cos (2 \pi x)}{32 \pi^{4}}+\varepsilon^{5} \frac{i t^{3} \cdot \sin (2 \pi x)}{64 \pi^{5}}-\varepsilon^{6} \frac{t^{4} \cos (2 \pi x)}{128 \pi^{6}}+O\left(\varepsilon^{7}\right), \quad x \in \mathcal{P} \tag{3.4.11}
\end{align*}
$$

However, we can now confirm, for this problem, that expansion (3.4.11) and (3.2.1) are identical. We compute the solution, $\chi_{1}(\bullet, t) \in H_{\text {per }, 0}^{1}(\mathcal{P})$, of problem (3.2.8), $k=1$, to be $\chi_{1}(x, t)=$ it $\chi_{1}(x)$ where $\chi_{1}(x)=\sin (2 \pi x) / 4 \pi$ is the solution of problem (3.2.12) and, from (3.2.9), (3.2.11), the homogenized coefficient is therefore given by

$$
\begin{align*}
A & =1 /\left(\Phi_{1}(t)\left[\chi_{1}(\bullet, t), 1\right]+\Phi_{2}(t)[1,1]\right) \\
& =\int_{\mathcal{P}} a(x)\left(1+\frac{\partial \chi_{1}}{\partial x}(x)\right) d x=1 \tag{3.4.12}
\end{align*}
$$

Thus, from relations (3.2.10), (3.2.11),

$$
\begin{equation*}
\phi_{0}(t)=\frac{1}{t^{2}}, \quad|t|>0 \tag{3.4.13}
\end{equation*}
$$

Furthermore, solving problems (3.2.8) for $\chi_{k}(\bullet, t) \in H_{p e r, 0}^{1}(\mathcal{P}), k \geq 1$ we determine

$$
\begin{equation*}
\chi_{k}(x, t)=\frac{(i t)^{k}}{2^{2 k} \pi^{2 k-1}} \frac{d^{k-1} \sin (2 \pi x)}{d x^{k-1}}, \quad x \in \mathcal{P},|t|>0 \tag{3.4.14}
\end{equation*}
$$

Now, noting the above expression for $\chi_{k}(\bullet, t), k \geq 1$ we calculate

$$
\begin{align*}
& \Phi_{1}(t)\left[\chi_{k}(\bullet, t), 1\right]+\Phi_{2}(t)\left[\chi_{k-1}(\bullet, t), 1\right]= \\
& =-i t \int_{\mathcal{P}} a(x) \frac{(i t)^{k}}{2^{2 k} \pi^{2 k-1}} \frac{d^{k} \sin (2 \pi x)}{d x^{k}} \overline{v(x)} d x+t^{2} \int_{\mathcal{P}} a(x) \frac{(i t)^{k-1}}{2^{2(k-1)} \pi^{2(k-1)-1}} \frac{d^{k-2} \sin (2 \pi x)}{d x^{k-2}} \overline{v(x)} d x \\
& =-\frac{(i t)^{k+1}}{2^{2 k} \pi^{2 k-1}}\left[\int_{\mathcal{P}} a(x) \frac{d^{k} \sin (2 \pi x)}{d x^{k}} \overline{v(x)} d x-\int_{\mathcal{P}} a(x) \frac{d^{k} \sin (2 \pi x)}{d x^{k}} \overline{v(x)} d x\right] \\
& =0 \tag{3.4.15}
\end{align*}
$$

Thus, observing formulae (3.2.9), we deduce that $g_{k}=0, k \geq 1$ and, therefore, from (3.2.10), the terms, $\phi_{k}, k \geq 1$, of the homogenization (3.2.1) are given as follows

$$
\begin{equation*}
\phi_{k}(x, t)=g_{0}(t) \frac{(i t)^{k}}{2^{2 k} \pi^{2 k-1}} \frac{d^{k-1} \sin (2 \pi x)}{d x^{k-1}}, \quad x \in \mathcal{P},|t|>0, k \geq 1 \tag{3.4.16}
\end{equation*}
$$

It is now evident that the functions in (3.4.16) coincide with the corresponding terms of the Taylor series expansion (3.4.11). This demonstrates, for this problem, the equality of the expansions (3.2.1) and (3.2.27) as proven generally in Section 3.2.1. Indeed, within the open ball $B\left(0,2 \sqrt{\pi}, \ell_{2}\right)$, the power series expansion (3.2.11) of $\phi(x, \bullet, \bullet)$ is unique and, therefore, we expect this result. For $0 \leq N \leq 2$, we now employ the approximations

$$
\begin{align*}
\phi_{N}(x, \varepsilon, t) & =\sum_{n=0}^{N} \varepsilon^{n} \phi_{n}(x, t) \\
& =\frac{1}{t^{2}}+\varepsilon \frac{i}{4 \pi t} \sin (2 \pi x) T_{m_{1}}(\varepsilon, t)-\varepsilon^{2} \frac{1}{8 \pi^{2}} \cos (2 \pi x) T_{m_{2}}(\varepsilon, t) \tag{3.4.17}
\end{align*}
$$

$$
\begin{align*}
& u_{N}^{\varepsilon}(x)=\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} e^{i n \pi x} \phi_{N}(x / \varepsilon, \varepsilon, n \pi) \\
& =\frac{\sin (\pi x)}{\pi^{2}} \because \frac{\varepsilon}{4 \pi^{2}} \sin (2 \pi x / \varepsilon) \cos (\pi x) T_{m_{1}}(\varepsilon, \pi)-\frac{\varepsilon^{2}}{8 \pi^{2}} \ddot{\cos (2 \pi x / \varepsilon)} \sin (\pi x) T_{m_{2}}(\varepsilon, \pi) \tag{3.4.18}
\end{align*}
$$

where

$$
\begin{equation*}
T_{m}(\varepsilon, t) \stackrel{\text { def }}{=} 1+\frac{\varepsilon^{2} t^{2}}{2^{2} \pi^{2}}+\frac{\varepsilon^{4} t^{4}}{2^{4} \pi^{4}}+\ldots+\frac{\varepsilon^{2 m} t^{2 m}}{(2 \pi)^{2 m}} \tag{3.4.19}
\end{equation*}
$$

and (1) $m_{1}=\dot{m_{2}}=m-1$ if $N=2 m$, (2) $m_{1}=m ; m_{2}=m-1$ if $N=2 m+1$. The following relation for the homogenization error is simply deduced from expressions (3.1.7) for $u^{\varepsilon}$ and (3.2.14) for $u_{N, \ell}^{\epsilon}, 0 \leq N \leq 2$,

$$
\begin{equation*}
\left(u_{\ell}^{\varepsilon}-u_{N, \ell}^{\varepsilon}\right)(x)=\sum_{n \in \mathbb{N}_{\ell}} 2 i \Im\left[a_{n} e^{n \pi x i}\left(\phi-\phi_{N}\right)(x / \varepsilon, \varepsilon, n \pi)\right], \quad x \in \Omega, \quad \varepsilon>0 \tag{3.4.20}
\end{equation*}
$$

With this expression, we have computed the homogenization errors in both $\mathcal{L}_{2}(\Omega)$ norm and $H^{1}(\Omega)$ semi-norm topologies with the analytical expressions for $\phi, \phi_{N}, 0 \leq N \leq 2$, determined above, used to compute the errors $\phi-\phi_{N}$. The integrals are approximated numerically by splitting each integral over $\Omega$ into a sum of integrals over subdomains $\Omega_{i} \subset$ $\Omega, i \in \mathbb{N}$ and then applying to each of these integrals the 5-point Gauss-Legendre quadrature formula

$$
\begin{equation*}
\int_{-1}^{1} \gamma(x) d x=\sum_{k=1}^{5} H_{k} \gamma\left(x_{k}\right)+E_{5}(\gamma) \tag{3.4.21}
\end{equation*}
$$

where the quadrature points, $x_{k}, 1 \leq k \leq 5$, are determined as the roots of the Legendre polynomial $P_{5}(x)=\left(63 x^{5}-70 x^{3}+15 x\right) / 8$, i.e.,

$$
\begin{equation*}
x_{k}=0, \pm\left[\frac{35 \pm \sqrt{280}}{63}\right]^{1 / 2}, \quad 1 \leq k \leq 5 \tag{3.4.22}
\end{equation*}
$$

and the quadrature weights, $H_{k}, 1 \leq k \leq 5$, are defined by the identity

$$
\begin{equation*}
H_{k}=\frac{\left(1-x_{k}^{2}\right)}{18\left[P_{6}\left(x_{k}\right)\right]^{2}}, \quad 1 \leq k \leq 5 \tag{3.4.23}
\end{equation*}
$$

where $P_{6}$ is the Legendre polynomial of degree 6 and, for $\gamma \in C^{6}(-1,1)$, the quadrature error is $E_{5}(\gamma)=13 \gamma^{(6)}(\xi) / 756 \cdot 6!,-1<\xi<1$, cf. Hildebrand (1987), pages 414-420.

Table 3.4.1: $a \in C^{\infty}(\mathcal{P}), f_{c} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u^{\varepsilon}-u_{0} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u^{\varepsilon}-u_{0} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $6.96263411(-3)$ | $7.95774914(-2)$ |
| 0.25 | $3.24157818(-3)$ | $7.95774914(-2)$ |
| 0.125 | $1.59245348(-3)$ | $7.95774914(-2)$ |
| 0.0625 | $7.92732513(-4)$ | $7.95774914(-2)$ |
| 0.03125 | $3.95930946(-4)$ | $7.95774914(-2)$ |
| 0.015625 | $1.97911105(-4)$ | $7.95774914(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

Table 3.4.2: $a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u^{\varepsilon}-u_{1}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u^{\varepsilon}-u_{1}^{\varepsilon} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $1.74065853(-3)$ | $1.98943729(-2)$ |
| $\dot{\square} .25$ | $4.05197273(-4)$ | $9.94718643(-3)$ |
| 0.125 | $9.95283422(-5)$ | $4.97359322(-3)$ |
| 0.0625 | $2.47728910(-5)$ | $2.48679661(-3)$ |
| 0.03125 | $6.18642103(-6)$ | $1.24339830(-3)$ |
| 0.015625 | $1.54618051(-7)$ | $7.95774914(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Table 3.4.3: $a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u^{\varepsilon}-u_{2}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u^{\varepsilon}-u_{2}^{\varepsilon} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $4.35164632(-4)$ | $4.97359322(-3)$ |
| 0.25 | $5.06496591(-5)$ | $1.24339830(-3)$ |
| 0.125 | $6.22052139(-6)$ | $3.10849576(-4)$ |
| 0.0625 | $7.74152850(-7)$ | $7.77123940(-5)$ |
| 0.03125 | $9.66628300(-8)$ | $1.94280985(-5)$ |
| 0.015625 | $1.20795400(-8)$ | $4.85702462(-6)$ |
|  | $O\left(\varepsilon^{3}\right)$ | $O\left(\varepsilon^{2}\right)$ |

The graphs illustrated in Figures 3.4.1-3.4.6 clearly reveal the high accuracy of the asymptotic approximations, $\phi_{N}, 0 \leq N \leq 2$, of $\phi$. Indeed, it is difficult to distinguish between the various approximations and the weak solution, $\phi$, of problem (3.1.9). Thus, although graphical in nature, the figures demonstrate the utility of the low order asymptotic functions, $\phi_{N}, 0 \leq N \leq 2$, which provide accurate approximations of $\phi$. However, we observe the disparity, characterized by a spike, between the asymptotic approximations and $\phi$ at the discrete points $t= \pm 2 \pi / \varepsilon$ where $\phi$ becomes singular and $\phi_{N}, 0 \leq N \leq 2$ do not.

The results illustrated in the tables 3.4.1-3.4.3 clearly fulfill the error estimates provided by theorem 3.2.2., i.e.,

$$
\left\|u^{\varepsilon}-u_{N}^{\varepsilon} ; H^{1}(\Omega)\right\| \leq C_{1} \varepsilon^{N}, \quad N=0,1,2, \ldots
$$

Furthermore, they also suggest the following $\mathcal{L}_{2}(\Omega)$ error estimates, for $N=0,1, \ldots$,

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{N}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\| \leq C_{2} \varepsilon^{N+1} \tag{3.4.24}
\end{equation*}
$$

where $C_{1}, C_{2}>0$ are constants independent of $\varepsilon$. Further, the results imply that one will benefit from the inclusion of additional asymptotic terms in the expansion (3.2.1) or, equivalently, (3.2.14), with approximations of ever greater accuracy in both $\mathcal{L}_{2}(\Omega)$ and $H^{1}(\Omega)$ norms. Indeed, tables 3.4.1-3.4.3 illustrate precisely the successive improvements obtained by including higher order asymptotics where, in this instance, the coefficients are smooth.

Figure 3.4.1


Figure 3.4.2


Graphs of the real or imaginary parts of $\phi(0.6, \varepsilon, t), \phi_{N}(0.6, \varepsilon, t), \varepsilon=1 / 2^{n}, 1 \leq n \leq 3,0 \leq$ $N \leq 2$, and $1 \leq t \leq 30$. The curves are distinguished by the symbols, e.g., $\Delta \Rightarrow \phi, 口 \Rightarrow$ $\phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$.

Figure 3.4.3


Figure 3.4.4


Graphs of the real or imaginary parts of $\phi(0.6, \varepsilon, t), \phi_{N}(0.6, \varepsilon, t), \varepsilon=1 / 2^{n}, 1 \leq n \leq 3,0 \leq$ $N \leq 2$, and $1 \leq t \leq 30$. The curves are distinguished by the symbols, e.g., $\Delta \Rightarrow \phi, \square \Rightarrow$ $\phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$.

Figure 3.4.5


Figure 3.4.6


Graphs of the real or imaginary parts of $\phi(0.6, \varepsilon, t), \phi_{N}(0.6, \varepsilon, t), \varepsilon=1 / 2^{n}, 1 \leq n \leq 3,0 \leq$ $N \leq 2$, and $1 \leq t \leq 30$. The curves are distinguished by the symbols, i.e., $\Delta \Rightarrow \phi, \square \Rightarrow$ $\phi_{0}, \dot{\star} \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$.

This is explained by the following identities for the errors $u^{\varepsilon}-u_{N}^{\varepsilon}, \partial\left(u^{\varepsilon}-u_{N}^{\varepsilon}\right) / \partial x$, obtained directly from the above expressions for $u^{\varepsilon}, u_{N}^{\varepsilon}$,

$$
\begin{aligned}
& u^{\varepsilon}(x)-u_{N}^{\varepsilon}(x)=\frac{\varepsilon^{N+1}}{2^{N+1} \pi^{2}}\left(\sin (2 \pi x / \varepsilon) \cos (\pi x)-\frac{\varepsilon}{2} \cos (2 \pi x / \varepsilon) \sin (\pi x)\right) S \\
& \frac{\partial\left(u^{\varepsilon}-u_{N}^{\epsilon}\right)}{\partial x}(x)=\frac{\varepsilon^{N}}{2^{N} \pi}\left(1-\frac{\varepsilon^{2}}{2^{2}}\right) \cos (2 \pi x / \varepsilon) \cos (\pi x) S
\end{aligned}
$$

where $S=(1-\varepsilon / 2)^{-1}=\left(1+\varepsilon^{2} / 2^{2}+\varepsilon^{4} / 2^{4}+\ldots\right)$. From these error equations the asymptotic error estimates (3.2.20), (3.4.24) now follow immediately with $C_{1}=2 / \pi, C_{2}=3 / 2 \pi^{2}$. The behaviour of the results tabulated in Tables 3.4.1-3.4.3 are also explained by these error identities.

### 3.5. Homogenization for Problems with Piecewise Smooth Data.

It has been shown above that boundary value problems, such as (3.1.1), with smooth coefficients lead to homogenizations, (3.2.1), which are nothing more than classical Taylor series expansions about an appropriate point in the $(\varepsilon, t)$-plane that converge in a generalized sense (compared to the classical concepts of pointwise or uniform convergence of formal power series expansions). By contrast we now consider problems of the type (3.1.1) but with non-smooth data; actually, piecewise smooth. We observe that the location of the singular points of $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ then depends on the coefficients and cannot, therefore, be easily determined for an abstract problem of this type. Thus, only the general characteristics are examined.

Let $a(x)=a_{l}(x), x \in \mathcal{P}_{l}, l \in \mathbf{N}_{m}$ where $\overline{\mathcal{P}}=\cup_{l \in \mathbf{N}_{m}} \overline{\mathcal{P}}_{l}, \mathcal{P}_{i} \cap \mathcal{P}_{j}=\emptyset$ if $i \neq j$ and $a_{l} \in$ $C^{1}\left(\overline{\mathcal{P}}_{l}\right), 1 \leq l \leq m$ but $a \notin C^{0}(\mathcal{P})$. The weak formulation (3.1.9) is equivalent to (3.1.19)(3.1.23) and the solution is given by $\phi(x, \varepsilon, t)=\phi_{l}(x, \varepsilon, t), x \in \mathcal{P}_{l}, l \in \mathbb{N}_{m}, \varepsilon>0,|t|>0$ where

$$
\begin{equation*}
\phi_{l}(x, \varepsilon, t)=\frac{i \varepsilon}{t} e^{-i t \varepsilon x} \int_{x_{l-1}}^{x} \frac{e^{i t \varepsilon z}}{a(z)} d z+c_{l}(\varepsilon, t) e^{-i t \varepsilon x} \int_{x_{l-1}}^{x} \frac{1}{a(z)} d z+d_{l}(\varepsilon, t) e^{-i t \varepsilon x} \tag{3.5.1}
\end{equation*}
$$

with the boundary and transition conditions (3.1.20)-(3.1.23) determining the arbitrary functions $c_{l}, d_{l}, l \in \mathbb{N}_{m}$. However, the resulting system of equations for these constants can be written

$$
\begin{equation*}
A(\varepsilon, t) \underline{\omega}(\varepsilon, t)=\underline{\tau}(\varepsilon, t) \tag{3.5.2}
\end{equation*}
$$

where the column matrices $\underline{\tau}(\varepsilon, t), \underline{\omega}(\varepsilon, t) \in \mathbb{C}^{2 m}$ are as follows

$$
\begin{align*}
& \underline{\omega}(\varepsilon, t)=\left[c_{1}(\varepsilon, t), d_{1}(\varepsilon, t), \ldots, c_{m-1}(\varepsilon, t), d_{m-1}(\varepsilon, t), c_{m}(\varepsilon, t), d_{m}(\varepsilon, t)\right]^{T}  \tag{3.5.3}\\
& \underline{\tau}(\varepsilon, t)=\left[\frac{\varepsilon}{i t} \dot{A}_{1}\left(x_{1}, \varepsilon, t\right), 0, \ldots, \frac{\varepsilon}{i t} A_{m-1}\left(x_{m-1}, \varepsilon, t\right), 0, \frac{i \varepsilon}{t} \dot{A_{m}}(1, \dot{\varepsilon}, t), 0\right]^{T} \tag{3.5.4}
\end{align*}
$$

and the matrix $A(\varepsilon, t) \in \mathbb{C}^{2 m, 2 m}$ has the coefficients specified in the identity below

$$
A(\varepsilon, t)=\left[\begin{array}{ccccccccccc}
B_{1}\left(x_{1}\right) & 1 & 0 & -1 & & & & & & &  \tag{3.5.5}\\
1 \ldots & 0 & -1 & 0 & & & & \ddots & & & \\
& & B_{2}\left(x_{2}\right) & 1 & 0 & -1 & & & & & \\
& & 1 & 0 & -1 & 0 & \ddots & & & & \\
& & & & & & \ddots & & & \\
& & & & & & \ddots & B_{m-1}\left(x_{m-1}\right) & 1 & 0 & -1 \\
& & & & & & & 1 & 0 & -1 & 0 \\
0 & e^{i \epsilon t} & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & -B_{m}(1) & -1 \\
e^{i \varepsilon t} & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & -1 & 0
\end{array}\right]
$$

Rows $1, \ldots, 2 m-2$ represent the interface conditions (3.1.20), (3.1.21) and rows $2 m-1,2 m$ represent the boundary conditions (3.1.22), (3.1.23). Furthermore, after examining (3.5.5), we observe some additional properties of the matrix function $A$ below:
(1) If $(\varepsilon, t) \in \mathcal{H} \stackrel{\text { def }}{=} \cup_{n \in \mathcal{Z} \backslash\{0\}} \mathcal{H}_{n}, n \in \mathcal{Z} \backslash\{0\}$ then rows $2 n, 1 \leq n \leq m$ of $A(\varepsilon, t)$ are linearly dependent, e.g., $\sum_{n=1}^{m-1} r_{2 n}=r_{2 m}$ where $r_{n}, 1 \leq n \leq 2 m$ is row $n$ of $A(\varepsilon, t)$ and, otherwise, for $(\varepsilon, t) \in \mathcal{O} \stackrel{\text { def }}{=} \mathbf{R}^{2} \backslash \mathcal{H}$, the rows of $A(\varepsilon, t)$ are linearly independent.
(2) The characteristic function, $p(A(\varepsilon, t))=|A(\varepsilon, t)-\lambda(\varepsilon, t) I|$, has the quadratic form

$$
\begin{equation*}
p(A(\varepsilon, t))=\gamma_{1} e^{2 i \varepsilon t}+\gamma_{2} e^{i \varepsilon t}+\gamma_{3} \tag{3.5.6}
\end{equation*}
$$

where $\gamma_{n} \in \mathbb{R}, 1 \leq n \leq 3$ are constants which are independent of $\varepsilon, t$. The characteristic equation, $p(A(\varepsilon, t))=0$, thus implies the identities

$$
\begin{array}{rlrl}
e^{i \varepsilon t} & =-\frac{\gamma_{2}}{2 \gamma_{1}}-\frac{1}{2 \gamma_{1}} \sqrt{\gamma_{2}^{2}-4 \gamma_{1} \gamma_{3}},-\frac{\gamma_{2}}{2 \gamma_{1}}+\frac{1}{2 \gamma_{1}} \sqrt{\gamma_{2}^{2}-4 \gamma_{1} \gamma_{3}} \\
\Rightarrow & \varepsilon t & =-i \ln \left[-\frac{\gamma_{2}}{2 \gamma_{1}}-\frac{1}{2 \gamma_{1}} \sqrt{\gamma_{2}^{2}-4 \gamma_{1} \gamma_{3}}\right], \ln \left[-\frac{\gamma_{2}}{2 \gamma_{1}}+\frac{1}{2 \gamma_{1}} \sqrt{\gamma_{2}^{2}-4 \gamma_{1} \gamma_{3}}\right] \tag{3.5.8}
\end{array}
$$

If $(\varepsilon, t) \notin \mathcal{H}$ then the components of the solution, $\underline{\omega}(\varepsilon, t)$, are given by the expressions

$$
\begin{equation*}
c_{l}(\varepsilon, t)=0, \quad d_{l}(\varepsilon, t)=\frac{i \varepsilon}{t}\left[\frac{A(1, \varepsilon, t)}{e^{i \epsilon t}-1}+\sum_{s=1}^{l-1} A_{s}\left(x_{s}, \varepsilon, t\right)\right], \quad 1 \leq l \leq m \tag{3.5.9}
\end{equation*}
$$

and, denoting by $\mathcal{S}(A)$ the set of all singular points defined according to the relation,

$$
\begin{equation*}
\mathcal{S}(A) \stackrel{\text { def }}{=}\left\{(\varepsilon, t) \in \mathbb{R}^{2} \mid\|(\epsilon, \tau)-(\varepsilon, t)\|_{2} \rightarrow 0 \Rightarrow\left\|\phi(\bullet, \epsilon, \tau) ; H^{1}(\mathcal{P})\right\| \rightarrow \infty\right\} \tag{3.5.10}
\end{equation*}
$$

it is now evident from (3.5.9) that if singularities exist they arise, as in Section 3.2.1, along the hyperbolae $\mathcal{H}_{n}, n \in \mathcal{Z} \backslash\{0\}$, i.e., $\mathcal{S}(A) \subset \mathcal{H}$. Thus, $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ is holomorphic for $(\varepsilon, t) \in \mathcal{O}=\mathbb{R}^{2} \backslash \mathcal{H}$ and the analysis of the Taylor series representation performed in Section 3.2.1 is also valid here.

Conversely, if $(\varepsilon, t) \in \mathcal{H}$ then $A(\varepsilon, t)$ becomes singular with rank $2 m-1$ and the coefficients $\underline{\omega}(\varepsilon, t)$ are underdetermined. However, it is clear from the definition of $A(\varepsilon, t)$ that $c_{l}(\varepsilon, t)=c(\varepsilon, t), 1 \leq l \leq m$ for unknown $c(\varepsilon, t)$ and the coefficients $c, d_{l}, 2 \leq l \leq m$ can then be expressed in terms of $d_{1}$ as follows

$$
\begin{align*}
c(\varepsilon, t) & =\frac{1}{B(1)}\left[\frac{\varepsilon}{i t} A(1, \varepsilon, t)-(m-1) d_{1}(\varepsilon, t)\right]  \tag{3.5.11}\\
d_{l}(\varepsilon, t) & =-\left[\frac{\varepsilon}{i t} A\left(x_{l}, \varepsilon, t\right)-l d_{1}(\varepsilon, t)\right]-\frac{B\left(x_{l}\right)}{B(1)}\left[\frac{\varepsilon}{i t} A(1, \varepsilon, t)-(m-1) d_{1}(\varepsilon, t)\right] \tag{3.5.12}
\end{align*}
$$

where $A, B$ are defined in relation (3.2.24). Furthermore, the boundary condition $u^{\varepsilon}(0)=0$ and the conjugate symmetry property (3.2.44) together imply the equations

$$
\begin{align*}
u^{\varepsilon}(0) & =\sum_{n \in \mathbb{M} I(\varepsilon)} a_{n}[\phi(0, \varepsilon, n \pi)-\phi(0, \varepsilon,-n \pi)]+\sum_{n \in I(\varepsilon)} a_{n}\left[d_{1}(\varepsilon, n \pi)-d_{1}(\varepsilon,-n \pi)\right] \\
& =\sum_{k \in \mathbb{M} I(\varepsilon)} 2 i a_{n} \Im[\phi(0, \varepsilon, n \pi)]+\sum_{n \in I(\varepsilon)} 2 i a_{n} \Im\left[d_{1}(\varepsilon, n \pi)\right] \\
& =\sum_{n \in I(\varepsilon)} 2 i a_{n} \Im\left[d_{1}(\varepsilon, n \pi)\right] \\
& =0 \tag{3.5.13}
\end{align*}
$$

However, because the function $d_{1}$ and the coefficients $a_{n}, n \in \mathcal{Z} \backslash\{0\}$ are independent from one another it follows that $d_{1}(\varepsilon, t) \in \mathbb{R}$ for $(\varepsilon, t) \in \mathcal{H}$. Thus, in the same fashion as Section 3.2.1, if one maintains the proviso that relation (3.5.13) is satisfied, then the choice of the function, $d_{1}(\varepsilon, t)$, is inconsequential insofar as it has no influence upon the solution $u^{\varepsilon}$.

The homogenization (3.2.1) is now applied to a number of sample problems with piecewise defined coefficients to determine the effects of low regularity on the behaviour of the asymptotic approximations obtained from this approach.
3.6. Sample problem: Piecewise smooth data, $a \in \mathcal{P} C^{\infty}(\mathcal{P})$, $f_{c} \in \mathcal{P C}{ }^{\infty}(\mathbb{R})$.

Now let $f(x)=1, x \in \Omega=(0,1)$ and define $f_{\mathcal{A}}(x), x \in \mathcal{C}=(-1,1)$ and the coefficient $a$, on the canonical periodic cell, $\mathcal{P}=(0,1)$, as follows
$a(x)=\left\{\begin{array}{ll}a_{1}=1, & 0<x<1 / 3 \\ a_{2}=10, & 1 / 3 \leq x<2 / 3 \\ a_{3}=1, & 2 / 3 \leq x \leq 1\end{array}, f_{\mathcal{A}}(x)=\left\{\begin{array}{ll}1, & 0<x \leq 1 \\ -1, & 1<x \leq 2\end{array}, a_{n}= \begin{cases}2 / n \pi i, & \text { if } n \text { is odd } \\ 0, & \text { if } n \text { is even }\end{cases}\right.\right.$ where, then, $f_{\mathcal{C}}$ is the periodic extension of $f_{\mathcal{A}}$ to $\mathbb{R}$ defined by relation (3.1.5). In this instance $\alpha_{1}=0.1, \alpha_{2}=1$ and, clearly, $a \notin C^{n}(\mathcal{P}), n \geq 0$. However, $a$ is a piecewise $C^{\infty}$ function, see (3.1.18) with $a_{l} \in C^{\infty}\left(\overline{\mathcal{P}}_{l}\right), \mathcal{P}_{l}=((l-1) / 3, l / 3), 1 \leq l \leq 3$. With this data, the cell problem is then given by (3.1.19)-(3.1.23). The solution, $\phi$, is, correspondingly, piecewise defined, i.e.,

$$
\phi(x, \varepsilon, t)=\left\{\begin{array}{lll}
\phi_{1}(x, \varepsilon, t), & \text { if } & 0 \leq x<1 / 3  \tag{3.6.1}\\
\phi_{2}(x, \varepsilon, t), & \text { if } & 1 / 3 \leq x<2 / 3 \\
\phi_{3}(x, \varepsilon, t), & \text { if } & 2 / 3 \leq x<1
\end{array} .\right.
$$

where

$$
\begin{align*}
& \phi_{1}(x, \varepsilon, t)=\frac{1}{t^{2}}-\frac{9}{10 t^{2}} \frac{e^{i \varepsilon t / 3}}{1+e^{i \epsilon t / 3}+e^{2 i \varepsilon t / 3}} e^{-i \varepsilon t x}  \tag{3.6.2}\\
& \phi_{2}(x, \varepsilon, t)=\frac{1}{10 t^{2}}+\frac{9}{10 t^{2}} \frac{e^{2 \varepsilon \varepsilon t / 3}+e^{i \varepsilon t}}{1+e^{i \epsilon t / 3}+e^{2 i \epsilon t / 3}} e^{-i \varepsilon t x}  \tag{3.6.3}\\
& \phi_{3}(x, \varepsilon, t)=\frac{1}{t^{2}}-\frac{9}{10 t^{2}} \frac{e^{4 \varepsilon t / 3}}{1+e^{i \varepsilon t / 3}+e^{2 i \varepsilon t / 3}} e^{-i \varepsilon t x} \tag{3.6.4}
\end{align*}
$$

Evidently, $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ is defined by relations (3.6.1)-(3.6.4) for all $(\varepsilon, t) \in \mathbb{R}^{2} \backslash \mathcal{H}$ where

$$
\begin{equation*}
\mathcal{S}(A)=\left\{(\varepsilon, t) \in \mathbb{R}^{2} \mid 1+e^{i \varepsilon t / 3}+e^{i 2 \varepsilon t / 3}=0\right\} \tag{3.6.5}
\end{equation*}
$$

However, the roots of the quadratic, $1+e^{i \varepsilon \epsilon / 3}+e^{i 2 \varepsilon t / 3}$, are given by

$$
\begin{array}{rlrl} 
& & e^{i \varepsilon t / 3} & =-1 / 2+i \sqrt{3} / 2,-1 / 2-i \sqrt{3} / 2 \\
\Rightarrow \quad & \varepsilon t & =2 \pi+6 \pi n, 4 \pi+6 \pi n, n \in \mathcal{Z} \tag{3.6.7}
\end{array}
$$

It is now apparent that $\mathcal{S}(A) \subset \mathcal{H}$ where $\mathcal{H}$ is the family of hyperbolae $\mathcal{H}_{n}, n \in \mathcal{Z} \backslash\{0\}$ defined in Section 3.2.1. Thus, from direct knowledge of $\phi$, we have determined that the singularities of $\phi(x, \bullet, \bullet), x \in \mathcal{P}$ occur along hyperbolae, $\mathcal{H}$, in the $(\varepsilon, t)$ plane, as indicated in Section 3.5. Evidently, $\phi(\bullet, \varepsilon, t) \in C^{0}(\mathcal{P})$ and $\phi(\bullet, \varepsilon, t) \notin C^{n}(\mathcal{P}), n \geq 1$ while $\phi_{l}(x, \bullet, \bullet) \in$ $C^{\infty}(\mathcal{O}), x \in \mathcal{P}_{l}, 1 \leq l \leq 3$ where $\mathcal{O}=\mathbb{R}^{2} \backslash \mathcal{H}$. One can therefore employ the classical Taylor series representation of $\phi(x, \bullet \bullet \bullet)$ in the neighbourhood $(\varepsilon, t) \in B\left(0,2 \sqrt{\pi}, \ell_{2}\right)$, which are, to third order terms,

$$
\begin{align*}
& \phi_{1}(x, \varepsilon, t)=\frac{7}{10 t^{2}}+\varepsilon \frac{3 i x}{10 t}+\varepsilon^{2} \frac{-2+27 x^{2}}{180}+\varepsilon^{3} \frac{i x t}{180}\left(2-9 x^{2}\right)+O\left(\varepsilon^{4}\right)  \tag{3.6.8}\\
& \phi_{2}(x, \varepsilon, t)=\frac{7}{10 t^{2}}+\varepsilon \frac{3 i}{10 t}(1-2 x)+\varepsilon^{2} \frac{-11+54 x-54 x^{2}}{180} \\
& +\varepsilon^{3} \frac{i t}{180}\left(-1+11 x-27 x^{2}+18 x^{3}\right)+O\left(\varepsilon^{4}\right)  \tag{3.6.9}\\
& \phi_{3}(x, \varepsilon, t)=\frac{7}{10 t^{2}}+\varepsilon \frac{3 i}{10 t}(-1+x)+\varepsilon^{2} \frac{25-54 x+27 x^{2}}{180} \\
& +\varepsilon^{3} \frac{i t}{180}\left(7-25 x+27 x^{2}-9 x^{3}\right)+O\left(\varepsilon^{4}\right) \tag{3.6.10}
\end{align*}
$$

The proof of the equivalence between the homogenization, (3.2.1), and the Taylor series, (3.2.27), provided in Section 3.2 .1 is clearly applicable here. Thus, the expansions (3.6.8)(3.6.10) determine the homogenization (3.2.1) and the asymptotic approximations, $\phi_{N}, N \geq$ 0 , defined in relation (3.2.13). Indeed we deduce the following identities from the asymptotic expansions (3.6.8)-(3.6.10)

$$
A=\frac{10}{7}, \quad g_{0}(t)=\frac{7}{10 t^{2}}, \quad \chi_{1}(x)=\left\{\begin{array}{lll}
3 x / 7, & \text { if } 0 \leq x<1 / 3  \tag{3.6.11}\\
3 / 7-6 x / 7, & \text { if } 1 / 3 \leq x<2 / 3 \\
-3 / 7+3 x / 7, & \text { if } 2 / 3 \leq x<1
\end{array}\right.
$$

where $A$ is the homogenized coefficient occurring in the homogenized problem (3.2.15) and $\phi_{1}(x, t)=$ it $g_{0}(t) \chi_{1}(x)$. Furthermore, from the asymptotic expansions (3.6.8)-(3.6.10) we
deduce the following expressions for $\phi_{2}(x, t), \chi_{3}(x)$
$\ddot{\phi_{2}}(x, t)=\left\{\begin{array}{ll}\frac{-2+27 x^{2}}{180}, & 0<x<\frac{1}{3} \\ \frac{-11+54 x-54 x^{2}}{180}, & , \frac{1}{3}<x<\frac{2}{3} \\ \frac{25-54 x+27 x^{2}}{180}, & \frac{2}{3}<x<1\end{array}, \chi_{3}(x)= \begin{cases}\frac{2 x-9 x^{3}}{180}, & 0<x<\frac{1}{3} \\ \frac{-1+11 x-27 x^{2}+18 x^{3}}{180}, \frac{1}{3}<x<\frac{2}{3} \\ \frac{7-25 x+27 x^{2}-9 x^{3}}{180}, & \frac{2}{3}<x<1\end{cases}\right.$
where $\phi_{3}(x, t)=$ it $\chi_{3}(x)$ and, for this problem, therefore

$$
g_{k}(t)=0, \quad k=1,2, \ldots
$$

The errors $\left\|u_{\ell}^{\varepsilon}-v ; \mathcal{L}_{2}(\Omega)\right\|,\left|u_{\ell}^{\varepsilon}-v ; H^{1}(\Omega)\right|$ have been computed, for $v=u_{N, \ell}^{\varepsilon}, \tilde{u}_{N, M, \ell}^{\epsilon}, \ell=1201$, in the same manner as for problem 3.4 and are reported in tables 3.6.1-3.6.4 below.

Table 3.6.1: $a \in \mathcal{P C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\varepsilon}-u_{0, \ell} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\varepsilon}-u_{0, \ell} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $3.24138702(-3)$ | $3.97572749(-2)$ |
| 0.25 | $1.48888933(-3)$ | $4.15677910(-2)$ |
| 0.125 | $7.27036348(-4)$ | $4.20081448(-2)$ |
| 0.0625 | $3.61309379(-4)$ | $4.21174938(-2)$ |
| 0.03125 | $1.80377530(-4)$ | $4.21447906(-2)$ |
| 0.015625 | $9.01540847(-5)$ | $4.21516346(-2)$ |
| 0.0078125 | $4.50727117(-5)$ | $4.21533404(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

Table 3.6.2: $a \in \mathcal{P} \mathcal{C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\varepsilon}-u_{1, \ell}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\varepsilon}-u_{1, \ell}^{\varepsilon} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $1.22808159(-3)$ | $9.99242444(-3)$ |
| 0.25 | $3.07020378(-4)$ | $4.99623845(-3)$ |
| 0.125 | $7.67550388(-5)$ | $2.49786206(-3)$ |
| 0.0625 | $1.91889366(-5)$ | $1.24907035(-3)$ |
| 0.03125 | $4.79701252(-6)$ | $6.24551693(-4)$ |
| 0.015625 | $1.19894035(-6)$ | $3.12262628(-4)$ |
| 0.0078125 | $3.01178450(-7)$ | $1.56140607(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Although, in contrast to problem 3.4, the coefficient $a$ is only piecewise smooth the figures 3.6.1-3.6.6 illustrate that the asymptotic functions, $\phi_{N}, 0 \leq N \leq 2$, provide accurate approximations of $\phi$, the weak solution of (3.1.9). Indeed, we again observe that it is difficult to distinguish between the various curves which represent these approximations. This

Table 3.6.3: $a \in \mathcal{P C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\varepsilon}-u_{2, \ell}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\varepsilon}-\tilde{u}_{2,1, \ell}^{\varepsilon} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $9.59140389(-4)$ | $4.26226183(-3)$ |
| 0.25 | $2.38943249(-4)$ | $1.51247677(-3)$ |
| 0.125 | $5.96432445(-5)$ | $5.35989505(-4)$ |
| 0.0625 | $1.49242031(-5)$ | $1.89453716(-4)$ |
| 0.03125 | $3.73256197(-6)$ | $6.71881678(-5)$ |
| 0.015625 | $9.33039470(-7)$ | $2.37763798(-5)$ |
| 0.0078125 | $2.35106500(-7)$ | $8.44198637(-6)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O\left(\varepsilon^{3 / 2}\right)$ |

Table 3.6.4: $a \in \mathcal{P C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\varepsilon}-\tilde{u}_{3,2, \ell}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\varepsilon}-\tilde{u}_{3,1, \ell}^{\varepsilon} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $7.95161939(-4)$ | $2.46108688(-3)$ |
| 0.25 | $2.14111498(-4)$ | $8.95024032(-4)$ |
| 0.125 | $5.59894312(-5)$ | $3.19064235(-4)$ |
| 0.0625 | $1.43982448(-5)$ | $1.12981244(-4)$ |
| 0.03125 | $3.65790302(-6)$ | $4.01071110(-5)$ |
| 0.015625 | $9.22584800(-7)$ | $1.41892658(-5)$ |
| 0.0078125 | $2.33660560(-7)$ | $5.14193646(-6)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O\left(\varepsilon^{3 / 2}\right)$ |

supports, once more, the utility of the lower order approximations, $\phi_{N}, 0 \leq N \leq 2$. The large amplitudes, or spikes, apparent in $\phi(x, \varepsilon, \bullet)$ at the points $t=2 \pi n / \varepsilon, n \in \mathcal{Z} \backslash\{0\}$ are an obvious manifestation of the singularities, $\mathcal{H}$, observed above.

The computational results illustrated in tables 3.6.1-3.6.4, suggest, in contrast to problem 3.4, that the order of convergence of the approximations $u_{N, \ell}^{\varepsilon}$ never exceeds $O\left(\varepsilon^{2}\right)$ in the $\mathcal{L}_{2}(\Omega)$ norm topology and $O(\varepsilon)$ in the $H^{1}(\mathcal{C})$ norm topology. However, as demonstrated generally in Section 3.3, an important consequence of the low regularity $f_{\mathcal{C}} \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$ is that the higher order homogenization approximations, $u_{N, \ell}^{\varepsilon}, N \geq 3, \ell \in \mathbb{N}$, are unavailable, again contrasting with problem 3.4. This is evident from the homogenization (3.3.15) and series (3.2.14), for the $\varepsilon^{3}$ term in (3.2.14) has the asymptotic order $O(1)(|n| \rightarrow \infty)$ and $u_{N, \ell}^{\varepsilon}, N \geq 3$ therefore diverges as $\ell \rightarrow \infty$, i.e., $\left\|u_{N, \ell}^{\varepsilon} ; \mathcal{L}_{2}(\Omega)\right\| \rightarrow \infty(\ell \rightarrow \infty)$. Thus, in Tables 3.6.3, 3.6.4 we examine instead the asymptotic approximations $\tilde{u}_{N, M, \ell}^{\varepsilon}, N \geq 1,1 \leq M \leq 2, \ell \in \mathbb{N}$ defined in Section 3.3, i.e.,

$$
\tilde{u}_{N, M, \ell}^{\epsilon}(x)=\sum_{n \in \mathcal{Z}_{\tau(\epsilon) \backslash\{0\}}} a_{n} e^{n \pi x i} \phi_{N}(x / \varepsilon, \varepsilon, n \pi)+\sum_{n \in \mathcal{Z}_{\ell} \backslash \mathcal{Z}_{\tau(\varepsilon)}} a_{n} e^{n \pi x i} \phi_{M}(x / \varepsilon, \varepsilon, n \pi)
$$

where $\tau(\varepsilon)=\{n \in \mathbb{N} . \mid \cdot n<2 / \varepsilon\}$. The results suggest that, by employing these approximations, one can improve upon the accuracy, if not the order of convergence, of the $\mathcal{L}_{2}(\Omega)$
norm errors of the lower order approximations $u_{N, \ell}^{\varepsilon}, 0 \leq N \leq 2$. Furthermore, the tables demonstrate that these approximations produce smaller $H^{1}(\Omega)$ semi-norm errors which also converge a half order of $\varepsilon$ more rapidly as $\varepsilon \rightarrow 0$. The influence of low regularity is further examined in problem 3.7.
3.7. Sample problem: Mixed regularity data, $a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{L}_{2}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$. The previous problem demonstrated the consequences for convergence order and accuracy when both $a$ and $f_{c}$ have low regularity. The convergence rate quickly reached a finite upper limit in problem 3.6 while, by contrast, no such limit was observed in problem 3.4 and, comparing tables $3.6 .1-3.6 .4,3.4 .1-3.4 .3$, it is clear that the reduced regularity also degraded the accuracy of the approximations. We now attempt to isolate the different roles of $a$ and $f_{c}$ on the homogenization approach by considering the following related problem of mixed regularity where, now, $a \in C_{\text {per }}^{\infty}(\mathcal{P})$ and, once again, $f_{\mathcal{C}} \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$ are defined as follows

$$
a(x)=\frac{1}{1+\frac{1}{2} \cos (2 \pi x)}, \quad f_{\mathcal{A}}(x)=\left\{\begin{array}{ll}
1, & \text { if } 0<x \leq 1  \tag{3.7.1}\\
-1, & \text { if } 1<x \leq 2
\end{array}, \quad a_{n}= \begin{cases}2 / n \pi i, & \text { if } n \text { is odd } \\
0, & \text { if } n \text { is even }\end{cases}\right.
$$

where $f_{\mathcal{C}}$ is then obtained via relation (3.1.5). The analytical expression for $\phi$, the solution of the complex valued boundary value problem (3.1.9), is provided in problem 3.6. The errors $\left\|u_{\ell}^{\varepsilon}-v ; \mathcal{L}_{2}(\Omega)\right\|,\left|u_{\ell}^{\varepsilon}-v ; H^{1}(\Omega)\right|$ have been computed, for $v=u_{N, \ell}^{\epsilon}, \tilde{u}_{N, \ell}^{\varepsilon}, \ell=1201$, and are reported in the tables 3.7.1-3.7.2.

Table 3.7.1: $a \in C^{\infty}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\epsilon}-u_{0, \ell} ; \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\epsilon}-u_{0, \ell} ; H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 0.5 | $3.32870592(-3)$ | $3.58210497(-2)$ |
| 0.25 | $1.46891484(-3)$ | $3.53030964(-2)$ |
| 0.125 | $7.07923164(-4)$ | $3.51720311(-2)$ |
| 0.0625 | $3.50566358(-4)$ | $3.51390935(-2)$ |
| 0.03125 | $1.74856196(-4)$ | $3.51308997(-2)$ |
| 0.015625 | $8.73746467(-5)$ | $3.51289137(-2)$ |
| 0.0078125 | $4.36806389(-5)$ | $3.51284249(-2)$ |
|  | $O(\varepsilon)$. | $O(1)$ |

Tables 3.7.1-3.7.2 demonstrate that, although the coefficient, $a$, is infinitely smooth, the homogenization exhibits the same characteristics as observed for problem 3.6 in which $a \in$ $\mathcal{P} \mathcal{C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P})$. Indeed, all of the characteristics noted for tables 3.6.1-3.6.2 concerning the asymptotic approximations $u_{N, \ell}^{\varepsilon}, \tilde{u}_{N, M, \ell}^{\varepsilon}, 0 \leq N \leq 2,1 \leq M \leq 2, \ell \in \mathbb{N}$ are again apparent in this problem.

The restriction, $\left.u^{\varepsilon}\right|_{\Omega}$, of the analytical solution, $u^{\varepsilon}$, can, evidently, be obtained directly. by solving the boundary value problem (3.1.1). Performing this computation one obtains the

Figure 361


Figure 362


Graphs of the real or magnary parts of $\phi(06, \varepsilon, t), \phi_{N}(06, \varepsilon, t), \varepsilon=1 / 2^{n}, 1 \leq n \leq 3,0 \leq$ $N \leq 2$, and $1 \leq t \leq 30$ The curves are distınguished by the symbols, $1 \mathrm{e}, \Delta \Rightarrow \phi, \mathrm{\square} \Rightarrow$ $\phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$
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Figure 364


Graphs of the real or maginary parts of $\phi(06, \varepsilon, t), \phi_{N}(06, \varepsilon, t), \varepsilon=1 / 2^{n}, 1 \leq n \leq 3,0 \leq$ $N \leq 2$, and $1 \leq t \leq 30$ The curves are distinguished by the symbols, $1 \mathrm{e}, \Delta \Rightarrow \phi, \square \Rightarrow$ $\phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$
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Figure 366


Graphs of the real or maginary parts of $\phi(06, \varepsilon, t), \phi_{N}(06, \varepsilon, t), \varepsilon=1 / 2^{n}, 1 \leq n \leq 3,0 \leq$ $N \leq 2$, and $1 \leq t \leq 30$ The curves are distingushed by the symbols, $1 \mathrm{e}, \Delta \Rightarrow \phi, \square \Rightarrow$ $\phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$

Table $372 a \in C^{\infty}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\varepsilon}-u_{1, \ell}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\varepsilon}-u_{1, \ell}^{\varepsilon}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $133471402(-3)$ | $968484915(-3)$ |
| 025 | $333678477(-4)$ | $484176303(-3)$ |
| 0125 | $834196183(-5)$ | $242094460(-3)$ |
| 00625 | $208548898(-5)$ | $121065961(-3)$ |
| 003125 | $521377082(-6)$ | $605201079(-4)$ |
| 0015625 | $130343163(-6)$ | $302621469(-4)$ |
| 00078125 | $325858180(-7)$ | $151314183(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Table $373 a \in C^{\infty}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\varepsilon}-u_{2, \ell}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\varepsilon}-\tilde{u}_{2,1, \ell}^{\varepsilon}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $109169502(-3)$ | $487789107(-3)$ |
| 025 | $272684686(-4)$ | $172902040(-3)$ |
| 0125 | $679958552(-5)$ | $612103867(-4)$ |
| 00625 | $170033284(-5)$ | $216481353(-4)$ |
| 003125 | $425200134(-6)$ | $749622435(-5)$ |
| 0015625 | $106405310(-6)$ | $272828034(-5)$ |
| 00078125 | $266009860(-7)$ | $973324486(-6)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O\left(\varepsilon^{3 / 2}\right)$ |

Table $374 a \in C^{\infty}(\mathcal{P}), f \in H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell}^{\epsilon}-\tilde{u}_{3,1, \ell}, \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u_{\ell}^{\epsilon}-\tilde{u}_{3,2, \ell}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $921893991(-4)$ | $297189811(-3)$ |
| 025 | $247140955(-4)$ | $107162895(-3)$ |
| 0125 | $642423423(-5)$ | $381218187(-4)$ |
| 00625 | $164641798(-5)$ | $136084073(-4)$ |
| 003125 | $417605998(-6)$ | $472273363(-5)$ |
| 0015625 | $105335661(-6)$ | $170200860(-5)$ |
| 00078125 | $264529370(-7)$ | $615656966(-6)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O\left(\varepsilon^{3 / 2}\right)$ |

following identity for $u^{\varepsilon}(x), x \in \Omega$

$$
\begin{aligned}
u^{\varepsilon}(x) & =\frac{1}{2}\left(x-x^{2}\right)+\varepsilon(1 / 2-x) \frac{1}{4 \pi} \sin (2 \pi x / \varepsilon)+\varepsilon^{2}\left[-\frac{1}{8 \pi^{2}} \cos (2 \pi x / \varepsilon)+\frac{1}{8 \pi^{2}}\right](372) \\
& =u_{0}(x)+\varepsilon \frac{\partial u_{0}}{\partial x}(x) \chi_{1}(x / \varepsilon)+\varepsilon^{2}\left[\frac{\partial^{2} u_{0}}{\partial x^{2}}(x) \chi_{2}(x / \varepsilon)+\frac{1}{8 \pi^{2}}\right]
\end{aligned}
$$

where it is assumed that $1 / \varepsilon \in \mathbb{N}$ We now construct $u^{\epsilon}$ as the 2-periodic antı-symmetric
extension of the solution $\left.u^{\varepsilon}\right|_{\Omega}$ by computing, with the ald of Fourier series expansions, 2periodic extensions of the functions $\alpha(x)=\left(x-x^{2}\right) / 2, \beta(x)=(1 / 2-x)$ of $u^{\varepsilon}$ The respective antisymmetric and symmetric extensions of $\alpha$ and $\beta$ are thus, for $x \in \mathbb{R}$,

$$
\begin{equation*}
\alpha(x)=\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} \frac{1}{n^{2} \pi^{2}} e^{n \pi x_{2}}, \quad \beta(x)=\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n} \frac{2}{n \pi} e^{n \pi x_{n}} \tag{373}
\end{equation*}
$$

Substituting relations ( 373 ) into (372), the following 2-periodic antisymmetric extension is obtained for $u^{\varepsilon}$

$$
\begin{aligned}
u^{\varepsilon}(x) & =\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n}\left[\frac{1}{n^{2} \pi^{2}}+\varepsilon \frac{\sin (2 \pi x / \varepsilon)}{4 \pi} \frac{\imath}{n \pi}+\varepsilon^{2} \frac{(1-\cos (2 \pi x / \varepsilon))}{8 \pi^{2}}\right] e^{n \pi x_{2}} \\
& =\sum_{n \in \mathcal{Z} \backslash\{0\}} a_{n}\left[\phi_{0}(n \pi)+\varepsilon \phi_{1}(x / \varepsilon, n \pi)+\varepsilon^{2}\left(\phi_{2}(x / \varepsilon, n \pi)+\frac{1}{8 \pi^{2}}\right)\right] e^{n \pi x_{2}}
\end{aligned}
$$

where the identity in the second line follows immediately from the expansion (3 4 11) However, from the homogenization (3 214 ) and the above Fourier series expression for $u^{\varepsilon}$, the following error estımates are now immediately apparent for the limit functions $u_{N}^{\varepsilon} \xlongequal{\text { def }} u_{N, \infty}^{\epsilon}, 0 \leq$ $N \leq 2$

$$
\left\|u^{\varepsilon}-u_{N}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\| \leq C_{1} \varepsilon^{\min (N+1,2)}, \quad\left|u^{\varepsilon}-u_{N}^{\epsilon}, H^{1}(\Omega)\right| \leq C_{2} \varepsilon^{N},
$$

where $C_{1}, C_{2}>0$ are constants independent of $\varepsilon$ Furthermore, for this problem, if $N=2$ then one can select $C_{2}=0$ Indeed, these error bounds are confirmed by the results illustrated in Tables 371-374 However, as observed in Section 33, the regularity property $f_{\mathcal{C}} \in$ $H^{0}(\mathcal{C}) \backslash H^{1}(\mathcal{C})$ means that one cannot obtain, for $\ell \rightarrow \infty$, vald $H^{1}(\Omega)$ norm estımates of $u^{\varepsilon}$ from the approximations $u_{N, \ell}^{\varepsilon}, N \geq 2, \ell \in \mathbb{N}$ or valid $\mathcal{L}_{2}(\Omega)$ norm estimates of $u^{\varepsilon}$ from the approximations $u_{N, \ell}^{\varepsilon}, N \geq 3, \ell \in \mathbb{N}$ because of the nature of convergence of these functions as $\ell \rightarrow \infty$ Thus, we apply, as in problem 36 , the functions $\tilde{u}_{N M, \ell}^{\varepsilon}, N \geq 2,1 \leq M \leq 2, \ell \in \mathbb{N}$ and the results provided in Tables 371-374 suggest the following error bounds, for $\ell \in$ $\mathbb{N}, N \geq 2$,

$$
\begin{aligned}
& \left\|u_{\ell}^{\varepsilon}-\tilde{u}_{N M, \ell}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\| \leq C_{1} \varepsilon^{\min (M+12)}, \quad 1 \leq M \leq 2 \\
& \left\|u_{\ell}^{\varepsilon}-\tilde{u}_{N, M, \ell}^{\varepsilon}, H^{1}(\Omega)\right\| \leq C_{2} \varepsilon^{\min (N, 3 / 2)}, \quad M=1
\end{aligned}
$$

In a private communicatıon Professor Ivo Babuška has demonstrated that for a specıfic problem of the type being considered here the rate of convergence of $u_{1, \ell}^{\varepsilon}$ to $u_{\ell}^{\varepsilon}$ as $\varepsilon \rightarrow 0$ cannot exceed $3 / 2$ Indeed, the results of Table 373 bear out this finding We observe that, although the level of regularity of $a$ is an important factor in obtaining accurate asymptotic approximations derived from the homogenization approach, it does not affect the rate of convergence It is the regularity properties of $f_{\mathcal{C}}$ which exert the dommant influence on the convergence behaviour for $\varepsilon \rightarrow 0$ This property of the homogenization is examined further in problem 38

38 Sample problem Mixed regularity data, $a \in \mathcal{P} C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$
It has been determined from problems 36,37 that the behaviour of the homogenization when $f_{c} \in H^{0}(\mathcal{P}) \backslash H^{1}(\mathcal{P})$ and $a$ is either precewise or globally smooth is unchanged To emphasize the effect of the regularity of the function $f_{C}$ on the homogenization, we consider, with respect to the regularity of the data $a, f_{c}$, the converse situation to the previous problem, $37,1 \mathbf{e}$, define

$$
a(x)=\left\{\begin{array}{lll}
a_{1}=1, & \text { if } & 0<x<1 / 3  \tag{array}\\
a_{2}=10, & \text { if } & 1 / 3 \leq x<2 / 3,
\end{array} \quad f_{C}(x)=\sin (\pi x)\right.
$$

The weak solution, $\phi$, of the cell problem ( 31 19)-( 3123 ), which is also plecewise defined, is given in relations (361)-(364) and the weak solution, $u^{\varepsilon}$, of problem (311) is determined from relation (317) Once again, the errors, $\left\|u^{\varepsilon}-u_{N}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\|,\left|u^{\varepsilon}-u_{N}^{\varepsilon}, H^{1}(\Omega)\right|$, have been computed and are reported in the tables $381-383$

Table $381 a \in \mathcal{P} \mathcal{C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in C^{\infty}(\mathcal{C})$

| Cell Sıze, $\varepsilon$ | $\left\\|u^{\varepsilon}-u_{0}, \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u^{\varepsilon}-u_{0}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $711253489(-3)$ | $954929897(-2)$ |
| 025 | $332217720(-3)$ | $954929897(-2)$ |
| 0125 | $163344765(-3)$ | $954929897(-2)$ |
| 00625 | $813316124(-4)$ | $954929897(-2)$ |
| 003125 | $406233558(-4)$ | $954929897(-2)$ |
| 0015625 | $203063761(-4)$ | $954929897(-2)$ |
| 00078125 | $101525255(-4)$ | $954929897(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

Table $382 a \in \mathcal{P} \mathcal{C}^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in C^{\infty}(\mathcal{C})$

| Cell Szze, $\varepsilon$ | $\left\\|u^{\varepsilon}-u_{1}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u^{\varepsilon}-u_{1}^{\varepsilon}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $173930827(-3)$ | $204124196(-2)$ |
| 025 | $405197388(-4)$ | $102062098(-2)$ |
| 0125 | $995487155(-5)$ | $510310490(-3)$ |
| 00625 | $247792450(-5)$ | $255155245(-3)$ |
| 003125 | $618808814(-6)$ | $127577623(-3)$ |
| 0015625 | $154660220(-6)$ | $637888113(-4)$ |
| 00078125 | $386624310(-7)$ | $318944056(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Thus, despite the low regularity of the coefficient $a$, the higher order approximations, $u_{N}^{\varepsilon}, N \geq 3$, are available once again and the lower order approximations, $u_{N}^{\varepsilon}, N=0,1,2$, behave in an identical fashion to that observed for problem 34 which also possessed an

Table $383 \quad a \in \mathcal{P} C^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P}), f \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u^{\varepsilon}-u_{2}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\\|$ | $\left\|u^{\varepsilon}-u_{2}^{\varepsilon}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $432587839(-4)$ | $497495505(-3)$ |
| 025 | $503594314(-5)$ | $124373876(-3)$ |
| 0125 | $618519067(-6)$ | $310934691(-4)$ |
| 00625 | $769765770(-7)$ | $777336726(-5)$ |
| 003125 | $961153600(-8)$ | $194334182(-5)$ |
| 0015625 | $120111300(-8)$ | $485835454(-6)$ |
| 00078125 | $150129000(-9)$ | $121458863(-6)$ |
|  | $O\left(\varepsilon^{3}\right)$ | $O\left(\varepsilon^{2}\right)$ |

mfinitely smooth inhomogeneous term $f_{\mathcal{C}}$ The problems $36-38$ and their results are now analysed and explained Furthermore, a Theorem is proposed which both summarizes and generalizes the properties of the homogenization approach described here

## 39 Analysis and Conclusions

The homogenization (3 21 ) was observed, in problem 34 , to provide asymptotic approximations $u_{N}^{\varepsilon}, N \geq 0$, defined by relation (3 214 ), of the solution, $u^{\varepsilon}$, of the boundary value problem (311), which become ever more accurate, as $N \rightarrow \infty$, in precise accordance with the Bakhvalov and Panasenko Theorem 322 This is exactly what one should expect for $a \in C^{\infty}(\mathcal{P}), f_{c} \in C^{\infty}(\mathcal{C})$ where also, therefore, $u^{\varepsilon} \in C^{\infty}(\mathcal{C})$ However, to determine both the roles and affects of the functions $a, f_{c}$ on the homogenization we considered various problems with regularity characterıstics lower than those displayed in problem 34

We assume that $f_{\mathcal{C}} \in H^{m}(\mathcal{C}) \backslash H^{m+1}(\mathcal{C})$ and observe from the regularity theory that $u_{0} \in H^{m+2}(\mathcal{C}) \backslash H^{m+3}(\mathcal{C})$ However, if we recall the two-scale expansion (3 315 ), e ,

$$
\begin{gather*}
u_{N \ell}^{\epsilon}(x)=u_{0 \ell}(x)+\varepsilon\left[\chi_{1}(x / \varepsilon) \frac{\partial u_{0, \ell}}{\partial x}(x)+G_{1, \ell}(x)\right]+\varepsilon^{2}\left[\chi_{2}(x / \varepsilon) \frac{\partial^{2} u_{0, \ell}}{\partial x^{2}}(x)+G_{2, \ell}(x)\right] \\
+\quad+\varepsilon^{N}\left[\chi_{N}(x / \varepsilon) \frac{\partial^{N} u_{0, \ell}}{\partial x^{N}}(x)+G_{N, \ell}(x)\right] \tag{array}
\end{gather*}
$$

where

$$
\begin{equation*}
u_{0, \ell}(x)=\sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x \imath} \phi_{0}(n \pi), \quad G_{k, \ell}(x)=\sum_{n \in \mathcal{Z}_{\ell} \backslash\{0\}} a_{n} e^{n \pi x \imath} g_{k}(n \pi) \tag{array}
\end{equation*}
$$

then the property $u_{0} \in H^{m+2}(\mathcal{C}) \backslash H^{m+3}(\mathcal{C})$ suggests that the derivative $D^{\alpha} u_{0} \ell, \alpha \geq m+3$ and, therefore, the asymptotic approximation $u_{\alpha \ell}^{\varepsilon}, \alpha \geq m+3$, cannot converge as $\ell \rightarrow \infty$, in either $\mathcal{L}_{2}(\mathcal{C})$ or $H^{1}(\mathcal{C})$ norm topologies Indeed, as a consequence of the property $D^{m} f_{\mathcal{C}} \in$ $\mathcal{L}_{2}(\mathcal{C})$ it follows that $a_{n}\left(f_{\mathcal{C}}\right)=o\left(|n|^{-m}\right)(|n| \rightarrow \infty),\left|n^{m+k} a_{n}\left(f_{\mathcal{C}}\right)\right| \rightarrow \infty(|n| \rightarrow \infty), k \geq 1$ and, therefore, because the modulus of the general term of $D^{\alpha} u_{0, \ell}, \alpha \geq m+3$ satisfies $\left|a_{n}\left(f_{C}\right)(n \pi \imath)^{\alpha} e^{n \pi x \imath} \phi_{0}(n \pi)\right|=A^{-1} \pi^{\alpha}\left|n^{\alpha-2} a_{n}\left(f_{\mathcal{C}}\right)\right| \nrightarrow 0(|n| \rightarrow \infty)$ the termwise derivatives $D^{\alpha} u_{0, \ell}, \alpha \geq m+3$ all diverge as $\ell \rightarrow \infty$ as observed above Thus, for low regularity problems
of this type we must consider alternative asymptotic approxımations to $u_{N \ell}^{\epsilon}, \ell \in \mathbb{N}$ for $N \geq m+3$ It is for this reason that we introduced in Section 33 the approximations $\tilde{u}_{N, M, \ell}^{e}, N \geq m+3, M \leq m+2$ which exploit the good approximation properties of $\phi_{N}$ within the region of analyticity of $\phi(x, \bullet, \bullet), x \in \mathcal{P}$

Based on the analysis and computations performed in Sections 34, 36-38 we propose the following theorem for the general asymptotic behaviour of the homogenization approach founded on (3 21 )
Conjecture 39 Let $a \in \mathcal{P} \mathcal{C}_{\text {per }}^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in H^{m}(\mathcal{C})$ then the functions $u_{N, \ell}^{\varepsilon}, u_{N}^{\varepsilon} \stackrel{\text { def }}{=} u_{N, \infty}^{\varepsilon}$, and $\tilde{u}_{N, M \ell}^{\varepsilon}$ have the following asymptotic approximation properties

$$
\begin{align*}
&\left\|u^{\varepsilon}-u_{N}^{\varepsilon}, H^{p}(\mathcal{C})\right\| \leq C \varepsilon^{\min (N+1, m+2)-p}, \quad 0 \leq N \leq m+2  \tag{393}\\
&\left\|u_{\ell}^{\varepsilon}-u_{N, \ell}^{\varepsilon}, H^{p}(\mathcal{C})\right\| \leq C \varepsilon^{\min (N+1, m+2)-p}, \quad 0 \leq N \leq m+2-p  \tag{394}\\
&\left\|u_{\ell}^{\varepsilon}-\tilde{u}_{N, M, \ell}^{\varepsilon}, H^{p}(\mathcal{C})\right\| \leq C \varepsilon^{\min (N+1, m+2)-p / 2}, \quad N \geq m+2, M=m+2-p \tag{395}
\end{align*}
$$

where $0 \leq p \leq 1, \ell \in \mathbf{N}, C>0$ is a constant independent of $\varepsilon$, and $u^{\varepsilon} \in H^{m+\lambda}(\mathcal{C}) \cap H_{0}^{1}(\mathcal{C}), 1<$ $\lambda<2$ is the weak solution of problem (311)

We have not included $H^{1}(\mathcal{C})$ error estımates for $u_{m+2}^{\varepsilon} \ell$ in relation (394) because, as indicated above, $\left\|u_{m+2, \ell}^{\varepsilon}, H^{1}(\mathcal{C})\right\| \rightarrow \infty(\ell \rightarrow \infty)$ and, consequently, this function cannot provide a valid $H^{1}(\mathcal{C})$ norm approximation of $u^{\varepsilon}$ This occurs because the asymptotic approximation, $u_{m+2 \ell}^{\varepsilon} \ell$, cannot be differentiated term by term - this was demonstrated in Section 37 However, in Sections $34,36-38$ it occurred that $g_{k}=0, k \geq 1$ and, in such a circumstance, (391) then implies that, for $0 \leq N \leq m+2, x \in \mathcal{C}$,

$$
\begin{equation*}
u_{N}^{\varepsilon}(x)=u_{0}(x)+\varepsilon \chi_{1}(x / \varepsilon) \frac{\partial u_{0}}{\partial x}(x)+\varepsilon^{2} \chi_{2}(x / \varepsilon) \frac{\partial^{2} u_{0}}{\partial x^{2}}(x)+\quad+\varepsilon^{N} \chi_{N}(x / \varepsilon) \frac{\partial^{N} u_{0}}{\partial x^{N}}(x) \tag{396}
\end{equation*}
$$

It may then be preferable to seek the asymptotic approximations $u_{N}^{\varepsilon}\left(=u_{N, \infty}^{\varepsilon}\right)$ in the form (3 9 6), cf Bakhvalov \& Panasenko (1989), clearly, there are no series truncation errors and possibly no reduction in the convergence rates occasioned by termwise differentiation as observed in (3 9 5)

## 4 Homogenization of Two Dimensional Elliptic Boundary Value Problems

## 40 Introduction

As part of the route towards our stated goal we now move to problems with the next higher order of difficulty and follow the format of Chapter 3 Thus, we now consider elliptic boundary problems in $\mathbb{R}^{2}$ where the material properties of the medıum, $\Omega$, change periodically and irregularly on a scale, $\varepsilon$, due to the presence of composite materials The asymptotic approach developed in Chapter 3, 1 e , homogenızation, is extended to include boundary value problems of this type However, we observe that, for $\Omega \subset \mathbb{R}^{n}, n \geq 2$, the analytical expressions for $u^{\epsilon}$ and $u_{N}^{\varepsilon}, N \geq 0$ employed in the homogenization approach are generally unavalable In order to overcome this lack of analytical information we resort to using finite element techniques to construct accurate and robust discrete asymptotic approximations which are analogous to those employed in Chapter 3 In using finite element methods, we naturally wish to exploit known a priori estımates for the error Such estımates depend on the regularity of the solution, which, in turn, depends on the geometry of the doman, the geometry of the material interface and material properties With polygonal interfaces, singularities will occur at the vertices The approach adopted here is to take finite element meshes which coincide with these interfaces and to state the finite element error estimates in terms of parameters defining the dominant form of the singularity it is not our purpose here to embark on a detaled treatment of these singularities Guided by our experıments in the one dimensional setting in Chapter 3, we assess the behaviour of the combined homogenization/finite element approach for a variety of problems exhıbiting varıous levels of regularity In this way we determine how the various regularity characteristics of the problem affect the homogenization approach

The difficulties caused by the presence, in the model problem, of rapidly changing coef-
ficients of low regularity for the direct application of conventional finte element approaches were considered in the one dimensional case in the previous chapter, cf Section 30 It was observed that finite element technıques applied directly to the model problem could not resolve, within practical constraints, the variations of the coefficients necessary to construct accurate numerical approximations However, the observations in Theorem 301 of the asymptotic behaviour, as $\varepsilon \rightarrow 0$, of the coefficients and solutions of elliptic boundary value problems led to the approach called homogenization In Chapter 3 we observed that this approach introduces errors which decrease as $\varepsilon \rightarrow 0,1 \mathrm{e}$, as the variation of the coefficient, $V_{\mathcal{P}}(a)$, increases Indeed, for $\varepsilon$-periodic coefficients it was demonstrated that the asymptotic approximations, $u_{N}^{\varepsilon}, N \geq 0$, obtained from the homogenization approach, exhibit the following properties for $\Omega ๔ \mathbb{R}$

$$
\begin{array}{ll}
\left\|u^{\varepsilon}-u_{N}^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\| \rightarrow 0(\varepsilon \rightarrow 0), & N \geq 0 \\
\left\|u^{\varepsilon}-u_{N}^{\varepsilon}, H^{1}(\Omega)\right\| \rightarrow 0(\varepsilon \rightarrow 0), & N \geq 1
\end{array}
$$

where the rate of convergence, as $\varepsilon \rightarrow 0$, of the errors increase, irrespective of the regularity of the coefficient $a$, as $N \rightarrow \infty$ Thus, the approach based on homogenzation, described in Chapter 3, is particularly well adapted for the treatment of the inherent difficulties caused by the rapid variation of low regularity coefficients

## 41 The Model Two Dimensional Problem

We employ the following elliptic boundary problem as the model two dimensional prototype to illustrate a combined approach based on both homogenization techniques and finite element discretizations Find the weak solution $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ of the elliptic equation

$$
\begin{equation*}
-\sum_{k, l=1}^{2} \frac{\partial}{\partial x_{k}}\left[a_{k l}(\underline{x} / \varepsilon) \frac{\partial u^{\varepsilon}}{\partial x_{l}}(\underline{x})\right]=f(\underline{x}), \quad x \in \Omega \stackrel{\text { def }}{=}(0,1)^{2} \tag{411}
\end{equation*}
$$

where $f \in \mathcal{L}_{2}(\Omega)$ and $A=\left(a_{k l}\right)_{k, l=1}^{2} \in\left(\mathcal{L}_{\infty}(\mathcal{P})\right)^{2 \times 2}$ is a symmetric 1-periodic matrix with elements satisfying the property, cf Figure 41 ,

$$
\begin{equation*}
\left.\operatorname{Tr}\left(a_{k l}\right)\right|_{r_{,}}=\left.\operatorname{Tr}\left(a_{k l}\right)\right|_{\Gamma_{s+2}}, \quad 1 \leq s \leq 2 \tag{412}
\end{equation*}
$$

and, for almost all $\underline{x} \in \Omega, \varepsilon>0$

$$
\begin{equation*}
0<\alpha_{1} \sum_{k=1}^{2}\left|\xi_{k}\right|^{2} \leq \sum_{k, l=1}^{2} \xi_{k} a_{k l}(\underline{x} / \varepsilon) \xi_{l} \leq \alpha_{2} \sum_{k=1}^{2}\left|\xi_{k}\right|^{2}<\infty, \quad\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2} \tag{array}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}>0$ are constants which are independent from $\varepsilon$ The weak formulation of problem (4 111 ) can be obtaned by multıplying relation (4 11) by $v \in H_{0}^{1}(\Omega)$ and integrating by parts to obtain the problem Find $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega_{k}} \sum_{k=1}^{2} a_{k l}(\underline{x} / \varepsilon) \frac{\partial u^{\varepsilon}}{\partial x_{k}}(\underline{x}) \frac{\partial v}{\partial x_{l}}(\underline{x}) d \underline{x}=\int_{\Omega} f(\underline{x}) v(\underline{x}) d \underline{x}, \quad v \in H_{0}^{1}(\Omega) \tag{414}
\end{equation*}
$$

Application of the Lax-Milgram lemma to the weak form (414) of (411) establishes the existence of a unique solution, $u^{\varepsilon} \in H_{0}^{1}(\Omega)$, which also exhibits the regularity property, cf Murat \& Tartar (1994),

$$
\begin{equation*}
\left\|u^{\varepsilon}, H^{1}(\Omega)\right\| \leq C\left\|f, \mathcal{L}_{2}(\Omega)\right\| \tag{415}
\end{equation*}
$$

where $C=C\left(f, \alpha_{1}\right)>0$ is independent of $\varepsilon$ If the data $A$ are plecewise constant, 1 e ,

$$
\begin{equation*}
A(\underline{x} / \varepsilon)=A^{[r]}, \quad \underline{x} \in \Omega_{r}, A^{[r]} \in \mathbb{R}^{2,2}, \quad 1 \leq r \leq m_{\varepsilon} \tag{416}
\end{equation*}
$$

where $\bar{\Omega}=\cup_{r=1}^{m_{\varepsilon}} \bar{\Omega}_{r}$ and $\Omega_{r}, 1 \leq r \leq m_{\varepsilon}$ are simply connected polygonal regıons with $\Omega_{r} \cap \Omega_{s}=$ $\emptyset, r \neq s$ then in a neighbourhood of the vertices of the interfaces $\Gamma_{r s} \stackrel{\text { def }}{=} \partial \Omega_{r} \cap \partial \Omega_{s}, 1 \leq r, s \leq$ $m_{\varepsilon}$ the solution, $u^{\varepsilon}$, of problem (411) will generally exhbit the characteristically singular behaviour commonly observed for problems with smooth coefficients formulated in nonconvex polygonal regıons Indeed, following Kellogg (1971) we define the Hilbert space

$$
\begin{gather*}
\mathcal{D}(\Omega, a) \stackrel{\text { def }}{=}\left\{v^{\epsilon} \in H_{0}^{1}(\Omega) \mid \exists f \in \mathcal{L}_{2}(\Omega) \text { st } a\left(v^{\epsilon}, w\right)=\left(f, w, \mathcal{L}_{2}(\Omega)\right), w \in H_{0}^{1}(\Omega)\right\}  \tag{417}\\
(v, w, \mathcal{D}(\Omega, a)) \stackrel{\text { def }}{=}\left(L v, L w, \mathcal{L}_{2}(\Omega)\right), \quad v, w \in \mathcal{D}(\Omega, a) \tag{418}
\end{gather*}
$$

where $a \in \mathcal{B L}\left(H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega), \mathbb{R}\right)$ is the bilnear form associated with the weak formulation (414) and $L \in \mathcal{B L}\left(\mathcal{D}(\Omega, a), \mathcal{L}_{2}(\Omega)\right)$ is the operator defined pointwise as $L u^{\varepsilon} \stackrel{\text { def }}{=} f, f \in \mathcal{L}_{2}(\Omega)$ if, and only if, $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ is the solution of the weak problem (414) It is shown in Kellogg (1971) that $u^{\varepsilon}$ can then be written in the form

$$
\begin{equation*}
u^{\varepsilon}=\sum_{j=1}^{M} \sigma_{J} v_{j}^{\varepsilon}+w^{\varepsilon} \stackrel{\text { def }}{=} v^{\varepsilon}+w^{\varepsilon} \tag{419}
\end{equation*}
$$

where $\sigma_{\jmath} \in \mathbf{R}, w^{\varepsilon}, v_{j}^{\varepsilon} \in \mathcal{D}(\Omega, a), 1 \leq \jmath \leq M$ and

$$
\begin{equation*}
\left\|L v^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\|+\left\|w^{\varepsilon}, H^{1}(\Omega)\right\|+\sum_{j=1}^{m_{e}}\left\|w^{\varepsilon}, H^{2}\left(\Omega_{\jmath}\right)\right\| \leq C\left\|L u^{\varepsilon}, \mathcal{L}_{2}(\Omega)\right\| \tag{array}
\end{equation*}
$$

The form of the singular functions $v_{j}^{\varepsilon} \in H^{1+\alpha_{j}}(\Omega), 0<\alpha_{3} \leq 1,1 \leq \jmath \leq M$ will depend precisely on the coefficients $a_{k l}, 1 \leq k, l \leq 2$ and the geometry of the interfaces $\Gamma_{r s}, 1 \leq r, s \leq m_{\varepsilon}$, cf BLUMENFELD (1985) The regularity properties of $u^{\varepsilon}$ are clearly important because they determine how rapidly the errors introduced by finte element approxımations dımınsh as $h \rightarrow 0$ Clearly, there are technıques of approxımation which are particularly appropriate for problems of this type, eg, the class of a-posteriorı adaptive methods and the non-conforming approach of BABUŠKA \& OSBORN (1985) for which, in the norm $\|v\|^{2} \stackrel{\text { def }}{=} \sum_{\tau \in \mathcal{T}_{h}(\Omega)}\left\|v, H^{1}(\tau)\right\|^{2}$, the optimal $O(h)$ error bound can be attaned, however, we have found that, to assess our approach, it is sufficient to employ precewise linear approximations constructed for triangulations, $\mathcal{T}_{h}(\Omega), h>0$, which have the property $\tau \cap \Gamma_{r s} \stackrel{\text { def }}{=} \emptyset, 1 \leq r, s \leq m_{\varepsilon}$ for $\tau \in \mathcal{T}_{h}(\Omega)$, cf Section 22

We observe that problem (411) can be obtained as the restriction to $\Omega$ of the planar elliptic problem Find the weak solution $u^{\varepsilon} \in H_{l o c}^{1}\left(\mathbb{R}^{2}\right) \stackrel{\text { def }}{=}\left\{v \mathbb{R}^{2} \rightarrow \mathbb{C} \mid\right.$ For any open subset $\Omega \subset$ $\left.\subset \mathbb{R}^{2}, v \in H^{1}(\Omega)\right\}$ of the elliptic equation

$$
\begin{equation*}
-\sum_{k, l=1}^{2} \frac{\partial}{\partial x_{k}}\left[a_{k l}(\underline{x} / \varepsilon) \frac{\partial u^{\varepsilon}}{\partial x_{l}}(\underline{x})\right]=f_{\mathcal{C}}(\underline{x}), \quad \underline{x} \in \mathbb{R}^{2} \tag{array}
\end{equation*}
$$

where the function $f_{\mathcal{C}}$ is defined as the periodic extension to $\mathbb{R}^{2}$ of the function $f_{\mathcal{A}}$ where $f_{\mathcal{A}}$ is defined as follows

$$
f_{\mathcal{A}}(\underline{x}) \stackrel{\text { def }}{=}\left\{\begin{array}{cl}
f\left(x_{1}, x_{2}\right), & \text { if }\left(x_{1}, x_{2}\right) \in \Omega  \tag{array}\\
-f\left(-x_{1}, x_{2}\right), & \text { if }\left(-x_{1}, x_{2}\right) \in \Omega \\
f\left(-x_{1},-x_{2}\right), & \text { if }\left(-x_{1},-x_{2}\right) \in \Omega \\
-f\left(x_{1},-x_{2}\right), & \text { if }\left(x_{1},-x_{2}\right) \in \Omega
\end{array}\right.
$$

Thus, $f_{\mathcal{C}}$ is formally defined by the Fourier series expansion

$$
\begin{equation*}
f_{C}(\underline{x}) \stackrel{\text { def }}{=} \sum_{\underline{n} \in \mathcal{Z}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{\underline{n} \underline{x} \pi z}}, \quad a_{\underline{n}} \stackrel{\text { def }}{\underline{1}} \frac{1}{4} \int_{\mathcal{C}} f_{\mathcal{A}}(\underline{x}) e^{\underline{n} \underline{x} \pi z} d \underline{x} \tag{4113}
\end{equation*}
$$

where $\mathcal{C} \stackrel{\text { def }}{=}(-1,1)^{2}$ The partial differential equation (4111) evidently imples (411) while the periodicity and antisymmetry of $f_{\mathcal{C}}$ imply the following properties of $u^{\varepsilon}$, for almost all $\underline{x} \in \Omega$,

$$
\begin{align*}
u^{\varepsilon}(\underline{x}+2 \underline{n}) & =u^{\varepsilon}(\underline{x}), \quad \underline{n} \in \mathcal{Z}^{2}  \tag{4114}\\
u^{\varepsilon}\left((-1)^{m_{1}} x_{1},(-1)^{m_{2}} x_{2}\right) & =(-1)^{m_{1}+m_{2}} u^{\varepsilon}\left(x_{1}, x_{2}\right), \quad \underline{m} \in \mathbb{N}_{0}^{2} \backslash\{0\}  \tag{4115}\\
\int_{B(0, \rho, \infty)} u^{\varepsilon}(\underline{x}) d \underline{x} & =0, \quad \rho>0 \tag{4116}
\end{align*}
$$

Furthermore, the regularity property $u^{\varepsilon} \in H^{1+\rho}(\mathcal{C})$ for some $\rho>0$, the Sobolev embedding $H^{1+\rho}(\mathcal{C}) \subset C^{0, \lambda}(\overline{\mathcal{C}}), 0<\lambda<1$, cf ADAMS (1975), and the antısymmetry of $u^{\varepsilon}$, of (4115), imply that $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ Following Babuška \& Morgan (19911) we observe that for $f(\underline{x})=e^{2 \underline{t} \underline{x}}$ the mapping

$$
\begin{equation*}
\underline{x} \mapsto e^{2 \underline{t}} \underline{x} \phi(\underline{x} / \varepsilon, \varepsilon, \underline{t}) \tag{array}
\end{equation*}
$$

solves (4111) where $\underline{x} \mapsto \phi(\underline{x}, \varepsilon, \underline{t})$ is a complex-valued, 1-periodic function that, in the weak sense, satisfies, for $\varepsilon>0, \underline{t} \neq 0$, the partial differential equation

$$
\begin{equation*}
-\sum_{k l=1}^{2} \frac{\partial}{\partial x_{k}}\left[a_{k l}(\underline{x}) \frac{\partial}{\partial x_{l}}\left(e^{2 \varepsilon \underline{t} \underline{x}} \phi(\underline{x}, \varepsilon, \underline{t})\right)\right]=\varepsilon^{2} e^{\imath \varepsilon \underline{t} \underline{x}}, \quad \underline{x} \in \mathcal{P}=(0,1)^{2} \tag{array}
\end{equation*}
$$

and periodic boundary conditions on $\partial \mathcal{P}$, for $1 \leq s \leq 2$,

$$
\begin{gather*}
\left.\operatorname{Tr}(\phi(\bullet, \varepsilon, \underline{t}))\right|_{\Gamma_{\varepsilon}}=\left.\operatorname{Tr}(\phi(\bullet, \varepsilon, \underline{t}))\right|_{\Gamma_{\bullet}+2}  \tag{array}\\
\left.\operatorname{Tr}([A \nabla \phi(\bullet, \varepsilon, \underline{t})] \underline{n})\right|_{\Gamma_{\varepsilon}}=\left.\operatorname{Tr}([A \nabla \phi(\bullet, \varepsilon, \underline{t})] \underline{n})\right|_{\Gamma_{\bullet+2}} \tag{array}
\end{gather*}
$$

Figure 41 The periodic cell

where $\underline{n}(\underline{x})$ is the unt outward normal vector to the boundary, $\partial \mathcal{P}$, at the point $\underline{x}$, and $\Gamma_{s}, 1 \leq s \leq 4$ are the boundary segments of the periodic cell, $\mathcal{P}$, illustrated in Figure 41

Thus, employing simple linear superposition, the solution, $u^{\varepsilon}$, can be written as follows, see Babuška \& Morgan (1991ı) for the analysis,

$$
\begin{equation*}
u^{\varepsilon}(\underline{x})=\sum_{\underline{n} \in \mathcal{Z}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{\underline{x}} \underline{\pi 2}} \phi(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi) \tag{array}
\end{equation*}
$$

Expression (4 121 ) now provides the opportunity to investigate the development of approximation technıques based on the cell problem (4118)-(4120) rather than the original boundary value problem ( $\left.4 \begin{array}{ll}1 & 1\end{array}\right)$ However, before considerıng techniques of approximation, the properties of the weak formulation of problem (4 1 18)-(4 120 ) and the respective weak solution, $\phi$, will be studied

## 411 Properties of the Cell Problem

The weak formulation of the cell problem (4118)-(4120) is derived by multiplying equation (4 118 ) by the function $e^{-u \varepsilon \underline{t} \underline{v}(\underline{x})}, v \in H_{p e r}^{1}(\mathcal{P})$ and then integrating by parts to obtan the problem Find $\phi(\bullet, \varepsilon, \underline{t}) \in H_{p e r}^{1}(\mathcal{P})$ such that, for $v \in H_{\text {per }}^{1}(\mathcal{P})$,

$$
\begin{equation*}
\int_{\mathcal{P}} \sum_{k l=1}^{2} a_{k l}(x) \frac{\partial}{\partial x_{k}}\left(e^{2 \varepsilon} \underline{\underline{t}} \phi(\underline{x}, \varepsilon, \underline{t})\right) \frac{\partial}{\partial x_{l}}\left(e^{-\varepsilon \varepsilon \underline{t} \underline{x}} \overline{v(\underline{x})}\right) d \underline{x}=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(\underline{x})} d \underline{x} \tag{array}
\end{equation*}
$$

where it has been observed that the boundary term

$$
\begin{equation*}
\int_{\partial \mathcal{P}} \overline{v(\underline{x})}\left(\imath \varepsilon \phi(\underline{x}, \varepsilon, \underline{t})[A(\underline{x}) \underline{t}]+A(\underline{x}) \nabla_{x} \phi(\underline{x}, \varepsilon, \underline{t})\right) \underline{n}(\underline{x}) d \underline{x} \tag{array}
\end{equation*}
$$

vamshes as a consequence of the boundary trace properties of $A=\left(a_{k l}\right)_{k, l=1}^{2}, \phi(\bullet, \varepsilon, \underline{t})$ specified in relations (412), (4119), and (4120) Observe that $\overline{v(\underline{x})}=\Re[v(\underline{x})]-\imath \Im[v(\underline{x})]$ is the complex conjugate of $v(\underline{x}) \in \mathbb{C}$ Clearly, for $u, v \in H_{\text {per }}^{1}(\mathcal{P})$, the sesquilnear form for this problem is defined as follows

$$
\begin{aligned}
& \Phi(\varepsilon, \underline{t})[u, v]=\int_{\mathcal{P}} \sum_{k, l=1}^{2} a_{k l}(\underline{x}) \frac{\partial}{\partial x_{k}}\left(e^{\varepsilon \varepsilon \underline{t} \underline{x}} u(\underline{x})\right) \frac{\partial}{\partial x_{l}}\left(e^{-\imath \varepsilon \underline{t} \underline{x}} \overline{v(\underline{x})}\right) d \underline{x} \\
& =\int_{\mathcal{P}} \sum_{k l=1}^{2} a_{k l}(\underline{x}) \frac{\partial u}{\partial x_{k}}(\underline{x}) \frac{\partial v}{\partial x_{l}}(\underline{x}) d \underline{x}+\imath \varepsilon \int_{\mathcal{P}} \sum_{k l=1}^{2} a_{k l}(\underline{x})\left(t_{k} u(\underline{x}) \frac{\partial v}{\partial x_{l}}(x)-t_{l} \frac{\partial u}{\partial x_{k}}(\underline{x}) \overline{v(\underline{x})}\right) d \underline{x} \\
& \quad+\varepsilon^{2} \int_{\mathcal{P}_{k, l=1}} t_{k}^{2} t_{k} t_{l} a_{k l}(\underline{x}) u(\underline{x}) \overline{v(\underline{x})} d \underline{x} \\
& =\Phi_{0}[u, v]+\varepsilon \Phi_{1}(\underline{t})[u, v]+\varepsilon^{2} \Phi_{2}(\underline{t})[u, v]
\end{aligned}
$$

The sesquilnear form is clearly Hermitian symmetric, $1 \mathrm{e}, \Phi(\varepsilon, \underline{t})[u, v]=\overline{\Phi(\varepsilon, \underline{t})[v, u]}, u, v \in$ $H_{\text {per }}^{1}(\mathcal{P})$ Further, it follows from applications of relation (413) and the Cauchy-Schwarz mequality that the following relations are valid

$$
\begin{align*}
& \left|\Phi_{0}[u, v]\right| \leq\left|\int_{\mathcal{P}} \sum_{k, l=1}^{2} a_{k l}(\underline{x}) \frac{\partial u}{\partial x_{k}}(\underline{x}) \overline{\partial u}(\underline{x}) d \underline{x}\right|^{1 / 2}\left|\int_{\mathcal{P}_{k}} \sum_{k=1}^{2} a_{k l}(\underline{x}) \frac{\partial v}{\partial x_{k}}(\underline{x}) \overline{\frac{\partial v}{\partial x_{l}}(\underline{x})} d \underline{x}\right|^{1 / 2} \\
& \leq \alpha_{2}\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\| \\
& \left|\Phi_{1}(\underline{t})[u, v]\right| \leq\left|\int_{\mathcal{P}_{k, l=1}} \sum_{k l}^{2} a_{k l}(\underline{x}) t_{k} u(\underline{x}) \overline{\partial v} \frac{\partial}{\partial x_{l}}(\underline{x}) d \underline{x}\right|+\left|\int_{\mathcal{P}} \sum_{k l=1}^{2} a_{k l}(\underline{x}) t_{l} \frac{\partial u}{\partial x_{k}}(\underline{x}) \overline{v(\underline{x})} d \underline{x}\right| \\
& \leq\left.\left.\left|\int_{\mathcal{P}} \sum_{k, l=1}^{2} a_{k l}(\underline{x}) t_{k} t_{l}\right| u(\underline{x})\right|^{2} d \underline{x}\right|^{1 / 2}\left|\int_{\mathcal{P}} \sum_{k, l=1}^{2} a_{k l}(\underline{x}) \frac{\partial v}{\partial x_{k}}(\underline{x}) \overline{\frac{\partial v}{\partial x_{l}}(\underline{x})} d \underline{x}\right|^{1 / 2}+ \\
& \left.\left|\int_{\mathcal{P}_{k, l=1}} \sum_{k l}^{2} a_{k l}(\underline{x}) \frac{\partial u}{\partial x_{k}}(\underline{x}) \overline{\frac{\partial u}{\partial x_{l}}(\underline{x})} d \underline{x}\right|^{1 / 2}\left|\int_{\mathcal{P}} \sum_{k, l=1}^{2} a_{k l}(\underline{x}) t_{k} t_{l}\right| v(\underline{x})^{2} d \underline{x}\right|^{1 / 2} \\
& \leq \alpha_{2}\|t\|_{2}\left(\left\|u, \mathcal{L}_{2}(\mathcal{P})\right\|\left|v, H^{1}(\mathcal{P})\right|+\left|u, H^{1}(\mathcal{P})\right|\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|\right) \\
& \leq 2 \alpha_{2}\|\underline{t}\|_{2}\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\|  \tag{4125}\\
& \left|\Phi_{2}(\underline{t})[u, v]\right| \leq \alpha_{2}\|\underline{t}\|_{2}^{2}\left|\left(u, v, \mathcal{L}_{2}(\mathcal{P})\right)\right|  \tag{4126}\\
& \leq \alpha_{2}\|t\|_{2}^{2}\left\|u, \mathcal{L}_{2}(\mathcal{P})\right\|\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\| \leq \alpha_{2}\|t\|_{2}^{2}\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\|  \tag{4127}\\
& \Rightarrow \quad|\Phi(\varepsilon, \underline{t})[u, v]| \leq\left|\Phi_{0}[u, v]\right|+\varepsilon\left|\Phi_{1}(\underline{t})[u, v]\right|+\varepsilon^{2}\left|\Phi_{2}(\underline{t})[u, v]\right| \\
& \leq C(\varepsilon, \underline{t})\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\| \tag{4128}
\end{align*}
$$

where $C(\varepsilon, \underline{t})=\alpha_{2}\left(1+2 \varepsilon\|\underline{t}\|_{2}+\varepsilon^{2}\|\underline{t}\|_{2}^{2}\right)>0 \quad$ Thus, the mappıngs $\Phi_{0}, \Phi_{1}(\underline{t}), \Phi_{2}(\underline{t})$ are sesquilnear and $\Phi_{0}$ is also positive semı-definite over $H_{p e r}^{1}(\mathcal{P}) \times H_{p e r}^{1}(\mathcal{P})$ In fact, from (4124), $\Phi_{0}[1, v]=\Phi_{0}[u, 1]=\Phi_{0}[1,1]=0$ and, furthermore, from (4125), $\Phi_{1}(\underline{t})[1,1]=0$ To establish the $H_{p e r}^{1}(\mathcal{P})$-Ellipticity of $\Phi(\varepsilon, \underline{t})$ the following lemma is required

Lemma 422 There exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
\frac{1}{C_{1}\left(1+\|\underline{t}\|_{2}\right)}\left\|v, H^{1}(\mathcal{P})\right\| \leq\left\|v e^{1 \varepsilon \underline{t}(\cdot)}, H^{1}(\mathcal{P})\right\| \leq C_{1}\left(1+\|\underline{t}\|_{2}\right)\left\|v, H^{1}(\mathcal{P})\right\| \tag{4129}
\end{equation*}
$$

for all $v \in H^{1}(\mathcal{P}), \underline{t} \in \mathbb{R}^{2}$
Proof If $v \in H^{1}(\mathcal{P})$ then the inequality on the right follows from the following relations

$$
\begin{aligned}
& \left\|v e^{\tau \varepsilon \underline{t}(\cdot)}, H^{1}(\mathcal{P})\right\|^{2}=\int_{\mathcal{P}} v(\underline{x}) \overline{v(\underline{x})} d \underline{x}+\int_{\mathcal{P}} \sum_{n=1}^{2} \frac{\partial}{\partial x_{n}}\left(v(\underline{x}) e^{\imath \varepsilon \underline{t} \underline{x}}\right) \frac{\partial}{\partial x_{n}}\left(\overline{v(\underline{x})} e^{-\tau \varepsilon \underline{t} \underline{x}}\right) d \underline{x} \\
& \quad=\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+\left|v, H^{1}(\mathcal{P})\right|^{2}+\varepsilon^{2}\|\underline{t}\|_{2}^{2}\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+2 \varepsilon \Im\left[\int_{\mathcal{P}} \sum_{n=1}^{2} \overline{t_{n} v(\underline{x})} \frac{\partial v}{\partial x_{n}}(\underline{x}) d \underline{x}\right] \\
& \quad \leq\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+\left|v, H^{1}(\mathcal{P})\right|^{2}+\varepsilon^{2}\|\underline{t}\|_{2}^{2}\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+2 \varepsilon\left|\int_{\mathcal{P}} \sum_{n=1}^{2} \overline{t_{n} v(\underline{x})} \frac{\partial v}{\partial x_{n}}(\underline{x}) d \underline{x}\right| \\
& \quad \leq\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+\left|v, H^{1}(\mathcal{P})\right|^{2}+\varepsilon^{2}\|\underline{t}\|_{2}^{2}\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+2 \varepsilon\|\underline{t}\|_{2}\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|\left|v, H^{1}(\mathcal{P})\right| \\
& \quad \leq\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+\left(1+\varepsilon\|\underline{t}\|_{2}\right)^{2}\left\|v, H^{1}(\mathcal{P})\right\|^{2} \leq 2\left(1+\varepsilon\|\underline{t}\|_{2}\right)^{2}\left\|v, H^{1}(\mathcal{P})\right\|^{2}
\end{aligned}
$$

The inequality on the left is similarly proved by applying the mequality on the right to the function $w(\underline{x})=v(\underline{x}) e^{\imath \varepsilon} \underline{t} \underline{x}, 1 \mathrm{e}$,

$$
\left\|v, H^{1}(\mathcal{P})\right\|=\left\|w e^{-z \varepsilon} \underline{t}(\cdot), H^{1}(\mathcal{P})\right\| \leq C_{1}\left(1+\|\underline{t}\|_{2}\right)\left\|w, H^{1}(\mathcal{P})\right\|
$$

Lemma 42 A constant $C_{2}>0$ exists such that

$$
\begin{equation*}
\frac{1}{C_{2}}\left\|v e^{2 \varepsilon \underline{t}(\bullet)}, H^{1}(\mathcal{P})\right\| \leq\left|v e^{2 \varepsilon \underline{t}(\cdot)}, H^{1}(\mathcal{P})\right| \leq C_{2}\left\|v e^{2 \varepsilon \underline{t}(\cdot)}, H^{1}(\mathcal{P})\right\| \tag{4130}
\end{equation*}
$$

for $v \in H_{p e r}^{1}(\mathcal{P})$ when $\varepsilon \underline{t} \notin \mathcal{H}^{2}$ and for $v \in H_{0}^{1}(\mathcal{P})$ when $\varepsilon \underline{t} \in \mathcal{H}^{2}$
Proof The inequality on the right follows immediately for any $C_{2} \geq 1$ Let $v \in C^{\infty}(\mathcal{P}) \cap$ $H_{p e r}^{1}(\mathcal{P})$ and define $w(\underline{x}) \stackrel{\text { def }}{=} v(\underline{x}) e^{\tau \epsilon \underline{\underline{x}} \underline{x}}, \underline{x} \in \mathcal{P}, w(\underline{x}) \stackrel{\text { def }}{=} 0, \underline{x} \in \mathbb{R}^{2} \backslash \mathcal{P}$ then

$$
\begin{aligned}
|w(\underline{x})|^{2} & =\left|\int_{-\rho}^{x_{1}} w_{x_{1}}\left(\xi, x_{2}\right) d \xi\right|^{2} \leq\left(x_{1}+\rho\right) \int_{-\rho}^{x_{1}}\left|w_{x_{1}}\left(\xi, x_{2}\right)\right|^{2} d \xi, \quad \rho>0 \\
& \Rightarrow|w(\underline{x})|^{2} \leq \int_{0}^{1}\left|w_{x_{1}}\left(\xi, x_{2}\right)\right|^{2} d \xi
\end{aligned}
$$

Integrating this expression over $\mathcal{P}$ then yields the following mequality

$$
\left\|w, \mathcal{L}_{2}(\mathcal{P})\right\| \leq\left\|w_{x_{1}}, \mathcal{L}_{2}(\mathcal{P})\right\| \leq\left|w, H^{1}(\mathcal{P})\right|
$$

from which we deduce

$$
\left\|v e^{2 \varepsilon \underline{E}(\cdot)}, H^{1}(\mathcal{P})\right\|^{2}=\left\|v e^{2 \varepsilon \underline{E}}(\cdot), \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+\left|v e^{2 \varepsilon \underline{E} \underline{l}(\cdot)}, H^{1}(\mathcal{P})\right|^{2} \leq 2\left|v e^{2 \varepsilon \underline{E}(\cdot)}, H^{1}(\mathcal{P})\right|^{2}
$$

However, because $v \in C^{\infty}(\mathcal{P}) \cap H_{p e r}^{1}(\mathcal{P})$ is arbitrary the norm equivalence claimed aboved is established for all $v \in C^{\infty}(\mathcal{P}) \cap H_{\text {per }}^{1}(\mathcal{P})$ and $C_{2}=1 / \sqrt{2}$ Furthermore, by completing the function space $C^{\infty}(\mathcal{P}) \cap H_{\text {per }}^{1}(\mathcal{P})$ within $\mathcal{L}_{2}(\mathcal{P})$ using the $H^{1}(\mathcal{P})$ norm topology one obtains $H_{\text {per }}^{1}(\mathcal{P})$, 1e, $C^{\infty}(\mathcal{P}) \cap H_{p e r}^{1}(\mathcal{P})$ is densely embedded in $H_{\text {per }}^{1}(\mathcal{P})$ Thus, the norm equivalence follows also for the completion $H_{\text {per }}^{1}(\mathcal{P})$ of $C^{\infty}(\mathcal{P}) \cap H_{\text {per }}^{1}(\mathcal{P})$, cf HACKBUSCH (1992) However, the norm equivalence represented by the above inequality farls when $\varepsilon \underline{t} \in \mathcal{H}^{2}$, this is apparent with $v(\underline{x})=e^{-\tau \varepsilon \underline{\underline{x}} \underline{x}}, \underline{x} \in \mathcal{P}$ for, then, $e^{2 \varepsilon \underline{E}(\cdot)} \in H_{\text {per }}^{1}(\mathcal{P})$ But, replacing $C^{\infty}(\mathcal{P})$ with $C_{0}^{\infty}(\mathcal{P})$ in the above steps, the norm equivalence (4130) then follows immediately

Thus, from Lemmas 41 and 42 the $V$-Ellipticity of $\Phi(\varepsilon, \underline{t})$ follows immediately from the mequalities below

$$
\begin{align*}
|\Phi(\varepsilon, \underline{t})[v, v]| & =\left|\int_{\mathcal{P}} \sum_{k l=1}^{2} a_{k l}(\underline{x}) \frac{\partial}{\partial x_{k}}\left(e^{\imath \varepsilon \underline{t} \underline{x}} v(\underline{x})\right) \frac{\partial}{\partial x_{l}}\left(e^{-\tau \varepsilon \underline{t} \underline{x}} \overline{v(\underline{x})}\right) d \underline{x}\right| \\
& \geq \alpha_{1} \int_{\mathcal{P}} \sum_{k=1}^{2} \frac{\partial}{\partial x_{k}}\left(e^{2 \varepsilon \underline{t} \underline{x}} v(\underline{x})\right) \frac{\partial}{\partial x_{k}}\left(e^{-\tau \varepsilon \underline{t} \underline{x}} \overline{v(\underline{x})}\right) d \underline{x} \\
& \geq \alpha_{1} C_{2}^{-2}\left\|v e^{\varepsilon \varepsilon \underline{t}(0)}, H^{1}(\mathcal{P})\right\|^{2} \\
& \geq C(\underline{t})\left\|v, H^{1}(\mathcal{P})\right\|^{2} \tag{4131}
\end{align*}
$$

where $V=H_{\text {per }}^{1}(\mathcal{P})$ for $(\varepsilon, \underline{t}) \notin \mathcal{H}^{2}, V=H_{0}^{1}(\mathcal{P})$ for $(\varepsilon, \underline{t}) \in \mathcal{H}^{2}$, and $C(\underline{t})=\alpha_{1} C_{2}^{-2} C_{1}^{-2}(1+$ $\left.\|\underline{t}\|_{2}\right)^{-2}$ is independent from $\varepsilon$ Thus, treating $\varepsilon, \underline{t}$ as parameters, the Lax-Milgram lemma demonstrates that a unıque solution $\phi(\bullet, \varepsilon, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), \varepsilon \underline{t} \notin \mathcal{H}^{2}$ exists for the weak problem (4 1 22) However, if $\varepsilon \underline{t} \in \mathcal{H}^{2}$ then the sesquilnear form $\Phi(\varepsilon, \underline{t})$ is not positive on $H_{p e r}^{1}(\mathcal{P}) \times$ $H_{p e r}^{1}(\mathcal{P}), \mathrm{eg}$,

$$
\begin{equation*}
\Phi(\varepsilon, t)\left[e^{-\tau \varepsilon \underline{L}(\cdot)}, e^{-\imath \varepsilon \underline{(\cdot \bullet}}\right]=0, \quad e^{-\imath \varepsilon \underline{E}(\cdot)} \in H_{p e r, 0}^{1}(\mathcal{P}) \subset H_{p e r}^{1}(\mathcal{P}) \tag{4132}
\end{equation*}
$$

and the weak formulation (4122) does not then satisfy the $H_{p e r}^{1}(\mathcal{P})$-ellipticity condition of the Lax-Milgram lemma, however, the weak formulation Find $\phi(\bullet, \varepsilon, \underline{t}) \in H_{0}^{1}(\mathcal{P})$ such that

$$
\begin{equation*}
\Phi(\varepsilon, \underline{t})[\phi(\bullet, \varepsilon, \underline{t}), v]=\varepsilon^{2} \int_{\mathcal{P}} \overline{v(\underline{x})} d \underline{x}, \quad v \in H_{0}^{1}(\mathcal{P}) \tag{4133}
\end{equation*}
$$

does satisfy the Lax-Milgram lemma Thus, from the direct sum decomposition $H_{\text {per }}^{1}(\mathcal{P})=$ $H_{0}^{1}(\mathcal{P}) \oplus \mathbb{C}$ and relation (4 132 ), we observe that any function defined according to the following relation is also a solution

$$
\begin{equation*}
\psi(\bullet, \varepsilon, \underline{t}) \xlongequal{=} \operatorname{def} \phi(\bullet, \varepsilon, \underline{t})+e^{-\varepsilon \varepsilon \underline{\varepsilon} \underline{x}} \underline{\chi}(\varepsilon, \underline{t}), \quad \varepsilon \underline{t} \in \mathcal{H}^{2} \tag{4134}
\end{equation*}
$$

where $\chi$ is an arbitrary function satisfying $\chi(\varepsilon, \underline{t})=\overline{\chi(\varepsilon,-\underline{t})}, \varepsilon>0, \underline{t} \neq 0$ Furthermore, if $a$ is symmetric about the lines $x_{1}=1 / 2, x_{2}=1 / 2,1 \mathrm{e}$,

$$
\begin{equation*}
a\left(x_{1}, x_{2}\right)=a\left(1-x_{1}, x_{2}\right)=a\left(x_{1}, 1-x_{2}\right), \quad\left(x_{1}, x_{2}\right) \in \mathcal{P} \tag{4135}
\end{equation*}
$$

then, as demonstrated in Section 311 , the following conjugate symmetry relations are satisfied

$$
\begin{align*}
& \phi(\underline{x}, \varepsilon, \underline{t})=\overline{\phi\left(\left(1-x_{1}, x_{2}\right), \varepsilon, \underline{t}\right)}=\overline{\phi\left(\left(x_{1}, 1-x_{2}\right), \varepsilon, \underline{t}\right)}, \quad \underline{x} \in \mathcal{P}, \varepsilon>0, \underline{t} \neq 0  \tag{4136}\\
& \quad \Rightarrow \quad \operatorname{Tr}[\Im(\phi(\bullet, \varepsilon, \underline{t}))]=0 \tag{array}
\end{align*}
$$

We now define the index set $I(\varepsilon) \stackrel{\text { def }}{=}\left\{\underline{n} \in \mathcal{Z}^{2} \backslash\{0\} \times \mathbb{N} \mid(\varepsilon, \underline{n} \pi) \in \mathcal{H}^{2}\right\}$ and observe that the solution, $u^{\varepsilon}$, can be written

$$
\begin{equation*}
u^{\varepsilon}(\underline{x})=\sum_{\underline{n} \in \mathcal{Z}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n} \underline{\pi x}} \phi(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)+\sum_{\underline{n} \in I(\varepsilon)} 2 \imath a_{\underline{n}} \Im(\chi(\varepsilon, \underline{n} \pi)) \tag{4138}
\end{equation*}
$$

Thus, applyıng the boundary condition $\operatorname{Tr}\left(u^{\varepsilon}\right)=0$ and property (4137) to equation (4138) and noting the continuity of the trace operator, $1 \mathrm{e}, \operatorname{Tr} \in \mathcal{B L}\left(H^{1}(\mathcal{P}), H^{1 / 2}(\partial \mathcal{P})\right)$, we deduce the following identities

$$
\begin{aligned}
0 & =\sum_{\underline{n} \in \mathcal{Z} \backslash\{0\} \times \mathbf{N}} 2 \imath a_{\underline{n}} e^{n_{1} x_{1} \pi z} \operatorname{Tr}[\Im(\phi(\cdot / \varepsilon, \varepsilon, \underline{n} \pi))]+\sum_{\underline{n} \in I(\epsilon)} 2 \imath a_{\underline{n}} \Im(\chi(\varepsilon, \underline{n} \pi)) \\
& =\sum_{\underline{n} \in I(\varepsilon)} 2 \imath a_{\underline{n}} \Im(\chi(\varepsilon, \underline{n} \pi))
\end{aligned}
$$

However, the independence of the coefficients $a_{\underline{n}}, \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$ and the function $\chi$ suggests that, for $(\varepsilon, \underline{t}) \in \mathcal{H}^{2}, \chi(\varepsilon, \underline{t}) \in \mathbb{R}$ Indeed, with this proviso the choice of function $\chi$ is of no consequence to the construction of $u^{\varepsilon}$

In the same vein as the 1-dimensional treatment, we observe that, in the carcumstance in which the elliptic boundary value problem ( $\begin{array}{ll}4 & 1\end{array} 1$ ) models a heterogeneous body comprised of different homogeneous materials, the coefficients are plecewise smooth, 1 e , $A \in\left[\mathcal{P} C^{\infty}(\mathcal{P}) \backslash C^{0}(\mathcal{P})\right]^{2,2}$, cf (416) It is then evident from the weak formulation (4122) of the cell problem that the following interface transition conditions for $1 \leq r, s \leq m_{1}$ are imphed

$$
\begin{gather*}
\left.\operatorname{Tr}\left[\phi_{r}(\bullet, \varepsilon, \underline{t})\right]\right|_{\Gamma_{r \bullet}}=\left.\operatorname{Tr}\left[\phi_{s}(\bullet, \varepsilon, \underline{t})\right]\right|_{\Gamma_{r_{s}}}  \tag{array}\\
\left.\operatorname{Tr}\left[A \nabla\left(e^{\varepsilon \varepsilon \underline{t}(\bullet)} \phi_{r}(\bullet, \varepsilon, \underline{t})\right)\right] \underline{n}\right|_{\Gamma_{r s}}=\left.\operatorname{Tr}\left[A \nabla\left(e^{\varepsilon \varepsilon \underline{t}(\bullet)} \phi_{s}(\bullet, \varepsilon, \underline{t})\right)\right] \underline{n}\right|_{\Gamma_{r s}} \tag{array}
\end{gather*}
$$

where $\underline{n}(\underline{x})$ is a normal vector to the interface $\Gamma_{r s}, 1 \leq r, s \leq m_{1}$ at the point $\underline{x} \in \Gamma_{r s}$, $\left.\phi_{l}(\cdot, \varepsilon, \underline{t}) \stackrel{\text { def }}{=} \phi(\bullet, \varepsilon, \underline{t})\right|_{\mathcal{P}_{l}}, 1 \leq l \leq m_{1}$ defines the restriction of the cell function, $\phi(\cdot, \varepsilon, \underline{t})$, to each homogeneous element, $\mathcal{P}_{l}$, of $\mathcal{P}$, and $\operatorname{Tr}$ is the linear operator which maps a function to its trace on the boundary of its domann of definition In the 1-dimensional setting analytical expressions for $\phi$ were employed to assess the asymptotic approach for a variety of dfferent problems However, in a 2 -dımensional setting the problem of computing analogous analytical expressions for $\phi, \phi_{l}, 1 \leq l \leq m_{1}$ is often intractable Therefore we now consider the application of finte element techniques for the weak formulation (4122) of problem (418)(4120) and, in this way, we compute approximations $\phi_{h}(\bullet, \varepsilon, \underline{t})$ of $\phi(\bullet, \varepsilon, \underline{t})$ for $\varepsilon>0, \underline{t} \neq 0$ where $h>0$ is the discretization parameter

## 412 Finite Element approximation of $\phi(\bullet, \varepsilon, \underline{t})$

The variables $\varepsilon, \underline{t}$ which appear in the formulation (4122) are determined by the model (411), the period of the material, $\varepsilon$, is prescribed and $\underline{t}$ corresponds to a Harmonic component of the right hand side $f_{\mathcal{C}}$ Thus, these variables are subsequently interpreted as fixed parameters in (414) We begın by constructing the finite dimensional subspaces $S_{\text {per }}^{h}(\mathcal{P}) \subset H_{\text {per }}^{1}(\mathcal{P}), h>0 \quad$ Let $S^{h}(\mathcal{P}) \subset H^{1}(\mathcal{P})$ be the finte dimensional space over the complex field, $\mathbb{C}$, of precewise linear polynomials introduced in Chapter $2 \S 1$ and let $\mathcal{B}\left(S^{h}(\mathcal{P})\right.$ ) denote a basis for this function space The basis $\mathcal{B}\left(S^{h}(\mathcal{P})\right)$ can be partitioned into disjoint subsets $\mathcal{B}^{h}(\mathcal{P}), \mathcal{B}^{h}(\partial \mathcal{P} \backslash \mathcal{V}), \mathcal{B}^{h}(\mathcal{V})$, e e,

$$
\begin{equation*}
\mathcal{B}\left(S^{h}(\mathcal{P})\right)=\mathcal{B}^{h}(\mathcal{P}) \cup \mathcal{B}^{h}(\partial \mathcal{P} \backslash \mathcal{V}) \cup \mathcal{B}^{h}(\mathcal{V}) \tag{4141}
\end{equation*}
$$

where $\mathcal{V} \stackrel{\text { der }}{=}\{v \in \overline{\mathcal{P}} \mid v$ is a vertex of $\partial \mathcal{P}\}$ and, for arbitrary $\mathcal{F} \subset \overline{\mathcal{P}}$, we define the subsets (bases), cf (2 14 ),

$$
\begin{equation*}
\mathcal{B}^{h}(\mathcal{F}) \stackrel{\text { def }}{=}\left\{\varphi \in \mathcal{B}\left(S^{h}(\mathcal{P})\right) \mid \varphi^{-1}(\{1\}) \subset \mathcal{F}\right\} \tag{4142}
\end{equation*}
$$

where it is assumed that $\left\|\varphi, C^{0}(\overline{\mathcal{P}})\right\|=1, \varphi \in \mathcal{B}^{h}\left(S^{h}(\mathcal{P})\right)$ and $\varphi^{-1}(A) \stackrel{\text { def }}{=}\{x \in \overline{\mathcal{P}} \mid \phi(x) \in A\}$ is the inverse image of $A \subset \mathbb{R}$ Therefore, with $\mathcal{F}$ equal, respectively, to $\mathcal{P}, \partial \mathcal{P} \backslash \mathcal{V}, \mathcal{V}$ the bases $\mathcal{B}^{h}(\mathcal{P}), \mathcal{B}^{h}(\partial \mathcal{P} \backslash \mathcal{V}), \mathcal{B}^{h}(\mathcal{V})$ are obtaned from (4142) We now construct a basis, $\mathcal{B}\left(S_{\text {per }}^{h}(\mathcal{P})\right)$, of $S_{\text {per }}^{h}(\mathcal{P})$ accordnng to the definition

$$
\begin{equation*}
\mathcal{B}\left(S_{\text {per }}^{h}(\mathcal{P})\right) \stackrel{\text { def }}{=} \mathcal{B}^{h}(\mathcal{P}) \cup \mathcal{B}_{\text {per }}^{h}(\partial \mathcal{P} \backslash \mathcal{V}) \cup \mathcal{B}_{\text {per }}^{h}(\mathcal{V}) \tag{4143}
\end{equation*}
$$

where $\mathcal{B}_{p e r}^{h}(\partial \mathcal{P} \backslash \mathcal{V})=\cup_{s=1}^{2} \mathcal{B}_{s}^{h}$ and the bases $\mathcal{B}_{\text {per }}^{h}(\mathcal{V}), \mathcal{B}_{s}^{h}, 1 \leq s \leq 2$ are defined below, cf Figure 4 1,

$$
\begin{equation*}
\mathcal{B}_{s}^{h} \stackrel{\text { der }}{=}\left\{\sum_{l=1}^{2} \varphi_{l} \mid \varphi_{l} \in \mathcal{B}^{h}\left(\Gamma_{s+2(l-1)} \backslash \mathcal{V}\right), 1 \leq l \leq 2, \Pi_{s}\left(\operatorname{supp} \varphi_{1}\right)=\Pi_{s}\left(\operatorname{supp} \varphi_{2}\right)\right\} \tag{4144}
\end{equation*}
$$

where $\Pi_{s} X_{1} \times X_{2} \rightarrow X_{s}, 1 \leq s \leq 2$ is the projection operator and

$$
\begin{equation*}
\mathcal{B}_{\text {per }}^{h}(\mathcal{V}) \stackrel{\text { def }}{=}\left\{\sum_{l=1}^{n} \varphi_{l} \mid\left\{\varphi_{l}\right\}_{l=1}^{n}=\mathcal{B}^{h}(\mathcal{V})\right\} \tag{4145}
\end{equation*}
$$

It now follows immedately from Chapter 2 and the above relations that $S_{\text {per }}^{h}(\mathcal{P})$ is a conforming finite element space, $1 \mathrm{e}, S_{\text {per }}^{h}(\mathcal{P}) \subset H_{\text {per }}^{1}(\mathcal{P}), h>0$ and, furthermore,

$$
\begin{equation*}
S_{\text {per }}^{h_{1}}(\mathcal{P}) \subset S_{p e r}^{h_{2}}(\mathcal{P}) \subset \quad \subset S_{p e r}^{h_{r}}(\mathcal{P}) \subset \quad \subset H_{p e r}^{1}(\mathcal{P}) \tag{4146}
\end{equation*}
$$

where $\mathcal{T}_{h_{1}}(\mathcal{P}), \imath \geq 2$ are successive refinements of the triangulation $\mathcal{T}_{h_{1}}(\mathcal{P})$ Thus, employing the Galerkin approach, we obtain the discretized problem Find $\phi_{h}(\bullet, \varepsilon, \underline{t}) \in S_{\text {per }}^{h}(\mathcal{P})$ such that

$$
\begin{equation*}
\Phi(\varepsilon, \underline{t})\left[\phi_{h}(\bullet, \varepsilon, \underline{t}), v_{h}\right]=\varepsilon^{2} \int_{\mathcal{P}} \overline{v_{h}(\underline{x})} d \underline{x}, \quad v_{h} \in S_{p e r}^{h}(\mathcal{P}) \tag{4147}
\end{equation*}
$$

In Section 411 it was demonstrated that, for $(\varepsilon, \underline{t}) \notin \mathcal{H}^{2}$, the sesquilmear operator $\Phi(\varepsilon, \underline{t})$ $H_{\text {per }}^{1}(\mathcal{P}) \times H_{p e r}^{1}(\mathcal{P}) \rightarrow \mathbb{C}$ is contınuous and $H_{\text {per }}^{1}(\mathcal{P})$-elliptic However, because $S_{\text {per }}^{h}(\mathcal{P}) \subset$ $H_{\text {per }}^{1}(\mathcal{P})$, these properties also hold when the domann is restricted to $S_{\text {per }}^{h}(\mathcal{P}) \times S_{\text {per }}^{h}(\mathcal{P})$ and, thus, the Lax-Milgram lemma can be apphed to demonstrate the existence of a unique solution $\phi_{h}(\bullet, \varepsilon, \underline{t}) \in S_{p e r}^{h}(\mathcal{P})$ for the Galerkın problem (4147) Sımılarly, if $(\varepsilon, \underline{t}) \in \mathcal{H}^{2}$ then we replace $S_{\text {per }}^{h}(\mathcal{P})$ by $S_{0}^{h}(\mathcal{P})$ in (4 147$)$ and seek $\phi_{h}(\bullet, \varepsilon, \underline{t}) \in S_{0}^{h}(\mathcal{P})$

## 42 Homogenızation Construction of the Asymptotic Expansion

We should like to begin here by commenting that Conjecture 311 , asymptotic expansion ( 321 ), and Theorem 321 introduced in the one dimensional context in Chapter 3 generalize immediately to the 2 -dımensional setting with only sımple modifications and we shall, therefore, refer directly to these results as stated in Chapter 3 with the understanding that they are to be interpreted in the appropriate two dimensional context

The task of determining analytical expressions for the weak solution $\phi(\bullet, \varepsilon, \underline{t}) \in H_{p e r}^{1}(\mathcal{P})$, $\varepsilon>0, \underline{t} \neq 0$ of problem (4122) is usually intractable and, similarly, so is the problem of
computing analytical expressions for the terms $\phi_{n}(\bullet, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), n \geq 0$ of the asymptotic expansion (cf Theorem 321 ),

$$
\begin{equation*}
\phi(\underline{x}, \varepsilon, \underline{t})=\sum_{n=0}^{\infty} \varepsilon^{n} \phi_{n}(\underline{x}, \underline{t}), \quad \underline{x} \in \mathcal{P},(\varepsilon, \underline{t}) \in \widehat{G}, \phi_{n}(\bullet, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}) \tag{421}
\end{equation*}
$$

Thus, we employ finite element techniques for the approximation of the terms $\phi_{n}(\bullet, \underline{t}), \underline{t} \neq$ $0, n \geq 0$ using, as a basis for approximation, the expressions (3 210 ) provided in Theorem 321 However, we observe that for problems of low regularity, $1 \mathrm{e}, f_{\mathcal{C}} \in H^{m}(\mathcal{C}) \backslash H^{m+1}(\mathcal{C})$, the parameter $\underline{t}$ is unbounded and, consequently, an approach based on the direct approximation of the functions $\chi_{n}(\bullet, \underline{t}) \in H_{p e r, 0}^{1}(\mathcal{P}), n \geq 1$ (cf Theorem 321 ) would be impractical We demonstrate how this difficulty can be overcome by (1) Separating the variables $\underline{x}, \underline{t}$ for each function $\chi_{n}(\underline{x}, \underline{t}), \underline{x} \in \mathcal{P}, \underline{t} \neq 0$, and then (11) Approxımating independently the separate $\underline{x}, \underline{t}$ components of $\chi_{n}, n \geq 1$ The construction of approximating finte element subspaces $S_{\text {per 0 }}^{h}(\mathcal{P}) \subset H_{\text {per 0 }}^{1}(\mathcal{P}), h>0$ is described together with their application to determine accurate and robust approximations $\chi_{n, h}(\cdot, \underline{t}) \in S_{\text {per }, 0}^{h}(\mathcal{P})$ of $\chi_{n}(\bullet, \underline{t}) \in H_{\text {per }, 0}^{1}(\mathcal{P})$ and the errors introduced by applying this finite element approach are analysed

## 421 Separating the variables in $\phi_{n}(\underline{x}, \underline{t})$

The term $\phi_{n}(\underline{x}, \underline{t})$ is, ultimately, employed in a series expansion of the form (421) in which the variable $\underline{t}$ corresponds to a specific Harmonic frequency of $f_{\mathcal{C}}$, cf (4113), and $\underline{x} \in \mathcal{P}$ However, we shall demonstrate that it is possible to deduce expressions for $\phi_{n}(\underline{x}, \underline{t})$ in which the functional dependence on the variable $\underline{x}$ is separated from that of the variable $\underline{t}, \mathbf{1} \mathbf{e}, \phi_{n}$ can be written in the form

$$
\begin{equation*}
\phi_{n}(\underline{x}, \underline{t})=\sum_{k=0}^{n} \theta_{k}(\underline{x}) \lambda_{k}(\underline{t}) \tag{422}
\end{equation*}
$$

where $\theta_{k} \in H_{\text {per, } 0}^{1}(\mathcal{P}), 0 \leq k \leq n$ are obtaned as the solution of a weak problem formulated in a Sobolev space setting and $\lambda_{k}, 0 \leq k \leq n$ are rational functions whose coefficients are determined by the weak solutions $\theta_{k} \in H_{\text {per } 0}^{1}(\mathcal{P}), 0 \leq k \leq n$ The property (42) provides the opportunity to introduce finte element approximations $\theta_{k h}, \lambda_{k, h}, h>0$ of, respectively, $\theta_{k}, \lambda_{k}$ where $\lambda_{k}, \lambda_{k}$ differ only in the value of their coefficients and, in this way, we construct approximations $\phi_{n, h}$ of $\phi_{n}, 1 \mathrm{e}$,

$$
\begin{equation*}
\phi_{n, h}(\underline{x}, \underline{t}) \stackrel{\text { def }}{=} \sum_{k=0}^{n} \theta_{k, h}(\underline{x}) \lambda_{k, h}(\underline{t}) \tag{423}
\end{equation*}
$$

The separated variable expression (422) is a direct corollary of the following theorem which demonstrates that the functions $\chi_{n}(\bullet, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), \underline{t} \neq 0, n \geq 1$, introduced in Theorem 321 , can be represented in the form (422)

Theorem 421 The functions $\chi_{n}(\bullet, \underline{t}) \in H_{\text {per } 0}^{1}(\mathcal{P}), \underline{t} \neq 0, n \geq 1$ defined in Theorem 321 can be written in the form, for $\alpha \in \mathbb{N}_{0}^{2}$,

$$
\begin{equation*}
\chi_{n}(\underline{x}, \underline{t})=\imath^{n} \sum_{|\alpha|=n} \underline{t}^{\alpha} \chi_{\alpha}(\underline{x}), \quad \underline{x} \in \mathcal{P}, \underline{t} \neq 0, \quad n \geq 1 \tag{424}
\end{equation*}
$$

where $\chi_{\alpha} \in H_{p e r}^{1}(\mathcal{P}),|\alpha| \geq 1$ is defined as the unique solution of the weak formulation

$$
\begin{equation*}
\Phi_{0}\left[\chi_{\alpha}, v\right]=\Theta^{(\alpha)}(v), \quad v \in H_{p e r, 0}^{1}(\mathcal{P}) \tag{425}
\end{equation*}
$$

where $\Theta^{(\alpha)} \in \mathcal{B L}\left(H_{\text {per, } 0}^{1}(\mathcal{P}), \mathbb{R}\right),|\alpha| \geq 1$ is defined in relations (428), (429) Furthermore, for $\underline{t} \neq 0, g_{0}(\underline{t})=\left(\sum_{|\alpha|=2} \kappa_{\alpha} \underline{t}^{\alpha}\right)^{-1}$ and the functions $g_{n}, n \geq 1$ can be written

$$
\begin{equation*}
g_{n}(\underline{t})=-g_{0}(\underline{t}) \sum_{\jmath=0}^{n-1} i^{n-\jmath} g_{\jmath}(\underline{t}) \sum_{|\alpha|=n+2-\jmath} \kappa_{\alpha} \underline{t}^{\alpha}, \quad \underline{t} \neq 0, \quad n \geq 1 \tag{426}
\end{equation*}
$$

where the constants $\kappa_{\alpha} \in \mathbb{R},|\alpha| \geq 2$ are given by

$$
\begin{equation*}
\kappa_{\alpha} \stackrel{\text { def }}{=}-\sum_{\substack{\alpha=\beta+\gamma \\|\gamma|=1}} \Phi_{1}^{(\gamma)}\left[\chi_{\beta}, 1\right]+\sum_{\substack{\alpha=\beta+\gamma+\delta \\|\gamma||\delta|=1}} \Phi_{2}^{(\gamma, \delta)}\left[\chi_{\beta}, 1\right], \quad|\alpha| \geq 2 \tag{427}
\end{equation*}
$$

and $\Phi_{1}^{(\gamma)}, \Phi_{2}^{(\beta \gamma)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ for $|\beta|,|\gamma|=1$
Proof We first define the mappings $\Theta^{(\alpha)}, \Phi_{1}^{(\gamma)}, \Phi_{2}^{(\gamma, \delta)}$ employed in relations (425) and (427) as follows, for $\alpha, \beta, \gamma, \delta \in \mathbb{N}_{\mathbf{0}}^{2}, v \in H_{\text {per }, 0}^{1}(\mathcal{P})$,

$$
\begin{align*}
& \text { If }|\delta|=1, \quad \Theta^{(\delta)}(v) \stackrel{\text { def }}{=}-\Phi_{1}^{(\delta)}[1, v]  \tag{428}\\
& \text { If }|\delta| \geq 2, \quad \Theta^{(\delta)}(v) \stackrel{\text { def }}{=}-\sum_{\substack{\delta=\alpha+\beta \\
|\beta|=1}} \Phi_{1}^{(\beta)}\left[\chi_{\alpha}, v\right]+\sum_{\substack{\delta=\alpha+\beta+\gamma \\
|\beta||\gamma|=1}} \Phi_{2}^{(\beta, \gamma)}\left[\chi_{\alpha}, v\right] \tag{429}
\end{align*}
$$

where $\chi_{0} \stackrel{\text { def }}{=} 1$ and, for $|\alpha|,|\beta|=1, u, v \in H_{p e r}^{1}(\mathcal{P})$,

$$
\begin{align*}
& \Phi_{1}^{(\alpha)}[u, v] \stackrel{\text { def }}{=} \sum_{|\beta|=1} \Phi_{1}^{(\alpha, \beta)}[u, v]  \tag{4210}\\
& \Phi_{1}^{(\alpha \beta)}[u, v] \stackrel{\text { def }}{=} \int_{\mathcal{P}} a_{\alpha \beta}(\underline{x})\left(u(\underline{x}) D^{\beta} v(\underline{x})-D^{\beta} u(\underline{x}) v(\underline{x})\right) d \underline{x}  \tag{4211}\\
& \Phi_{2}^{(\alpha \beta)}[u, v] \stackrel{\text { def }}{=} \int_{\mathcal{P}} a_{\alpha \beta}(\underline{x}) u(\underline{x}) v(\underline{x}) d \underline{x} \tag{4212}
\end{align*}
$$

where we have, evidently, employed the multi-index notation,

$$
\begin{equation*}
D^{\alpha} \stackrel{\text { def }}{=} \frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \frac{\partial^{\alpha_{2}}}{\partial x_{1}^{\alpha_{2}}}, \quad a_{\alpha \beta} \stackrel{\text { def }}{=} a_{k l}, \quad|\alpha|,|\beta|=1 \tag{4213}
\end{equation*}
$$

where $k \stackrel{\text { def }}{=} \alpha_{1}+2 \alpha_{2}$ and $l \stackrel{\text { def }}{=} \beta_{1}+2 \beta_{2}$ Clearly, that $\Phi_{1}^{(\alpha, \beta)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}) \times H_{\text {per } 0}^{1}(\mathcal{P}), \mathbb{R}\right)$, for $|\alpha|,|\beta|=1$, is apparent from the relations, for $u, v \in H_{p e r, 0}^{1}(\mathcal{P})$,

$$
\begin{align*}
\left|\Phi_{1}^{(\alpha, \beta)}[u, v]\right| \leq & \left|\int_{\mathcal{P}} a_{\alpha \beta}(\underline{x}) u(\underline{x}) D^{\beta} v(\underline{x}) d \underline{x}\right|+\left|\int_{\mathcal{P}} a_{\alpha \beta}(\underline{x}) v(\underline{x}) D^{\beta} u(\underline{x}) d \underline{x}\right| \\
\leq & {\left[\int_{\mathcal{P}}\left|a_{\alpha \beta}(\underline{x})\right|^{2}|u(\underline{x})|^{2} d \underline{x}\right]^{1 / 2}\left[\int_{\mathcal{P}}\left|D^{\beta} v(\underline{x})\right|^{2} d \underline{x}\right]^{1 / 2}+} \\
& {\left[\int_{\mathcal{P}}\left|a_{\alpha \beta}(\underline{x})\right|^{2}|v(\underline{x})|^{2} d \underline{x}\right]^{1 / 2}\left[\int_{\mathcal{P}}\left|D^{\beta} u(\underline{x})\right|^{2} d \underline{x}\right]^{1 / 2} } \\
\leq & \left\|a_{\alpha \beta}, \mathcal{L}_{\infty}(\mathcal{P})\right\|\left(\left\|u, \mathcal{L}_{2}(\mathcal{P})\right\|\left|v, H^{1}(\mathcal{P})\right|+\left\|v, \mathcal{L}_{2}(\mathcal{P})\right\|\left|u, H^{1}(\mathcal{P})\right|\right) \\
\leq & C\left\|a_{\alpha \beta}, \mathcal{L}_{\infty}(\mathcal{P})\right\|\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\| \tag{4214}
\end{align*}
$$

where $C>0$ is a constant independent of $u, v \in H_{\text {per } 0}^{1}(\mathcal{P})$ It is, simularly, demonstrated in Lemma 422 that $\Phi_{1}^{(\alpha)}, \Phi_{2}^{(\alpha \beta)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ for $|\alpha|,|\beta|=1$ and, thus, $\Theta^{(\alpha)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ for $|\alpha| \geq 1$

We now demonstrate that the functions $\chi_{n}, n \geq 1$ defined in (425) satisfy relations (3 28 ) Let $n=1 \mathrm{~m}$ (424) and observe from (3 24 ), (425), and (428), that, for $v \in$ $H_{\text {per } 0}^{1}(\mathcal{P})$,

$$
\begin{align*}
\Phi_{0}\left[\chi_{1}(\bullet, \underline{t}), v\right] & =\imath \sum_{|\alpha|=1} \underline{t}^{\alpha} \Phi_{0}\left[\chi_{\alpha}, v\right] \\
& =-\imath \sum_{|\alpha|=1} \underline{t}^{\alpha} \Phi_{1}^{(\alpha)}[1, v] \\
& =-\Phi_{1}(\underline{t})[1, v] \tag{4215}
\end{align*}
$$

Thus, $\chi_{1}(\cdot, \underline{t}) \in H_{\text {per, } 0}^{1}(\mathcal{P})$, as expressed in (424), unıquely satısfies (328) However, if $n \geq 2$ then, employing (424), (425), and (429), we deduce the following identities, for $v \in H_{\text {per } 0}^{1}(\mathcal{P})$,

$$
\begin{align*}
\Phi_{0}\left[\chi_{n}(\bullet, \underline{t}), v\right] & =\imath^{n} \sum_{|\alpha|=n} \underline{t}^{\alpha} \Phi_{0}\left[\chi_{\alpha}, v\right] \\
& =\imath^{n} \sum_{|\alpha|=n} \underline{t}^{\alpha}\left[-\sum_{\substack{\alpha=\beta, \gamma \\
|\gamma|=1}} \Phi_{1}^{(\gamma)}\left[\chi_{\beta}, v\right]+\sum_{\substack{\alpha=\beta+\gamma+\delta \\
|\gamma|| | \mid=1}} \Phi_{2}^{(\gamma, \delta)}\left[\chi_{\beta}, v\right]\right] \\
& =-\imath^{n} \sum_{|\beta|=n-1} \underline{t}^{\beta} \sum_{|\gamma|=1} \underline{t}^{\gamma} \Phi_{1}^{(\gamma)}\left[\chi_{\beta}, v\right]+\imath^{n} \sum_{|\beta|=n-2} \underline{t}^{\beta} \sum_{|\gamma|| | \delta \mid=1} \underline{t}^{\gamma+\delta} \Phi_{2}^{(\gamma, \delta)}\left[\chi_{\beta}, v\right] \\
& =-i^{n-1} \sum_{|\beta|=n-1} \underline{t}^{\beta} \Phi_{1}(\underline{t})\left[\chi_{\beta}, v\right]-\imath^{n-2} \sum_{|\beta|=n-2} \underline{t}^{\beta} \Phi_{2}(\underline{t})\left[\chi_{\beta}, v\right] \\
& =-\Phi_{1}(\underline{t})\left[\chi_{n-1}(\bullet, \underline{t}), v\right]-\Phi_{2}(\underline{t})\left[\chi_{n-2}(\bullet, \underline{t}), v\right] \tag{4216}
\end{align*}
$$

This demonstrates the validity of the separated varaable expression (4 24 ) We now substitute expression (424) for $\chi_{1}(\bullet, \underline{t}) \in H_{p e r, 0}^{1}(\mathcal{P}), \underline{t} \neq 0$ into relation (3 29) to provide the following equations

$$
\begin{aligned}
\left(g_{0}(\underline{t})\right)^{-1} & =\imath \sum_{|\alpha|=1} \underline{t}^{\alpha} \Phi_{1}(\underline{t})\left[\chi_{\alpha}, 1\right]+\Phi_{2}(\underline{t})[1,1] \\
& =-\sum_{|\alpha|,||\beta|=1} \underline{t}^{\alpha+\beta} \Phi_{1}^{(\beta)}\left[\chi_{\alpha}, 1\right]+\sum_{|\alpha|,|\beta|=1} \underline{t}^{\alpha+\beta} \Phi_{2}^{(\alpha \beta)}[1,1] \\
& =\sum_{|\delta|=2} \underline{t}^{\delta}\left[-\sum_{\substack{\delta=\alpha+\beta \\
|\beta|=1}} \Phi_{1}^{(\beta)}\left[\chi_{\alpha}, 1\right]+\sum_{\substack{\delta=\alpha+\beta \\
|\beta||\tau|=1}} \Phi_{2}^{(\alpha, \beta)}[1,1]\right]
\end{aligned}
$$

and, employing definition (427), we obtain the expression $g_{0}(\underline{t})=\left(\sum_{|\alpha|=2} \kappa_{\alpha} \underline{\alpha}^{\alpha}\right)^{-1}, \underline{t} \neq 0$ Sımilarly, substituting expression (424) for $\chi_{n}(\bullet, \underline{t}) \in H_{\text {per } 0}^{1}(\mathcal{P}), n \geq 1, \underline{t} \neq 0$ into relation (3 29 ) we deduce the following equations, for $t \neq 0$,
$g_{n}(\underline{t})=-g_{0}(\underline{t}) \sum_{\jmath=0}^{n-1} g_{\jmath}(\underline{t})\left[\imath^{n+1-\jmath} \sum_{|\alpha|=n+1-\jmath} \underline{t}^{\alpha} \Phi_{1}(\underline{t})\left[\chi_{\alpha}, 1\right]+\imath^{n-\jmath} \sum_{|\alpha|=n-\jmath} \underline{t}^{\alpha} \Phi_{2}(\underline{t})\left[\chi_{\alpha}, 1\right]\right]$

$$
\begin{align*}
& =-g_{0}(\underline{t}) \sum_{j=0}^{n-1} g_{\jmath}(\underline{t}) 2^{n-j}\left[-\sum_{\substack{|\alpha|=n+1-,|\theta|=1}} \underline{t}^{\alpha+\beta} \Phi_{1}^{(\beta)}\left[\chi_{\alpha}, 1\right]+\sum_{\substack{|\alpha|=n|=,|\beta||| |=1}} \underline{t}^{\alpha+\beta+\gamma} \Phi_{2}^{(\beta \gamma)}\left[\chi_{\alpha}, 1\right]\right] \\
& =-g_{0}(\underline{t}) \sum_{j=0}^{n-1} \imath^{n-\jmath} g_{j}(\underline{t}) \sum_{|\delta|=n+2-\jmath} \underline{t}^{\delta}\left[-\sum_{\substack{\delta=\alpha+\beta \\
|\beta|=1}} \Phi_{1}^{(\beta)}\left[\chi_{\alpha}, 1\right]+\sum_{\substack{\delta=\alpha+\beta+\gamma \\
|\hat{\beta}| \\
|r|=1}} \Phi_{2}^{(\beta \gamma)}\left[\chi_{\alpha}, 1\right]\right] \tag{4217}
\end{align*}
$$

Thus, comparing relation (4 215 ) with (4 25 ) and (426) and noting expression (4 27 ) for $\kappa_{\alpha},|\alpha| \geq 3$, the theorem is proved
From the Lax-Milgram Lemma and the knowledge ganed from Theorem 421 it is clear that one can compute finte element approxımations, $\chi_{\alpha, h} \in H_{\text {per }, 0}^{1}(\mathcal{P})$, of the functions $\chi_{\alpha}, \alpha \in \mathbf{N}_{0}^{2} \backslash\{0\}$ which do not depend on the unbounded variable $\underline{t}$ Thus, we now consider techniques for the construction of finte element subspaces $S_{\text {per } 0}^{h}(\mathcal{P}) \subset H_{\text {per, } 0}^{1}(\mathcal{P})$ from which the approximations $\chi_{\alpha, h}$ will be selected

422 Construction of the finite element spaces $S_{\text {per,0 }}^{h}(\mathcal{P}) \subset H_{\text {per, } 0}^{1}(\mathcal{P})$.
Let $\mathcal{B}\left(S_{\text {per }}^{h}(\mathcal{P})\right)$ denote the basis for $S_{\text {per }}^{h}(\mathcal{P})$ introduced in Section 412 with elements $\varphi_{n}, 1 \leq$ $n \leq \mathcal{D}$ where $\mathcal{D}=\operatorname{dim}\left(S_{\text {per }}^{h}(\mathcal{P})\right)$, then, define the functions $\psi_{n} \in S_{\text {per }}^{h}(\mathcal{P}), 1 \leq n \leq \mathcal{D}_{0} \stackrel{\text { def }}{=} \mathcal{D}-1$, which span $S_{\text {per, } 0}^{h}(\mathcal{P})$, accordıng to the relation, for $1 \leq n \leq \mathcal{D}_{0}$,

$$
\begin{align*}
& \psi_{n}(\underline{x}) \stackrel{\text { def }}{=} \varphi_{n}(\underline{x})-\frac{\left\|\varphi_{n}, \mathcal{L}_{1}(\mathcal{P})\right\|}{\left\|\varphi_{n+1}, \mathcal{L}_{1}(\mathcal{P})\right\|} \varphi_{n+1}(\underline{x}), \quad \underline{x} \in \mathcal{P}  \tag{array}\\
& \Rightarrow \quad \operatorname{supp} \psi_{n}=\operatorname{supp} \phi_{n} \cup \operatorname{supp} \phi_{n+1} \tag{array}
\end{align*}
$$

We claim that $\mathcal{B}\left(S_{\text {per }, 0}^{h}(\mathcal{P})\right) \stackrel{\text { def }}{=}\left\{\psi_{n}\right\}_{n=1}^{D_{0}}$ is then a basis for a finte element subspace $S_{\text {per }, 0}^{h}(\mathcal{P}) \subset$ $H_{\text {per } 0}^{1}(\mathcal{P})$ Indeed, it is evident from the relation $S_{\text {per }, 0}^{h}(\mathcal{P}) \subset S_{p e r}^{h}(\mathcal{P})$ that $\psi_{n} \in S_{\text {per }}^{h}(\mathcal{P})$ and, furthermore, $\int_{\mathcal{P}} \psi_{n}(\underline{x}) d \underline{x}=0$ because

$$
\begin{align*}
\int_{\mathcal{P}} \psi_{n}(\underline{x}) d \underline{x} & =\int_{\mathcal{P}} \varphi_{n}(\underline{x}) d \underline{x}-\frac{\left\|\varphi_{n}, \mathcal{L}_{1}(\mathcal{P})\right\|}{\left\|\varphi_{n+1}, \mathcal{L}_{1}(\mathcal{P})\right\|} \int_{\mathcal{P}} \varphi_{n+1}(\underline{x}) d \underline{x} \\
& =\left\|\varphi_{n}, \mathcal{L}_{1}(\mathcal{P})\right\|-\frac{\left\|\varphi_{n}, \mathcal{L}_{1}(\mathcal{P})\right\|}{\left\|\varphi_{n+1}, \mathcal{L}_{1}(\mathcal{P})\right\|}\left\|\varphi_{n+1}, \mathcal{L}_{1}(\mathcal{P})\right\| \\
& =0, \quad 1 \leq n \leq \mathcal{D}_{0} \tag{420}
\end{align*}
$$

Now suppose there are constants $\alpha_{n}, 1 \leq n \leq \mathcal{D}_{0}$ such that

$$
\begin{equation*}
\alpha_{1} \psi_{n}(\underline{x})+\quad+\alpha_{\mathcal{D}_{0}} \psi_{\mathcal{D}_{0}}(\underline{x}),=0, \quad \underline{x} \in \mathcal{P} \tag{4221}
\end{equation*}
$$

then this imphes, for $\underline{x} \in \mathcal{P}$, the following dentities

$$
\begin{align*}
\sum_{n=1}^{\mathcal{D}_{0}} \alpha_{n} \psi_{n}(\underline{x}) & =\sum_{n=1}^{\mathcal{D}_{0}} \alpha_{n}\left[\varphi_{n}(\underline{x})-\frac{\left\|\varphi_{n}, \mathcal{L}_{1}(\mathcal{P})\right\|}{\left\|\varphi_{n+1}, \mathcal{L}_{1}(\mathcal{P})\right\|} \varphi_{n+1}(\underline{x})\right] \\
& =\sum_{n=1}^{D} \beta_{n} \varphi_{n}(\underline{x})=0 \tag{array}
\end{align*}
$$

where

$$
\begin{equation*}
\beta_{1}=\alpha_{1}, \quad \beta_{n}=\alpha_{n}-\alpha_{n-1} \frac{\left\|\varphi_{n-1}, \mathcal{L}_{1}(\mathcal{P})\right\|}{\left\|\varphi_{n}, \mathcal{L}_{1}(\mathcal{P})\right\|}, 1<n<\mathcal{D}_{0}, \quad \beta_{\mathcal{D}}=-\alpha_{\mathcal{D}_{0}} \frac{\left\|\varphi_{\mathcal{D}_{0}}, \mathcal{L}_{1}(\mathcal{P})\right\|}{\left\|\varphi_{\mathcal{D}}, \mathcal{L}_{1}(\mathcal{P})\right\|} \tag{4223}
\end{equation*}
$$

Because $\left\{\varphi_{n}\right\}_{n=1}^{\mathcal{D}}$ is a basis for $S_{\text {per }}^{h}(\mathcal{P})$ it follows that $\beta_{n}=0,1 \leq n \leq \mathcal{D}$ and, therefore, relations (4 2 23) imply that $\alpha_{n}=0,1 \leq n \leq \mathcal{D}_{0}$ Thus, the set $\mathcal{B}\left(S_{\text {per,0}}^{h}(\mathcal{P})\right)=\left\{\psi_{n}\right\}_{n=1}^{\mathcal{D}_{0}}$ is a basıs for the finite element subspace $S_{\text {per, } 0}^{h}(\mathcal{P}) \subset H_{p e r, 0}^{1}(\mathcal{P})$ Once again we observe that, because $S_{\text {per }, 0}^{h}(\mathcal{P}) \subset H_{\text {per }, 0}^{1}(\mathcal{P})$, the Lax-Milgram Lemma guarantees the existence of a unıque solution $u_{h} \in S_{\text {per }, 0}^{h}(\mathcal{P})$ of the abstract Galerkın problem Find $u_{h} \in S_{\text {per }, 0}^{h}(\mathcal{P})$ such that

$$
\begin{equation*}
\Phi_{0}\left[u_{h}, v_{h}\right]=F\left(v_{h}\right), \quad v_{h} \in S_{p e r, 0}^{h}(\mathcal{P}) \tag{4224}
\end{equation*}
$$

where $F \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$

### 4.2.3. Analysis of the Finite Element Approximation Errors.

The discretization errors which arise as a consequence of the application of Galerkin finite element technıques to problems (425), e g, Find $\chi_{\alpha} \in H_{\text {per, } 0}^{1}(\mathcal{P})$ such that

$$
\begin{equation*}
\Phi_{0}\left[\chi_{\alpha}, v\right]=\Theta^{(\alpha)}(v), \quad v \in H_{p e r, 0}^{1}(\mathcal{P}), \quad|\alpha| \geq 1 \tag{4225}
\end{equation*}
$$

are analysed below where we provide error bounds for the approximation errors $\chi_{\alpha}-\chi_{\alpha, h}, \alpha \in$ $\mathbf{N}_{0}^{2} \backslash\{0\}$ in both $\mathcal{L}_{2}(\mathcal{P})$ and $H^{1}(\mathcal{P})$ norm topologies

We observe, cf (429), that the functionals $\Theta^{(\alpha)},|\alpha| \geq 2$ are unknown elements of the Banach space $\mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbf{R}\right)$ because they depend durectly on the unknown weak solutions $\chi_{\beta} \in H_{p e r, 0}^{1}(\mathcal{P}),|\beta|<|\alpha|, h>0$ Clearly, however, one cannot base computational approaches on purely abstract problems of this type and we therefore employ finite element approximations $\chi_{\beta, h} \in S_{\text {per, } 0}^{h}(\mathcal{P}),|\beta|<|\alpha|, h>0$ to construct approximating functionals $\Theta_{h}^{(\alpha)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbf{R}\right)$ of $\Theta^{(\alpha)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ which we define accordıng to the relation

$$
\begin{equation*}
\Theta_{h}^{(\alpha)}(v) \stackrel{\text { def }}{=}-\sum_{\substack{\alpha=\beta+\gamma \\ \mid \gamma=1}} \Phi_{1}^{(\gamma)}\left[\chi_{\beta, h}, v\right]+\sum_{\substack{\alpha=\beta+\gamma+\delta \\|\gamma||\delta|=1}} \Phi_{2}^{(\gamma, \delta)}\left[\chi_{\beta, h}, v\right], \quad v \in H_{p e r, 0}^{1}(\mathcal{P}), \quad|\alpha| \geq 2 \tag{4226}
\end{equation*}
$$

and $\Theta_{h}^{(\alpha)} \stackrel{\text { def }}{=} \Theta^{(\alpha)}, h>0,|\alpha|=1$ Thus, we define the Galerkın problems as Find $\chi_{\alpha, h} \in$ $S_{\text {per, } 0}^{h}(\mathcal{P})$ such that

$$
\begin{equation*}
\Phi_{0}\left[\chi_{\alpha h}, v_{h}\right]=\Theta_{h}^{(\alpha)}\left(v_{h}\right), \quad v_{h} \in S_{p e r, 0}^{h}(\mathcal{P}) \tag{4227}
\end{equation*}
$$

where $\alpha \in \mathbb{N}_{0}^{2} \backslash\{0\}$
We now demonstrate in the Lemma 422 that the various mappings in (4226) from which $\Theta_{h}^{(\alpha)}, \alpha \in \mathbb{N}_{0}^{2} \backslash\{0\}$ is composed are continuous The corollary of this Lemma is, of course, the conclusion that $\Theta_{h}^{(\alpha)}, \alpha \in \mathbb{N}_{0}^{2} \backslash\{0\}$ is a functional, ie, an element of $\mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$

Lemma 422 The mappings $\Phi_{1}^{(\alpha)}, \Phi_{2}^{(\alpha, \beta)} H_{p e r 0}^{1}(\mathcal{P}) \times H_{p e r 0}^{1}(\mathcal{P}) \rightarrow \mathbb{R}$ defined in relations (4210) and (4212) are continuous, i $e$, for $u, v \in H_{\text {per }}^{1}(\mathcal{P}),|\alpha|,|\beta|=1$,

$$
\begin{align*}
\left|\Phi_{1}^{(\alpha)}[u, v]\right| & \leq C_{1}\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\|  \tag{428}\\
\mid \Phi_{2}^{(\alpha, \beta)}[u, v] & \leq C_{2}\left\|u, H^{1}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\| \tag{42929}
\end{align*}
$$

where $C_{1}, C_{2}>0$ are constants independent of $u, v$
Proof It has been established in the proof of Theorem 421 that, for $|\alpha|,|\beta|=1, \Phi_{1}^{(\alpha, \beta)} \in$ $\mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ and because $\Phi_{1}^{(\alpha)}=\sum_{|\beta|=1} \Phi_{1}^{(\alpha \beta)},|\alpha|=1$ it follows that $\Phi_{1}^{(\alpha)} \in \mathcal{B L}\left(H_{\text {per } 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}), \boldsymbol{R}\right) \quad$ Furthermore, from relation (4214), it is clear that an upper bound for the $\mathcal{B L}\left(H_{\text {per } 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ norm of $\Phi_{1}^{(\alpha)}$ is the following

$$
\begin{equation*}
\left\|\Phi_{1}^{(\alpha)}\right\| \leq 4 \max _{|\beta|=1}\left\|a_{\alpha \beta}, \mathcal{L}_{\infty}(\mathcal{P})\right\|, \quad|\alpha|=1 \tag{4230}
\end{equation*}
$$

Similarly, from the Cauchy-Schwarz inequality, it is evident that

$$
\begin{align*}
\left|\Phi_{2}^{(\alpha, \beta)}[u, v)\right| & \leq\left[\int_{\mathcal{P}}\left|a_{\alpha \beta}(\underline{x})\right|^{2}|u(\underline{x})|^{2} d \underline{x}\right]^{1 / 2}\left[\int_{\mathcal{P}}|v(\underline{x})|^{2} d \underline{x}\right]^{1 / 2} \\
& \leq\left\|a_{\alpha \beta}, \mathcal{L}_{\infty}(\mathcal{P})\right\|\left\|v, H^{1}(\mathcal{P})\right\|\left\|u, H^{1}(\mathcal{P})\right\| \tag{4231}
\end{align*}
$$

Thus, for $|\alpha|,|\beta|=1$, it follows that $\Phi_{2}^{(\alpha, \beta)} \in \mathcal{B L}\left(H_{\text {per }, 0}^{1}(\mathcal{P}) \times H_{\text {per }, 0}^{1}(\mathcal{P}), \mathbb{R}\right)$ and $\left\|\Phi_{2}^{(\alpha, \beta)}\right\| \leq$ $\left\|a_{\alpha \beta}, \mathcal{L}_{\infty}(\mathcal{P})\right\|$

The rate at which the precewise linear approximations $\chi_{\alpha, h} \in S_{\text {per, } 0}^{h}(\mathcal{P})$ converge, as the finite element diameter $h \rightarrow 0$, to the analytical solution $\chi_{\alpha} \in H_{\text {per }, 0}^{1}(\mathcal{P})$ for $\alpha \in \mathbb{N}_{0}^{2} \backslash\{0\}$ in the $H^{p}(\mathcal{P}), 0 \leq p \leq 1$ norm topologies is detalled in the following Theorem

Theorem 423 For $\alpha \in \mathbb{N}_{0}^{2} \backslash\{0\}$ let $\chi_{\alpha h} \in S_{\text {per }, 0}^{h}(\mathcal{P})$ be the Galerkin solution of (425), ıe, it satısfies (4227) then, for $0 \leq p \leq 1$,

$$
\begin{equation*}
\left\|\chi_{\alpha}-\chi_{\alpha, h}, H^{p}(\mathcal{P})\right\| \leq C_{\alpha} h^{(s-1)(2-p)}, \quad h>0 \tag{4232}
\end{equation*}
$$

where $s \stackrel{\text { def }}{=} \max \left\{r\left|\chi_{\beta} \in H^{r}(\mathcal{P}) \cap H_{\text {per } 0}^{1}(\mathcal{P}),|\beta|=1\right\}\right.$ and $C_{\alpha}>0$ is a constant independent of $h>0$

Proof Let $\chi_{\alpha} \in H_{\text {per } 0}^{1}(\mathcal{P}), \chi_{\alpha, h} \in S_{\text {per }, 0}^{h}(\mathcal{P}) \subset H_{\text {per, } 0}^{1}(\mathcal{P})$ be, respectively, the solutions of problem (425), Galerkın problem (4227), then, for $v_{h} \in S_{\text {per,0 }}^{h}(\mathcal{P})$ and $|\alpha| \geq 2$, we observe that

$$
\begin{align*}
\Phi_{0}\left[\chi_{\alpha}-\chi_{\alpha, h}, v_{h}\right] & =\Phi_{0}\left[\chi_{\alpha}, v_{h}\right]-\Phi_{0}\left[\chi_{\alpha} h, v_{h}\right] \\
& =\Theta^{(\alpha)}\left(v_{h}\right)-\Theta_{h}^{(\alpha)}\left(v_{h}\right) \\
& =-\sum_{\substack{\alpha=\beta=\gamma}} \Phi_{1}^{(\gamma)}\left[\chi_{\beta}-\chi_{\beta, h}, v_{h}\right]+\sum_{\substack{a=\beta+\gamma+\delta \\
\mid \gamma=1}} \Phi_{2}^{(\gamma \delta)}\left[\chi_{\beta}-\chi_{\beta h}, v_{h}\right] \tag{4233}
\end{align*}
$$

The continuity of the mappings $\Phi_{1}^{(\gamma)}, \Phi_{2}^{(\gamma \delta)}$, demonstrated in Lemma 422 for $\gamma, \delta \in \mathbb{N}_{0}^{2} \backslash\{0\}$ imply that there exıst positive constants $K_{1 \alpha}, K_{2 \alpha}$, and $K_{\alpha}$ which are independent of the solutions $\chi_{\alpha}, \chi_{\alpha h}$, such that, for $v_{h} \in S_{\text {per } 0}^{h}(\mathcal{P}), \mid \Phi_{0}\left[\chi_{\alpha}-\chi_{\alpha h}, v_{h}\right] \leq$

$$
\begin{align*}
& \leq\left[K_{1, \alpha} \sum_{|\beta|=|\alpha|-1}^{|\beta|}\left\|\chi_{\beta}-\chi_{\beta, h}, H^{1}(\mathcal{P})\right\|+K_{2, \alpha} \sum_{|\beta|=|\alpha|-2}^{|\beta|=|\alpha|-1}\left\|\chi_{\beta}-\chi_{\beta}, H^{1}(\mathcal{P})\right\|\right]\left\|v_{h}, H^{1}(\mathcal{P})\right\| \\
& \leq K_{\alpha} \sum_{|\beta|=|\alpha|-2}\left\|\chi_{\beta}-\chi_{\beta, h}, H^{1}(\mathcal{P})\right\|\left\|v_{h}, H^{1}(\mathcal{P})\right\| \tag{4}
\end{align*}
$$

However, setting $v_{h}=\chi_{\alpha}-\chi_{\alpha h}$ in this relation and using the $H_{p e r, 0}^{1}(\mathcal{P})$-Ellipticity of the sesquilinear form $\Phi_{0}$ we deduce the following inequality

$$
\begin{equation*}
\left\|\chi_{\alpha}-\chi_{\alpha, h}, H^{1}(\mathcal{P})\right\| \leq \frac{K_{\alpha}}{C_{E}} \sum_{|\beta|=|\alpha|-2}^{|\beta|=|\alpha|-1}\left\|\chi_{\beta}-\chi_{\beta h}, H^{1}(\mathcal{P})\right\| \tag{4235}
\end{equation*}
$$

where $C_{E}>0$ is the ellipticity constant of $\Phi_{0}$ It is then evident that, if

$$
\begin{equation*}
\left\|\chi_{\beta}-\chi_{\beta, h}, H^{1}(\mathcal{P})\right\| \leq C_{\beta} h^{\gamma}, \quad|\beta|<|\alpha| \tag{4236}
\end{equation*}
$$

then there is a constant $C_{\alpha}>0$, mdependent of $\chi_{\alpha}$ and $h$, such that

$$
\begin{equation*}
\left\|\chi_{\alpha}-\chi_{\alpha, h}, H^{1}(\mathcal{P})\right\| \leq C_{\alpha} h^{\gamma}, \tag{437}
\end{equation*}
$$

However, from Céa's Theorem, cf Section 22 2, we have, for $|\beta|=1$,

$$
\begin{equation*}
\left\|\chi_{\beta}-\chi_{\beta, h}, H^{1}(\mathcal{P})\right\| \leq \frac{\left\|\Phi_{0}\right\|}{C_{E}} \operatorname{nf}\left\{\left\|\chi_{\alpha}-v_{h}, H^{1}(\mathcal{P})\right\| \quad v_{h} \in S_{\text {per,0 }}^{h}(\mathcal{P})\right\} \tag{4238}
\end{equation*}
$$

where $C_{E}>0$ denotes the ellipticity constant of the bounded sesquilnear operator $\Phi_{0} \in$ $\mathcal{B L}\left(H_{\text {per }}^{1}(\mathcal{P}) \times H_{\text {per }}^{1}(\mathcal{P}), \mathbb{R}\right)$ However, from the approxımation property, cf HACKBUSCH (1992),

$$
\begin{equation*}
\operatorname{mf}\left\{\left\|v-v_{h}, H^{1}(\mathcal{P})\right\| \quad v_{h} \in S_{p e r, 0}^{h}(\mathcal{P})\right\} \leq C(\theta) h^{s-1}\left\|v, H^{s}(\mathcal{P})\right\|, \quad 1 \leq s \leq 2 \tag{439}
\end{equation*}
$$

where $v$ is an arbitrary element of $H^{s}(\mathcal{P}) \cap H_{p e r, 0}^{1}(\mathcal{P})$ and $\theta$ is the minimum interior angle of any triangle in the set $\mathcal{T}_{h}(\mathcal{P})$ of finte elements, we thus have,

$$
\begin{equation*}
\left\|\chi_{\beta}-\chi_{\beta, h}, H^{1}(\mathcal{P})\right\| \leq \widetilde{C}(\theta) h^{s-1}\left\|\chi_{\beta}, H^{s}(\mathcal{P})\right\|, \quad h>0, \quad|\beta|=1 \tag{4240}
\end{equation*}
$$

Thus, if we define $s \stackrel{\text { def }}{=} \max \left\{r\left|\chi_{\beta} \in H^{r}(\mathcal{P}) \cap H_{\text {per 0 }}^{1}(\mathcal{P}),|\beta|=1\right\}\right.$ then, in (4236), $\gamma=s-1$ and the approximation property (4240) and the error bound (4235) mply the error bounds

$$
\begin{equation*}
\left\|\chi_{\alpha}-\chi_{\alpha, h}, H^{1}(\mathcal{P})\right\| \leq \frac{K_{\alpha}}{C_{E}} \widetilde{C}(\theta) h^{s-1} \sum_{|\beta|=1}\left\|\chi_{\beta}, H^{s}(\mathcal{P})\right\|, \quad|\alpha|=2 \tag{4241}
\end{equation*}
$$

Clearly, inequality (4232) now follows directly from (4241) for $p=1$ and $|\alpha| \leq 2$ and the remaining estımate for $p=0$ is obtained with the application of the Aubin-Nitsche Theorem, cf Section 222 , which provides the following alternative error estimate to (4240)

$$
\begin{equation*}
\left\|\chi_{\beta}-\chi_{\beta, h}, \mathcal{L}_{2}(\mathcal{P})\right\| \leq C_{1}(\theta) h^{2(s-1)}\left\|\chi_{\beta}, H^{s}(\mathcal{P})\right\|, \quad h>0, \quad|\beta|=1 \tag{4242}
\end{equation*}
$$

The error bound (4235) and the error bound (4232), now established for $|\alpha| \leq 2$, and the Aubin-Nitsche Theorem together imply the error bounds (4232) for the higher order approxımatıons $\chi_{\alpha, h} \in S_{\text {per }, 0}^{h}(\mathcal{P}),|\alpha| \geq 3, h>0$

We observe, for the specific case of plecewise constant coefficients, cf (416), that with $|\beta|=1, \chi_{\beta} \in H^{1+\sigma}(\mathcal{P})$, for some $\sigma>0$ and Theorem 423 provides the error bounds, for $0 \leq p \leq 1$,

$$
\begin{equation*}
\left\|\chi_{\alpha}-\chi_{\alpha, h}, H^{p}(\mathcal{P})\right\| \leq C_{\alpha} h^{(2-p) \sigma}, \quad h>0, \quad|\alpha| \geq 1 \tag{4243}
\end{equation*}
$$

However, if the finite element triangulations $\mathcal{T}_{h}(\mathcal{P}), h>0$ are constructed such that no finite element, $\tau \in \mathcal{T}_{h}(\mathcal{P})$, can overlap an interface boundary, $\Gamma_{r s}, 1 \leq r, s \leq m, \operatorname{cf} \operatorname{Section} 41$, then the triangle inequality and the regularity property $\chi_{\beta} \in H^{2}\left(\mathcal{P}_{h}\right),|\beta|=1$ where $\mathcal{P}_{\boldsymbol{h}}$ is any convex umion of triangles $\tau \in \mathcal{T}_{h}(\mathcal{P}), h>0$ satisfyıng $\operatorname{dist}\left(\mathcal{P}_{h}, \mathcal{V}\right)>\rho>0$ for $\rho$ sufficiently large and where $\mathcal{V} \stackrel{\text { def }}{=}\{v \in \Gamma \mid v$ is a vertex $\}$ suggest the error estımate, for $0 \leq p \leq 1$,

$$
\begin{equation*}
\left\|\chi_{\alpha}-\chi_{\alpha h}, H^{p}\left(\mathcal{P}_{h}\right)\right\| \leq C(\theta) h^{2-p}\left\|\chi_{\alpha}, H^{2}\left(\mathcal{P}_{h}\right)\right\|+\left\|\chi_{\alpha, h}-\Pi_{h} \chi_{\alpha}, H^{p}\left(\mathcal{P}_{h}\right)\right\|, \quad|\alpha| \geq 1 \tag{4244}
\end{equation*}
$$

where $\Pi_{h} H^{2}(\mathcal{P}) \rightarrow S^{h}(\mathcal{P})$ is the interpolation operator and $\theta$ is the smallest interior angle of any $\tau \subset \mathcal{P}_{h}, h>0 \quad$ The first term in (4244) reflects the optimal approximation errors possible in each element, $\tau$, as a consequence of the type of triangulation $\mathcal{T}_{h}(\mathcal{P})$ while the second term represents the pollution effect of the singularities on the region $\mathcal{P}_{h} \subset \mathcal{P}$ and will, consequently, have a lower asymptotic order with respect to $h$, cf Nitsche \& Schatz (1974) Thus, for $|\alpha| \geq 1$, we expect the approximations $\chi_{\alpha h} \in S_{\text {per,0 }}^{h}(\mathcal{P})$ to converge to $\chi_{\alpha} \in H_{p e r, 0}^{1}(\mathcal{P})$, as $h \rightarrow 0$, more rapidly than is indicated by the global error bound (4243) for an arbitrary triangulation $\mathcal{T}_{h}(\mathcal{P})$ Indeed, we exploit the approximation properties (4 244 ) in the computational examples provided in Sections 441-444 for which the coefficients $a_{\alpha \beta},|\alpha|,|\beta|=1$ are piecewise constant

The constants $\kappa_{\alpha},|\alpha| \geq 2$ defined in relation (427) are unknown because they are defined in terms of the weak solutions $\chi_{\beta} \in H_{\text {per, } 0}^{1}(\mathcal{P}),|\beta|<|\alpha|$ Thus, we define the approximations $\kappa_{\alpha h}, h>0$ as follows

$$
\begin{equation*}
\kappa_{\alpha, h} \stackrel{\text { der }}{=}-\sum_{\substack{\alpha=\beta+\gamma \\ \mid \gamma=1=1}} \Phi_{1}^{(\gamma)}\left[\chi_{\beta h} h, 1\right]+\sum_{\substack{\alpha=\beta+\gamma, \delta \\|\gamma|| |=1}} \Phi_{2}^{(\gamma, \delta)}\left[\chi_{\beta h}, 1\right], \quad|\alpha| \geq 2 \tag{4245}
\end{equation*}
$$

where $\chi_{\beta, h} \in S_{\text {per } 0}^{h}(\mathcal{P}),|\beta|<|\alpha|, h>0$ are the finite element approximations introduced in problem (4227) The rate at which the error $\kappa_{\alpha}-\kappa_{\alpha h}$ decays is considered in the following Corollary to Theorem 423

Corollary 424 There exist constants $C_{\alpha}>0,|\alpha| \geq 2$, independent of $h>0$, such that

$$
\begin{equation*}
\left|\kappa_{\alpha}-\kappa_{\alpha h}\right| \leq C_{\alpha} h^{s-1}, \quad h>0 \tag{4246}
\end{equation*}
$$

where $s \stackrel{\text { def }}{=} \max \left\{r\left|\chi_{\beta} \in H^{r}(\mathcal{P}) \cap H_{\text {per }, 0}^{1}(\mathcal{P}),|\beta|=1\right\}\right.$ and $\kappa_{\alpha}, \kappa_{\alpha h}$ are defined in relations (427) and (4245) respectively

Proof The error bound (4246) follows immediately from relations (4234), (4239) and (4240) provided in the proof of Theorem 423

We observe, however, that if the coefficients $a_{\alpha \beta},|\alpha|,|\beta|=1$ are piecewise constant we obtain $\left|\kappa_{\alpha}-\kappa_{\alpha h}\right|=O\left(h^{\sigma}\right), 0<\sigma \leq 1$, however, by constructing $\mathcal{T}_{h}(\mathcal{P}), h>0$ as above we find that there are components of the error which are bounded by terms of the order $O(h)$ as $h \rightarrow \mathbf{0}$

## 43 Estimation of the Finite Element/Homogenızation Error.

It has already been noted that, generally, there are no algorithms available which can be employed to provide explicit analytical expressions for the weak solutions, $\phi, \boldsymbol{u}^{\varepsilon}$, of problems (414) and (4 122 ) However, to assess our approach we require, at least, approximations, $\phi_{h}, u_{\ell}^{\varepsilon}, \ell \in \mathbf{N}, h>0$, with which the asymptotics

$$
\begin{equation*}
u_{N, \ell, h}^{\varepsilon}(\underline{x}) \stackrel{\text { def }}{=} \sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n} \underline{x} \pi \mathbf{r}} \phi_{N, h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi), \quad \underline{x} \in \mathbb{R}^{2}, \quad \ell \in \mathbf{N}, N \geq 0 \tag{431}
\end{equation*}
$$

can be meaningfully compared, $\mathbf{1 e}$, such that the error $u_{\ell h}^{\epsilon}-u_{N, \ell h}^{\varepsilon}$ closely parallels the actual error $u_{\ell}^{\varepsilon}-u_{N, \ell h}^{\varepsilon}, \ell \in \mathbf{N}$ for $h>0$ sufficiently small Clearly, this requres accurate approximations $\phi_{h}, u_{\ell \hbar}^{\epsilon}$ of $\phi, u_{\ell}^{\epsilon}$ and, thus, we employ finte element technıques to construct approximations $\phi_{h}(\bullet, \varepsilon, \underline{t}), u_{\ell}^{\varepsilon}, \underline{t} \neq 0, \varepsilon, h>0$ where

$$
\begin{equation*}
u_{\ell h}^{\varepsilon}(\underline{x}) \xlongequal{\text { def }} \sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} \underline{e}^{\underline{\underline{x}} \pi \underline{t}} \phi_{h}(\underline{x} / \varepsilon, \varepsilon, \pi \underline{n}), \quad \underline{x} \in \mathbf{R}^{2} \tag{432}
\end{equation*}
$$

The errors which these approximations introduce are analysed, and, finally, they are employed to investigate the errors $u^{\varepsilon}-u_{N h}^{\varepsilon}, N \geq 0, h>0$

## 431 Finite Element Approximations $\phi_{h}(\bullet, \varepsilon, \underline{t}), h>0$.

Let $S_{\text {per }}^{h}(\mathcal{P})$ be the function space of perıodıc, piecewise linear functions over the field $\mathbb{C}$, defined in Section 412 , and define $S_{0}^{h}(\mathcal{P})$ as the subspace of functions of $S_{\text {per }}^{h}(\mathcal{P})$ with zero trace on the boundary, $\partial \mathcal{P}$ We now define the approximation $\phi_{h}(\bullet, \varepsilon, \underline{t})$ as the solution of the Galerkin problem Find $\phi_{h}(\bullet, \varepsilon, \underline{t}) \in \mathcal{V}_{h}$ such that

$$
\begin{equation*}
\Phi(\underline{t})\left[\phi_{h}(\bullet, \varepsilon, \underline{t}), v_{h}\right]=\varepsilon^{2} \int_{\mathcal{P}} \overline{v_{h}(\underline{x})} d \underline{x}, \quad v_{h} \in \mathcal{V}_{h} \tag{array}
\end{equation*}
$$

where $\mathcal{V}_{h} \stackrel{\text { def }}{=} S_{\text {per }}^{h}(\mathcal{P})$ if $(\varepsilon, \underline{t}) \notin \mathcal{H}^{2}$ and $\mathcal{V}_{h} \stackrel{\text { der }}{=} S_{0}^{h}(\mathcal{P})$ if $(\varepsilon, \underline{t}) \in \mathcal{H}^{2}$, cf 411 The errors introduced by this approximation are considered in the following Theorem

Theorem 431 Let $\phi_{h}(\bullet, \varepsilon, \underline{t}) \in \mathcal{V}_{h}, h>0$ be the solution of the Galerkin problem (433) then, for $0 \leq p \leq 1$,

$$
\begin{equation*}
\left\|\phi(\bullet, \varepsilon, \underline{t})-\phi_{h}(\bullet, \varepsilon, \underline{t}), H^{p}(\mathcal{P})\right\| \leq C(\varepsilon, \underline{t}) h^{(s-1)(2-p)}\left\|\phi(\bullet, \varepsilon, \underline{t}), H^{s}(\mathcal{P})\right\|, \quad h>0 \tag{44}
\end{equation*}
$$

where $s \stackrel{\text { def }}{=} \max \left\{r \mid \phi(\bullet, \varepsilon, \underline{t}) \in H^{r}(\mathcal{P}) \cap H_{p e r}^{1}(\mathcal{P})\right\}$ and $C(\varepsilon, \underline{t})=O\left(\|\underline{t}\|_{2}^{4}\right)\left(\|\underline{t}\|_{2} \rightarrow \infty\right)$
Proof From Cea's Theorem, relations (4 128 ), ( 4131 ), and the approximation property, cf Hackbusch (1992),

$$
\begin{equation*}
\operatorname{mff}\left\{\left\|v-v_{h}, H^{1}(\mathcal{P})\right\| \quad v_{h} \in S_{p e r}^{h}(\mathcal{P})\right\} \leq C(\theta) h^{s-1}\left\|v, H^{s}(\mathcal{P})\right\|, \quad 1 \leq s \leq 2 \tag{435}
\end{equation*}
$$

where $v$ is an arbitrary element of $H^{s}(\mathcal{P}) \cap H_{p e r}^{1}(\mathcal{P})$ and $\theta$ is the mınımum interior angle of any triangle in the set $\mathcal{T}_{h}(\mathcal{P})$ of finte elements, we thus have,

$$
\begin{equation*}
\left\|\phi(\bullet, \varepsilon, \underline{t})-\phi_{h}(\bullet, \varepsilon, \underline{t}), H^{1}(\mathcal{P})\right\| \leq C(\varepsilon, \underline{t}) h^{s-1}\left\|\phi(\bullet, \varepsilon, \underline{t}), H^{s}(\mathcal{P})\right\|, \quad h>0 \tag{436}
\end{equation*}
$$

where the positive function $C(\varepsilon, \underline{t})=C_{1}^{2} C_{2}^{2}\left(\alpha_{2} / \alpha_{1}\right)\left(1+\varepsilon\|\underline{t}\|_{2}\right)^{2}\left(1+2 \varepsilon\|\underline{t}\|_{2}+\varepsilon^{2}\|\underline{t}\|_{2}^{2}\right)$ and $s \stackrel{\text { def }}{=}$ $\max \left\{r \mid \phi(\bullet, \varepsilon, \underline{t}) \in H^{r}(\mathcal{P}) \cap H_{p e r}^{1}(\mathcal{P})\right\}$ Thus, for $p=1$, property (434) follows immedately from (436) and, for $p=0$, we apply the Aubin-Nitsche Theorem to obtan (4 34 )
The local finite element approxımation $\phi_{h}(\bullet, \varepsilon, \underline{t}) \in S_{p e r}^{h}(\mathcal{P}), \varepsilon, h>0, \underline{t} \neq 0$ shall be employed in the computational examples in Sections 441-444 to construct the global approximations $u_{\ell h}^{\varepsilon}, \ell \in \mathbf{N}$ defined in relation (432) The errors introduced by such an approximation over $\Omega$ are considered in Section 432

## 432 Analysis of the Global, $\Omega$, Approximation Errors

The errors introduced by the approximations $\chi_{\alpha, h} \in S_{\text {per, }}^{h}(\mathcal{P}, \mathbb{R}),|\alpha| \geq 1, \phi_{h}(\cdot, \varepsilon, \underline{t}) \in$ $S_{p e r}^{h}(\mathcal{P})$ for $\varepsilon>0, \underline{t} \neq 0$, and $h>0$ were analysed in Sections 423,431 to determine the effects of approximation within the reference cell $\mathcal{P}$ However, to assess the homogenization approach we require some indıcation of the errors introduced over $\Omega$ by the global approximations $u_{\ell, h}^{\varepsilon}, u_{N, \ell, h}^{\varepsilon}$, cf (431), (432), which are constructed from these local approximations We perform an analysis to determine error bounds for $u^{\varepsilon}-u_{N, \ell h}^{\varepsilon}$ in the $H^{p}(\Omega), 0 \leq p \leq 1$ norm topologies

We begın by bounding the truncation error $u^{\varepsilon}-u_{\ell}^{\varepsilon}$ and the approximation error $u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}$ for $\ell \in \mathbb{N}, h>0$ in Lemmas 432 and 433 below

Lemma 432 Define $f_{\ell} \in \mathcal{L}_{2}(\Omega), \ell \in \mathbf{N}$ by the following relation

$$
\begin{equation*}
f_{\ell}(\underline{x}) \stackrel{\text { def }}{=} \sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} e^{2 \underline{n} \underline{\underline{x}} \pi}, \quad \underline{x} \in \mathbb{R}^{2} \tag{437}
\end{equation*}
$$

and define $u_{\ell}^{\epsilon} \in H_{0}^{1}(\Omega)$ to be the unique function which has the property

$$
\begin{equation*}
\int_{\Omega} \sum_{k, l=1}^{2} a_{\mu l}(\underline{x} / \varepsilon) \frac{\partial u_{\ell}^{\varepsilon}}{\partial x_{k}}(\underline{x}) \frac{\partial v}{\partial x_{l}}(\underline{x}) d \underline{x}=\int_{\Omega} f_{\ell}(\underline{x}) v(\underline{x}) d \underline{x}, \quad v \in H_{0}^{1}(\Omega) \tag{438}
\end{equation*}
$$

then, for $0 \leq p \leq 1$, and $\ell \in \mathbf{N}$,

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{\ell}^{\epsilon}, H^{p}(\Omega)\right\| \leq C_{1}\left\|f-f_{\ell}, \mathcal{L}_{2}(\Omega)\right\| \leq C_{2}\left\|\mathcal{A}_{\ell}, \ell_{2}\left(Z^{2}\right)\right\| \tag{499}
\end{equation*}
$$

where $\mathcal{A}_{\ell}=\left(\mathcal{A}_{\underline{n}}^{\ell}\right), \underline{n} \in \mathcal{Z}^{2}$ is the $\ell_{2}\left(\mathcal{Z}^{2}\right)$ sequence

$$
\mathcal{A}_{\underline{n}}^{\ell}= \begin{cases}0, & \text { if } \underline{n} \in \mathcal{Z}_{\ell}^{2}  \tag{4310}\\ a_{\underline{n}}, & \text { otherwise }\end{cases}
$$

and $C_{1}, C_{2}>0$ are constants which are independent of $f, f_{\ell}$, the weak solutions $u^{\varepsilon}, u_{\ell}^{\varepsilon}$, and $a$

Proof It is clear from (414) and (438) that the function $u^{\varepsilon}-u_{\ell}^{\varepsilon} \in H_{0}^{1}(\Omega)$ has the property

$$
\begin{equation*}
\int_{\Omega} \sum_{k, l=1}^{2} a_{k l}(\underline{x}) \frac{\partial\left(u^{\varepsilon}-u_{\ell}^{\varepsilon}\right)}{\partial x_{k}}(\underline{x}) \frac{\partial v}{\partial x_{l}}(\underline{x}) d \underline{x}=\int_{\Omega}\left(f-f_{\ell}\right)(\underline{x}) v(\underline{x}) d \underline{x}, \quad v \in H_{0}^{1}(\Omega) \tag{4311}
\end{equation*}
$$

Thus, employing the Cauchy-Schwarz inequality, the $H_{0}^{1}(\Omega)$-ellipticty of the bilnear form in relation (4 38 ), and Parseval's relation we deduce that relation (4311) imphes (439)

Lemma 433 For finite, bounded $\ell \in \mathbf{N}$ the approximation errors $u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}$ are bounded above as follows

$$
\begin{equation*}
\left\|u_{\ell}^{\varepsilon}-u_{\ell h}^{\varepsilon}, H^{p}(\Omega)\right\| \leq C(\ell) h^{(2-p)(s-1)}, \quad h>0, \quad 0 \leq p \leq 1 \tag{4312}
\end{equation*}
$$

where $C(\ell) \rightarrow \infty(\ell \rightarrow \infty)$ is independent of $\varepsilon, h>0$
Proof The error $u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}, \ell \in \mathbf{N}, h>0$ in the norm topologies $H^{p}(\Omega), 0 \leq p \leq 1$ can be written

$$
\begin{equation*}
\left\|u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}, H^{p}(\Omega)\right\|=\left\|\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n}(\bullet) \pi z}\left(\phi(\cdot / \varepsilon, \varepsilon, \underline{n} \pi)-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{n} \pi)\right), H^{p}(\Omega)\right\| \tag{array}
\end{equation*}
$$

However, for finite $\ell \in \mathbb{N}$, the Holder inequality mplies the relation, for $|\alpha| \leq 1$,

$$
\begin{align*}
&\left|\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} D^{\alpha}\left(e^{\underline{n} \underline{\pi} \pi \imath}\left(\phi(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)-\phi_{h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)\right)\right)\right| \leq \\
&\left\|f_{\ell}, \mathcal{L}_{2}(\mathcal{C})\right\| {\left[\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}}\left|D^{\alpha}\left(e^{\underline{n} \underline{\underline{x}} \pi \imath}\left(\phi(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)-\phi_{h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)\right)\right)\right|^{2}\right]^{1 / 2}(4} \tag{4314}
\end{align*}
$$

and, substituting this relation in (4313), we obtain the upper bound, for $0 \leq p \leq 1$,

$$
\begin{equation*}
\left\|u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}, H^{p}(\Omega)\right\|^{2} \leq C\left\|f_{\ell}, \mathcal{L}_{2}(\mathcal{C})\right\|^{2} \sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}}\left\|e^{\underline{n}(\cdot) \pi \imath}\left(\phi(\bullet / \varepsilon, \varepsilon, \underline{n} \pi)-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{n} \pi)\right), H^{p}(\mathcal{P})\right\|^{2} \tag{4315}
\end{equation*}
$$

where we have observed that $\mathcal{P} \equiv \Omega$ and, from Parseval's relation,

$$
\begin{equation*}
\left\|f_{\ell}, \mathcal{L}_{2}(\mathcal{C})\right\|^{2}=\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}}\left|a_{\underline{n}}\right|^{2}, \quad \ell \in \mathbb{N} \tag{4316}
\end{equation*}
$$

Furthermore, Lemma 4 2, the weak formulation (4122), and the Cauchy-Schwarz inequality imply the relations

$$
\begin{align*}
\| e^{\underline{t}(\bullet)_{2}} & \left(\left(\phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t})\right), H^{1}(\mathcal{P}) \|^{2}\right. \\
& \left.\leq C_{2} \mid e^{-\underline{t}} \bullet\right)_{2}\left(\left(\phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t})\right),\left.H^{1}(\mathcal{P})\right|^{2}\right. \\
& \leq C_{2} \alpha_{1}^{-1}\left|\Phi(\varepsilon, \underline{t})\left[\phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t}), \phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t})\right]\right| \\
& =C_{2} \alpha_{1}^{-1}\left|\Phi(\varepsilon, \underline{t})\left[\phi(\bullet / \varepsilon, \varepsilon, \underline{t}), \phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t})\right]\right| \\
& =C_{2} \alpha_{1}^{-1}\left|\int_{\mathcal{P}} \overline{\phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t})} d \underline{x}\right| \\
& \leq C_{2} \alpha_{1}^{-1}\left\|\phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t}), \mathcal{L}_{2}(\mathcal{P})\right\| \tag{4317}
\end{align*}
$$

where we have observed that, for $v \in H_{\text {per }}^{1}(\mathcal{P}), \mathcal{P}_{\imath \jmath} \stackrel{\text { def }}{=}(\imath-1, \imath) \times(\jmath-1, \jmath), 1 \leq \imath, \jmath \leq 1 / \varepsilon$,

$$
\int_{\mathcal{P}} v(\underline{x}) d \underline{x}=\int_{\mathcal{P}_{1},} v(\underline{x}) d \underline{x}
$$

Now, if $p=1$ we employ inequality (4317) in relation (4315) and otherwise, if $p=0$, we use identity

$$
\begin{equation*}
\left\|e^{\underline{t}(\bullet)_{\mathfrak{l}}}\left(\phi(\bullet / \varepsilon, \varepsilon, \underline{t})-\phi_{h}(\bullet / \varepsilon, \varepsilon, \underline{t})\right), \mathcal{L}_{2}(\mathcal{P})\right\|=\left\|\phi(\bullet, \varepsilon, \underline{t})-\phi_{h}(\bullet, \varepsilon, \underline{t}), \mathcal{L}_{2}(\mathcal{P})\right\| \tag{4318}
\end{equation*}
$$

and, thus, from Theorem 431 we deduce the error estımate, for $0 \leq p \leq 1$,

$$
\begin{equation*}
\left\|u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}, H^{p}(\Omega)\right\| \leq C h^{(2-p)(s-1)}\left\|f_{\ell}, \mathcal{L}_{2}(\mathcal{P})\right\|\left[\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} C_{2}(\underline{n})\left\|\phi(\bullet, \varepsilon, \underline{n} \pi), H^{s}(\mathcal{P})\right\|\right]^{1 / 2} \tag{4319}
\end{equation*}
$$

where $C_{2}(\underline{n}) \rightarrow \infty$ as $\|\underline{n}\|_{2} \rightarrow \infty$ The functions $D^{\alpha} \phi(\underline{x}, \bullet, \underline{n} \pi),|\alpha| \leq 1$ are Holomorphic for $\left|\varepsilon-s_{r}(\underline{m}, \underline{n})\right|>\delta$ where $\delta>0$ is fixed and $s_{r}(\underline{m}, \underline{n})=2 m_{r} / n_{r}, 1 \leq r \leq 2, \underline{m}, \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$, cf Theorem 311 Thus, within this bounded domain the functions $D^{\alpha} \phi(\underline{x}, \bullet, \underline{n} \pi),|\alpha| \leq 1$ can be bounded independently of $\varepsilon$ and because $\left\|\phi(\bullet, \varepsilon, \underline{n} \pi), H^{s}(\mathcal{P})\right\|$ is defined in terms of these functions, eg, for $s=1+\sigma$,

$$
\left\|\phi(\bullet, \varepsilon, \underline{n} \pi), H^{s}(\mathcal{P})\right\|^{2}=\sum_{|\alpha| \leq 1}\left[\left\|D^{\alpha} \phi(\bullet, \varepsilon, \underline{n} \pi), \mathcal{L}_{2}(\mathcal{P})\right\|^{2}+\left\|D^{\alpha} \phi(\bullet, \varepsilon, \underline{n} \pi), H^{\sigma}(\mathcal{P})\right\|^{2}\right]
$$

it can also be bounded independently of $\varepsilon$ The error bound (4312) now follows directly from (4 3 19)

We observe that the asymptotic property $C(\ell) \rightarrow \infty(\ell \rightarrow \infty)$ precludes the use of Lemma 433 to deduce the asymptotic properties of the error $u^{\varepsilon}-u_{h}^{\varepsilon} \stackrel{\text { def }}{=} \lim _{\ell \rightarrow \infty}\left(u_{\ell}^{\varepsilon}-u_{\ell, h}^{\varepsilon}\right)$ (with the
limit taken in the $H^{1}(\Omega)$ sense) Indeed, the asymptotic character of the function $C(\varepsilon, \underline{t})$, deduced in Theorem 431 using Cea's Theorem, suggests that we can do no better The triangle inequality and Lemma's 432,433 are now applied to analyse the error $u^{\varepsilon}-u_{N \ell h}^{\varepsilon}$ into separate components as follows, for $\ell \leq \Lambda, 0 \leq p \leq 1$,

$$
\begin{aligned}
\left\|u^{\varepsilon}-u_{N \ell h}^{\varepsilon}, H^{p}(\Omega)\right\| & \leq\left\|u^{\varepsilon}-u_{\ell}^{\varepsilon}, H^{p}(\Omega)\right\|+\left\|u_{\ell}^{\varepsilon}-u_{\ell h}^{\varepsilon}, H^{p}(\Omega)\right\|+\mid u_{\ell h}^{\varepsilon}-u_{N \ell h}^{\varepsilon}, H^{p}(\Omega) \| \\
& \leq C_{1}\left\|f-f_{\ell}, \mathcal{L}_{2}(\Omega)\right\|+C(\ell) h^{(2-p)(s-1)}+\left\|u_{\ell h}^{\varepsilon}-u_{N \ell h}^{\varepsilon} H^{p}(\Omega)\right\|(4320)
\end{aligned}
$$

where $\Lambda$ is a fixed positive integer Thus, by employing finite element triangulations $\mathcal{T}_{h}(\mathcal{P})$ with $h>0$ sufficiently small and $\ell$ large, 1 e , such that the errors $\left\|u_{\ell}^{\varepsilon}-u_{\varepsilon}^{\varepsilon}, H^{p}(\Omega)\right\|$ and $\left\|f-f_{\ell}, \mathcal{L}_{2}(\Omega)\right\|$ are an order of magnitude smaller than $\left\|u_{\ell h}^{\varepsilon}-u_{N \ell, h}^{\varepsilon}, H^{p}(\Omega)\right\|$, the behaviour of $\left\|u_{\ell h}^{\varepsilon}-u_{N \ell h}^{\varepsilon}, H^{p}(\Omega)\right\|$ provides an accurate gude to the character of the error $\left\|u^{\varepsilon}-u_{N \ell h}^{\varepsilon}, H^{p}(\Omega)\right\|$ in the norm topologies $H^{p}(\Omega), 0 \leq p \leq 1$ Indeed, this analysis motivates the computations undertaken in Sections 441-444 which assess the errors $\left\|u_{\ell h}^{\varepsilon}-u_{N \ell h}^{\varepsilon}, H^{p}(\Omega)\right\|, 0 \leq p \leq 1$ for a variety of problems possessing different regularity characteristics However, the task of constructing accurate approximations $\phi_{k}(\bullet, \varepsilon, \underline{t}) \in$ $S_{p e r}^{h}(\mathcal{P}), u_{\ell h}^{\varepsilon}$ of $\phi(\bullet, \varepsilon, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), u_{\ell}^{\varepsilon} \in H_{p e r}^{1}(\mathcal{P})$ becomes impractical for very large $\ell$ and $\varepsilon \approx 0$ Indeed, to construct $u_{\ell h}^{\varepsilon}$ it is necessary to solve the Galerkin problem (433) for each $\underline{t}=\underline{n} \pi,\left|n_{1}\right|,\left|n_{2}\right| \leq \ell$ and, on any computer architecture, to assess the global errors $u_{\ell h}^{\varepsilon}-u_{N \ell, h}^{\varepsilon}$ requires, as $\varepsilon \rightarrow 0$, an unboundedly increasing proportion of cpu time Thus, we attempt to obtain a rehable and accurate assessment of our approach by employing $\varepsilon=1 / r, 1 \leq r \leq R$ with $\ell, R$ sufficiently large so that the principal approximation properties of $u_{N \epsilon h}^{\varepsilon}$ become apparent while remaining within the constraints imposed on time and space by the resources of a computer architecture

## 44 Computational Examples.

Following the one dimensional setting of Chapter 3 we now find it necessary to make some comments regarding the effect of problem regularity on the convergence properties of the asymptotic approximations $u_{N \ell h}^{\varepsilon}$ as $\ell \rightarrow \infty$ The functions $u_{N \ell h}^{\varepsilon}, N \geq 0, \ell \in \mathbf{N}, h>0$ where

$$
\begin{equation*}
u_{N \ell h}^{\varepsilon}(\underline{x}) \stackrel{\text { def }}{=} \sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n} \underline{x} \pi i} \phi_{N h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi), \quad \underline{x} \in \mathbf{R}^{2}, \quad \varepsilon>0 \tag{441}
\end{equation*}
$$

are evidently constructed from the discrete approximations $\phi_{N, h}, N \geq 0, h>0$ which are defined as follows

$$
\begin{equation*}
\phi_{N h}(\underline{x}, \varepsilon, \underline{t}) \stackrel{\text { def }}{=} \sum_{n=0}^{N} \varepsilon^{n} \phi_{n h}(\underline{x}, \underline{t}), \quad \underline{x} \in \mathcal{P}, \underline{t} \neq 0 \tag{442}
\end{equation*}
$$

where $g_{0 h}(\underline{t})=\left(\sum_{|\alpha|=2} \kappa_{\alpha h} \underline{t}^{\alpha}\right)^{-1}, \underline{t} \neq 0$ and, for $\underline{x} \in \mathcal{P}, \underline{t} \neq 0, n \geq 1$,

$$
\begin{equation*}
\phi_{n h}(\underline{x}, \underline{t}) \stackrel{\text { def }}{=} \sum_{j=0}^{n-1} g_{j h}(\underline{t}) \chi_{n-\jmath h}(\underline{x}, \underline{t})+g_{n h}(\underline{t}) \tag{443}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{n h}(\underline{x}, \underline{t}) \stackrel{\text { def }}{=} \imath^{n} \sum_{|\alpha|=n} \underline{t}^{\alpha} \chi_{\alpha h}(\underline{x}), \quad g_{n, h}(\underline{t}) \stackrel{\text { def }}{=}-g_{0}(\underline{t}) \sum_{j=0}^{n-1} \imath^{n-\jmath} g_{\jmath, h}(\underline{t}) \sum_{|\alpha|=n+2-\jmath} \kappa_{\alpha, h} \underline{t}^{\alpha} \tag{444}
\end{equation*}
$$

and $\kappa_{\alpha h},|\alpha| \geq 2, h>0$ is defined in relation (4245) However, from (4125), (4127), Lemma 10, and Theorem 9 of Babuška \& Morgan (1991ı) it follows that there exist constants $\eta, \theta>0$, which are independent of $\underline{t} \in \mathbb{R}^{2} \backslash\{0\}$, such that

$$
\begin{align*}
g_{0 h}(\underline{t}) \leq & 1 /\left(\gamma_{1}\|\underline{t}\|_{2}^{2}\right), \quad\left\|\phi_{k h}(\bullet, \underline{t}), H^{1}(\mathcal{P})\right\| \leq \eta g_{0, h}(\underline{t}) \theta^{k}\|\underline{t}\|_{2}^{k}, \quad k \geq 0, \underline{t} \neq 0  \tag{445}\\
& \Rightarrow \quad\left\|\phi_{k, h}(\bullet, \underline{t}), H^{1}(\mathcal{P})\right\|=O\left(\|\underline{t}\|_{2}^{k-2}\right)\left(\|\underline{t}\|_{2} \rightarrow \infty\right) \tag{446}
\end{align*}
$$

Furthermore, if $f_{\mathcal{C}} \in B V(\mathcal{C})$ then there exist functions $\varphi_{i}, \psi_{\imath}, 1 \leq \imath \leq 2$ which are nondecreasing and non-negative and are such that $f_{\mathcal{C}}=\varphi_{1}-\psi_{1}-\varphi_{2}+\psi_{2}$ The second mean value theorem for integrals then shows that

$$
\begin{align*}
\int_{\mathcal{P}}\left[\varphi_{\mathrm{r}}(\underline{x}), \psi_{\mathrm{r}}(\underline{x})\right] e^{-\underline{n} \underline{\underline{x}} \tau} d \underline{x} & =O\left(\left|n_{1} n_{2}\right|^{-1}\right)\left(\|\underline{n}\|_{2} \rightarrow \infty\right), \quad 1 \leq r \leq 2  \tag{447}\\
\Rightarrow \quad a_{\underline{n}} & =O\left(\left|n_{1} n_{2}\right|^{-1}\right)\left(\|\underline{n}\|_{2} \rightarrow \infty\right) \tag{448}
\end{align*}
$$

The convergence properties, as $\ell \rightarrow \infty$, of the approximations $u_{N, \ell, h}^{\varepsilon}, N \geq 0, \varepsilon, h>0$ in the $H^{p}(\Omega), 0 \leq p \leq 1$ sense are now apparent from relations (445), (448) and

$$
\begin{align*}
\left\|u_{N, \ell, h}^{\varepsilon}, H^{p}(\Omega)\right\| & \leq \sum_{\underline{n} \in \mathcal{Z}_{2}^{2} \backslash\{0\}}\left|a_{\underline{n}}\right|\left\|e^{\underline{n} \pi x} \phi_{N, h}(\bullet / \varepsilon, \varepsilon, \underline{n} \pi), H^{p}(\Omega)\right\|  \tag{44}\\
& \leq \sum_{\underline{n} \in \mathcal{Z}_{2}^{2} \backslash\{0\}}\left|a_{\underline{n}}\right|\left(1+\|\underline{n}\|_{2}\right)^{p}\left\|\phi_{N, h}(\bullet / \varepsilon, \varepsilon, \underline{n} \pi), H^{p}(\Omega)\right\|  \tag{4410}\\
& \leq \sum_{\underline{n} \in \mathcal{Z}_{\epsilon}^{2} \backslash\{0\}}\left|a_{\underline{n}}\right|\left(1+\|\underline{n}\|_{2}\right)^{p} \varepsilon^{-p}\left\|\phi_{N, h}(\bullet, \varepsilon, \underline{n} \pi), H^{p}(\mathcal{P})\right\| \tag{4411}
\end{align*}
$$

for, by the comparison test, $u_{N, \ell h}^{\varepsilon} \rightarrow u_{N, h}^{\varepsilon}$ absolutely wrt $\left\|\bullet, H^{p}(\Omega)\right\|, 0 \leq N+p \leq 1$ as $\ell \rightarrow \infty, 1 \mathrm{e}$,

$$
\begin{align*}
\left|a_{\underline{n}}\right|\left(1+\|\underline{n}\|_{2}\right)^{p} \varepsilon^{-p} \| \phi_{N}(\bullet, \varepsilon, \underline{n} \pi), & H^{p}(\mathcal{P})\left\|\leq K_{1}\left|a_{\underline{n}}\right|\left(1+\|\underline{n}\|_{2}\right)^{p}\right\| \underline{n} \|_{2}^{N-2} \\
& \leq K_{2}\left|a_{n}\right|\left(n_{1}^{2}+n_{2}^{2}\right)^{(N+p-2) / 2}=K_{2}\left|a_{\underline{n}}\right|\|\underline{n}\|_{2}^{N+p-2} \\
& \leq K_{2} 2^{(N+p-2) / 2}\left|n_{1} n_{2}\right|^{(N+p) / 2-2} \leq K_{3}\left|n_{1} n_{2}\right|^{-3 / 2} \tag{4412}
\end{align*}
$$

and, for $N+p \geq 3,\left\|u_{N, \ell h}^{\epsilon}, H^{p}(\Omega)\right\| \rightarrow \infty(\ell \rightarrow \infty)$ Furthermore, if $N+p=2$ then (4 45 ) imphes the asymptotic relation $\left\|\phi_{N, h}(\bullet, \underline{n} \pi), H^{p}(\mathcal{P})\right\|=O(1)\left(\|\underline{n}\|_{2} \rightarrow \infty\right)$ and therefore we need only establish the $H^{p}(\Omega)$ convergence of the term $\zeta_{N \ell \hbar}^{\varepsilon}(\underline{x})=\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n} \underline{x} \pi} \phi_{N, h}(\underline{x} / \varepsilon, \underline{n} \pi)$ as $\ell \rightarrow \infty$ However, $\phi_{N h}(\bullet, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}), \underline{t} \neq 0$ and therefore we can expand this function as a Fourier series, e g ,

$$
\begin{equation*}
\phi_{N h}(\underline{x}, \underline{t})=\sum_{\underline{m} \in \mathcal{Z}^{2}} \alpha_{\underline{m}}^{N h}(\underline{t}) e^{2 \pi \underline{m} \underline{x^{2}}}, \quad \alpha_{\underline{m}}^{N h}(\underline{t})=\frac{1}{4} \int_{\mathcal{P}} \phi_{N h}(\underline{x}, \underline{t}) e^{-2 \pi \underline{m} \underline{x}} d \underline{x} \tag{4}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\zeta_{N, \ell, h}^{\varepsilon}(\underline{x})=\sum_{\underline{n} \in \mathcal{Z}_{\ell}^{2} \backslash\{0\}} \sum_{\underline{m} \in \mathcal{Z}^{2}} a_{\underline{n}} \alpha_{\underline{m}}^{N h}(\underline{n} \pi) e^{(\underline{n}+2 \underline{m} / \varepsilon) \underline{x} \pi i} \tag{4414}
\end{equation*}
$$

We assume that $\phi_{N, h}(\bullet, \underline{t}) \in B V(\mathcal{P})$ and thus, from (445), $\alpha_{m}^{N, h}(\underline{t})=O\left(\|\underline{t}\|_{2}^{N-2} /\left|m_{1} m_{2}\right|\right)$ as $\|\underline{m}\|_{2} \rightarrow \infty$ and $\|\underline{t}\|_{2} \rightarrow \infty$ The orthogonality of the exponential functions $e^{(\underline{n}+2 m / \varepsilon)(\bullet)}, \underline{n} \in$ $\mathcal{Z}_{\ell}^{2} \backslash\{0\}, \underline{m} \in \mathcal{Z}^{2}$ with respect to the $\mathcal{L}_{2}(\mathcal{C})$ inner product then suggests that

$$
\begin{align*}
\left\|\zeta_{2, \ell, h}^{\varepsilon}, \mathcal{L}_{2}(\mathcal{C})\right\|^{2} & =\sum_{\underline{n} \in \mathcal{Z}_{e}^{2} \backslash\{0\}} \sum_{\underline{m} \in \mathcal{Z}^{2}}\left|a_{\underline{n}}\right|^{2}\left|\alpha_{\underline{m}}^{2, h}(\underline{n} \pi)\right|^{2} \\
& \leq C_{1} \sum_{\underline{n} \in \mathcal{Z}_{2}^{2} \backslash\{0\}}\left|a_{\underline{n}}\right|^{2} \sum_{\underline{m} \in \mathcal{Z}^{2}}\left|m_{1} m_{2}\right|^{-2} \leq C_{2}\left\|f_{\mathcal{C}}, \mathcal{L}_{2}(\mathcal{C})\right\|^{2} \tag{4415}
\end{align*}
$$

Thus, the function $\zeta_{2, \ell, h}^{\varepsilon}$ converges in $\mathcal{L}_{2}(\mathcal{C})$ as $\ell \rightarrow \infty$ and, consequently, so does $u_{2, \ell, h}^{\varepsilon}$ The property of absolute convergence, as $\ell \rightarrow \infty$, of the approximations $u_{1}^{\varepsilon}, h, \ell \in \mathbf{N}, h>0$, with respect to the $\mathcal{L}_{2}(\mathcal{C})$ norm, observed above, means that it is valid to differentiate the function $\zeta_{1, h} \stackrel{\text { def }}{=} \lim _{\ell \rightarrow \infty} \zeta_{1, \ell, h}^{\varepsilon}$ (with convergence in the $\mathcal{L}_{2}(\mathcal{C})$ sense) termwise, 1 e , for $h>0$,

$$
\begin{equation*}
D^{\alpha} \zeta_{1, h}(\underline{x})=\sum_{\underline{n} \in \mathcal{Z}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n} \underline{x} \pi i}\left[\underline{n^{\alpha}} \pi i \phi_{1, h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)+\varepsilon^{-1} D^{\alpha} \phi_{1, h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)\right], \quad|\alpha|=1 \tag{4416}
\end{equation*}
$$

The convergence of $u_{1, \ell, h}^{\varepsilon}$ in $H^{1}(\mathcal{C})$ as $\ell \rightarrow \infty$ now follows, as above, from the asymptotic relation (4 45 ), the series expansion ( 4413 ), the $\mathcal{L}_{2}(\mathcal{C})$ orthogonality of the exponential functions $e^{(\underline{n}+2 m / \varepsilon)(0)}, \underline{n} \in \mathcal{Z}_{l}^{2} \backslash\{0\}, \underline{m} \in \mathcal{Z}^{2}$, and Bessel's inequality We now follow the approach taken in the one dimensional setting and propose the $H^{p}(\Omega)$ convergent approximatıons $u_{N, M, \ell, h}^{\varepsilon}, N+p \geq 3, M, \ell \in \mathbf{N}, h>0$ defined as follows

$$
\begin{equation*}
\bar{u}_{N, M, \ell, h}^{\varepsilon}(x) \stackrel{\text { def }}{=} \sum_{\underline{n} \in Z_{\tau(\sigma)}^{2} \backslash\{0\}} a_{\underline{n}} e^{\underline{n} \underline{x} \pi} \phi_{N, h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi)+\sum_{\underline{n} \in Z_{\ell}^{2} \backslash Z_{\tau(\varepsilon)}^{2}} a_{\underline{n}} e^{\underline{n} \underline{x} \pi z} \phi_{M, h}(\underline{x} / \varepsilon, \varepsilon, \underline{n} \pi) \tag{4417}
\end{equation*}
$$

where $\tau(\varepsilon)=\max \{n \in \mathbb{N} \mid n<2 / \varepsilon\}$ Below, we apply our approach to the $\mathbb{R}^{\mathbf{2}}$ counterparts of the boundary value problems investigated in Chapter 3 and assess their behaviour using the computational technıques described above With this approach we expect to demonstrate that the features of the asymptotic approximations observed in the one-dimensional context readily generalize to the $\mathbf{R}^{2}$ setting

### 4.4.1. Sample problem Smooth Data, $a \in C^{\infty}(\mathcal{P}), f_{c} \in C^{\infty}(\mathcal{C})$.

We define the coefficients $a_{k l} \stackrel{\text { def }}{=} \delta_{k l} a, 1 \leq k, l \leq 2, f$, employed in the elliptıc boundary value problem (4 1 1), below

$$
\begin{equation*}
a(\underline{x}) \stackrel{\text { def }}{=}\left[1+\frac{1}{4} \sum_{n=1}^{2} \cos \left(2 \pi x_{n}\right)\right]^{-1}, \quad f(\underline{x}) \stackrel{\text { def }}{=} \prod_{n=1}^{2} \sin \left(\pi x_{n}\right) \tag{4418}
\end{equation*}
$$

It is evident that $a, f \in C^{\infty}\left(\mathbb{R}^{2}\right)$ and $f$ is antisymmetric and 2-periodic, 1 e , for $\underline{x} \in \mathbb{R}^{2}$,

$$
\begin{align*}
f(\underline{x}+2 \underline{n}) & =f(\underline{x}), \quad \underline{n} \in \mathcal{Z}^{2}  \tag{4419}\\
f\left((-1)^{m_{1}} x_{1},(-1)^{m_{2}} x_{2}\right) & =(-1)^{m_{1}+m_{2}} f\left(x_{1}, x_{2}\right), \quad \underline{m} \in \mathbb{N}_{0}^{2} \backslash\{0\} \tag{4420}
\end{align*}
$$

and, therefore, $f=f_{\mathcal{C}}$ where $f_{\mathcal{C}}$ is given by the Fourier series expansion (4113) and $a_{\underline{n}} \stackrel{\text { def }}{=}$ $a_{n_{1}} a_{n_{2}}, \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$ where

$$
a_{n} \stackrel{\text { def }}{=}\left\{\begin{array}{ll}
1 / 2 n \imath, & \text { if } n= \pm 1  \tag{4421}\\
0, & \text { if } n \neq \pm 1
\end{array}, \quad n \in \mathcal{Z} \backslash\{0\}\right.
$$

Furthermore, $a$ is a 1 -periodic function which satisfies the periodic boundary condition (4 12 ), the ellhpticity mequality (413) with $\alpha_{1}=2 / 3, \alpha_{2}=2$, and $u^{\varepsilon} \in C^{2}\left(\mathbb{R}^{2}\right), \phi(\bullet, \varepsilon, \underline{t}) \in$ $H_{\text {per }}^{1}(\mathcal{P}) \cap C^{2}(\mathcal{P}) \cap C^{1}(\overline{\mathcal{P}})$ are the classical solutions of problems (4111), (4122) respectively

We employ a uniform finite element triangulation, $\mathcal{U}_{h}(\mathcal{P})$, of $\mathcal{P}$ with $h=1 / 16$, ie, each finite element $\tau \in \mathcal{U}_{h}(\mathcal{P})$ is obtained by translating and/or rotating the right angled triangle $T_{h}=\{(\xi, \eta) \mid \xi, \eta \geq 0, \xi+\eta \leq h\}$ Note that in Theorems 423,431 and Corollary 424 the parameter $s=2$ The errors $\left\|u_{h}^{\varepsilon}-u_{N h}^{\varepsilon}, H^{p}(\mathcal{P})\right\|, 0 \leq p \leq 1,0 \leq N \leq 3$ have been computed and are presented in tables $4411-4413$ where $\varepsilon=2^{-r}, 1 \leq r \leq 4$ and because, therefore, $2^{-r} \underline{1} \pi \neq 2 \pi \underline{m}, r \geq 1, \underline{m} \in \mathcal{Z}^{2} \backslash\{0\}$ it follows that $\varepsilon \underline{n} \pi \notin \mathcal{H}^{2}$ where $n_{\imath}= \pm 1,1 \leq \imath \leq 2$ Each integral over $\tau \in \mathcal{U}_{h}(\mathcal{P})$ is approximated by a 7 point quadrature rule, cf AKin (1982), and the algebraic equations which arise are solved by a Cholesky factorization technique We point out that there is no subscript $\ell \in \mathbb{N}$ in tables $4411-4413$ because there is no truncation error committed in the computations, $1 e$, the Fourier series is summed in its entırety

Table $4411 a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Sıze, $\varepsilon$ | $\left\\|u_{h}^{\varepsilon}-u_{0, h}, L_{2}(\Omega)\right\\|$ | $\left\|u_{h}^{\varepsilon}-u_{0, h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $139403508(-3)$ | $192809615(-2)$ |
| 025 | $774303030(-4)$ | $200011017(-2)$ |
| 0125 | $396255426(-4)$ | $202073130(-2)$ |
| 00625 | $199238516(-4)$ | $202602928(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

Table $4412 a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{h}^{\varepsilon}-u_{1, h}^{\varepsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{h}^{\varepsilon}-u_{1 h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $284813088(-4)$ | $330893241(-3)$ |
| 025 | $457597122(-5)$ | $117921226(-3)$ |
| 0125 | $980590435(-6)$ | $518420187(-4)$ |
| 00625 | $234887912(-6)$ | $249722298(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Table $4413 \quad a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{h}^{\varepsilon}-u_{2, h}^{\varepsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{h}^{\varepsilon}-u_{2, h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $244001085(-4)$ | $274778793(-3)$ |
| 025 | $268637426(-5)$ | $666596767(-4)$ |
| 0125 | $322450617(-6)$ | $165123796(-4)$ |
| 00625 | $398734188(-7)$ | $411817089(-5)$ |
|  | $O\left(\varepsilon^{3}\right)$ | $O\left(\varepsilon^{2}\right)$ |

The graphs of the real and imaginary components of $\phi_{h}(\underline{1} / 2, \bullet, \bullet), \phi_{N, h}(\underline{1} / 2, \bullet, \bullet), 0 \leq$ $N \leq 2, h>0$ illustrated in Figures 4411-4416 clearly demonstrate the utility of the asymptotic approximations $\phi_{N, h}, 0 \leq N \leq 2, h>0$ of $\phi_{h}$, indeed, as $t \rightarrow \infty$, it becomes difficult to distinguish between the various approximations The principal features evident in these graphs, 1 e , the monotone convergence of the approxımations, $\phi_{N, h}^{\varepsilon}, 0 \leq N \leq 2, h>0$, to the asymptote $y=0$ and the extrema of $\phi_{h}, h>0$ - which correspond to the singularities of $\phi$ - were also observed for the analogous analytical functions $\phi, \phi_{N}, 0 \leq N \leq 2$ in the one dimensional setting of Chapter 3 Furthermore, we find it interesting that the graphs reveal that the functions $\phi_{N}{ }_{h}(\underline{x}, \varepsilon, \bullet), \underline{x} \in \mathcal{P}, 0 \leq N \leq 2$ provide accurate approximations of $\phi_{h}(\underline{x}, \varepsilon, \bullet), \underline{x} \in \mathcal{P}$ outside the regıon, $\widehat{G}$, where the expansion (421) is analytically justified

Clearly, for $f$ defined by relation (4418) the Fourier series (4113) has finitely many terms and, therefore, questions of convergence of the sums (4121), (441) never arise, thus, one can construct asymptotic approximations $u_{N, h}^{\varepsilon}, h>0$ of any order $N \in \mathbf{N}$ Indeed, the computational results presented in Tables 4411-4413 suggest the following property for $h>0$ sufficiently small

$$
\begin{equation*}
\left\|u_{h}^{\varepsilon}-u_{N, h}^{\varepsilon}, H^{p}(\Omega)\right\| \leq C(h) \varepsilon^{N+1-p}, \quad N \geq 0, \quad 0 \leq p \leq 1 \tag{4422}
\end{equation*}
$$

where $C(h)>0$ is a constant which is independent of $\varepsilon>0$
442 Sample problem Piecewise smooth Data, $a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P} C^{\infty}(\mathcal{C})$
Let $a_{k l} \in C^{\infty}\left(\mathbb{R}^{2}\right), 1 \leq k, l \leq 2$ be defined as in Section 441 and define $f(\underline{x}) \stackrel{\text { def }}{=} 1, \underline{x} \in \Omega$ then $f_{\mathcal{A}} \in \mathcal{P C} \mathcal{C}^{\infty}(\mathcal{C})$ is a step function which extends $f$ antisymmetrically to $\mathcal{C}$ and is given by relation (4112) Simılarly, the 2-periodic extension of $f_{\mathcal{A}}$ to $f_{\mathcal{C}} \in \mathcal{P} \mathcal{C}^{\infty}\left(\mathbb{R}^{2}\right)$ is defined by the Fourier series expansion (4113) where the coefficients are $a_{\underline{n}} \stackrel{\text { def }}{=} a_{n_{1}} a_{n_{2}}, \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$ and

$$
\begin{equation*}
a_{n} \stackrel{\text { def }}{=} \frac{1}{n \pi \imath}\left[1-(-1)^{n}\right], \quad n \in \mathcal{Z} \backslash\{0\} \tag{4423}
\end{equation*}
$$

The weak solutions $u^{\varepsilon} \in H_{0}^{1}(\Omega), \phi(\bullet, \varepsilon, \underline{t}) \in H_{p e r}^{1}(\mathcal{P})$ are, as in Section 441 , classıcal solutions of (4 14 ), (4122) respectively, $1 \mathrm{e}, u^{\varepsilon} \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega}), \phi(\bullet, \varepsilon, \underline{t}) \in H_{p e r}^{1}(\mathcal{P}) \cap C^{2}(\mathcal{P}) \cap C^{1}(\overline{\mathcal{P}})$, however, in contrast to Section $441, u^{\varepsilon}$ is not a classical solution of problem (4111), 1 e , $u^{\varepsilon} \notin C^{2}(\mathcal{C}) \cap C^{0}(\overline{\mathcal{C}})$ but $u^{\varepsilon} \in H^{2}(\mathcal{C}) \cap H_{0}^{1}(\mathcal{C})$, cf Theorem 9122 of HACKBUSCH (1992), and, because $f_{\mathcal{C}} \in H^{1 / 2-\rho}(\mathcal{C}), \rho>0, u^{\varepsilon} \in H^{5 / 2-\rho}(\mathcal{B})$ for any open ball $\mathcal{B} \subset \mathcal{C}$

Figure 4411


Figure 4412


Graphs of the real or maginary parts of $\phi_{h}(\underline{x}, \varepsilon, t), \phi_{N h}(\underline{x}, \varepsilon, t), \underline{x}=\underline{1} / 2, \varepsilon=1 / 2^{n}, 1 \leq n \leq$ $3,1 \leq t \leq 30,0 \leq N \leq 2, h=1 / 16$ The curves are distinguished by the symbols, eg, $\Delta \Rightarrow \phi, \square \Rightarrow \phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$

Figure 4413


Figure 4414


Graphs of the real or imagınary parts of $\phi_{h}(\underline{x}, \varepsilon, t), \phi_{N h}(\underline{x}, \varepsilon, t), \underline{x}=\underline{1} / 2, \varepsilon=1 / 2^{n}, 1 \leq n \leq$ $3,1 \leq t \leq 30,0 \leq N \leq 2, h=1 / 16$ The curves are distinguished by the symbols, eg, $\Delta \Rightarrow \phi, \mathrm{\square} \Rightarrow \phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$

Figure 4415


Figure 4416


Graphs of the real or magmary parts of $\phi_{h}(\underline{x}, \varepsilon, t), \phi_{N h}(\underline{x}, \varepsilon, t), \underline{x}=\underline{1} / 2, \varepsilon=1 / 2^{n}, 1 \leq n \leq$ $3,1 \leq t \leq 30,0 \leq N \leq 2, h=1 / 16$ The curves are distinguished by the symbols, e g , $\Delta \Rightarrow \phi, \square \Rightarrow \phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$

The errors $\left\|u_{\ell, h}^{\epsilon}-u_{N \ell h}^{\epsilon}, H^{p}(\mathcal{P})\right\|, 0 \leq p \leq 1,0 \leq N \leq 3$ have been computed and are presented in tables $4421-4423$ where $\ell=71, \varepsilon=2^{-r}, 1 \leq r \leq 4$ and, thus, $\left(\varepsilon, t_{q}\right) \notin$ $\mathcal{H}, 1 \leq q \leq 2$ because $2^{-r}(2 \underline{n}+\underline{1}) \pi \neq 2 \pi \underline{m}, r \geq 1, \underline{n}, \underline{m} \in \mathcal{Z}^{2} \backslash\{0\}$ The finite element triangulation $\mathcal{U}_{h}(\mathcal{P}), h=1 / 16$ is employed once again to obtain the computational results reported in the tables

Table $4421 a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P C}^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell, h}^{\varepsilon}-u_{0 \ell h}, L_{2}(\Omega)\right\\|$ | $\left\|u_{\ell, h}^{\varepsilon}-u_{0, \ell h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $255209846(-3)$ | $330043356(-2)$ |
| 025 | $133536187(-3)$ | $336109462(-2)$ |
| 0125 | $665648382(-4)$ | $337290018(-2)$ |
| 00625 | $332510592(-4)$ | $337623695(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

Table $4422 a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P C}^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell, h}^{\varepsilon}-u_{1, \ell, h}^{\epsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{\ell, h}^{\varepsilon}-u_{1, \ell, h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $719260110(-4)$ | $698363635(-3)$ |
| 025 | $262528987(-4)$ | $434283106(-3)$ |
| 0125 | $651723448(-5)$ | $243346296(-3)$ |
| 00625 | $154817208(-5)$ | $129349317(-3)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Table $4423 a \in C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P C}^{\infty}(\mathcal{C})$

| Cell Sıze, $\varepsilon$ | $\left\\|u_{\ell, h}^{\varepsilon}-u_{2, \ell, h}^{\varepsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{\ell, h}^{\varepsilon}-u_{21, \ell, h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $929159899(-4)$ | $202676373(-2)$ |
| 025 | $257005360(-4)$ | $535188282(-3)$ |
| 0125 | $510135998(-5)$ | $148569648(-3)$ |
| 00625 | $896991395(-6)$ | $420775584(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O\left(\varepsilon^{1+\alpha}\right)$ |

443 Sample problem Piecewise smooth Data, $a \in \mathcal{P} C^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P C}^{\infty}(\mathcal{C})$ Define $f$ as in Section 442 and the 1-periodic coefficients $a_{k l} \stackrel{\text { def }}{=} \delta_{k l} a, 1 \leq k, l \leq 2$ where, for $\underline{x} \in \mathcal{P}, a$ is the step function

$$
a(\underline{x}) \stackrel{\text { def }}{=} \begin{cases}1, & \text { if } \underline{x} \in \mathcal{P} \backslash(1 / 4,3 / 4)^{2}  \tag{4424}\\ 10, & \text { if } \underline{x} \in(1 / 4,3 / 4)^{2}\end{cases}
$$

and, therefore, there exists a partition of $\Omega$

$$
\begin{equation*}
\bar{\Omega}=\cup_{r=1}^{m_{\varepsilon}} \bar{\Omega}_{r}^{\varepsilon}, \quad \Omega_{\imath}^{\varepsilon} \cap \Omega_{\jmath, \imath}^{\varepsilon}, \imath \neq \jmath \tag{4425}
\end{equation*}
$$

such that $a(\underline{x} / \varepsilon)=a^{[r]} \in \mathbb{R}, \underline{x} \in \Omega_{r}^{\varepsilon}, 1 \leq r \leq m_{\varepsilon}$ It is evident from definition (4 4 18) that $a \in \mathcal{P C}^{\infty}\left(\mathbb{R}^{2}\right)$ satisfies the boundary condition (4112) and the ellipticity inequality ( 413 ) with $\alpha_{1}=1, \alpha_{2}=2$ Furthermore, Theorem 9126 of HACKBUSCH (1992) shows that, for any open ball $\mathcal{B} \subset \Omega_{r}^{\varepsilon}, 1 \leq r \leq m_{\varepsilon}$, there is the interior regularity $u^{\varepsilon} \in H^{k}(\mathcal{B}), k \in \mathbb{N}$ (cf HACKBUSCH (1992)), however, the contınuous embedding $H^{\jmath+2}(\mathcal{B}) \rightarrow C^{\jmath, \lambda}(\mathcal{B}), \jmath \in \mathbb{N}_{0}, 0<$ $\lambda<1$ (cf ADAMS (1975)), and the weak formulation (414) then imply that the weak solution $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ is also a classical solution in the region $\Omega \backslash \Gamma$ where $\Gamma \stackrel{\text { def }}{=} \cup_{r, s=1}^{m_{\varepsilon}}\left(\partial \Omega_{\tau}^{\varepsilon} \cap \partial \Omega_{s}^{\varepsilon}\right)$ and, on $\Gamma$, satisfies the weak continuity condition

$$
\begin{equation*}
\sum_{r=1}^{m_{\varepsilon}} \int_{\partial \Omega_{r}^{\varepsilon}} a^{[r]} \nabla u^{\varepsilon}(\underline{x}) \quad \underline{n}^{[r]}(\underline{x}) v(\underline{x}) d \underline{x}=0, \quad v \in C_{0}^{\infty}(\Omega) \tag{4426}
\end{equation*}
$$

where $\underline{n}^{[r]}(\underline{x}) \in \mathbb{R}^{2}$ is the unit outward normal vector to the boundary $\partial \Omega_{r}^{\epsilon}$ at the pont $\underline{x} \in \partial \Omega_{r}^{\varepsilon}$ If, however, $u^{\varepsilon} \in W_{\infty}^{1}(\Omega)$ then, for $\sigma<1 / 2$, it is clear that (cf (1215))

$$
\begin{equation*}
\left\|u^{\varepsilon}, H^{1+\sigma}(\Omega)\right\|^{2} \leq\left\|u^{\varepsilon}, H^{1}(\Omega)\right\|^{2}+\iint_{\Omega \times \Omega} \frac{1}{\|\underline{x}-\underline{z}\|_{2}^{2+2 \sigma}} d \underline{x} d \underline{z}<\infty \tag{4427}
\end{equation*}
$$

1 e, $u^{e} \in H_{0}^{1}(\Omega) \cap H^{3 / 2-\rho}(\Omega), \rho>0$ Indeed, it is the interior interface vertices ( $(2 n+$ 1) $p / 4,(2 m+1) q / 4), 0 \leq m, n \leq 1, p, q \in \mathbb{N}_{0}$ which cause the singular components of the solution to arise and, therefore, the reduced regularity of $u^{\varepsilon}$ (compared to Section 441 )

The errors $\left\|u_{\ell, h}^{\varepsilon}-u_{N, \ell, h}^{\varepsilon}, H^{p}(\mathcal{P})\right\|, 0 \leq p \leq 1,0 \leq N \leq 3$ have been computed and are presented in tables 4431-4433 where $\ell=71, \varepsilon=2^{-r}, 1 \leq r \leq 4$, and $\left(\varepsilon, t_{q}\right) \notin$ $\mathcal{H}, 1 \leq q \leq 2$ because $2^{-r}(2 \underline{n}+\underline{1}) \pi \neq 2 \pi \underline{m}, r \geq 1, \underline{n}, \underline{m} \in \mathcal{Z}^{2} \backslash\{0\}$ The finte element triangulation $\mathcal{U}_{h}(\mathcal{P}), h=1 / 16$ is employed to obtan the computational results reported in the tables where, clearly, the finte elements $\tau \in \mathcal{U}_{h}(\mathcal{P})$ do not cross the interface boundaries, $1 \mathrm{e}, \tau \cap \partial \mathcal{P}_{r}=\emptyset, 1 \leq r \leq m_{1}$ where $\mathcal{P}_{r} \stackrel{\text { def }}{=} \partial \Omega_{r}^{1}$, see (4425) We recall the analysis of Section 44 and observe that the termwise derivative of the approximation $u_{2, \ell, h}^{\varepsilon}$ diverges as $\ell \rightarrow \infty$ and we therefore employ the approximation $u_{2,1, \ell, h}^{\varepsilon}$ instead

Table $4431 a \in \mathcal{P C} \mathcal{C}^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P C}^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell, h}^{\varepsilon}-u_{0 \ell, h}, L_{2}(\Omega)\right\\|$ | $\left\|u_{\ell, h}^{\epsilon}-u_{0, \ell h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $513260128(-3)$ | $722495894(-2)$ |
| 025 | $259876887(-3)$ | $753652399(-2)$ |
| 0125 | $129971219(-3)$ | $765957443(-2)$ |
| 00625 | $650236166(-4)$ | $770283492(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

The graphs of the approximations $\phi_{h}(\underline{x}, \varepsilon, \bullet), \phi_{N h}(\underline{x}, \varepsilon, \bullet), \underline{x}=\underline{1} / 2, \varepsilon=2^{-n}, 1 \leq n \leq$ $3,0 \leq N \leq 2, h=1 / 16$ presented in Figures 4431-4436 reveal the now familar features observed during the preceding computations It is also apparent from the graphs that the

Table $4432 \quad a \in \mathcal{P C}^{\infty}(\mathcal{P}), f_{c} \in \mathcal{P} C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell, h}^{\varepsilon}-u_{1, \ell, h}^{\epsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{\ell, h}^{\epsilon}-u_{1 \ell h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $122649269(-3)$ | $204409797(-2)$ |
| 025 | $443631691(-4)$ | $123931444(-2)$ |
| 0125 | $121902193(-4)$ | $663802373(-3)$ |
| 00625 | $312648593(-5)$ | $344159199(-3)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Table $4433 a \in \mathcal{P C}^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in \mathcal{P C}^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{\ell, h}^{\varepsilon}-u_{2, \ell, h}^{\varepsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{\ell, h}^{\epsilon}-u_{21 \ell h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $164063523(-3)$ | $341231714(-2)$ |
| 025 | $398818364(-4)$ | $894704807(-3)$ |
| 0125 | $757837897(-5)$ | $245068320(-3)$ |
| 00625 | $130882661(-5)$ | $685638290(-4)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O\left(\varepsilon^{1+\alpha}\right)$ |

discontınuties, cf (4 424 ), do not sıgnificantly reduce the quality or utility of the asymptotic approximations $\phi_{N h}$ of $\phi_{h}$

The computational results obtaned in Tables $4431-4433$ suggest the following error bounds, for $0 \leq N \leq 2, h=1 / 16, \ell=71$,

$$
\begin{gather*}
\left\|u_{\ell h}^{\varepsilon}-u_{N \ell h}^{\varepsilon}, H^{p}(\Omega)\right\| \leq C_{1}(h) \varepsilon^{N+1-p}, \quad 0 \leq N+p \leq 2 \\
\left\|u_{\ell h}^{\ell}-u_{2,1 \ell, h}^{\varepsilon}, H^{1}(\Omega)\right\| \leq C_{2}(h) \varepsilon^{1+\alpha} \tag{4428}
\end{gather*}
$$

where $C_{1}(h), C_{2}(h)>0$ are constants independent of $\varepsilon$ and $0<\alpha<1$ Thus, the computed errors converge in a sımılar manner to the analogous approximations computed analytically in the one dimensional examples of Chapter 3 This suggests - whule, clearly, not proving that, with our choice of $h, \ell$, the error

$$
\begin{equation*}
\left\|u_{\ell}^{\varepsilon}-u_{\ell h}^{\varepsilon}, H^{p}(\Omega)\right\| \leq C(\ell) h^{(2-p)(s-1)} \tag{44}
\end{equation*}
$$

is sufficiently small that one can obtain meaningful results by investigating the errors $\| u_{\ell, h}^{\varepsilon}$ $u_{N, \ell h}^{\varepsilon}, H^{p}(\Omega) \|$ and $\left\|u_{\ell, h}^{\varepsilon}-u_{N M \ell h}^{\varepsilon}, H^{p}(\Omega)\right\|$ as in Tables 4431-4433

444 Sample problem Piecewise smooth Data, $a \in \mathcal{P C}{ }^{\infty}(\mathcal{P})$, $f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$.
Define the coefficients $a_{k l} \stackrel{\text { def }}{=} \delta_{k l} a, 1 \leq k, l \leq 2$ and $f$ as follows

$$
a(\underline{x}) \stackrel{\text { def }}{=}\left\{\begin{array}{ll}
1, & \text { If } \underline{x} \in \mathcal{P} \backslash(1 / 4,3 / 4)^{2}  \tag{4430}\\
10, & \text { if } \underline{x} \in(1 / 4,3 / 4)^{2}
\end{array}, \quad f(\underline{x}) \stackrel{\text { def }}{=} \prod_{n=1}^{2} \sin \left(\pi x_{n}\right)\right.
$$

The properties of the functions $a_{1} f, f_{\mathcal{C}}$ have been studied in problems 441-443, furthermore, the weak solution $u^{\varepsilon} \in H_{0}^{1}(\Omega)$ exhibits the same regularity properties as observed in

Figure 4431


Figure 4432


Graphs of the real or imaginary parts of $\phi_{h}(\underline{x}, \varepsilon, t), \phi_{N, h}(\underline{x}, \varepsilon, t), \underline{x}=\underline{1} / 2, \varepsilon=1 / 2^{n}, 1 \leq n \leq$ $3,1 \leq t \leq 30,0 \leq N \leq 2, h=1 / 16$ The curves are distinguished by the symbols, eg, $\Delta \Rightarrow \phi, \mathrm{\circ} \Rightarrow \phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$

Figure 4433


Figure 4434


Graphs of the real or imaginary parts of $\phi_{h}(\underline{x}, \varepsilon, t), \phi_{N h}(\underline{x}, \varepsilon, t), \underline{x}=\underline{1} / 2, \varepsilon=1 / 2^{n}, 1 \leq n \leq$ $3,1 \leq t \leq 30,0 \leq N \leq 2, h=1 / 16$ The curves are distinguished by the symbols, eg, $\Delta \Rightarrow \phi, \square \Rightarrow \phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$

Figure 4435


Figure 4436


Graphs of the real or magınary parts of $\phi_{h}(\underline{x}, \varepsilon, t), \phi_{N, h}(\underline{x}, \varepsilon, t), \underline{x}=\underline{1} / 2, \varepsilon=1 / 2^{n}, 1 \leq n \leq$ $3,1 \leq t \leq 30,0 \leq N \leq 2, h=1 / 16$ The curves are distinguished by the symbols, e g , $\Delta \Rightarrow \phi, \square \Rightarrow \phi_{0}, \star \Rightarrow \phi_{1}, \bowtie \Rightarrow \phi_{2}$
problem $443,1 \mathrm{e}, u^{\varepsilon}$ has singularities at the interior interface vertex points, $u^{\varepsilon} \in C^{2}(\Omega \backslash \Gamma)$, $u^{\varepsilon} \in H^{\lambda}(\mathcal{B}), k \in \mathbb{N}$ for any open ball $\mathcal{B} ๔ \Omega_{r}^{\epsilon}, 1 \leq r \leq m_{\epsilon}$, and if $u^{\varepsilon} \in W_{\infty}^{1}(\Omega)$ then $u^{\epsilon} \in H^{3 / 2-\rho}(\Omega), \rho>0$

The errors $\left\|u_{h}^{\varepsilon}-u_{N, h}^{\varepsilon}, H^{p}(\mathcal{P})\right\|, 0 \leq p \leq 1,0 \leq N \leq 3$ have been computed and are presented in tables 4441-4443 where $\varepsilon=2^{-r}, 1 \leq r \leq 4$ and because, therefore, $2^{-r} \underline{1} \pi \neq$ $2 \pi \underline{m}, r \geq 1, \underline{m} \in \mathcal{Z}^{2} \backslash\{0\}$ it follows that $\varepsilon \underline{n} \pi \notin \mathcal{H}^{2}$ where $n_{\mathfrak{r}}= \pm 1,1 \leq \imath \leq 2$ The finite element triangulation $\mathcal{U}_{h}(\mathcal{P}), h=1 / 16$ is employed to obtain the computational results reported in the tables where, clearly, the finte elements $\tau \in \mathcal{U}_{h}(\mathcal{P})$ do not cross the interface boundaries, $1 \mathrm{e}, \tau \cap \partial \mathcal{P}_{r}=\emptyset, 1 \leq r \leq m_{1}$ where $\mathcal{P}_{r} \stackrel{\text { def }}{=} \partial \Omega_{r}^{1}$, see (4 4 25)

Table $4441 \quad a \in \mathcal{P} \mathcal{C}^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{h}^{\varepsilon}-u_{0, h}, L_{2}(\Omega)\right\\|$ | $\left\|u_{h}^{\varepsilon}-u_{0, h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $304183197(-3)$ | $461609913(-2)$ |
| 025 | $155530030(-3)$ | $463470369(-2)$ |
| 0125 | $779908828(-4)$ | $463884111(-2)$ |
| 00625 | $390161435(-4)$ | $463983690(-2)$ |
|  | $O(\varepsilon)$ | $O(1)$ |

Table $4442 a \in \mathcal{P C}^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Size, $\varepsilon$ | $\left\\|u_{h}^{\varepsilon}-u_{1, h}^{\varepsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{h}^{\varepsilon}-u_{1 h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $798611323(-4)$ | $128522393(-2)$ |
| 025 | $194706196(-4)$ | $629434012(-3)$ |
| 0125 | $486812019(-5)$ | $313265547(-3)$ |
| 00625 | $121750108(-5)$ | $156458260(-3)$ |
|  | $O\left(\varepsilon^{2}\right)$ | $O(\varepsilon)$ |

Table $4443 a \in \mathcal{P} \mathcal{C}^{\infty}(\mathcal{P}), f_{\mathcal{C}} \in C^{\infty}(\mathcal{C})$

| Cell Sıze, $\varepsilon$ | $\left\\|u_{h}^{\epsilon}-u_{2, h}^{\epsilon}, L_{2}(\Omega)\right\\|$ | $\left\|u_{h}^{\epsilon}-u_{2 h}, H^{1}(\Omega)\right\|$ |
| :---: | :---: | :---: |
| 05 | $357718390(-4)$ | $452235561(-3)$ |
| 025 | $358931520(-5)$ | $104462517(-3)$ |
| 0125 | $418362046(-6)$ | $255424836(-4)$ |
| 00625 | $513263414(-7)$ | $634934365(-5)$ |
|  | $O\left(\varepsilon^{3}\right)$ | $O\left(\varepsilon^{2}\right)$ |

## 45 Conclusions

Our aım in Section 44 was to demonstrate that the asymptotic approach introduced in Chapter 3 could be generalized to the two dimensional setting and combined with finite element techniques of approximation to produce functions $u_{N \ell h}^{\epsilon}, N \geq 0, \ell \in \mathbf{N}, h>0$ which
approximate the weak solutions, $u^{\varepsilon}$, of scalar elliptic problems (411) such that the errors decrease, as $\varepsilon \rightarrow 0$, in the $H^{p}(\Omega), 0 \leq p \leq 1$ norm topologies

The computational results obtaned in Section 44 and the analysis of Section 43 -which led to the error estımate ( 4320 ) - evidently generalize the computational/analytical results of Chapter 3, 1 e , for $f_{c} \in H^{m}(\mathcal{C}) \backslash H^{m+1}(\mathcal{C}), u^{\varepsilon} \in H^{1+\sigma}(\Omega), \sigma>0$ and $0 \leq p \leq 1$ we have

$$
\begin{equation*}
\left\|u^{\epsilon}-u_{N, \ell, h}^{e}, H^{p}(\Omega)\right\| \leq C_{1}\left\|f-f_{\ell}, \mathcal{L}_{2}(\Omega)\right\|+C(\ell) h^{(2-p) \sigma}+C_{2} \varepsilon^{\min (N+1, m+2)-p} \tag{451}
\end{equation*}
$$

where $0 \leq N \leq m+2-p$ and $\ell \leq \Lambda, \Lambda$ a fixed positive integer The analysis of Section 432 suggested that $C(\ell) \rightarrow \infty$ as $\ell \rightarrow \infty$ and, indeed, whether it is possible to replace $C(\ell)$ by a constant which can be bounded independently of $\ell \in \mathbf{N}$ is an open question However, because the asymptotic approximations $u_{N, \ell, h}^{\varepsilon}, h>0$ converge as $\ell \rightarrow \infty$ for functions $f_{c} \in B V(\mathcal{C})$, cf Section 44, we expect such a constant to exist The computational results obtaned in our assessment of the approximation $\tilde{u}_{2,1, \ell, h}^{e}$, were, as commented in Section 4 4, inconclusive However, based on the defintion of $\tilde{u}_{N, M, \ell, h}^{\varepsilon}$ (cf (4417)) and the computational results obtaned we suggest that there exists an $\alpha, 0<\alpha \leq 1$ such that

$$
\begin{equation*}
\left\|u^{c}-\tilde{u}_{N, M, \ell, h}^{e}, H^{p}(\Omega)\right\| \leq C_{1}\left\|f-f_{l}, \mathcal{L}_{2}(\Omega)\right\|+C(\ell) h^{(2-p) \sigma}+C_{3} \varepsilon^{\operatorname{mun}(N+1, m+2)-\alpha p} \tag{452}
\end{equation*}
$$

where $N \geq m+2, M=m+2-p$ and $C_{3}>0$ is a constant independent of $\varepsilon$

## 5 Domain Decomposition for Two Dimensional Linearly Elastic Models of Heterogeneous Materials

## 50 . Introduction

In chapters 3 and 4 we have been able to use homogenization techniques which employ asymptotic expansions to treat problems with rough coefficients of large variation because the problems considered had periodic and asymptotic structures However, these characteristics are not always present and, even if they are, asymptotic parameters such as $\varepsilon$, which are not within the control of the numerical analyst, may simply be too large to obtan accurate approximations Thus, if there is no periodic structure and/or $\varepsilon$ is large it becomes necessary to consider alternative methods and, here, as a general approach we use the technique of nonoverlapping domain decomposition with preconditioning algorithms to obtain approximate solutions of hnear elastic models of heterogeneous materials This will lead to algorithms which can be efficiently implemented on parallel machines with MIMD type architectures In particular, we extend the domain decomposition with preconditioning approach first introduced for scalar elliptic boundary value problems in MANDEL (1993) to two-dimensional elastic problems over Lipschitz domains $\Omega$ and demonstrate, both theoretically and computationally, that the convergence properties established there remann valid

Boundary value problems which are formulated to describe physical problems over regions $\Omega$ with complex geometry can be difficult to solve in the classical sense of the continuously differentiable $C^{n}$ type spaces However, if $\Omega$ can be viewed as the union of a number, in this case two, smooth, geometrically elementary, overlapping subdomanns $\Omega_{\imath} \in C^{2, \lambda}, 0<\lambda<$ $1,1 \leq \imath \leq 2,1 \mathrm{e}$,

$$
\begin{equation*}
\Omega=\Omega_{1} \cup \Omega_{2}, \quad \Omega_{1} \cap \Omega_{2} \neq \emptyset \tag{501}
\end{equation*}
$$

and analogous boundary value problems formulated over each subdoman $\Omega_{\imath}, 1 \leq \imath \leq 2$ can be solved analytically, then, for suitable boundary conditions and decompositions (501),
cf Kantorovich \& Krylov (1964), Schwarz's alternating method Schwarz (1890) demonstrates that the Harmonic function $u,\left.u\right|_{\partial \Omega}=g$ can be synthesized from the pointwise limits of the solutions of the boundary value problems Find $u_{\imath}^{(n)} \in C^{2, \lambda}\left(\bar{\Omega}_{\imath}\right), 1 \leq \imath \leq 2$ such that, for $n \geq 1$,

$$
\begin{align*}
\nabla^{2} u_{\imath}^{(n)}(\underline{x}) & =0, \quad \underline{x} \in \Omega_{\imath}  \tag{502}\\
u_{\imath}^{(n)}(\underline{x}) & =g(\underline{x}), \quad \underline{x} \in \partial \Omega \cap \partial \Omega_{\mathrm{z}}  \tag{503}\\
u_{\imath}^{(n)}(\underline{x}) & =u_{3-2}^{(n-2+z)}(\underline{x}), \quad \underline{x} \in \partial \Omega_{\imath} \cap \Omega_{3-1} \tag{504}
\end{align*}
$$

where $u_{1}^{(0)} \stackrel{\text { der }}{=} \varphi$ on $\partial \Omega_{1} \cap \Omega_{2}$ for arbitrary $\varphi \in C^{2 \lambda}(\bar{\Omega})$ such that the Dirichlet boundary values in (503), (504) define Holder continuous functions on $\partial \Omega_{\imath}$ with exponents $\nu_{1} \in$ $(0,1), 1 \leq \imath \leq 2$ Thus, $\left.u\right|_{\Omega_{1}}=\lim _{n \rightarrow \infty} u_{i}^{(n)}, 1 \leq \imath \leq 2$ and, if $\varphi=\left.u\right|_{\partial \Omega_{1} \cap \Omega_{2}}$ then the iteration (502)-(504) converges in one step, $1 \mathrm{e},\left.u\right|_{\Omega_{1}}=u_{i}^{(1)}, 1 \leq \imath \leq 2$ Schwarz's decomposition concept found renewed interest with the advent of modern parallel computer architectures where the approach based on the recurrence equations (502)-(504) became known as the multiplicative Schwarz method However, the need to obtan an algorithm which is better suited for a parallel machine architecture led to the innovation of the addztive Schwarz method in which the coupling conditions (504) are modified as follows

$$
u_{z}^{(n)}(\underline{x})=u_{3-2}^{(n-1)}(\underline{x}), \quad \underline{x} \in \partial \Omega_{\imath} \cap \Omega_{3-\imath}, \quad 1 \leq \imath \leq 2
$$

where $u_{3-i}^{(0)} \stackrel{\text { def }}{=} \varphi$ on $\partial \Omega_{1} \cap \Omega_{3-i}, 1 \leq \imath \leq 2$ This modification removed the need to strictly alternate the order of iteration between adjacent subdomans and therefore freed the processing nodes from having to synchronize their computations at each iterative step Further generalizations of the Schwarz approach have led to decompositions which allow more than two subdomans with each subdoman having lower regularity than $C^{2, \lambda}, 0<\lambda<1$, cf LETALLEC (1994) However, by constructing non-overlapping domain decompositions of $\Omega$, 1 e , subsets $\Omega_{\mathrm{r}} \subset \Omega, 1 \leq \imath \leq k$ such that

$$
\begin{equation*}
\bar{\Omega}=U_{i=1}^{k} \bar{\Omega}_{\imath}, \quad \Omega_{i} \cap \Omega \jmath=\emptyset \Leftrightarrow \imath \neq \jmath \tag{505}
\end{equation*}
$$

a new class of domain decomposition technqques arose in which the global problem was reformulated as a system of local problems, each pertannng to a specific subdomann, $\Omega_{i}, 1 \leq$ $\imath \leq k$, and an interfacing problem on $\Gamma$ where

$$
\begin{equation*}
\Gamma \stackrel{\text { def }}{=} \cup_{\imath=1}^{k} \Gamma_{\imath}, \quad \Gamma_{\imath} \stackrel{\text { def }}{=} \overline{\partial \Omega_{\imath} \backslash \partial \Omega} \tag{506}
\end{equation*}
$$

Thus, as one may infer from Schwarz's approach, one first solves the interface problem on $\Gamma$ for a trace function, $\underline{u}_{\Gamma}$, and then, using $\underline{u}_{\Gamma}$, solves the problems on $\Omega_{2}, 1 \leq \imath \leq k$ Nonoverlapping domain decomposition algorithms generally interface local problems by employing
ether Lagrange multiphers to enforce weak continuity between the local solutions, $\underline{u}_{\Omega_{1}}, 1 \leq$ $\imath^{\leq} \leq k$, e ,

$$
\begin{equation*}
\left(\operatorname{Tr}\left(\underline{u}_{\Omega_{1}}-\underline{u}_{\Omega_{\jmath}}\right), \underline{v},\left(H^{1 / 2}\left(\partial \Omega_{\imath} \cap \partial \Omega_{\jmath}\right)\right)^{2}\right)=0, \quad \underline{v} \in\left(H^{1 / 2}\left(\partial \Omega_{\imath} \cap \partial \Omega_{\jmath}\right)\right)^{2} \quad 1 \leq \imath, \jmath \leq k \tag{507}
\end{equation*}
$$

leading to an interface problem of the form Find $\underline{\lambda}_{\Gamma} \in \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right)$ such that

$$
\begin{equation*}
S^{-1} \underline{\lambda}_{\Gamma}=\underline{t}, \quad \underline{t} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{508}
\end{equation*}
$$

where $S\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right)$ is the global Steklov-Poncaré operator, or enforce strong continuity conditions

$$
\begin{equation*}
\operatorname{Tr}\left(\underline{u}_{\Omega_{\imath}}\right)=\operatorname{Tr}\left(\underline{u}_{\Omega_{J}}\right) \quad \text { on } \partial \Omega_{\imath} \cap \partial \Omega_{\jmath}, \quad 1 \leq \imath, \jmath \leq k \tag{509}
\end{equation*}
$$

using Steklov-Poincare operators to reformulate the boundary value problem and obtain the interface problem Find $\underline{u} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$ such that

$$
\begin{equation*}
\left\langle S \underline{u}_{r}, \underline{v}\right\rangle=\langle L, \underline{v}\rangle, \quad \underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{5010}
\end{equation*}
$$

where $L \in \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right)$ The Lagrange multipher approach leads to a saddle point problem in which the auxilary unknown $\underline{\lambda}_{\Gamma} \in \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right)$ can be interpreted as the normal stress $\sigma(\underline{u}) \circ \underline{n}$ on the interface $\Gamma$, cf FARHAT (1991), BREZZI (1974) However, with this interfacing approach, subdomans $\Omega_{\imath}, \Omega_{\jmath}, 1 \leq \imath, \jmath \leq k$ are coupled if, and only if, $\sigma\left(\partial \Omega_{2} \cap\right.$ $\left.\partial \Omega_{\jmath}\right)>0$ This contrasts with the strong interfacing approach of (5010) in which subdomans $\Omega_{2}, \Omega_{\text {, }}$ are coupled if $\partial \Omega_{\imath} \cap \partial \Omega_{\jmath} \neq \emptyset$ Thus, the weak interfacing approach leads to subproblems with a greater level of mdependence than the strong interfacing approach and therefore requires fewer costly interprocessor communications on a MIMD machine to interface the system, however, it does introduce the additional unknown $\underline{\lambda}_{\Gamma} \in \mathcal{B C}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right)$ and we therefore employ approach (5010)

In particular, we will employ non-overlapping domain decompositions to construct problem (5010) for linearly elastic models of heterogeneous materials We recall that the weak formulation of the elastic model of material deformation has the form Find $\underline{u} \in\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}$ such that, for $\underline{v} \in\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}$,

$$
\begin{equation*}
\int_{\Omega_{i, j, k, l}} \sum_{l=1}^{2} a_{2 \jmath k l}(\underline{x}) \frac{\partial u_{2}}{\partial x_{\jmath}}(\underline{x}) \frac{\partial v_{k}}{\partial x_{l}}(\underline{x}) d \underline{x}=\int_{\Omega} f(\underline{x}) \underline{v}(\underline{x}) d \underline{x}+\int_{\partial \Omega_{T}} \underline{t}(\underline{x}) \underline{v}(\underline{x}) d \underline{x} \tag{5011}
\end{equation*}
$$

where $f \in\left(\mathcal{L}_{2}(\Omega)\right)^{2}$ is the body force acting over $\Omega, \underline{t} \in\left(\mathcal{L}_{2}\left(\partial \Omega_{T}\right)\right)^{2}$ is the surface traction acting across the open subset $\partial \Omega_{T}$ of the boundary $\partial \Omega$, and $a_{\imath \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$ are material coefficients given in terms of the Lame functions, of (1311),

$$
\begin{equation*}
\lambda(\underline{x}) \stackrel{\text { def }}{=} \frac{\nu E(\underline{x})}{1-\nu^{2}}, \quad \mu(\underline{x}) \stackrel{\text { def }}{=} \frac{E(\underline{x})}{2(1+\nu)}, \quad \underline{x} \in \Omega \tag{5012}
\end{equation*}
$$

where $\nu \in \mathbb{R}$ is Poisson's ratio and $E \in \mathcal{L}_{\infty}(\Omega)$ is Young's Modulus of elasticity for the material $\Omega$ We then construct a preconditioner $M_{h}, h>0$ and treat problem (5010) with a preconditioned conjugate gradient algorithm, cf AXELSSON (1994) We analyse the spectrum $\sigma\left(M_{h}^{-1} S_{h}\right)$ of the preconditioned interface operator $M_{h}^{-1} S_{h}, h>0$ and obtain an upper bound for the condition number $\kappa\left(M_{h}^{-1} S_{h}\right) \stackrel{\text { def }}{=}\left\|M_{h}^{-1} S_{h}\right\|_{2}\left\|\left(M_{h}^{-1} S_{h}\right)^{-1}\right\|_{2}$ We confirm the validity of the condition number bound by applying our approach to a number of problems and compare the computational results with the condition number bound obtained in our analysis

## 51 Elements of the Theory of Domain Decomposition

It has been observed that the domain decomposition concept was originally conceived to answer a purely theoretical question concerning the existence of Harmonic functions over regions, $\Omega$, with complex geometries However, domain decomposition concepts have also been prevalent among engıneers where subdomans $\Omega_{\imath}, 1 \leq \imath \leq k$ correspond to distınct, elemental substructures of a system and, in this context, the Steklov-Poincaré problem (5010) models the physics of the interfaces between adjacent substructures Indeed, a common engineering approach was to discretize ( 5010 ) to obtan the Schur complement system

$$
\begin{equation*}
S_{h} \underline{u}_{\Gamma, h}=\underline{L}_{h}, \quad h>0 \tag{array}
\end{equation*}
$$

where $h>0$ is the discretization parameter, $\Gamma$ the union of the physical interfaces, $S_{h}$ is the matrix representing the discretized Steklov-Poincaré operator, and then solve the resulting equations using a direct solution technique However, for systems with many substructures the Schur complement system (511) can have many parameters and the computational cost of constructing and then solving the resulting equations can be impractical The advent of practical iterative conjugate gradient algorithms allowed one to solve systems, such as (511), without explicitly constructing $S_{h}$ and, thus, provided the opportunity to employ substructuring concepts where previously they were impractical and, furthermore, to consider the possibility of devising solution techniques based on decompositions of $\Omega$ where the subdomans $\Omega_{2}, 1 \leq \imath \leq k$ have no physical significance, cf BJorstad \& HVidsten (1987), BJORSTAD \& Widlund (1986) The Steklov-Poincare operator, $S$, is a continuous linear operator which, when discretızed using finite element technıques yıelds, however, a Schur complement matrix, $S_{h}$, with condition number $\kappa\left(S_{h}\right) \stackrel{\text { def }}{=}\left\|S_{h}\right\|_{2} \quad\left\|S_{h}^{-1}\right\|_{2}=O\left(1 / H^{2}+1 /(I I h)\right)(h, H \rightarrow 0)$ where $H \stackrel{\text { def }}{=} \max _{1 \leq \imath \leq L}$ diam $\left(\Omega_{\imath}\right) \quad$ Consequently, $\kappa\left(S_{h}\right)$ grows rapidly as $h, H \rightarrow 0$ and the application of simple conjugate gradient algorithms usually suffer from poor convergence properties, as one should anticipate from the error estimate, cf AXELSSON (1994),

$$
\begin{equation*}
\left\|\underline{u}_{\Gamma h}^{(n)}-\underline{u}_{\Gamma, h}\right\|_{s_{h}} \leq 2\left[\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}\right]^{n}\left\|\underline{u}_{\Gamma h}^{(0)}-\underline{u}_{\Gamma h}\right\|_{S_{h}}, \quad n \geq 1 \tag{array}
\end{equation*}
$$

Thus, we investigate how one can construct a symmetric positive definite preconditioner $P_{h}^{-1}, h>0$ which can be efficiently implemented and is such that the preconditioned system

$$
\begin{equation*}
P_{h}^{-1} S_{h} \underline{u}_{r, h}=P_{h}^{-1} \underline{L}_{h} \tag{array}
\end{equation*}
$$

has a condition number $\kappa\left(P_{h}^{-1} S_{h}\right)$ which grows slowly compared to $\kappa\left(S_{h}\right)$ as $h, H \rightarrow 0$ so that the conjugate gradient algorithm, applied to the symmetric form of system (5 13 ), produces iterates $\underline{u}_{\Gamma, h}^{(n)}, n \geq 1$ which converge rapidly to $\underline{u}_{\Gamma, h}$ as $n \rightarrow \infty$

## 511 . The Interface Problem

Let $\Omega$ be partıtioned into $k$ non-overlappıng subdomans $\Omega_{\imath}, 1 \leq \imath \leq k$ satısfying

$$
\begin{equation*}
\bar{\Omega}=\cup_{i=1}^{k} \bar{\Omega}_{t}, \quad \Omega_{i} \cap \Omega,=\emptyset \Leftrightarrow \imath \neq \jmath \tag{array}
\end{equation*}
$$

and define each subdomain interface, $\Gamma_{2}, 1 \leq \imath \leq k$, and the global interface, $\Gamma$, as follows

$$
\begin{equation*}
\Gamma_{\imath} \stackrel{\text { def }}{=} \overline{\partial \Omega_{1} \backslash \partial \Omega}, \quad \Gamma \stackrel{\text { def }}{=} U_{t=1}^{k} \Gamma_{\imath} \tag{array}
\end{equation*}
$$

Then, corresponding to each local interface $\Gamma_{i}, 1 \leq \imath \leq k$ and the global interface $\Gamma$, we let $\partial \Omega_{r, D} \stackrel{\text { def }}{=} \partial \Omega_{t} \cap \partial \Omega_{D}$ and define the respective trace spaces $H_{00}^{1 / 2}\left(\Gamma_{\imath}\right), H^{1 / 2}(\Gamma)$ as. follows

$$
\begin{align*}
& H_{00}^{1 / 2}\left(\Gamma_{1}\right) \stackrel{\text { def }}{=}\left\{\underline{v} \mid \mathcal{D}(\underline{v})=\Gamma_{\imath} \text { and } \exists \underline{w} \in H_{0}^{1}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right) \text { such that }\left.\operatorname{Tr}(\underline{w})\right|_{\Gamma_{1}}=\underline{v}\right\}  \tag{array}\\
& H^{1 / 2}(\Gamma) \stackrel{\operatorname{dof}}{=}\left\{\underline{v}|\mathcal{D}(\underline{v})=\Gamma, \underline{v}|_{\Gamma_{1}} \in H_{00}^{1 / 2}\left(\Gamma_{\imath}\right), 1 \leq \imath \leq k\right\} \tag{5114}
\end{align*}
$$

and we define $a_{i} \in \mathcal{B L}\left(H^{1}\left(\Omega_{\mathrm{i}}\right) \times H^{1}\left(\Omega_{\mathrm{z}}\right), \mathbf{R}\right), F_{\mathfrak{\imath}} \in \mathcal{B L}\left(H^{1}\left(\Omega_{\mathbf{\imath}}\right), \mathbf{R}\right), 1 \leq \mathfrak{\imath} \leq k$ to be the respective restrictions to $\Omega_{\mathrm{a}}$ of the bilnear form $a \in \mathcal{B} \mathcal{L}\left(H^{1}(\Omega) \times H^{1}(\Omega), \mathbb{R}\right)$ and the functronal $F \in \mathcal{B L}\left(H^{1}(\Omega), \mathbf{R}\right)$, cf (1316), 1 e , for $\underline{u}, \underline{v} \in H^{1}\left(\Omega_{\mathbf{\imath}}\right)$
$a_{1}(\underline{u}, \underline{v}) \stackrel{\text { def }}{=} \int_{\Omega_{1}} \sum_{k}^{2} a_{k, n=1}(\underline{x}) \frac{\partial u_{k}}{\partial x_{l}}(\underline{x}) \frac{\partial v_{m}}{\partial x_{n}}(\underline{x}) d \underline{x}, F_{\imath}(\underline{v}) \stackrel{\text { def }}{=} \int_{\Omega_{1}} f(\underline{x}) \underline{v}(\underline{x}) d \underline{x}+\int_{\partial \Omega_{1}} \underline{t}(\underline{x}) \underline{v}(\underline{x}) d \sigma(\underline{x})$
where $\partial \Omega_{\mathrm{I}} T \stackrel{\text { def }}{=} \partial \Omega_{\imath} \cap \partial \Omega_{T}, 1 \leq \imath \leq k$ and $\partial \Omega_{T} \subset \partial \Omega$ is the subset of the boundary where surface traction forces apply Furthermore, it will be required to define extension operators $E_{1}\left(H_{00}^{1 / 2}\left(\Gamma_{2}\right)\right)^{2} \rightarrow\left(H^{1}\left(\Omega_{2}\right)\right)^{2}$ which are right inverses of the trace operators $\operatorname{Tr} \in \mathcal{B L}\left(\left(H^{1}\left(\Omega_{\mathrm{z}}\right)\right)^{2},\left(H^{1 / 2}\left(\partial \Omega_{\mathrm{z}}\right)\right)^{2}\right)$ on $\Gamma_{\imath}, 1 \leq \imath \leq k$ and, for this purpose, we identify $E_{v} 1 \leq \imath \leq k$ with the Harmonic extension operators defined as follows Let $\underline{u} \in\left(H_{00}^{1 / 2}\left(\Gamma_{4}\right)\right)^{2}$ and define $E_{\imath} \underline{u} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$ to be the function which has the properties $\left.\operatorname{Tr}\left(E_{2} \underline{u}\right)\right|_{r_{1}}=$ $\underline{u},\left.\operatorname{Tr}(E, \underline{u})\right|_{\partial \Omega}{ }_{D}=0$ and

$$
\begin{equation*}
a_{\imath}\left(E_{\imath} \underline{u}, \underline{v}\right)=0, \quad \underline{v} \in\left(H_{0}^{1}\left(\Omega_{\imath}, \Upsilon\right)\right)^{2} \tag{5116}
\end{equation*}
$$

where $\Upsilon_{1} \stackrel{\text { def }}{=} \Gamma_{i} \cup \partial \Omega_{1, D}$ Clearly, the properties of the bllnear form $a_{i}$ and the Lax Milgram Lemma, of Section 111 , guarantee the existence of a unique Harmonic extension $E_{\mathbf{\imath}} \underline{\boldsymbol{u}} \in$
$\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$ for any $\underline{u} \in\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$ The contmuity of the linear operators $E_{\imath}, 1 \leq$ $\imath \leq k$ follow from the inequality, for $\underline{u} \in\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}$, cf DeRoeck \& LeTallec (1991),

$$
\begin{equation*}
\left\|E_{\imath} \underline{u},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\| \leq C_{1}\left\|\underline{u}_{0},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\| \leq C_{2}\left\|\operatorname{Tr}\left(\underline{u}_{0}\right),\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\|=C_{2}\left\|\underline{u},\left(H^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}\right\| \tag{51117}
\end{equation*}
$$

where $C_{1}, C_{2}>0$ are constants independent of $\underline{u} \in\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}$ and $\underline{u}_{0} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$ is the Harmonic extension of $\underline{u}$ satisfying $\left.\operatorname{Tr}\left(\underline{u}_{0}\right)\right|_{\Gamma}=\underline{u},\left.\operatorname{Tr}\left(\underline{u}_{0}\right)\right|_{\theta \Omega_{1} \backslash \Gamma_{1}}=0$ The global Harmonic extension operator $E\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow\left(H^{1}(\Omega)\right)^{2}$ is then defined according to the relation

$$
\begin{equation*}
\left.E \underline{u}\right|_{\Omega_{1}} \stackrel{\text { der }}{=} E_{\imath} R_{\Gamma,} \underline{u}, \quad \underline{u} \in\left(H^{1 / 2}(\Gamma)\right)^{2}, \quad 1 \leq \imath \leq k \tag{51118}
\end{equation*}
$$

where $R_{\Gamma,}\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow\left(H_{00}^{1 / 2}\left(\Gamma_{2}\right)\right)^{2}$ is the restriction operator defined by $R_{\Gamma,} \underline{u}_{\Gamma} \xlongequal{\text { def }} \underline{u}_{\Gamma} \mid \Gamma$, However, in accordance with the decomposition (5111) of the doman $\Omega$, the Sobolev space $\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}$ can be decomposed into the local spaces $E\left(\left(H^{1 / 2}(\Gamma)\right)^{2}\right),\left(H_{0}^{1}\left(\Omega_{i}, \Upsilon_{i}\right)\right)^{2}, 1 \leq$ $\imath \leq k, 1 \mathrm{e}$,

$$
\begin{equation*}
\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}=E\left(\left(H^{1 / 2}(\Gamma)\right)^{2}\right) \oplus\left(H_{0}^{1}\left(\Omega_{1}, \Upsilon_{1}\right)\right)^{2} \oplus \quad \oplus\left(H_{0}^{1}\left(\Omega_{k}, \Upsilon_{k}\right)\right)^{2} \tag{5119}
\end{equation*}
$$

where $E\left(\left(H^{1 / 2}(\Gamma)\right)^{2}\right)=\left\{E \underline{u} \mid \underline{u} \in\left(H^{1 / 2}(\Gamma)\right)^{2}\right\}$ and elements in $\left(H_{0}^{1}\left(\Omega_{t}, \Upsilon_{1}\right)\right)^{2}, 1 \leq \imath \leq k$ are extended by zero to $\Omega$ It then follows that the global problem Find $\underline{u} \in\left(H^{1}(\Omega)\right)^{2}$ such that $\left.\operatorname{Tr}(\underline{u})\right|_{\partial \Omega_{D}}=\underline{u}_{D}$ and

$$
\begin{equation*}
\sum_{i=1}^{k} a_{z}(\underline{u}, \underline{v})=\sum_{i=1}^{k} F_{\imath}(\underline{v}), \quad \underline{v} \in\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2} \tag{51110}
\end{equation*}
$$

can be replaced by the equivalent formulation Find $\underline{u}_{\Gamma} \in\left(H^{1 / 2}(\Gamma)\right)^{2}, \underline{u}_{\Omega_{1}} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}, 1 \leq$ $\imath \leq k$ such that $\left.\operatorname{Tr}\left(\underline{u}_{\Omega_{1}}\right)\right|_{\Gamma_{i}}=\left.\underline{u}_{\Gamma}\right|_{\Gamma_{t}},\left.\operatorname{Tr}\left(\underline{u}_{\Omega_{1}}\right)\right|_{\partial \Omega_{1} D}=\left.\underline{u}_{D}\right|_{\partial \Omega_{i} D}$ and

$$
\begin{align*}
a_{i}\left(\underline{u}_{\Omega_{1}}, \underline{v}\right) & =F_{\imath}(\underline{v}), \quad \underline{v} \in\left(H_{0}^{1}\left(\Omega_{\imath}, \Upsilon_{i}\right)\right)^{2}  \tag{511111}\\
\sum_{i=1}^{k} a_{\imath}\left(\underline{u}_{\Omega_{i}}, E \underline{v}\right) & =\sum_{i=1}^{k} F_{\imath}(E \underline{v}), \quad \underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{511112}
\end{align*}
$$

The problems ( 511110 ) and ( 51111 ), ( 51112 ) are then equivalent in the sense that

$$
\begin{equation*}
\left.\underline{u}\right|_{\Omega_{1}}=\underline{u}_{\Omega_{1}},\left.\quad \operatorname{Tr}\left(\left.\underline{u}\right|_{\Omega_{1}}\right)\right|_{\Gamma_{1}}=\left.\underline{u}_{\Gamma}\right|_{\Gamma_{t}}, \quad 1 \leq \imath \leq k \tag{511113}
\end{equation*}
$$

Thus, problems ( 511 11) and (5 1112 ) form a coupled system in which ( 51111 ) models the problem locally, 1 e , within each subdomain $\Omega_{\imath}, 1 \leq \imath \leq k$ and (511112) models the interfacing problem on $\Gamma$ between the subdomains It is this problem which we study in Section 513 , discretize using finite element techniques, and finally solve using preconditioned conjugate gradient methods However, we first observe, from the hypothesis of linear elasticity, the relation

$$
\begin{equation*}
\sigma_{m n}\left(\underline{u}_{\Omega_{1}}(\underline{x})\right)=\sum_{p q=1}^{2} a_{m n p q}(\underline{x}) \frac{\partial u_{\Omega_{1}, p}}{\partial x_{q}}(\underline{x}), \quad 1 \leq m, n \leq 2, \quad \underline{x} \in \Omega_{\imath}, \quad 1 \leq \imath \leq k \tag{511114}
\end{equation*}
$$

where, if we assume that $\nabla \sigma\left(\underline{u}_{\Omega}\right) \in\left(\mathcal{L}_{2}\left(\Omega_{2}\right)\right)^{2}$ then, employing Green's theorem, we deduce the following identities on $\Gamma_{\imath}, 1 \leq \imath \leq k$, for $\underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$,

$$
\begin{align*}
a_{\imath}\left(\underline{u}_{\Omega}, E \underline{v}\right)- & F_{\imath}(E \underline{v})=\int_{\Omega} \sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \nabla E \underline{v}(\underline{x}) d \underline{x}-\int_{\Omega_{1}} f(\underline{x}) E \underline{v}(\underline{x}) d \underline{x} \\
& \quad-\int_{\partial \Omega_{1}} \underline{t}(\underline{x}) \underline{w}(\underline{x}) d \sigma(\underline{x}) \\
= & -\int_{\Omega}\left[\nabla \sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right)+f(\underline{x})\right] E \underline{v}(\underline{x}) d \underline{x}+\int_{\partial \Omega_{1}}\left[\sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \circ \underline{n}_{\imath}(\underline{x})\right] \underline{w}(\underline{x}) d \sigma(\underline{x}) \\
& \quad-\int_{\partial \Omega_{1}} \underline{t}(\underline{x}) \underline{w}(\underline{x}) d \sigma(\underline{x}) \\
= & \int_{\Gamma_{1}}\left[\sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \circ \underline{n}_{\imath}(\underline{x})\right] \underline{v}(\underline{x}) d \sigma(\underline{x}) \tag{511115}
\end{align*}
$$

where $\underline{w} \stackrel{\text { def }}{=} \operatorname{Tr}(E \underline{v}), \underline{n}_{\imath}(\underline{x})$ is the unit outward normal vector to $\partial \Omega_{2}$ at $\underline{x}$, and, for $\underline{x} \in \Omega_{\mathfrak{v}}, 1 \leq$ $\imath \leq k, \underline{v} \in\left(H^{1}(\Omega)\right)^{2}, 1 \leq p, q \leq 2$,

$$
\begin{gathered}
\nabla \underline{v}(\underline{x}) \stackrel{\text { def }}{=}\left[\frac{\partial v_{p}}{\partial x_{q}}(\underline{x})\right] \in \mathbb{R}^{2,2}, \sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \quad \nabla \underline{v}(\underline{x}) \stackrel{\text { def }}{=} \sum_{p, q=1}^{2} \sigma_{p q}\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \frac{\partial v_{p}}{\partial x_{q}}(\underline{x}) \in \mathbb{R} \\
\nabla \sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \stackrel{\text { def }}{=}\left[\sum_{q=1}^{2} \frac{\partial \sigma_{p q}}{\partial x_{q}}\left(\underline{u}_{\Omega_{1}}(\underline{x})\right)\right] \in \mathbb{R}^{2}, \sigma\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) \circ \underline{n}(\underline{x}) \stackrel{\text { def }}{=}\left[\sum_{q=1}^{2} \sigma_{p q}\left(\underline{u}_{\Omega_{1}}(\underline{x})\right) n_{q}(\underline{x})\right] \in \mathbf{R}^{2}
\end{gathered}
$$

However, the interface problem (5 111 12) then imphes the following property

$$
\begin{equation*}
\sum_{\imath=1}^{k}\left[a_{\imath}\left(\underline{u}_{\Omega_{1}}, E \underline{v}\right)-F_{\imath}(E \underline{v})\right]=\sum_{i=1}^{k} \int_{\Gamma_{t}}\left(\sigma\left(\underline{u}_{\Omega_{l}}(\underline{x})\right) \circ \underline{n}_{t}(\underline{x})\right) \quad \underline{v}(\underline{x}) d \sigma(\underline{x})=0, \quad \underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{51116}
\end{equation*}
$$

Thus, the problem of determinng a global solution $\underline{u} \in\left(H^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}$ of (51110) is equivalent to the problem of finding a function defined on the interface $\Gamma, \mathrm{eg}, \underline{u}_{\Gamma} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$, such that the local solutions $\underline{u}_{\Omega} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$ of problems (5 11111 ) have normal stress tensors, $\sigma\left(\underline{u}_{\Omega_{1}}\right) \circ \underline{n}_{\imath}$, which are contınuous across the interface $\Gamma, 1 e$, they satisfy ( 51116 )

## 512 Steklov-Poincaré Operators and the Interface Problem

In this section we reformulate the interface problem (51112), which is central to domain decomposition methods, to obtain an equivalent problem posed solely on the interface $\Gamma$ in terms of a family of linear operators called Steklov-Poncaré operators Then, using finıte element technıques to obtain approxımatıng discretızed Steklov-Poıncaré operators we demonstrate how one obtains the Schur complement system (511) and, furthermore, we demonstrate how this system can be solved using conjugate gradient technıques without explicitly constructing the discretized operators

Let $a_{\imath}(\bullet, \bullet), a(\bullet, \bullet), E_{\imath}, E, 1 \leq \imath \leq k$ be, respectively, the local and global bilinear forms and Harmonic extension operators defined above, the local Steklov-Poincare operator $S_{2}$ $\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2} \rightarrow \mathcal{B L}\left(\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right)$ is then defined according to the relation

$$
\begin{equation*}
\left\langle S_{\imath} \underline{u}, \underline{v}\right\rangle \stackrel{\text { def }}{=} a_{\imath}\left(E_{\imath} \underline{u}, E_{\imath} \underline{v}\right), \quad \underline{u}, \underline{v} \in\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2} \tag{511117}
\end{equation*}
$$

and the corresponding global Steklov-Poincare operator $S\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right)$ is defined as follows

$$
\begin{equation*}
\langle S \underline{u}, \underline{v}\rangle \stackrel{\text { def }}{=} \sum_{\imath=1}^{k}\left\langle S_{\imath} R_{\Gamma_{i}} \underline{u}, R_{\Gamma}, \underline{v}\right\rangle=\sum_{\imath=1}^{k} a_{\imath}\left(E_{\imath} R_{\Gamma}, \underline{u}, E_{\imath} R_{\Gamma}, \underline{v}\right), \quad \underline{u}, \underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{511118}
\end{equation*}
$$

If $\underline{u}_{\Gamma} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$ denotes the $E\left(\left(H^{1 / 2}(\Gamma)\right)^{2}\right)$ component of the solution of problem (5 11110 ) then we observe that the solutions $\underline{u}_{\Omega_{1}} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$ of problems (51111) can be expressed as the sum $\underline{u}_{\Omega_{1}}=E_{\imath} R_{\Gamma} \underline{u}_{\Gamma}+\underline{w}_{\Omega_{1}}$ where $\underline{w}_{\Omega_{t}} \in\left(H^{1}\left(\Omega_{2}\right)\right)^{2}$ is uniquely defined as the function with the following properties $\left.\operatorname{Tr}\left(\underline{w}_{\Omega_{1}}\right)\right|_{\theta \Omega_{D}}=\left.\underline{u}_{D}\right|_{\partial \Omega_{1}},\left.\operatorname{Tr}\left(\underline{w}_{\Omega_{1}}\right)\right|_{\Gamma_{1}}=0$ and

$$
\begin{equation*}
a_{\imath}\left(\underline{w}_{\imath}, \underline{v}\right)=F_{\imath}(\underline{v}), \quad \underline{v} \in\left(H_{0}^{1}\left(\Omega_{\imath}, \Upsilon_{\imath}\right)\right)^{2} \tag{511119}
\end{equation*}
$$

However, given this decomposition of $\underline{u}_{\Omega}$ the interface problem (51112) can be rewritten in terms of the operators $S, S_{\imath}, 1 \leq \imath \leq k$ as follows, for $\underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$,

$$
\begin{align*}
\sum_{\imath=1}^{k} a_{\imath}\left(\underline{u}_{\Omega_{1}}, E_{\imath} R_{\Gamma_{,}} \underline{v}\right) & =\sum_{\imath=1}^{k} a_{\imath}\left(E_{\imath} R_{\Gamma_{1}} \underline{u}_{\Gamma}+\underline{w}_{\Omega_{2}}, E_{\imath} R_{\Gamma_{\imath}} \underline{v}\right) \\
& =\sum_{\imath=1}^{k}\left\langle S_{\imath} R_{\Gamma_{\imath}} \underline{u}_{\Gamma}, R_{\Gamma_{i}} \underline{v}\right\rangle+\sum_{\imath=1}^{k} a_{\imath}\left(\underline{w}_{\Omega_{\imath}}, E_{\imath} R_{\Gamma_{\imath}} \underline{v}\right)=\sum_{\imath=1}^{k} F_{\imath}\left(E_{\imath} R_{\Gamma}, \underline{v}\right) \tag{51120}
\end{align*}
$$

Thus, we define $L_{\mathfrak{z}} \in \mathcal{B L}\left(\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right), 1 \leq \imath \leq k$ according to the relation

$$
\begin{equation*}
\left\langle L_{\imath}, \underline{v}\right\rangle \stackrel{\text { def }}{=} F_{\imath}\left(E_{\imath} \underline{v}\right)-a_{\imath}\left(\underline{w}_{\Omega_{1}}, E_{\imath} \underline{v}\right), \quad \underline{v} \in\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2} \tag{51121}
\end{equation*}
$$

and (5 1120 ) becomes

$$
\begin{equation*}
\sum_{\imath=1}^{k}\left\langle S_{\mathbf{z}} R_{\Gamma} \underline{u}_{\Gamma}, R_{\Gamma}, \underline{v}\right\rangle=\sum_{\imath=1}^{k}\left\langle L_{\imath}, E_{\imath} R_{\Gamma}, \underline{v}\right\rangle \tag{51122}
\end{equation*}
$$

Finally, we employ the transpose operators $R_{\Gamma_{1}}^{T} \mathcal{B L}\left(\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right) \rightarrow \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbf{R}\right)$, $E_{\imath}^{T} \mathcal{B C}\left(\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}, \mathbb{R}\right) \rightarrow \mathcal{B L}\left(\left(H_{00}^{1 / 2}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right), 1 \leq \imath \leq k$ and define the global interface problem in terms of the Steklov-Poncaré operators as follows Find $\underline{u}_{\Gamma} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$ such that

$$
\begin{equation*}
\left\langle\sum_{\imath=1}^{k} R_{\Gamma}^{T} S_{\imath} R_{\Gamma_{i}} \underline{u}_{\Gamma}, \underline{v}\right\rangle=\left\langle\sum_{\imath=1}^{k} R_{\Gamma_{i}}^{T} E_{\imath}^{T} L_{\imath}, \underline{v}\right\rangle, \quad \underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{51123}
\end{equation*}
$$

However, if we define $S\left(H^{1 / 2}(\Gamma)\right)^{2} \rightarrow \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbb{R}\right), L \in \mathcal{B L}\left(\left(H^{1 / 2}(\Gamma)\right)^{2}, \mathbf{R}\right)$ as follows

$$
\begin{equation*}
S \stackrel{\text { def }}{=} \sum_{\imath=1}^{k} R_{\Gamma_{\imath}}^{T} S_{\imath} R_{\Gamma_{\imath}}, \quad L \stackrel{\text { def }}{=} \sum_{\imath=1}^{k} R_{\Gamma}^{T} E_{\imath}^{T} L_{\imath} \tag{51124}
\end{equation*}
$$

then the interface problem is Find $\underline{u}_{\Gamma} \in\left(H^{1 / 2}(\Gamma)\right)^{2}$ such that

$$
\begin{equation*}
\left\langle S \underline{u}_{\Gamma}, \underline{v}\right\rangle=\langle L, \underline{v}\rangle, \quad \underline{v} \in\left(H^{1 / 2}(\Gamma)\right)^{2} \tag{51125}
\end{equation*}
$$

In Section 513 we demonstrate how the interface problem (51125) can be discretized to obtain a linear system of symmetric, positive definite algebraic equations

## 513 The discretized Interface Problem Schur Complement Systems

Let $\mathcal{T}_{h}(\Omega), h>0$ be a triangulation of $\Omega$, cf Section 21 , where $h>0$ is the mesh diameter and assume that each subdomann $\Omega_{2}, 1 \leq \imath \leq k$ is the union of some subset of elements of $\mathcal{T}_{h}(\Omega), 1 \mathrm{e}$, there exist triangulations $\mathcal{T}_{h}\left(\Omega_{\imath}\right) \subset \mathcal{T}_{h}(\Omega), 1 \leq \imath \leq k$ We now assume, without loss of generality, that the Dirichlet and traction boundary conditions are homogeneous and replace the infinite dimensional Sobolev spaces

$$
\left(H_{0}^{1}\left(\Omega_{2}, \partial \Omega_{2}\right)\right)^{2}, \quad\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}, \quad\left(H_{00}^{1 / 2}\left(\Gamma_{2}\right)\right)^{2}, \quad\left(H^{1 / 2}(\Gamma)\right)^{2}
$$

with the respective approximating finite dimensional subspaces

$$
\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2}, \quad\left(S_{0}^{h}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}, \quad\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, \quad\left(S^{h}(\Gamma)\right)^{2}
$$

of precewise linear polynomials where, for $1 \leq \imath \leq k$,

$$
\begin{align*}
& S^{h}\left(\Gamma_{\imath}\right) \stackrel{\text { def }}{=}\left\{\underline{v} \mid \mathcal{D}(\underline{v})=\Gamma_{\imath} \text { and } \exists \underline{w} \in S^{h}\left(\Omega_{\imath}\right) \text { such that }\left.\underline{w}\right|_{\Gamma_{i}}=\underline{v}\right\}  \tag{51126}\\
& S^{h}(\Gamma) \stackrel{\text { def }}{=}\left\{\underline{v} \mid \mathcal{D}(\underline{v})=\Gamma \text { and } \exists \underline{w} \in S^{h}(\Omega) \text { such that }\left.\underline{w}\right|_{\Gamma_{1}}=\left.\underline{v}\right|_{\Gamma_{1}}\right\} \tag{511127}
\end{align*}
$$

and $S_{0}^{h}\left(\Omega, \partial \Omega_{D}\right), S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right), 1 \leq \imath \leq k$ are constructed as in section 21 The continuous operators $R_{\Gamma_{i}}, E_{i}$ are thus replaced by therr discrete counterparts $R_{\Gamma_{\imath}, h}, E_{\imath, h}$ and, sumilarly, the contınuous Steklov-Poncare operators $S, S_{\imath}$ are replaced by their discrete analogues $S_{h}, S_{\mathrm{\imath}, h}, 1 \leq 2 \leq k \quad$ Given a basis $\mathcal{B}\left(\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath}\right)\right)^{2}\right)$ of $\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2}$ define $\mathcal{B}_{h}\left(\Gamma_{2}\right) \subset \mathcal{B}\left(\left(S_{0}^{h}\left(\Omega_{2}, \partial \Omega_{2, D}\right)\right)^{2}\right)$ to be the subset which contains those basis functions associated with a node $\underline{v} \in \Gamma_{\imath}$ of $\mathcal{T}_{h}\left(\Omega_{\imath}\right)$ and define $\mathcal{B}_{h}\left(\Omega_{\imath}\right) \stackrel{\text { def }}{=} \mathcal{B}\left(\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2}\right) \backslash \mathcal{B}_{h}\left(\Gamma_{\imath}\right)$ then

$$
\begin{equation*}
\mathcal{B}\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)=\mathcal{B}_{h}\left(\Omega_{\imath}\right) \cup \mathcal{B}_{h}(\Gamma) \tag{5111128}
\end{equation*}
$$

and $N_{\imath}=N_{\Omega_{1}}+N_{\Gamma_{1}}$ where $2 N_{\imath} \stackrel{\text { def }}{=}\left|\mathcal{B}\left(\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2}\right)\right|, 2 N_{\Omega_{1}} \stackrel{\text { def }}{=}\left|\mathcal{B}_{h}\left(\Omega_{\imath}\right)\right|, 2 N_{\Gamma_{i}} \stackrel{\text { def }}{=}\left|\mathcal{B}_{h}\left(\Gamma_{\imath}\right)\right|$ Observing that a linear operator $B\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2} \rightarrow \mathcal{B} \mathcal{L}\left(\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath}\right)\right)^{2}, \mathbb{R}\right)$ can be represented by a matrix $M \in \mathbb{R}^{2 N_{\mathrm{s}}, 2 N_{\mathrm{N}}}$ in the sense that, for $F \in \mathcal{B L}\left(\left(S_{0}^{h}\left(\Omega_{\mathrm{t}}, \partial \Omega_{\mathrm{l}}\right)\right)^{2}, \mathbb{R}\right)$,

$$
\begin{equation*}
\langle B \underline{u}, \underline{v}\rangle=\langle F, \underline{v}\rangle, \quad \underline{u}, \underline{v} \in\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2} \quad \Longleftrightarrow \quad \underline{U}^{T} M \underline{V}=\underline{F}^{T} \underline{V} \tag{511129}
\end{equation*}
$$

where, for $\mathcal{B}\left(\left(S_{0}^{h}\left(\Omega_{2}, \partial \Omega_{\imath, D}\right)\right)^{2}\right)=\left\{\underline{e}_{r} \phi_{s}^{(2)}\right\}_{r, s=1}^{2, N_{i}}$, functions $\underline{u}, \underline{v} \in\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2}$ can be written

$$
\begin{equation*}
\underline{u}(\underline{x})=\sum_{r=1}^{N_{1}} \underline{u}_{r} \phi_{r}^{(\imath)}(\underline{x}), \quad \underline{v}(\underline{x})=\sum_{r=1}^{N_{1}} \underline{v}_{r} \phi_{r}^{(2)}(\underline{x}), \quad \underline{x} \in \Omega_{2} \tag{511130}
\end{equation*}
$$

and the block matrix entries of $M \in \mathbb{R}^{2 N_{1} 2 N_{1}}, \underline{F} \in \mathbb{R}^{2 N_{1}}$ are given by the relations

$$
M_{r s} \text { def }\left[\begin{array}{ll}
\left\langle B \underline{e}_{1} \phi_{r}^{(2)}, \underline{e}_{1} \phi_{s}^{(2)}\right\rangle & \left\langle B \underline{e}_{1} \phi_{r}^{(2)}, \underline{e}_{2} \phi_{s}^{(2)}\right\rangle  \tag{511131}\\
\left\langle B \underline{e}_{2} \phi_{r}^{(2)}, \underline{e}_{1} \phi_{s}^{(2)}\right\rangle & \left\langle B \underline{e}_{2} \phi_{r}^{(2)}, \underline{e}_{2} \phi_{s}^{(1)}\right\rangle
\end{array}\right], \quad F_{s} \stackrel{\text { der }}{=}\left[\begin{array}{l}
\left\langle F, \underline{e}_{1} \phi_{s}^{(2)}\right\rangle \\
\left\langle F, \underline{e}_{2} \phi_{s}^{(2)}\right\rangle
\end{array}\right], \quad 1 \leq r, s \leq N_{\imath}
$$

Thus, the linear operators $A_{\imath h}, E_{\imath h}, 1 \leq \imath \leq k$ are represented by the matrices

$$
A_{2, h} \stackrel{\text { def }}{=}\left[\begin{array}{cc}
A_{\Omega_{1}} & A_{\Omega_{1} \Gamma_{1}}  \tag{array}\\
A_{\Omega_{1}, \Gamma_{2}}^{T} & A_{\Gamma_{1}}
\end{array}\right] \in \mathbb{R}^{2 N 2 N_{1}}, \quad E_{2 h} \stackrel{\text { def }}{=}\left[\begin{array}{c}
-A_{\Omega}^{-1} A_{\Omega_{4} \Gamma_{4}} \\
I
\end{array}\right] \in \mathbb{R}^{2 N_{2} 2 N_{\Gamma}}
$$

Let $\underline{x}_{p}^{(2)}, 1 \leq p \leq N_{\Gamma}$ be the $\mathcal{T}_{h}\left(\Omega_{2}\right)$ nodes on $\Gamma_{2}$ then the restriction operator $R_{\Gamma, h}$ is represented by the matrix $R_{\Gamma_{,}, h} \in \mathbb{R}^{2 N_{\Gamma_{,}}, 2 N}$ whose $2 \times 2$ block entries are defined as follows
where $I \in \mathbb{R}^{2,2}$ is the identity matrix and $G_{2}\left\{1, \quad, N_{\imath}\right\} \rightarrow\{1, \quad, N\}$ maps the local block parameter indices, $\left\{1, \quad, N_{\imath}\right\}$, of subdoman $\Omega_{\imath}$ to their global values, $\{1, \quad N\}$ Furthermore, it is apparent from relation (51117) that $S_{i h}=E_{i, h}^{T} A_{i h} E_{2, h}$ and therefore the dıscrete local Steklov-Poıncaré operator $S_{\mathrm{i}, h}, 1 \leq \imath \leq k$ can be represented by the matrix

$$
\begin{align*}
S_{\mathrm{z}, \mathrm{l}} & =\left[\begin{array}{ll}
-A_{\Omega_{4}, \Gamma_{4}}^{T} A_{\Omega_{4}}^{-T} & I
\end{array}\right]\left[\begin{array}{cc}
A_{\Omega_{4}} & A_{\Omega_{4}, \Gamma_{v}} \\
A_{\Omega_{4}, \Gamma_{4}}^{T} & A_{\Gamma_{1}}
\end{array}\right]\left[\begin{array}{c}
-A_{\Omega_{4}}^{-1} A_{\Omega_{4}, \Gamma_{l}} \\
I
\end{array}\right] \\
& =A_{\Gamma_{4}}-A_{\Omega_{4}, \Gamma_{4}}^{T} A_{\Omega_{4}}^{-1} A_{\Omega_{4}, \Gamma_{4}} \in \mathbb{R}^{2 N_{\Gamma_{4}, 2}, 2 \Gamma_{\Gamma_{4}}} \tag{51134}
\end{align*}
$$

and the Global Steklov-Pomcaré operator, $S_{h}$, is represented by the matrix

$$
\begin{equation*}
S_{h}=\sum_{i=1}^{k} R_{\Gamma_{,}, h}^{T} S_{\imath_{2}, h} R_{\Gamma_{t}, h}=\sum_{i=1}^{k} R_{\Gamma_{2}, h}^{T}\left(A_{\Gamma_{t}}-A_{\Omega_{,}, \Gamma}^{T} A_{\Omega_{t}}^{-1} A_{\Omega_{4}, \Gamma_{r}}\right) R_{\Gamma_{,}, h} \in \mathbb{R}^{2 N, 2 N} \tag{51135}
\end{equation*}
$$

Simılarly, after discretization, the expressions $E_{\imath}^{T} L_{\imath}, 1 \leq \imath \leq k$ are approximated by the analogous expressions $E_{\imath, h}^{T} L_{\imath, h}, 1 \leq \imath \leq k$ which are represented by the following matrixvector identities

$$
\begin{align*}
& =\underline{F}_{\Gamma}-A_{\Omega_{1}, \Gamma_{\mathrm{L}}}^{T} A_{\Omega_{\mathrm{t}}}^{-1} \underline{F}_{\Omega} \in \mathbb{R}^{2 N_{\Gamma_{\mathrm{r}}}} \tag{51136}
\end{align*}
$$

where $\underline{F}_{t}=\left[\underline{F}_{\Omega_{1}}, \underline{F}_{\Gamma}\right] \in \mathbb{R}^{2 N}$ represents the functional $F_{2} \in \mathcal{B} \mathcal{L}\left(\left(S_{0}^{h}\left(\Omega_{2}, \partial \Omega_{2, D}\right)\right)^{2}, \mathbb{R}\right)$, cf (5115) Thus, the right hand side of the discretized interface problem, illustrated in (continuous) operator form in relation (5 1122 ), has the matrix form

$$
\begin{equation*}
\underline{L}_{h}=\sum_{\imath=1}^{k} R_{\Gamma_{i}, h}^{T}\left(\underline{F}_{\Gamma_{t}}-A_{\Omega_{2}, \Gamma_{t}}^{T} A_{\Omega_{t}}^{-1} \underline{F}_{\Omega_{1}}\right) \in \mathbb{R}^{2 N} \tag{51137}
\end{equation*}
$$

Therefore, by discretizing the linear Steklov-Poncare operators and the associated restriction and extension operators, one obtains the following discrete Schur complement system

$$
\begin{gather*}
\sum_{i=1}^{k} R_{\Gamma_{4}, h}^{T}\left(A_{\Gamma_{4}}-A_{\Omega_{, \Gamma}}^{T} A_{\Omega_{1}}^{-1} A_{\Omega_{1}, \Gamma_{v}}\right) R_{\Gamma, h} \underline{u}_{\Gamma, h}=\sum_{i=1}^{k} R_{\Gamma_{i}, h}^{T}\left(\underline{F}_{\Gamma_{\imath}}-A_{\Omega_{1} \Gamma_{t}}^{T} A_{\Omega_{1}}^{-1} \underline{F}_{\Omega_{1}}\right)  \tag{51138}\\
\Longleftrightarrow \quad S_{h} \underline{u}_{\Gamma, h}=\underline{L}_{h} \tag{51139}
\end{gather*}
$$

The symmetry of $S_{h} \in \mathbb{R}^{2 N, 2 N}$ follows immedrately from (5 11134 ), ( 511135 ) and, from the definition of the bilinear forms $a_{\imath}(\bullet, \bullet), 1 \leq \imath \leq k$, it is clear that

$$
\begin{equation*}
\left\langle S_{h} \underline{u}, \underline{u}\right\rangle=\sum_{\imath=1}^{k} a_{\imath}\left(E_{\imath, h} R_{\left.\Gamma_{,} h \underline{u}, E_{\imath} h R_{\Gamma_{\imath} h} \underline{u}\right) \geq 0, \quad \underline{u} \in\left(S^{h}(\Gamma)\right)^{2}}\right. \tag{511140}
\end{equation*}
$$

and, thus,

$$
\begin{equation*}
\left\langle S_{h} \underline{u}, \underline{u}\right\rangle=0 \quad \Longleftrightarrow \quad a_{\imath}\left(E_{\imath h} R_{\left.\Gamma_{,} h \underline{u}, E_{\imath, h} R_{\Gamma_{,}, h} \underline{u}\right)=0, \quad 1 \leq \imath \leq k}\right. \tag{51141}
\end{equation*}
$$

However, (5 1141 ) holds only if $E_{\imath, h} R_{\Gamma, h} \underline{u}$ is a rigid body motion such that $\sigma\left(E_{i} R_{\Gamma, h} \underline{u}\right) \circ \underline{n}_{t}$ has zero trace on the boundary, $\partial \Omega_{\mathfrak{\imath}}, 1 \mathrm{e}, E_{\imath, h} R_{\Gamma_{\imath}, h} \underline{u}=\underline{a}+R(r, \theta) \underline{x}, \underline{a} \in \mathbb{R}^{2}, r \in \mathbb{R}$ where

$$
R(r, \theta) \stackrel{\text { def }}{=}\left[\begin{array}{cc}
r \cos \theta & -r \sin \theta  \tag{51142}\\
r \sin \theta & r \cos \theta
\end{array}\right], \quad \theta=(2 n+1) \pi / 2, n \in \mathcal{Z}
$$

However, assuming that, for some $p \in \mathbb{N}_{k}$, subdomann $\Omega_{p}$ satısfies $\sigma\left(\partial \Omega_{p} \cap \partial \Omega_{D}\right)>0$ then there exist constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1}\left\|\underline{u},\left(H^{1}\left(\Omega_{p}\right)\right)^{2}\right\|^{2} \leq a_{p}(\underline{u}, \underline{u}) \leq C_{2}\left\|\underline{u},\left(H^{1}\left(\Omega_{p}\right)\right)^{2}\right\|^{2}, \quad \underline{u} \in\left(S_{0}^{h}\left(\Omega_{p}, \partial \Omega_{p, D}\right)\right)^{2} \tag{51143}
\end{equation*}
$$

Relatıons (51141) and (5 1143 ) then imply that $E_{p h} R_{\Gamma_{p}, h} \underline{u}=0$ and therefore $R_{\Gamma_{p}, h \underline{u}}=0$ The zero trace $\left.\underline{u}\right|_{\Gamma_{\boldsymbol{p}}}=0$ propagates to each subdoman to give $R_{\Gamma_{1}, h} \underline{u}=0,1 \leq \imath \leq k, 1 \mathrm{e}$, $\underline{u}=0$ and the positive definiteness of $S_{h}$ follows immediately

We now alm to develop preconditioners which allow one to solve the interface problem (5 1139 ) efficiently using the conjugate gradient approach However, we first observe that the conjugate gradient approach, applied to (5 1139 ), requires one to evaluate, at each iteration, the matrix-vector product $S_{h} \underline{d}$ for a given $\underline{d} \in \mathbb{R}^{2 N}$ This can be achieved without explicitly constructing $S_{h} \in \mathbb{R}^{2 N, 2 N}$ as follows Given $\underline{d} \in \mathbb{R}^{2 N}$ define $\underline{d}_{\Gamma_{i}} \stackrel{\text { def }}{=} R_{\Gamma_{i}, h} \underline{d} \in \mathbb{R}^{2 N_{\Gamma_{i}}}, 1 \leq \imath \leq k$ and construct the Harmonic extension, $E_{\imath} h d_{\Gamma_{1}} \in \mathbb{R}^{2 N_{1}}$, by first solving the systems

$$
\begin{equation*}
A_{\Omega_{1}, \underline{x}_{\Omega}}=-A_{\Omega, \Gamma} \underline{d}_{\Gamma,}, \quad 1 \leq \imath \leq k \tag{51144}
\end{equation*}
$$

and then observing that $E_{2, h} \underline{d}_{\Gamma_{t}}=\left[-A_{\Omega_{1}}^{-1} A_{\Omega_{1}, \Gamma_{t}} \underline{d}_{\Gamma_{4}}, \underline{d}_{\Gamma_{7}}\right]=\left[\underline{x}_{\Omega_{t}}, \underline{d}_{\Gamma_{1}}\right]$ The product $S_{1, h} \underline{d}_{\Gamma_{1}}$ is then obtaned from the relation

$$
\left[\begin{array}{c}
0  \tag{51145}\\
S_{2 h}
\end{array}\right] \underline{d}_{\Gamma_{4}}=\left[\begin{array}{cc}
A_{\Omega} & A_{\Omega_{1}, \Gamma_{t}} \\
A_{\Omega_{\Gamma}}^{T} & A_{\Gamma}
\end{array}\right]\left[\begin{array}{c}
-A_{\Omega_{2}}^{-1} A_{\Omega_{1}, \Gamma_{l}} \\
I
\end{array}\right] \underline{d}_{\Gamma_{2}}=\left[\begin{array}{cc}
A_{\Omega_{1}} & A_{\Omega_{2}, \Gamma_{4}} \\
A_{\Omega_{1}, \Gamma}^{T} & A_{\Gamma_{4}}
\end{array}\right]\left[\begin{array}{c}
\underline{x}_{2} \\
\underline{d}_{\Gamma_{1}}
\end{array}\right]
$$

Thus, by summing over each subdomann we obtam $S_{h} \underline{d}=\sum_{t=1}^{k} R_{\Gamma, h}^{T} S_{t} \underline{d}_{\Gamma}$. The linear system of algebrac equations ( 51144 ) is obtained from the definition of the discrete Harmonic operator $E_{i h}\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2} \rightarrow\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath} \backslash \Gamma_{\imath}\right)\right)^{2}$, cf (5116), and the Lax-Milgram lemma therefore guarantees the existence of a unique solution $\underline{x}_{i} \in \mathbb{R}^{2 N_{\Omega_{1}}}, 1 \leq \imath \leq k$ of system

```
    \(\mathcal{A L G} 1\) Conjugate Gradient Algorithm \(S_{h} \underline{u}_{\Gamma}{ }_{h}=\underline{L}_{h}\)
Determine an initial approximation \(\underline{u}_{\Gamma, h}^{(0)}\),
\(n \leftarrow 0\),
\(\underline{e}_{\imath}^{(n)} \leftarrow-A_{\Omega_{1}}^{-1} A_{\Omega_{1}, \Gamma_{+}} R_{\Gamma} \underline{u}_{\Gamma}^{(n)}, \quad 1 \leq \imath \leq k\),
\(\underline{z}^{(n)} \leftarrow \sum_{\imath=1}^{k} R_{\Gamma_{, ~}, h}^{T}\left(A_{\Gamma} R_{\Gamma_{,}, h \underline{u}_{\Gamma h}^{(n)}}+A_{\Omega}^{T} \Gamma_{,} \underline{e}_{\imath}^{(n)}\right)=S_{h} \underline{u}_{\Gamma, h}^{(n)}\),
\(\underline{r}^{(n)} \leftarrow \underline{L}_{h}-S_{h} \underline{u}_{\Gamma, h}^{(n)}=\underline{L}_{h}-\underline{z}^{(n)}\),
\(\underline{d}^{(n)} \leftarrow \underline{r}^{(n)}\),
While \(n<n_{\text {max }}\) and \(\kappa\left(S_{h}\right)\left|\left(\underline{r}^{(n)}, \underline{r}^{(n)}\right)\right| /\left|\left(\underline{L}_{h}, \underline{L}_{h}\right)\right|<\tau^{2}\)
\{
    \(\underline{e}_{t}^{(n)} \leftarrow-A_{\Omega_{1}}^{-1} A_{\Omega_{4}, \Gamma_{4}} R_{\Gamma_{0}, h d^{(n)}}, \quad 1 \leq \imath \leq k\),
    \(\underline{z}^{(n)} \leftarrow \sum_{r=1}^{k} R_{\Gamma_{1}, h}^{T}\left(A_{\Gamma_{1}} R_{\Gamma_{2}, h} \underline{d}^{(n)}+A_{\Omega_{4}, \Gamma_{2}}^{T} \underline{e}^{(n)}\right)=S_{h} \underline{d}^{(n)}\),
    \(\alpha^{(n)} \leftarrow\left(\underline{r}^{(n)}, \underline{r}^{(n)}\right) /\left(\underline{(d}^{(n)}, \underline{z}^{(n)}\right)\),
    \(\underline{u}_{\Gamma h}^{(n+1)} \leftarrow \underline{u}_{\Gamma, h}^{(n)}+\alpha^{(n)} \underline{d}^{(n)}\),
    \(\underline{r}^{(n+1)} \leftarrow \underline{L}_{h}-S_{h} \underline{u}_{\Gamma, h}^{(n)}=\underline{r}^{(n)}-\alpha^{(n)} \underline{z}^{(n)}\),
    \(\beta^{(n+1)} \leftarrow\left(\underline{r}^{(n+1)}, \underline{r}^{(n+1)}\right) /\left(\underline{r}^{(n)}, \underline{r}^{(n)}\right)\),
    \(\underline{d}^{(n+1)} \leftarrow \underline{r}^{(n+1)}+\beta^{(n+1)} \underline{d}^{(n+1)}\),
    \(n \leftarrow n+1\)
\}
```

(51144) The conjugate gradient algorithm, as applied to the discretized interface system (5 11 39), is given in $\mathcal{A L G} 1$

The rate at which the conjugate gradent iterations $\underline{u}_{\Gamma h}^{(n)}$ converge to $\underline{u}_{\Gamma h}$ as $n \rightarrow \infty$ will depend on the eigenvalue distribution of the Schur complement matrix $S_{h}$ Indeed, the error bound (512) suggests that the condition number $\kappa\left(S_{h}\right)$ is the critical factor in such an approach However, for quası-umform triangulations $\mathcal{T}_{h}(\Omega), h>0$ of $\Omega, \Omega$ a polygonal domain, it is known that, cf LETALLEC (1994),

$$
\begin{equation*}
\kappa\left(S_{h}\right) \leq C H^{-2}\left[1+\max \left\{H_{\imath} h_{\imath}^{-1} \mid 1 \leq \imath \leq k\right\}\right] \tag{51146}
\end{equation*}
$$

where $C>0$ is a constant independent of $h_{z}, H_{i}, h, H$ and

$$
\begin{align*}
& h_{\imath} \stackrel{\text { def }}{=} \max \left\{\operatorname{diam}(\tau) \mid \tau \in \mathcal{T}_{h}\left(\Omega_{\imath}\right)\right\}, \quad H_{\imath} \stackrel{\text { def }}{=} \operatorname{diam}\left(\Omega_{\imath}\right), \quad 1 \leq \imath \leq k  \tag{51147}\\
& h \stackrel{\text { def }}{=} \max \left\{h_{\imath} \mid 1 \leq \imath \leq k\right\}, \quad H \stackrel{\text { def }}{=} \max \left\{H_{\imath} \mid 1 \leq \imath \leq k\right\} \tag{511148}
\end{align*}
$$

Thus, it is apparent from (5 1146 ) that the condition number $\kappa\left(S_{h}\right)$ is of the order $O\left(H^{-2}(1+\right.$ $\left.H h^{-1}\right)$ ) as $h, H \rightarrow 0$ Therefore, the convergence factor $C\left(S_{h}\right)$ has the property

$$
\begin{equation*}
C\left(S_{h}\right) \stackrel{\text { def }}{=} \frac{\sqrt{\kappa\left(S_{h}\right)}-1}{\sqrt{\kappa\left(S_{h}\right)}+1} \nearrow_{1} \quad(H, h \rightarrow 0) \tag{51149}
\end{equation*}
$$

and the error bound (5 12 ) reveals that the rate of decay of the error $\left\|\underline{u}_{\Gamma, h}-\underline{u}_{\Gamma}^{(n)}\right\|_{S_{h}}$ decreases both rapidly and monotonically for an increasing number of subdomains, $k$, and decreasing mesh diameter, $h$ Thus, we shall investıgate ways to construct preconditioners $P_{h}^{-1} \in \mathbb{R}^{2 N 2 N}$ such that (1) $\kappa\left(P_{h}^{-1} S_{h}\right) \ll \kappa\left(S_{h}\right), H, h>0$, (2) $\kappa\left(P_{h}^{-1} S_{h}\right)$ grows slowly as $H, h \rightarrow 0$ compared to $\kappa\left(S_{h}\right)$ and employ the preconditioned conjugate gradient algorithm The preconditioned conjugate gradient algorithm requires one to solve, at each iteration, a system of the form $P_{h} \underline{z}=\underline{r}$ for $\underline{z}, \underline{r} \in \mathbb{R}^{2 N}$ and it is necessary, therefore, that this system is more easily solved than is $S_{h} \underline{z}=\underline{r}$ In the following sections preconditioning strategies are investigated which, in addition to the above properties, can be implemented by performing computations which are local to each subdoman, $\Omega_{\imath}, 1 \leq \imath \leq k$, and are therefore inherently parallel

## 52 The Neumann-Neumann Preconditioner

It has been demonstrated how finite element techniques can be apphed to discretize the Steklov-Poincaré operators $S_{\imath}, 1 \leq \imath \leq k$ thereby allowing one to approximate the interface problem (5 1125 ) by the algebracc system of linear equations $S_{h} \underline{u}_{\Gamma, h}=\underline{L}_{h}$ where

$$
\begin{align*}
& S_{h}=\sum_{i=1}^{k} R_{\Gamma_{,}, h}^{T} S_{i, h} R_{\Gamma_{,}, h}, \quad \underline{L}_{h}=\sum_{i=1}^{k} R_{\Gamma_{1}, h}^{T} \underline{L}_{\imath, h}  \tag{array}\\
& S_{i h}=A_{\Gamma_{t}}-A_{\Omega_{1}, \Gamma_{t}}^{T} A_{\Omega}^{-1} A_{\Omega_{2}, \Gamma_{v}}, \quad \underline{L}_{\imath, h}=\underline{F}_{\Gamma_{t}}-A_{\Omega_{1} \Gamma_{t}}^{T} A_{\Omega_{2}}^{-1} \underline{F}_{\Omega_{1}} \tag{522}
\end{align*}
$$

It is apparent from Section 51 that in order to solve the discretized interface problem efficiently with the conjugate gradient approach it is necessary to employ a preconditioner Thus, we now introduce the preconditioner, $N_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$, proposed by, among others, BoURGAT, Glowinski, LeTallec, \& Vidrascu (1989) and obtained by constructıng weighted sums of the inverses, $S_{\imath h}^{-1}, 1 \leq \imath \leq k$, of the Schur complement matrices $S_{\imath h}, 1 \leq \imath \leq k$ We describe how the preconditioner is implemented, note its desirable features and assess the preconditioning properties of $N_{h}^{-1}$ by examining an upper bound of the condition number $\kappa\left(N_{h}^{-1} S_{h}\right)$ provided in LeTallec (1994)

If the decomposition ( 51111 ) is constructed such that the vertices of the boundary, $\partial \Omega_{2}$, of each subdomann $\Omega_{\imath}, 1 \leq \imath \leq k$ belong to $\partial \Omega$ and the boundary conditions are such that the Steklov-Poincaré operators $S_{\imath, h}\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2} \rightarrow \mathcal{B L}\left(\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right), 1 \leq \imath \leq k$ are invertible then the preconditioner

$$
\begin{equation*}
P_{h}^{-1} \stackrel{\text { def }}{=} \sum_{\imath=1}^{k}\left(\alpha_{\imath} R_{\Gamma_{i}, h}^{T}\right) S_{\imath, h}^{-1}\left(\alpha_{\imath} R_{\Gamma_{\imath}, h}\right) \in \mathbb{R}^{2 N, 2 N}, \quad \sum_{\imath=1}^{k} \alpha_{\imath}=1, \quad \alpha_{\imath} \geq 0,1 \leq \imath \leq k \tag{523}
\end{equation*}
$$

has the following property, cf LeTallec (1994),

$$
\begin{equation*}
\kappa\left(P_{h}^{-1} S_{h}\right) \leq C, \quad h>0 \tag{524}
\end{equation*}
$$

where $C>0$ is a constant independent of $h>0$ Indeed, if $k=2$, (5 1111 ) is a uniform decomposition of $\Omega$ and the triangulations $\mathcal{T}_{h}\left(\Omega_{\imath}\right), 1 \leq \imath \leq k$ are similar then, for appropriate
boundary conditions and coefficients $a_{\text {mnpq }} \in \mathcal{L}_{\infty}(\Omega), 1 \leq m, n, p, q \leq 2, R_{\Gamma_{1}, h}^{T} S_{1, h} R_{\Gamma_{1} h}=$ $R_{\Gamma_{2}, h}^{T} S_{2} R_{\Gamma_{2}, h}, S_{h}=2 R_{\Gamma_{,}, h}^{T} S_{2, h} R_{\Gamma_{1}, h}, 1 \leq \imath \leq 2$,

$$
\begin{equation*}
S_{h}^{-1}=\frac{1}{2} R_{\Gamma_{,}, h}^{T} S_{\imath h}^{-1} R_{\Gamma_{\imath}, h}=\sum_{\imath=1}^{2} \frac{1}{4} R_{\Gamma_{,} h}^{T} S_{\imath h}^{-1} R_{\Gamma_{\imath}, h}, \quad \imath=1,2 \tag{525}
\end{equation*}
$$

Thus, with $\alpha_{\imath} \stackrel{\text { def }}{=} 1 / 2, \imath=1,2 \mathrm{~m}$ (523) we obtain $C=1 \mathrm{~m}(524)$ In general, however, $C>$ 1, although the independence of the constant $C>0$ from $h>0$ suggests that the convergence factor $C\left(P_{h}^{-1} S_{h}\right)$ will not change significantly as $h \rightarrow 0$, cf (51149) The task of determinng the function $S_{\imath h}^{-1} L_{\imath} \in\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}$ for $L_{\imath} \in \mathcal{B L}\left(\left(S^{h}\left(\Gamma_{2}\right)\right)^{2}, \mathbb{R}\right), S_{\imath, h}^{-1} \quad \mathcal{B C}\left(\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right) \rightarrow$ $\left(S^{h}\left(\Gamma_{i}\right)\right)^{2}$ is equivalent to that of computing the product $S_{\imath, h}^{-1} \underline{L}_{\imath} \in \mathbb{R}^{2 N_{\Gamma_{1}}}$, of (51129) Thus, from the definition of the Steklov-Poincare operators (5 11117 ) we determine $S_{2, h}^{-1} L_{1} \in$ $\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}$ as follows Find $\underline{z}_{\imath} \in\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{\imath, D}\right)\right)^{2}$ such that

$$
\begin{equation*}
a_{\imath}\left(\underline{z}_{\imath}, \underline{v}\right)=\left\langle L_{\imath}, \underline{v} \mid r_{\imath}\right\rangle, \quad \underline{v} \in\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{2, D}\right)\right)^{2} \tag{526}
\end{equation*}
$$

then $S_{\imath h}^{-1} L_{i}=\underline{z}_{\imath} \mid \Gamma$. The equivalent system of algebrace equations obtaned from this problem are then

$$
\left[\begin{array}{cc}
A_{\Omega_{1}} & A_{\Omega_{1}, \Gamma_{3}}  \tag{527}\\
A_{\Omega_{1}, \Gamma_{3}}^{T} & A_{\Gamma_{2}}
\end{array}\right]\left[\begin{array}{l}
\underline{z_{\Omega_{1}}} \\
\underline{z}_{\Gamma_{1}}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\underline{L}_{\Gamma_{1}}
\end{array}\right]
$$

and $S_{i, h}^{-1} \underline{L}_{4}=\underline{z}_{\Gamma_{1}}$ The independence of the subproblems (526) allows one to implement the preconditioner, $P_{h}^{-1}$, using parallel computations and the conditioning property (5 24 ) ensures that the number of iterations required to achieve convergence will not rapidly increase if one employs more refined triangulations $\mathcal{T}_{h}(\Omega)$ or doman decompositions These properties are clearly desirable and motivate the generalization of the preconditioner $P_{h}^{-1}$ to include general boundary conditions and decompositions (5111) which, in particular, include interior crosspoints, 1 e, points $\underline{x}_{c} \in \operatorname{int}(\Gamma)$ that are common to more than two distinct subdomans However, more general boundary conditions and decompositions allow the possibility that there exists a $p \in \mathbb{N}_{k}$ such that $\sigma\left(\partial \Omega_{p D}\right)=0$ and therefore a solution $\underline{z}_{p} \in\left(S^{h}\left(\Omega_{p}\right)\right)^{2}$ of problem (5 26 ) exists and is unique, except for elements of $\mathcal{N}\left(A_{p h}\right)$, if, and only if, $L_{p} \in \mathcal{R}\left(S_{p h}\right)$

Thus, we define $\mathcal{S} \stackrel{\text { def }}{=}\left\{\imath \in \mathbb{N}_{k} \mid \sigma\left(\partial \Omega_{\imath, D}\right)=0\right\}$ and for $\imath \in \mathbf{N}_{k} \backslash \mathcal{S}$ let $b_{\imath} \stackrel{\text { def }}{=} a_{\imath}$, cf (5115), and for $\imath \in \mathcal{S}$ let $b_{\imath} \in \mathcal{B} \mathcal{L}\left(\left(S^{h}\left(\Omega_{z}\right)\right)^{2} \times\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2}, \mathbb{R}\right)$ be some positive, symmetric bilnear form, 1 e, for $\underline{u}, \underline{v} \in\left(S^{h}\left(\Omega_{\mathrm{\imath}}\right)\right)^{2}$,

$$
\begin{align*}
& b_{\imath}(\underline{u}, \underline{v})=b_{\imath}(\underline{v}, \underline{u}),  \tag{528}\\
& b_{\imath}(\underline{v}, \underline{v}) \geq 0, \quad b_{\imath}(\underline{v}, \underline{v})=0 \Leftrightarrow \underline{v}=0 \tag{529}
\end{align*}
$$

which is equivalent with $a_{2}$ on $\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2} \backslash \mathcal{N}\left(A_{\imath} h\right), 1 \mathrm{e}$, there exists a constant $C_{1}>0$ which is independent of $H, h$ such that

$$
\begin{equation*}
C_{1} b_{2}(\underline{v}, \underline{v}) \leq a_{2}(\underline{v}, \underline{v}) \leq b_{2}(\underline{v}, \underline{v}), \quad \underline{v} \in\left(S^{h}\left(\Omega_{2}\right)\right)^{2} \backslash \mathcal{N}\left(A_{2, h}\right) \tag{5210}
\end{equation*}
$$

and which, furthermore, satısfies the global equivalence property

$$
\begin{equation*}
C \sum_{\imath=1}^{k} b_{\imath}(\underline{v}, \underline{v}) \leq a(\underline{v}, \underline{v}) \leq \sum_{\imath=1}^{k} b_{\imath}(\underline{v}, \underline{v}), \quad \underline{v} \in\left(S_{0}^{h}\left(\Omega, \partial \Omega_{D}\right)\right)^{2} \tag{5211}
\end{equation*}
$$

where $C>0 \quad$ Let $\tilde{S}_{\imath h}\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2} \rightarrow \mathcal{B L}\left(\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right), \imath \in \mathcal{S}$ be the discrete SteklovPoincare operators associated with the bilnear forms $b_{\imath} \in \mathcal{B L}\left(\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2} \times\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2}, \mathbb{R}\right), \imath \in$ $\mathcal{S}$, cf (5 11117 ) then, following DeRoeck \& LeTallec (1991), we define the preconditoner $N_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$ as follows

$$
\begin{equation*}
N_{h}^{-1} \stackrel{\text { def }}{=} \sum_{\imath=1}^{k} R_{\Gamma_{\imath}, h}^{T} W_{\imath, h}^{T} B_{\imath, h}^{-1} W_{\imath, h} R_{\Gamma_{\bullet}, h} \tag{5212}
\end{equation*}
$$

where, for $\sigma\left(\partial \Omega_{\imath, D}\right)>0$, we define $B_{\imath, h}^{-1} \stackrel{\text { def }}{=} S_{\imath h}^{-1}$ and, for $\sigma\left(\partial \Omega_{\imath, D}\right)=0$, we define $B_{\imath, h}^{-1} \stackrel{\text { def }}{=} \tilde{S}_{\imath, h}^{-1}$ The symmetric matrix $W_{i, h} \in \mathbb{R}^{2 N_{\Gamma_{l}}, 2 N_{\Gamma_{i}}}$ represents the weighting operator $W_{i, h}\left(S^{h}\left(\Gamma_{2}\right)\right)^{2} \rightarrow$ $\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}$ defined, for $w(\imath, r) \geq 0,1 \leq r \leq N_{\Gamma}, 1 \leq \imath \leq k$, according to the relation

$$
\begin{equation*}
\underline{u}=\sum_{r=1}^{N_{r_{i}}} \underline{u}_{r} \psi_{r}^{(2)} \in\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2} \longmapsto W_{\imath, h} \underline{u}=\sum_{r=1}^{N_{\Gamma_{1}}} w(2, r) \underline{u}_{r} \psi_{r}^{(\imath)} \in\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2} \tag{5213}
\end{equation*}
$$

where $S^{h}\left(\Gamma_{\imath}\right)=\operatorname{span}\left\{\psi_{r}^{(\imath)}\right\}_{r=1}^{N_{r_{i}}}$ and the weights $w(\imath, r), 1 \leq r \leq N_{\Gamma_{1}}, 1 \leq \imath \leq k$ are chosen such that $W_{\imath, h}, 1 \leq \imath \leq k$ form a partition of unity on $\Gamma, 1 \mathrm{e}$, for $\underline{u} \in\left(S^{h}(\Gamma)\right)^{2}$,

$$
\begin{equation*}
\sum_{\imath=1}^{k}\left(\left.W_{\imath, h} \underline{u}\right|_{\Gamma_{i}}\right)(\underline{x})=\underline{u}(\underline{x}), \quad \underline{x} \in \Gamma \tag{5214}
\end{equation*}
$$

The operators $W_{\imath, h}\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2} \rightarrow\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$ generalize the constant weights introduced in (523) because they allow one to weight each $\left(S^{h}\left(\Gamma_{4}\right)\right)^{2}$ component of a function $\underline{u}_{\imath} \in\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$ differently and, in this way, one can define these operators such that $\kappa\left(N_{h}^{-1} S_{h}\right)$ is independent of the magnitude of any discontınuous changes in the coefficients $a_{m n p q}, 1 \leq m, n, p, q \leq 2$ when they are precewise contınuous, cf Section 54 The partition of unity property ( 5214 ) must, however, be satisfied, cf LeTallec, DeRoeck, \& $\operatorname{VIDRASCU}$ (1991) Thus, for $L_{\imath} \in \mathcal{B L}\left(\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right), B_{\imath, h}^{-1} L_{\imath}=\underline{z}_{\imath} \mid \Gamma_{4}$ where $\underline{z}_{\imath} \in\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2}$ is the solution of the Neumann problem Find $\underline{z}_{\imath} \in\left(S_{0}^{h}\left(\Omega_{\imath}, \partial \Omega_{i}\right)\right)^{2}$ such that

$$
\begin{equation*}
b_{\imath}\left(\underline{z}_{\imath}, \underline{v}\right)=\left\langle L_{2},\left.\underline{v}\right|_{\Gamma_{1}}\right\rangle, \quad \underline{v} \in\left(S_{0}^{h}\left(\Omega_{2}, \partial \Omega_{2}\right)\right)^{2} \tag{5215}
\end{equation*}
$$

This problem can be represented in matrix form as follows

$$
\left[\begin{array}{cc}
B_{\Omega_{3}} & B_{\Omega_{1}, \Gamma_{1}}  \tag{5216}\\
B_{\Omega_{1}, \Gamma_{1}}^{T} & B_{\Gamma_{l}}
\end{array}\right]\left[\begin{array}{c}
\underline{z}_{\Omega_{1}} \\
\underline{z}_{\Gamma_{t}}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\underline{L}_{2}
\end{array}\right]
$$

with $B_{\imath h}^{-1} \underline{L}_{\imath}=\underline{z}_{\Gamma_{1}}$ In section 54 we shall employ, for $\imath \in \mathcal{S}$, the positive, symmetric bilinear forms $b_{\imath} \in \mathcal{B} \mathcal{L}\left(\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \times\left(H^{1}\left(\Omega_{2}\right)\right)^{2}, \mathbb{R}\right)$ defined accordıng to the relation

$$
\begin{equation*}
b_{\imath}(\underline{u}, \underline{v}) \xlongequal{\text { def }} a_{2}(\underline{u}, \underline{v})+\left(\underline{u}, \underline{v},\left(\mathcal{L}_{2}\left(\Omega_{2}\right)\right)^{2}\right), \quad \underline{u}, \underline{v} \in\left(H^{1}\left(\Omega_{2}\right)\right)^{2} \tag{5217}
\end{equation*}
$$

where $\left(\underline{u}, \underline{v},\left(\mathcal{L}_{2}\left(\Omega_{\imath}\right)\right)^{2}\right) \stackrel{\text { def }}{=} \int_{\Omega} \underline{u}(\underline{x}) \quad \underline{v}(\underline{x}) d \underline{x}$ is the $\left(\mathcal{L}_{2}\left(\Omega_{\imath}\right)\right)^{2}$ inner product The contnuity of the mappings $b_{\imath}, \imath \in \mathcal{S}$ follow immediately from the Cauchy-Schwarz inequality and the property $a_{\imath} \in \mathcal{B L}\left(\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \times\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}, \mathbb{R}\right)$ while the $\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$-ellipticity is proved in the following Lemma

Lemma 52 There exists a positive constant $\rho>0$ such that

$$
\begin{equation*}
b_{\imath}(\underline{v}, \underline{v})=a_{\imath}(\underline{v}, \underline{v})+\left(\underline{v}, \underline{v},\left(\mathcal{L}_{2}\left(\Omega_{\imath}\right)\right)^{2}\right) \geq \rho\left\|\underline{v},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|^{2}, \quad \underline{v} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \tag{5218}
\end{equation*}
$$

where $\imath \in \mathcal{S}$
Proof We first observe, cf Brenner \& Ridgway Scott (1994), that $\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}, \imath \in \mathcal{S}$ can be written as a direct sum of closed subspaces as follows

$$
\begin{equation*}
\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}=\widehat{H}^{1}\left(\Omega_{\imath}\right) \oplus \mathcal{N}\left(A_{\imath}\right), \quad \imath \in \mathcal{S} \tag{array}
\end{equation*}
$$

where, for $\imath \in \mathcal{S}$,

$$
\begin{gather*}
\widehat{H}^{1}\left(\Omega_{\imath}\right)=\left\{\underline{v} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \mid \int_{\Omega_{1}} \underline{v}(\underline{x}) d \underline{x}=0, \int_{\Omega_{\mathrm{r}}} \operatorname{rot} \underline{v}(\underline{x}) d \underline{x}=0\right\}  \tag{array}\\
\mathcal{N}\left(A_{\imath}\right)=\left\{\underline{v} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \mid \underline{v}=\underline{a}+R(r, \theta) \underline{x}, \underline{a} \in \mathbb{R}^{2}, r \in \mathbb{R}, \theta=(2 n+1) \pi / 2, n \in \mathcal{Z}\right\} \tag{5221}
\end{gather*}
$$

However, the continuity of the projection operators $P_{1}\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \rightarrow \hat{H}^{1}\left(\Omega_{\imath}\right), P_{2}\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \rightarrow$ $\mathcal{N}\left(A_{2}\right)$ suggests, cf Brown \& Page (1970), the existence of a constant $C>0$ satisfying

$$
\begin{equation*}
C\left(\left\|P_{1} \underline{v},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|+\left\|P_{2} \underline{v},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|\right) \leq\left\|\underline{v},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|, \quad \underline{v} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \tag{5222}
\end{equation*}
$$

We now prove the result by Reductio ad Absurdum Assume that a constant $\rho>0$ satisfying (5 218 ) does not exist, then, for $\rho=1 / n, n \in \mathbb{N}$ there must exist a $\underline{v}_{n} \in\left(H^{1}\left(\Omega_{2}\right)\right)^{2}$ with the property

$$
\begin{equation*}
\left\|\underline{v}_{n},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\|=1, \quad b_{2}\left(\underline{v}_{n}, \underline{v}_{n}\right)<1 / n \tag{5223}
\end{equation*}
$$

It now follows from the defintion of $b_{2}$, cf (5 217 ), relation (5 223 ) and the second Korn mequality, cf Brenner \& Ridgway Scott (1994), that there exists a $C_{1}>0$ such that, for $n \in \mathbf{N}$,

$$
\begin{gather*}
C_{1}\left\|P_{1} \underline{v}_{n},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\| \leq a_{2}\left(P_{1} \underline{v}_{n}, P_{1} \underline{v}_{n}\right)=a_{\imath}\left(\underline{v}_{n}, \underline{v}_{n}\right) \leq b_{2}\left(\underline{v}_{n}, \underline{v}_{n}\right)<1 / n  \tag{5224}\\
\Rightarrow\left\|P_{1} \underline{v}_{n},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\| \rightarrow 0(n \rightarrow \infty) \tag{5225}
\end{gather*}
$$

However, it is apparent from (5222) that $\left\{P_{2} \underline{v}_{n}\right\}_{n \geq 1}$ is a bounded sequence in the finte dimensional space $\mathcal{N}\left(A_{2}\right)\left(\operatorname{dim}\left(\mathcal{N}\left(A_{2}\right)\right)=3\right)$ and, thus, there exists a convergent subsequence $\left\{P_{2} \underline{v}_{n}\right\}_{\rho \geq 1}$ with limit $\underline{v} \in \mathcal{N}\left(A_{2}\right)$ Relations (5223) then imply the contradictory conclusions $\left\|\underline{v},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|=1$ and $\left\|\underline{v},\left(\mathcal{L}_{2}\left(\Omega_{\imath}\right)\right)^{2}\right\|=0$

The local and global spectral equivalence properties (5 2 10), ( 5211 ) now follow immediately However, for uniform decompositions (5111) and triangulations $\mathcal{T}_{h}\left(\Omega_{2}\right) \subset \mathcal{T}_{h}(\Omega), 1 \leq \imath \leq k$ it is demonstrated in LeTallec \& DeRoeck (1991) that the preconditioner $N_{h}^{-1} \in$ $\mathbb{R}^{2 N, 2 N}$ has the property

$$
\begin{equation*}
\kappa\left(N_{h}^{-1} S_{h}\right) \leq C H^{-2}[1+\log (H / h)]^{2} \tag{5226}
\end{equation*}
$$

```
\(\mathcal{A L G} 2\) Conjugate Gradient Algorithm \(N_{h}^{-1} S_{h} \underline{u}_{\Gamma, h}=N_{h}^{-1} \underline{L}_{h}\)
Determine an initial approximation \(\underline{u}_{\Gamma, h}^{(0)}\),
\(n \leftarrow 0\),
\(e_{\imath}^{(n)} \leftarrow-A_{\Omega_{1}}^{-1} A_{\Omega_{1}, \Gamma_{t}} R_{\Gamma_{1}, h \underline{u}_{\Gamma, h}^{u},}^{(n)} \quad 1 \leq \imath \leq k\),
\(\underline{z}^{(n)} \leftarrow \sum_{t=1}^{k} R_{\Gamma_{,}, h}^{T}\left(A_{\Gamma,} R_{\Gamma_{,}, h} \underline{u}_{\Gamma, h}^{(n)}+A_{\Omega_{1}, \Gamma,}^{T} \underline{e}_{\imath}^{(n)}\right)=S_{h} \underline{u}_{\Gamma, h}^{(n)}\),
\(\underline{r}^{(n)} \leftarrow \underline{L}_{h}-\underline{z}^{(n)}=\underline{L}_{h}-S_{h} \underline{u}_{r, h}^{(n)}\),
\(\underline{r}_{\imath}^{(n)} \leftarrow R_{\Gamma_{\imath}, r^{2}} \underline{\underline{w}}^{(n)}, \quad 1 \leq \imath \leq k\),
\(\underline{w}_{1}^{(n)} \leftarrow W_{\imath, h} \underline{h}_{1}^{(n)}, \quad 1 \leq \imath \leq k\),
\(\underline{\tilde{e}}_{\imath}^{(n)} \leftarrow-B_{\Omega_{\mathrm{a}}}^{-1} B_{\Omega_{1}, \Gamma, \underline{w}_{\imath}^{(n)}}, \quad 1 \leq \imath \leq k\),
\(\underline{d}^{(n)} \leftarrow \sum_{\imath=1}^{k} R_{\Gamma_{1}, h}^{T} W_{\imath, h}^{T}\left(B_{\Gamma_{t}} \underline{w}_{\imath}^{(n)}+B_{\Omega_{t}, \Gamma_{t}}^{T} \underline{e}_{\imath}^{(n)}\right)=N_{h}^{-1} \underline{r}^{(n)}\),
While \(n<n_{\text {max }}\) and \(\kappa\left(N_{h}^{-1} S_{h}\right)\left|\left(N_{h}^{-1} \underline{\underline{r}}^{(n)}, \underline{r}^{(n)}\right)\right| /\left|\left(N_{h}^{-1} \underline{L}_{h}, \underline{L}_{h}\right)\right|<\tau^{2}\)
\{
    \(\underline{e}^{(n)} \leftarrow-A_{\Omega_{1}}^{-1} A_{\Omega_{4}, \Gamma_{2}} R_{\Gamma_{,}, h \underline{d}^{(n)}}, \quad 1 \leq \imath \leq k\),
    \(\underline{z}^{(n)} \leftarrow \sum_{t=1}^{k} R_{\Gamma_{i}, h}^{T}\left(A_{\Gamma,} R_{\Gamma, h} \underline{u}_{\Gamma, h}^{(n)}+A_{\Omega_{1}, \Gamma_{t}}^{T} \underline{e}_{t}^{(n)}\right)=S_{h} \underline{d}^{(n)}\),
    \(\alpha^{(n)} \leftarrow\left(\underline{r}^{(n)}, \underline{v}^{(n)}\right) /\left(\underline{d}^{(n)}, \underline{z}^{(n)}\right), \quad \underline{v}^{(0)}=\underline{d}^{(0)}\),
    \(\underline{u}_{\Gamma, h}^{(n+1)} \leftarrow \underline{u}_{\Gamma, h}^{(n)}+\alpha^{(n)} \underline{d}^{(n)}\),
    \(\underline{r}^{(n+1)} \leftarrow \underline{L}_{h}-S_{h} \underline{u}_{\Gamma, h}^{(n)}=\underline{r}^{(n)}-\alpha^{(n)} \underline{\boldsymbol{z}}^{(n)}\),
    \(\underline{r}_{i}^{(n+1)} \leftarrow R_{\Gamma_{i}, r I^{(n+1)}}, \quad 1 \leq 2 \leq k\),
    \(\underline{w}_{s}^{(n+1)} \leftarrow W_{\imath, h} \underline{r}_{1}^{(n+1)}, \quad 1 \leq \imath \leq k\),
    \(\underline{\underline{e}}_{t}^{(n+1)} \leftarrow-B_{\Omega_{t}}^{-1} B_{\Omega_{t}, \Gamma_{t}} \underline{w}_{i}^{(n+1)}, \quad 1 \leq \imath \leq k\),
    \(\underline{v}^{(n+1)} \leftarrow \sum_{\imath=1}^{k} R_{\Gamma_{i}, h}^{T} W_{\imath, h}^{T}\left(B_{\Gamma}, \underline{w}_{s}^{(n)}+B_{\Omega_{,}, \Gamma_{t}}^{T} \tilde{e}_{t}^{(n+1)}\right)=N_{h}^{-1} \underline{( }^{(n+1)}\),
    \(\beta^{(n+1)} \leftarrow\left(\underline{r}^{(n+1)}, \underline{v}^{(n+1)}\right) /\left(\underline{r}^{(n)}, \underline{v}^{(n)}\right)\),
    \(\underline{d}^{(n+1)} \leftarrow \underline{v}^{(n+1)}+\beta^{(n+1)} \underline{d}^{(n)}\),
    \(n \leftarrow n+1\)
\}
```

where $C>0$ is a constant independent of $H, h$ Thus, for fixed subdomain diameter $H$, $\kappa\left(N_{h}^{-1} S_{h}\right)=O\left(\log h^{-1}\right)(h \rightarrow 0)$ and, observing that $\kappa\left(S_{h}\right)=O\left(h^{-1}\right)(h \rightarrow 0)$, the conjugate gradient algorithm $\mathcal{A} \mathcal{L G} 2$ satısfies $\kappa\left(N_{h}^{-1} S_{h}\right) \ll \kappa\left(S_{h}\right),\left|\kappa\left(S_{h}\right)-\kappa\left(N_{h}^{-1} S_{h}\right)\right| \rightarrow \infty$ as $h \rightarrow 0$, $H$ fixed However, for $H / h \leq \rho(\rho$ independent of $H, h), \kappa\left(N_{h}^{-1} S_{h}\right)=O\left(H^{-2}\right)(H \rightarrow 0)$ and $C\left(N_{h}^{-1} S_{h}\right)$ increases rapidly to 1 as $H \rightarrow 0$ thereby slowing the rate of convergence of $\mathcal{A L G} 2$ until this approach becomes impractical Thus, the preconditioner $N_{h}^{-1}$ provides improved asymptotic conditioning with respect to $h$ but the practicality of this approach is restricted by the rapid growth of $C\left(N_{h}^{-1} S_{h}\right)$ as $H \rightarrow 0$ The conjugate gradient algorithm, as it applies to the interface system (5 11139 ) with the preconditioner $N_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$ defined in terms of
the bilnear forms $a_{\imath}, \imath \in \mathbb{N}_{k} \backslash \mathcal{S}$ and $b_{\imath}, \imath \in \mathcal{S}$, cf (5 2 17), is given in $\mathcal{A L \mathcal { L }} 2$

## 53 The Coarse problem and the Balancıng Preconditioner

The introduction of the positive bilnear forms $b_{\imath}, \imath \in \mathcal{S}$ allowed us to construct the preconditioner $N_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$ when $P_{h}^{-1} \in \mathbb{R}^{2 N 2 N}$, cf (523), was undefined and then to apply algorithm $\mathcal{A L G} 2$ to linearly elastic problems with general boundary conditions using decompositions with interior crosspoints However, the resulting preconditioner, $N_{h}^{-1}$, is not uniquely defined because it depends on the choice of the $b_{\imath}, \imath \in \mathcal{S}$ and, as already observed in section 52 , the $O\left(H^{-2}\right)$ behaviour of the condition number $\kappa\left(N_{h}^{-1} S_{h}\right)$ causes algorithm $\mathcal{A L G} 2$ to become impractical as $H \rightarrow 0$ We therefore demonstrate how to construct a preconditioner $M_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$, for planar linear elastic problems, which employs a global problem of low dımension compared to (5 1139 ) (the coarse problem) following a sımilar approach first proposed in MANDEL (1993) for scalar elliptic boundary value problems This approach is essentially a modification of the Neumann-Neumann preconditioning approach, cf $\mathcal{A L G} 2$, and is devised such that the ambiguity of choice of the $b_{\imath}, \imath \in \mathcal{S}$ and the limiting $O\left(H^{-2}\right)$ behaviour of $\kappa\left(N_{h}^{-1} S_{h}\right)$ are removed, 1 e , such that $\kappa\left(M_{h}^{-1} S_{h}\right)=O(1)(H \rightarrow 0)$ where $H / h \leq \rho$ with $\rho>0$ independent of $H, h$ Indeed, the preconditioner will follow directly from the requrements that problems (526) are solvable and that $M_{h}^{-1}$ does not depend on the choice of the solution of (526)

Thus, we begin by assuming that $\sigma\left(\partial \Omega_{\imath, D}\right)=0, \imath \in \mathcal{S}$ and that problem (5 2 6) is solvable, 1e, for $L \in \mathcal{B} \mathcal{L}\left(\left(S^{h}\left(\Gamma_{\imath}\right)\right)^{2}, \mathbb{R}\right),\left\langle L, W_{\imath, h} \underline{v}\right\rangle=0, \underline{v} \in \mathcal{N}\left(S_{\imath, h}\right)=\left\{\left.\underline{v}\right|_{\Gamma} \mid \underline{v} \in \mathcal{N}\left(A_{\imath, h}\right)\right\}, \imath \in \mathcal{S}$, then there exists a $\underline{z}_{4} \in\left(S^{h}\left(\Omega_{\mathrm{a}}\right)\right)^{2}$ such that

$$
\begin{equation*}
a_{\imath}\left(\underline{z}_{\imath}, \underline{v}\right)=\left\langle L, W_{\imath}, h \underline{v} \mid \Gamma_{\imath}\right\rangle, \quad \underline{v} \in\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2} \tag{array}
\end{equation*}
$$

However, because $\mathcal{N}\left(A_{2} h\right) \neq \emptyset, \imath \in \mathcal{S}$, the solution $\underline{z}_{2} \in\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2}$ is not unique, $1 \mathrm{e}, \underline{z}_{2}+\underline{v}_{1}$ is also a solution of (531) for any $\underline{v}_{\imath} \in \mathcal{N}\left(A_{2, h}\right)$ Therefore, we now describe how one can determine a unique solution of (531) in $\widehat{H}^{1}\left(\Omega_{\imath}\right)$ For problems of planar linear elasticty we observe that $\nu_{\imath} \stackrel{\text { def }}{=} \operatorname{dim}\left(\mathcal{N}\left(A_{2, h}\right)\right) \in\{0,1,3\}$ and, for $1 \leq \imath \leq k, \mathcal{N}\left(A_{\imath} h\right)$ includes all the rigid body motions of the linear operator $A_{2, h}$ If $\nu_{2}=1$ then the only rigid body motions of $A_{2} h$ are rotations, $1 \mathrm{e}, \underline{a}=0 \mathrm{in}(51142)$, and we define $b_{2} \in \mathcal{B L}\left(\left(H^{1}\left(\Omega_{2}\right)\right)^{2} \times\left(H^{1}\left(\Omega_{2}\right)\right)^{2}, \mathbb{R}\right)$ as follows

$$
\begin{equation*}
b_{\imath}(\underline{u}, \underline{v}) \stackrel{\text { def }}{=} a_{\imath}(\underline{u}, \underline{v})+\int_{\Omega_{1}} \operatorname{rot} \underline{u}(\underline{x}) d \underline{x} \int_{\Omega_{t}} \operatorname{rot} \underline{v}(\underline{x}) d \underline{x}, \quad \underline{u}, \underline{v} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \tag{532}
\end{equation*}
$$

where rot $\underline{w} \stackrel{\text { def }}{=} \partial w_{1} / \partial x_{2}-\partial w_{2} / \partial x_{1}, \underline{w} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$ However, if $\nu_{\imath}=3$ then $\mathcal{N}\left(A_{2}\right)$ contans all possible rigid body motions, cf (51142), and we define the bilnear operator $b_{2} \in$ $\mathcal{B L}\left(\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2} \times\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}, \mathbb{R}\right)$ as follows for $\underline{u}, \underline{v} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$

$$
\begin{equation*}
b_{\imath}(\underline{u}, \underline{v}) \stackrel{\operatorname{def}}{=} a_{\imath}(\underline{u}, \underline{v})+\int_{\Omega_{1}} \underline{u}(\underline{x}) d \underline{x} \int_{\Omega} \underline{v}(\underline{x}) d \underline{x}+\int_{\Omega_{1}} \operatorname{rot} \underline{u}(\underline{x}) d \underline{x} \int_{\Omega_{i}} \operatorname{rot} \underline{v}(\underline{x}) d \underline{x}, \tag{533}
\end{equation*}
$$

If $\nu_{\imath}=1$ for some $\imath \in \mathcal{S}$ then $\partial \Omega_{\imath} \cap \partial \Omega_{\imath D}$ is a boundary point and, therefore, $\sigma\left(\partial \Omega_{\imath} \cap \partial \Omega_{\imath, D}\right)=$ $0, H_{0}^{1}\left(\Omega_{\imath}, \partial \Omega_{2, D}\right)=H^{1}\left(\Omega_{\imath}\right)$, and, at the continuous level, we therefore consider only the case $\nu_{\imath}=3, \imath \in \mathcal{S}$ It is apparent from definition (533) that the bilinear forms $b_{\imath}, 1 \leq \imath \leq k$ are symmetric and that, for $\underline{u} \in\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}$,

$$
\begin{equation*}
b_{\imath}(\underline{u}, \underline{u})=0 \quad \Leftrightarrow \quad a_{\imath}(\underline{u}, \underline{u})=0, \int_{\Omega} \underline{u}(\underline{x}) d \underline{x}=0, \int_{\Omega_{1}} \operatorname{rot} \underline{u}(\underline{x}) d \underline{x}=0, \tag{534}
\end{equation*}
$$

Thus, from the decomposition $\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}=\widehat{H}^{1}\left(\Omega_{2}\right) \oplus \mathcal{N}\left(A_{\imath}\right), 1 \leq \imath \leq k$ we can write, for any $\underline{u} \in\left(H^{1}\left(\Omega_{\mathbf{1}}\right)\right)^{2}, \underline{u}=\underline{\hat{u}}+\underline{a}+R(r, \theta) \underline{x}$ where $\underline{\hat{u}} \in \hat{H}^{1}\left(\Omega_{2}\right), \underline{a} \in \mathbb{R}^{2}, r \in \mathbb{R}$ and the positivity of the bilmear forms $b_{\imath}, \imath \in \mathcal{S}$ then follow from the observations that (1) $a_{2}(\underline{u}, \underline{u})=a_{2}(\underline{\hat{u}}, \underline{\hat{u}})=$ $0 \Leftrightarrow \underline{\hat{u}}=0$, (2) $\int_{\Omega_{\mathrm{t}}} \operatorname{rot} \underline{u}(\underline{x}) d \underline{x}=\int_{\Omega_{\mathrm{r}}} \operatorname{rot}[R(r, \theta) \underline{x}] d \underline{x}=2 r \mu\left(\Omega_{\mathrm{z}}\right)=0 \Leftrightarrow r=0$, (3) $\int_{\Omega_{1}} \underline{u}(\underline{x}) d \underline{x}=\underline{a} \mu\left(\Omega_{\imath}\right)=0 \Leftrightarrow \underline{a}=0 \quad$ Furthermore, we define the norm $\left\|\underline{u},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\| \| \stackrel{\text { def }}{=}$ $\max \left(\left\|\underline{\hat{u}},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\|,\left\|\underline{\tilde{u}},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\|\right), \underline{u} \in\left(H^{1}\left(\Omega_{2}\right)\right)^{2}$ where $\underline{u}=\underline{\hat{u}}+\underline{\tilde{u}}, \underline{\hat{u}} \in \widehat{H}^{1}\left(\Omega_{2}\right), \underline{\tilde{u}} \in \mathcal{N}\left(A_{2}\right)$ and deduce the $\left\|\left\|,\left(H^{1}\left(\Omega_{\mathrm{i}}\right)\right)^{2}\right\| \mid\right.$ continuity of the bilnear forms $b_{i}, \imath \in \mathcal{S}$ from the CauchySchwarz inequality as follows, for $\underline{u}, \underline{v} \in\left(H^{1}\left(\Omega_{\mathrm{r}}\right)\right)^{2}$,

$$
\begin{align*}
& \left|b_{\mathbf{\imath}}(\underline{u}, \underline{v})\right| \leq\left|a_{\varepsilon}(\underline{\hat{u}}, \underline{\hat{v}})\right|+\left|\int_{\Omega_{1}} \underline{\tilde{u}}(\underline{x}) d \underline{x} \int_{\Omega_{t}} \underline{\tilde{v}}(\underline{x}) d \underline{x}\right|+\left|\int_{\Omega_{t}} \operatorname{rot} \underline{\tilde{u}}(\underline{x}) d \underline{x}\right|\left|\int_{\Omega_{1}} \operatorname{rot} \underline{\tilde{v}}(\underline{x}) d \underline{x}\right| \\
& \leq C\left\|\underline{\hat{u}},\left(H^{1}\left(\Omega_{\mathfrak{\imath}}\right)\right)^{2}\right\|\left\|\underline{\hat{\underline{v}}},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|+2 \mu\left(\Omega_{\imath}\right)\left\|\underline{\tilde{u}},\left(\mathcal{L}_{2}\left(\Omega_{\imath}\right)\right)^{2}\right\|\left\|\underline{\underline{\tilde{v}}},\left(\mathcal{L}_{2}\left(\Omega_{\mathfrak{z}}\right)\right)^{2}\right\| \\
& +\prod_{\underline{w}=\underline{\overline{\tilde{u}} \underline{\underline{\tilde{v}}}}}\left(\left|\int_{\Omega_{\mathrm{t}}} \mathcal{D}^{(0,1)} w_{1}(\underline{x}) d \underline{x}\right|+\left|\int_{\Omega_{\mathrm{t}}} \mathcal{D}^{(1,0)} w_{2}(\underline{x}) d \underline{x}\right|\right) \\
& \leq C_{1}| | \underline{u_{,}}\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}| || |\left|\underline{,},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right| \mid \\
& +\mu\left(\Omega_{\mathrm{z}}\right) \prod_{\underline{w}=\overline{\underline{\underline{u}} \underline{\underline{\underline{v}}}}}\left(\left[\int_{\Omega}\left|\mathcal{D}^{(0,1)} w_{1}(\underline{x})\right|^{2} d \underline{x}\right]^{1 / 2}+\left[\int_{\Omega_{\mathrm{r}}}\left|\mathcal{D}^{(1,0)} w_{2}(\underline{x})\right|^{2} d \underline{x}\right]^{1 / 2}\right) \\
& \leq C_{2}\left\|\underline{u},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|\| \| \underline{v},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\| \| \tag{535}
\end{align*}
$$

where $\underline{u}=\underline{\hat{u}}+\underline{\tilde{u}}, \underline{v}=\underline{\hat{v}}+\underline{\tilde{v}}, \underline{\hat{u}}, \underline{\hat{v}} \in \widehat{H}^{1}\left(\Omega_{z}\right), \underline{\tilde{u}}, \underline{\tilde{v}} \in \mathcal{N}\left(A_{z}\right)$ and $C_{2}>0$ depends on $\Omega_{\imath}$ alone The $\left(H^{1}\left(\Omega_{2}\right)\right)^{2}$-ellipticty of the bilnear forms $b_{2}, \imath \in \mathcal{S}$ with respect to the $\left\|\bullet,\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\||\mid$ norm follows immediately from Korn's second mequality, cf Brenner \& Ridgway Scott (1994), and the observation that all norms are equivalent on finte dimensional spaces, 1 e , for $\underline{u} \in\left(H^{1}\left(\Omega_{r}\right)\right)^{2}$,

$$
\begin{align*}
b_{\imath}(\underline{u}, \underline{u}) & =a_{\imath}(\underline{\hat{u}}, \underline{\hat{u}})+\left[\int_{\Omega} \tilde{\tilde{u}}(\underline{x}) d \underline{x}\right]^{2}+\left[\int_{\Omega_{\imath}} \operatorname{rot} \underline{\tilde{u}}(\underline{x}) d \underline{x}\right]^{2} \\
& \geq \rho\left\|\underline{\hat{u}},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|^{2}+\gamma\left\|\underline{\tilde{u}},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\|^{2} \geq \min (\rho, \gamma)\left\|\underline{u},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|^{2} \tag{536}
\end{align*}
$$

where $\rho>0$ is the ellipticity constant arising from Korn's second inequality

$$
\begin{equation*}
a_{\imath}(\underline{\hat{u}}, \underline{\hat{\hat{u}}}) \geq \rho\left\|\underline{\hat{u}},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|^{2}, \quad \underline{\hat{u}} \in \widehat{H}^{1}\left(\Omega_{\imath}\right) \tag{537}
\end{equation*}
$$

and $\gamma>0$ is the constant arising from the norm equivalence relation

$$
\begin{equation*}
\gamma\left\|\underline{\tilde{u}},\left(H^{1}\left(\Omega_{2}\right)\right)^{2}\right\|^{2} \leq\left[\int_{\Omega_{1}} \underline{\tilde{u}}(\underline{x}) d \underline{x}\right]^{2}+\left[\int_{\Omega_{1}} \operatorname{rot} \underline{\tilde{u}}(\underline{x}) d \underline{x}\right]^{2} \leq \delta\left\|\underline{\tilde{u}},\left(H^{1}\left(\Omega_{\imath}\right)\right)^{2}\right\|^{2}, \quad \underline{\tilde{u}} \in \mathcal{N}\left(A_{2}\right) \tag{53}
\end{equation*}
$$

Thus, $b_{\imath}, \imath \in \mathcal{S}$ satisfies the conditions of the Lax-Milgram lemma and defining $\underline{z}_{\imath} \in\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2}$ to be the unique solution of the problem Find $\underline{z}_{4} \in\left(S^{h}\left(\Omega_{2}\right)\right)^{2}$ such that

$$
\begin{equation*}
b_{\imath}\left(\underline{z}_{\imath}, \underline{v}\right)=\left\langle L, W_{\imath},\left.h \underline{v}\right|_{\Gamma}\right\rangle, \quad \underline{v} \in\left(S^{h}\left(\Omega_{\imath}\right)\right)^{2} \tag{539}
\end{equation*}
$$

it follows from (5 3 3) and (538) that (1) $\underline{v} \stackrel{\text { def }}{=} \underline{e}_{r} \in \mathcal{N}\left(A_{\imath} h\right), 1 \leq r \leq 2 \Rightarrow \int_{\Omega_{1}} \underline{z}_{\imath}(\underline{x}) d \underline{x}=0$, and (2) $\underline{v} \stackrel{\text { def }}{=} R(1, \pi / 2) \underline{x} \in \mathcal{N}\left(A_{i, h}\right) \Rightarrow \int_{\Omega_{1}} \operatorname{rot} \underline{z}_{\imath}(\underline{x}) d \underline{x}=0$ and, thus, $\underline{z}_{\imath} \in \widehat{H}^{1}\left(\Omega_{2}\right)$ is also a solution of problem (5 3 1)

Let $B_{\imath, h} \in \mathbb{R}^{2 N_{\Gamma_{1}}, 2 N_{\Gamma_{i}}}, 1 \leq \imath \leq k$ be the matrices representing the Steklov-Poncare operators $\tilde{S}_{\imath, h}, 1 \leq \imath \leq k$ associated with the bilnear forms $b_{\imath}, 1 \leq \imath \leq k\left(b_{\imath}=a_{\imath}, \imath \in \mathbf{N}_{k} \backslash S\right)$ in the sense of (5 11129 ) and, with $\mathcal{N}_{h} \stackrel{\text { def }}{=} \prod_{i=1}^{k} \mathcal{N}\left(S_{i, h}\right) \subset \prod_{i=1}^{k} \mathbb{R}^{2 N_{\Gamma_{r}}}, \nu \stackrel{\text { def }}{=} \operatorname{dim}\left(\mathcal{N}_{h}\right)=$ $\sum_{\imath=1}^{k} \nu_{\imath}$, define, for $\underline{L} \in \mathbb{R}^{2 N}$,

$$
\begin{equation*}
P_{h}^{-1}(\underline{z}) \underline{L} \stackrel{\text { def }}{=} \sum_{\imath=1}^{k} R_{\Gamma_{\imath}, h}^{T} W_{\imath, h}^{T}\left(B_{\imath, h}^{-1} W_{\imath h} R_{\Gamma_{.}, h} \underline{L}+\underline{z}_{\imath}\right), \quad \underline{z} \stackrel{\text { def }}{=} \prod_{\imath=1}^{k} \underline{z}_{\imath} \in \mathcal{N}_{h} \tag{10}
\end{equation*}
$$

where we have assumed that $W_{\imath, h} R_{\Gamma, h} \underline{L} \in \mathcal{R}\left(S_{\imath, h}\right), 1 \leq \imath \leq k$ The preconditioner $M_{h}^{-1} \in$ $\mathbb{R}^{2 N 2 N}$ is then obtaned by selecting $\underline{z}=\underline{z}^{c}$ in (534), $1 \mathrm{e}, M_{h}^{-1} \stackrel{\text { def }}{=} P_{h}^{-1}\left(\underline{z}^{c}\right)$, where $\underline{z}^{c} \in \mathcal{N}_{h}$ is defined to be the unique solution of the coarse variational problem Find $\underline{z}^{c} \in \mathcal{N}_{h}$ such that

$$
\begin{equation*}
J\left(\underline{z}^{c}\right)=\min \left\{J(\underline{z}) \mid \underline{z} \in \mathcal{N}_{h}\right\} \tag{5311}
\end{equation*}
$$

where, for $\underline{z} \in \mathcal{N}_{h}$,

$$
\begin{equation*}
J(\underline{z}) \stackrel{\text { def }}{=}\left(\left(P_{h}^{-1}(\underline{z})-S_{h}^{-1}\right) \underline{L},\left(P_{h}^{-1}(\underline{z})-S_{h}^{-1}\right) \underline{L}\right)_{S_{h}} \tag{5312}
\end{equation*}
$$

Thus, $M_{h}^{-1}$ is obtaned by modifying the local solutions of problems (5 26 ) with rigid body motions, 1 e , elements of $\mathcal{N}\left(S_{\imath, h}\right), 1 \leq \imath \leq k$ such that $M_{h}^{-1}-S_{h}^{-1}$ is a mınımum with respect to the energy norm in (5312) Indeed, for $\Lambda(\underline{z}) \stackrel{\text { def }}{=} \sum_{\imath=1}^{k} R_{\Gamma, h}^{T} W_{r, h}^{T} \underline{z}_{\imath}, \underline{z} \in \mathcal{N}_{h}$, it follows that

$$
\begin{align*}
J(\underline{z}) & =\left(\left(N_{h}^{-1}+\Lambda(\underline{z})-S_{h}^{-1}\right) \underline{L},\left(N_{h}^{-1}+\Lambda(\underline{z})-S_{h}^{-1}\right) \underline{L}\right)_{S_{h}}  \tag{5313}\\
& =(\Lambda(\underline{z}) \underline{L}, \Lambda(\underline{z}) \underline{L})_{S_{h}}+2\left(\left(N_{h}^{-1}-S_{h}^{-1}\right) \underline{L}, \Lambda(\underline{z}) \underline{L}\right)_{S_{h}}+\left(\left(N_{h}^{-1}-S_{h}^{-1}\right) \underline{L},\left(N_{h}^{-1}-S_{h}^{-1}\right) \underline{L}\right)_{S_{h}}
\end{align*}
$$

and, therefore, $J$ is a mınımum at $\underline{z}^{c} \in \mathcal{N}_{h}$ if, and only if,

$$
\begin{equation*}
\left.J^{(1)}\left[\underline{z}^{c}, \underline{z}\right] \stackrel{\text { def }}{=} \frac{\partial J}{\partial \tau}\left(\underline{x}^{c}+\tau \underline{z}\right)\right|_{\tau=0}=0, \quad \underline{z} \in \mathcal{N}_{h} \tag{5314}
\end{equation*}
$$

$1 \mathrm{e}, \underline{z}^{c} \in \mathcal{N}_{h}$ is the unique solution of the problem Find $\underline{z}^{c} \in \mathcal{N}_{h}$ such that

$$
\begin{equation*}
\sum_{\imath=1}^{\ell}\left(R_{\Gamma, h}^{T} W_{\imath, h}^{T} \underline{z}_{\imath}^{c}, R_{\Gamma, h}^{T} W_{\jmath, h}^{T} \underline{z}_{\jmath}\right)_{S_{h}}=-\left(\left(N_{h}^{-1}-S_{h}^{-1}\right) \underline{L}, R_{\Gamma, h}^{T} W_{\jmath, h}^{T} \underline{z}_{\jmath}\right)_{S_{h}}, \quad \prod_{\jmath=1}^{k} \underline{z}_{\jmath} \in \mathcal{N}_{h} \tag{5315}
\end{equation*}
$$

where $N_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$ is the preconditioner defined in Section 52 for the bilinear forms defined in (5 32 ), ( 533 ) It is necessary, however, to compute at each step of the conjugate gradient algorithm, the product $M_{h}^{-1} \underline{r}^{(k)}, k \in \mathbb{N}$ where $\underline{r}^{(k)} \stackrel{\text { def }}{=} \underline{L}-S_{h} \underline{u}_{r, h}^{(k)} \quad$ However, according to the definition of the preconditioner $M_{h}^{-1} \in \mathbb{R}^{2 N} 2 N$, the product $M_{h}^{-1} r^{(k)}$ is only defined for
 approximation, $\underline{u}_{\Gamma, h}^{(0)}$, as follows

$$
\begin{equation*}
\underline{u}_{\Gamma, h}^{(0)} \stackrel{\text { def }}{=} \Lambda\left(\underline{\theta}^{c}\right)=\sum_{\imath=1}^{k} R_{\Gamma_{i}, h}^{T} W_{\imath, h}^{T} \underline{\theta}_{\imath}^{c} \tag{5316}
\end{equation*}
$$

where $\underline{\theta}^{c} \in \mathcal{N}_{h}$ is defined to be the solution of the problem Find $\underline{\theta}^{c} \in \mathcal{N}_{h}$ such that

$$
\begin{equation*}
\left(\underline{L}-S_{h} \underline{u}_{\Gamma, h}^{(0)}, R_{\Gamma_{1}, h}^{T} W_{\imath, h}^{T} \underline{v}\right)=0, \quad \underline{v} \in \mathcal{N}_{h} \tag{5317}
\end{equation*}
$$

The property $W_{\imath, h} R_{\Gamma_{,}, h} \underline{L} \in \mathcal{R}\left(S_{\imath, h}\right) \Leftrightarrow\left(W_{\imath, h} R_{\Gamma_{\imath}, h} \underline{L}, \underline{v}\right)=0, \underline{v} \in \mathcal{N}\left(S_{\imath}, h\right), 1 \leq \imath \leq k$ then implies that the right hand side of the coarse problem (5 3 15) can be rewritten as follows

$$
\begin{equation*}
-\left(\left(N_{h}^{-1}-S_{h}^{-1}\right) \underline{L}, R_{\Gamma_{2}, h}^{T} W_{\jmath}^{T} \underline{z}_{\jmath}\right)_{S_{h}}=-\left(S_{h} N_{h}^{-1} \underline{L}, R_{\Gamma, h}^{T} W_{\jmath, h}^{T} \underline{z}_{\jmath}\right) \tag{5318}
\end{equation*}
$$

The choice (5 3 16) of $\underline{u}_{\Gamma, h}^{(0)}$ ensures that $W_{\imath, h} R_{\Gamma_{i}, h \underline{r}^{(n)}} \in \mathcal{R}\left(S_{\imath, h}\right), n \geq 1,1 \leq \imath \leq k$ where $\underline{r}^{(n)}=$ $\underline{L}-S_{h} \underline{u}_{\Gamma, h}^{(n)}$ This is established inductively as follows If $W_{2 h} R_{\Gamma_{,}, h} \underline{\underline{r}}^{(m)}, W_{2, h} R_{\Gamma_{i}, h} S_{h} \underline{d}^{(m)} \in$ $\mathcal{R}\left(S_{i} h\right), 1 \leq \imath \leq k$ for $m \leq n$ and some $n \in \mathbb{N}$ then, observing that $\underline{r}^{(n+1)}=\underline{r}^{(n)}-\alpha^{(n)} S_{h} \underline{d}^{(n)}$, it follows that

$$
\begin{align*}
S_{h} \underline{d}^{(n)} & =S_{h} \underline{v}^{(n)}+\beta^{(n)} S_{h} \underline{d}^{(n-1)} \\
& =S_{h} M_{h}^{-1} \underline{I}^{(n)}+\beta^{(n)} S_{h} \underline{d}^{(n-1)} \\
& =S_{h} \sum_{\imath=1}^{k} R_{\Gamma_{,}, h}^{T} W_{\imath h}^{T}\left(B_{z, h}^{-1} W_{\imath, h} R_{\Gamma, h} \underline{r}^{(n)}+\underline{z}_{\imath}^{c}\right)+\beta^{(n)} S_{h} \underline{d}^{(n-1)} \tag{5319}
\end{align*}
$$

However, because $\underline{z}^{c} \in \mathcal{N}_{h}$ is determmed such that $W_{\imath}{ }_{h} R_{\Gamma, h} S_{h} \underline{v}^{(n)} \in \mathcal{R}\left(S_{\imath, h}\right), 1 \leq \imath \leq k$, it follows that $W_{\imath, h} R_{\Gamma, h} S_{h} \underline{d}^{(n)} \in \mathcal{R}\left(S_{\imath, h}\right), 1 \leq \imath \leq k$ and, thus, $W_{\imath, h} R_{\Gamma, h} \underline{r}^{(n+1)} \in \mathcal{R}\left(S_{\imath, h}\right), 1 \leq$ $\imath \leq k$ The property then follows immediately from the observation that, by the choice of $\underline{u}_{\Gamma, h}^{(0)}, W_{\imath, h} R_{\Gamma, h} \underline{T}^{(0)} \in \mathcal{R}\left(S_{\imath, h}\right), 1 \leq \imath \leq k$ and $\underline{d}^{(-1)}=0$

We observe that, definıng $N_{\imath, h} \xlongequal{\text { def }}\left[\underline{n}_{1}^{(\imath)}, \quad, \underline{n}_{\nu}^{(2)}\right] \in \mathbb{R}^{2 N_{\Gamma_{1}}, \nu_{v}}$ where $\mathcal{R}\left(N_{z}\right)=\mathcal{N}\left(S_{z, h}\right)$ and writing $\underline{z}_{\imath}^{c}=N_{\imath, h} \underline{\lambda}_{t}^{c}, \underline{\lambda}_{\imath}^{c} \in \mathbb{R}^{\nu_{\imath}}, 1 \leq \imath \leq k$, the matrix, $B \in \mathbb{R}^{\nu, \nu}$, and vector, $\underline{X} \in \mathbb{R}^{\nu}$, of the coarse problem (5315) can be determined in block form as follows, $1 \leq \imath, \jmath \leq k$,

$$
\begin{align*}
B_{\imath, \jmath} & =N_{\jmath h}^{T} W_{\jmath} R_{\Gamma_{,}, h} S_{h} R_{\Gamma_{,}, h}^{T} W_{\imath h}^{T} N_{\imath h}  \tag{53}\\
& =\sum_{p=1}^{k} N_{\jmath, h}^{T} W_{\jmath h} R_{\Gamma_{,}, h} R_{\Gamma_{p} h}^{T} S_{p h} R_{\Gamma_{p}, h} R_{\Gamma_{,} h}^{T} W_{\imath h}^{T} N_{\imath, h} \in \mathbb{R}^{\nu_{\nu}, \nu_{\imath}}  \tag{5321}\\
\underline{X}_{\jmath} & =-\sum_{\imath, p=1}^{k} N_{\jmath h}^{T} W_{\jmath, h} R_{\Gamma_{,}, h} R_{\Gamma_{p}, h}^{T} S_{p, h} R_{\Gamma_{p} h} R_{\Gamma_{\imath} h}^{T} W_{\imath, h}^{T} B_{\imath, h}^{-1} W_{\imath, h} R_{\Gamma_{,} h} \underline{L} \in \mathbb{R}^{\nu} \tag{5322}
\end{align*}
$$

and, therefore,

$$
\left(B_{\imath, \jmath}\right)_{r s}=B_{k l}, \quad\left(\underline{X}_{\imath}\right)_{r}=(\underline{X})_{k}, \quad k=\sum_{m=1}^{2-1} \nu_{m}+r, l=\sum_{n=1}^{\jmath-1} \nu_{n}+s, r \in \mathbb{N}_{\nu,}, s \in \mathbb{N}_{\nu_{\imath}}, \imath, \jmath \in \mathbb{N}_{k}
$$

To determine the respective matrix and vector $B \in \mathbb{R}^{\nu}, \underline{X} \in \mathbb{R}^{\nu}$ it is necessary to compute, as described above, the products $S_{r} \underline{\underline{v}}, B_{s h}^{-1} \underline{w}$ for some $r, s \in \mathbb{N}_{k}, \underline{v}, \underline{w} \in \mathbb{R}^{2 N_{\Gamma}}$. However, because $R_{\Gamma_{,}, h} R_{\Gamma_{p}, h}^{T} \neq 0 \Leftrightarrow \bar{\Omega}_{\imath} \cap \bar{\Omega}_{p} \neq \emptyset, B, \underline{X}$ can be computed efficiently and, furthermore, if $\sigma\left(\partial \Omega_{2, D}\right)>0$ then the blocks corresponding to subdomann $\Omega_{\imath}$ can be neglected since $\mathcal{N}\left(S_{1}{ }_{h}\right)=\emptyset$ The modified algorithm is presented in $\mathcal{A L G} 3$

## 531 Condition Number bound

The distribution, $\sigma\left(M_{h}^{-1} S_{h}\right)$, of the eigenvalues of the preconditioned Schur complement ma$\operatorname{trix} M_{h}^{-1} S_{h}, h>0$ is fundamentally important in our approach because it determines how rapidly the iterations produced by the conjugate gradient algorithm converge, of (512) Clearly, the spectrum $\sigma\left(M_{h}^{-1} S_{h}\right)$ is affected by, for example, the shape regularity of the elements of the mesh $\mathcal{T}_{h}(\Omega)$, the mesh diameter $h>0$, the shape regularity of the subdomans $\Omega_{2}, 1 \leq \imath \leq k$ in the decomposition (5 112 ), the variation and regularity of the coefficients $a_{\imath \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$, and the magnitude of the discontinuities $\alpha_{\imath}, 1 \leq \imath \leq k$, cf definition 52 However, following the analysis performed by Brezina \& Mandel (1993), Bramble, Pasciak, \& Schatz (1986) for scalar elliptic boundary value problems, we demonstrate that, for systems of elliptic equations with irregular coefficients, one can obtain the bound $\kappa\left(M_{h}^{-1} S_{h}\right) \leq C[1+\log (H / h)]^{2}$ where $C>0$ is independent of $h, H$ and the jumps $\alpha_{\imath}, 1 \leq \imath \leq k$ by appropriately constructing the weight matrices $W_{\imath, h}, 1 \leq \imath \leq k$ We begin with some definitions

Definition 51 Let $\mathcal{V}(\Gamma)$ be the set of vertices of $\partial \Omega_{2}, 1 \leq \imath \leq k$ which lie on the interface $\Gamma$ and let $\underline{v}_{1} \rightarrow \underline{v}_{2}$ be the straght line connecting vertex $\underline{v}_{1} \in \mathcal{V}(\Gamma)$ to vertex $\underline{v}_{2} \in \mathcal{V}(\Gamma)$ Then we define

$$
\begin{equation*}
\mathcal{G}(\Gamma) \stackrel{\text { def }}{=}\left\{\gamma \subset \Gamma \mid \gamma \in \mathcal{V}(\Gamma) \text { or } \gamma \cap \mathcal{V}(\Gamma)=\emptyset, \gamma=\operatorname{int}\left(\underline{v}_{1} \rightarrow \underline{v}_{2}\right) \text { for some } \underline{v}_{1}, \underline{v}_{2} \in \mathcal{V}(\Gamma)\right\} \tag{array}
\end{equation*}
$$

and, for $\gamma \subset \Gamma$, we define the boolean matrix $I_{\gamma} \in \mathbb{R}^{2 N, 2 N}$ in terms of its $2 \times 2$ block entries $\left(I_{\gamma}\right)_{r s} \in \mathbb{R}^{2,2}, 1 \leq r, s \leq N$ as follows

$$
\left(I_{\gamma}\right)_{r, s} \text { def }\left\{\begin{array}{ll}
\Lambda_{r, s}, & \text { if the } \mathcal{T}_{h}(\Omega) \text { node } \underline{x}_{r} \in \gamma  \tag{5324}\\
0, & \text { if the } \mathcal{T}_{h}(\Omega) \text { node } \underline{x}_{r} \notin \gamma
\end{array}, \quad 1 \leq r, s \leq N\right.
$$

where $\Lambda_{r} \stackrel{\text { def }}{=} \delta_{r s} I \in \mathbb{R}^{2,2}$ and a point $\underline{x} \in \Gamma$ is defined to be a node of the finite element triangulation $\mathcal{T}_{h}(\Omega)$ if it is a vertex of some element $\tau \in \mathcal{T}_{h}(\Omega)$ Finally, we define the boolean matrix $I_{\gamma}^{2{ }^{2}} \xlongequal{\text { def }} R_{\Gamma_{,}, h} I_{\gamma} R_{\Gamma_{1}, h}^{T} \in \mathbb{R}^{2 N_{\Gamma}, 2 N_{\Gamma}}$

Thus, $\mathcal{G}(\Gamma)$ contains the vertices of the subdomain boundaries and the interiors of the straight lines in $\Gamma$ which connect them and, for $\gamma \in \mathcal{G}(\Gamma)$, the matrices $I_{\gamma} \in \mathbb{R}^{2 N, 2 N}$ map vectors

```
    \(\mathcal{A L G} 3\) Conjugate Gradent Algorithm \(M_{h}^{-1} S_{h} \underline{u}_{\Gamma, h}=M_{h}^{-1} \underline{L}_{h}\)
\(H_{p, 2} \leftarrow R_{\Gamma_{p}, h} R_{\Gamma_{1, h}}^{T} W_{\imath, h}^{T} N_{\imath, h}, \quad 1 \leq \imath, p \leq k\),
\(E_{p, \imath} \leftarrow-A_{\Omega_{p}}^{-1} A_{\Omega_{p}, \Gamma_{\mathrm{r}}} H_{p, \imath}, \quad 1 \leq \imath, p \leq k\),
\(B_{\imath \jmath} \leftarrow \sum_{p=1}^{k} H_{p, \jmath}^{T}\left(A_{\Gamma_{p}} H_{p, \imath}+A_{\Omega_{p}, \Gamma_{p}} E_{p, \imath}\right), \quad 1 \leq \imath, \jmath \leq k\),
\(\underline{X}_{\imath} \leftarrow N_{\imath, h}^{T} W_{\imath, h} R_{\Gamma_{\imath}, h} \underline{L}_{h}, \quad 1 \leq \imath \leq k\),
\(n \leftarrow 0, \quad \underline{u}_{\Gamma, h}^{(n)} \leftarrow \Lambda\left(B^{-1} \underline{X}\right)\),
\(\underline{e}_{\imath}^{(n)} \leftarrow-A_{\Omega_{t}}^{-1} A_{\Omega_{t}, \Gamma_{4}} R_{\Gamma_{t}, h} u_{\Gamma, h}^{(n)}, \quad 1 \leq \imath \leq k\),
\(\underline{z}^{(n)} \leftarrow \sum_{t=1}^{k} R_{\Gamma_{i}, h}^{T}\left(A_{\Gamma_{1}} R_{\Gamma_{1}, h} \underline{u}_{\Gamma, h}^{(n)}+A_{\Omega_{1}, \Gamma_{t}}^{T} \underline{e}_{z}^{(n)}\right)=S_{h} \underline{u}_{\Gamma, h}^{(n)}\),
\(\underline{r}^{(n)} \leftarrow \underline{L}_{h}-\underline{z}^{(n)}=\underline{L}_{h}-S_{h} \underline{u}_{r, h}^{(n)}\),
\(\underline{\underline{r}}_{s}^{(n)} \leftarrow R_{\Gamma_{1}, h I^{(n)}}, \quad 1 \leq \imath \leq k\),
\(\underline{w}_{2}^{(n)} \leftarrow W_{\imath, h} \underline{r}_{\imath}^{(n)}, \quad 1 \leq \imath \leq k\),
\(\tilde{\tilde{e}}^{(n)} \leftarrow-B_{\Omega_{t}}^{-1} B_{\Omega_{t}, \Gamma}, \underline{w}_{t}^{(n)}, \quad 1 \leq \imath \leq k\),
\(\underline{s}^{(n)} \leftarrow \sum_{t=1}^{k} R_{\Gamma_{,}, h}^{T} W_{\imath, h}^{T}\left(B_{\Gamma_{t}} \underline{w}_{t}^{(n)}+B_{\Omega_{t}, \Gamma_{t} \underline{e}_{t}^{(n)}}^{T}\right)=N_{h}^{-1} \underline{r}^{(n)}\),
\(\underline{X}_{t}^{(n)} \leftarrow-\left(\underline{s}^{(n)}, R_{\Gamma, h}^{T} W_{\imath, h}^{T} N_{\imath, h}\right)_{S_{h}}, \quad 1 \leq \imath \leq k\),
\(\underline{z}^{c} \leftarrow B^{-1} \underline{X}^{(n)}, \quad \underline{d}^{(n)} \leftarrow \underline{s}^{(n)}+\Lambda\left(\underline{z}^{c}\right)=M_{h}^{-1} \underline{I}^{(n)}\),
While \(n<n_{\max }\) and \(\kappa\left(M_{h}^{-1} S_{h}\right)\left|\left(M_{h}^{-1} \underline{r}^{(n)}, \underline{r}^{(n)}\right)\right| /\left|\left(M_{h}^{-1} \underline{L}_{h}, \underline{L}_{h}\right)\right|<\tau^{2}\)
\{
    \(\underline{e}^{(n)} \leftarrow-A_{\Omega_{1}}^{-1} A_{\Omega_{1}, \Gamma_{2}} R_{\Gamma_{,}, h} \underline{d}^{(n)}, \quad 1 \leq \imath \leq k\),
    \(\underline{z}^{(n)} \leftarrow \sum_{t=1}^{k} R_{\Gamma_{i}, h}^{T}\left(A_{\Gamma_{i}} R_{\Gamma_{i}, h} \underline{u}_{\Gamma_{, h}}^{(n)}+A_{\Omega_{1}, \Gamma_{i}}^{T} \underline{e}^{(n)}\right)=S_{h} \underline{d}^{(n)}\),
    \(\alpha^{(n)} \leftarrow\left(\underline{r}^{(n)}, \underline{v}^{(n)}\right) /\left(\underline{d}^{(n)}, \underline{z}^{(n)}\right), \quad \underline{v}^{(0)}=\underline{d}^{(0)}\),
    \(\underline{u}_{r, h}^{(n+1)} \leftarrow \underline{u}_{\Gamma, h}^{(n)}+\alpha^{(n)} \underline{d}^{(n)}\),
    \(\underline{r}^{(n+1)} \leftarrow \underline{L}_{h}-S_{h} \underline{u}_{\Gamma, h}^{(n)}=\underline{r}^{(n)}-\alpha^{(n)} \underline{z}^{(n)}\),
    \(\underline{r}^{(n+1)} \leftarrow R_{\Gamma, h} \underline{r}^{(n+1)}, \quad 1 \leq \imath \leq k\),
    \(\underline{w}_{s}^{(n+1)} \leftarrow W_{\imath, h} \underline{q}_{i}^{(n+1)}, \quad 1 \leq \imath \leq k\),
    \(\tilde{\tilde{e}}^{(n+1)} \leftarrow-B_{\Omega_{i}}^{-1} B_{\Omega_{2}, \Gamma}, \underline{w}_{\imath}^{(n+1)}, \quad 1 \leq \imath \leq k\),
    \(\underline{s}^{(n+1)} \leftarrow \sum_{\imath=1}^{k} R_{\Gamma_{i}, h}^{T} W_{\imath, h}^{T}\left(B_{\Gamma_{i}}, \underline{w}_{l}^{(n)}+B_{\Omega_{t}, \Gamma_{i}}^{T} \underline{e}_{i}^{(n+1)}\right)=N_{h}^{-1} \underline{\underline{r}}^{(n+1)}\),
    \(\underline{X}_{t}^{(n+1)} \leftarrow-\left(\underline{s}^{(n+1)}, R_{\Gamma_{i}, h}^{T} W_{\imath, h}^{T} N_{z, h}\right)_{S_{h}}, \quad 1 \leq \imath \leq k\),
    \(\underline{z}^{c} \leftarrow B^{-1} \underline{X}^{(n+1)}, \quad \underline{v}^{(n+1)} \leftarrow \underline{s}^{(n+1)}+\Lambda\left(\underline{z}^{c}\right)=M_{h}^{-1} \underline{r}^{(n+1)}\),
    \(\beta^{(n+1)} \leftarrow\left(\underline{r}^{(n+1)}, \underline{v}^{(n+1)}\right) /\left(\underline{r}^{(n)}, \underline{v}^{(n)}\right)\),
    \(\underline{d}^{(n+1)} \leftarrow \underline{v}^{(n+1)}+\beta^{(n+1)} \underline{d}^{(n)}\),
    \(n \leftarrow n+1\)
\}
```

$\underline{u} \in \mathbb{R}^{2 N} \mapsto \underline{u}_{\gamma} \in \mathbb{R}^{2 N}$ where $\underline{u}_{\gamma}$ dffers from $\underline{u}$ only in that those entries which do not correspond to degrees of freedom of $\mathcal{T}_{h}(\Omega)$ on $\gamma$ are zero Some elementary properties of the
matrices $I_{\gamma} \in \mathbb{R}^{2 N, 2 N}, \gamma \in \mathcal{G}(\Gamma)$ are provided in Lemma 51 below
Lemma 51 Let $\gamma \in \mathcal{G}(\Gamma)$ then, for $1 \leq \imath, \jmath \leq k$,

$$
\begin{align*}
& \gamma \subset \partial \Omega_{\imath} \cap \partial \Omega_{\jmath} \Longleftrightarrow I_{\gamma}^{\jmath 2} \neq 0, \quad \gamma \subset \partial \Omega_{\imath} \Longleftrightarrow I_{\gamma}^{\imath \imath} \neq 0  \tag{5325}\\
& \sum_{\gamma \in \mathcal{G}(\Gamma)} I_{\gamma}=I_{\Gamma} \in \mathbb{R}^{2 N, 2 N}, \quad \sum_{\gamma \in \mathcal{G}(\Gamma)} I_{\gamma}^{\jmath \imath}=R_{\Gamma_{,}, h} R_{\Gamma_{\imath}, h}^{T}, \quad I_{\gamma}^{\jmath \imath}=I_{\gamma}^{\jmath \imath} I_{\gamma}^{\imath \imath} \tag{5326}
\end{align*}
$$

and, furthermore, $\Gamma=\cup_{\gamma \in \mathcal{G}(\Gamma)} \gamma$
Proof Let $\gamma \subset \partial \Omega_{\imath} \cap \partial \Omega$, and, for $q \in\{1, \quad, N\}$, let the $\mathcal{T}_{h}(\Omega)$ node $\underline{x}_{q} \in \mathcal{G}(\Gamma)$ be a vertex belonging to $\gamma$ then

$$
\begin{align*}
\left(I_{\gamma}^{\jmath 2}\right)_{q_{j}, q_{\mathrm{v}}}=\left(R_{\Gamma_{,}, h} I_{\gamma} R_{\Gamma_{\imath}, h}^{T}\right)_{q_{,} q_{\mathrm{v}}} & =\sum_{m=1}^{N}\left(R_{\Gamma, h}\right)_{q_{,}, m} \sum_{p=1}^{N}\left(I_{\gamma}\right)_{m, p}\left(R_{\Gamma_{\imath}, h}^{T}\right)_{p, q_{\mathrm{k}}} \\
& =\sum_{m=1}^{N}\left(R_{\Gamma_{\jmath}, h}\right)_{q_{j}, m}\left(I_{\gamma}\right)_{m, m}\left(R_{\Gamma_{2} h}^{T}\right)_{m, q_{\mathrm{v}}} \tag{array}
\end{align*}
$$

where $q_{r}=G_{r}^{-1}(q), r=\imath, \jmath \quad$ However, because $\left(R_{\Gamma, h}\right)_{q_{,}, q}\left(I_{\gamma}\right)_{q \boldsymbol{q}}\left(R_{\Gamma_{2} h}^{T}\right)_{q} q_{\mathbf{2}}=I \in \mathbb{R}^{2,2}$ it is clear that sum (5 327 ) is positive and, therefore, $I_{\gamma}^{32} \neq 0$ The second relation in (5325) follows simılarly The final relation in (5326) can be demonstrated as follows assume $\gamma \subset \partial \Omega_{2} \cap \partial \Omega_{\text {, then }}$

$$
\begin{align*}
I_{\gamma}^{\jmath 2} I_{\gamma}^{12} & =R_{\Gamma_{,}, h} I_{\gamma} R_{\Gamma_{1}, h}^{T} R_{\Gamma_{,}, h} I_{\gamma} R_{\Gamma_{r}, h}^{T} \\
& =R_{\Gamma_{,}, h} I_{\gamma} I_{\Gamma_{1}} I_{\gamma} R_{\Gamma_{1}, h}^{T} \\
& =R_{\Gamma_{,}, h} I_{\gamma} R_{\Gamma_{r}, h}^{T}=I_{\gamma}^{\jmath 1} \tag{5328}
\end{align*}
$$

The first relation in (5 326 ) follows immediately from the definition (5 324 ) while the second is clear from the relations

$$
\begin{equation*}
\sum_{\gamma \in \mathcal{G}(\Gamma)} I_{\gamma}^{\jmath \imath}=\sum_{\gamma \in \mathcal{G}(\Gamma)} R_{\Gamma_{,}, h} I_{\gamma} R_{\Gamma_{\imath}, h}^{T}=R_{\Gamma_{2}, h}\left(\sum_{\gamma \in \mathcal{G}(\Gamma)} I_{\gamma}\right) R_{\Gamma_{\imath} h}^{T}=R_{\Gamma_{,}, h} I_{\Gamma} R_{\Gamma_{\imath}, h}^{T} \tag{5}
\end{equation*}
$$

and the observation that $R_{\Gamma_{,}, h} I_{\Gamma}=R_{\Gamma_{j}, h}$
The weight matrices, $W_{\imath h}, 1 \leq \imath \leq k$ employed in the definition of the preconditioner $M_{h}$ in Section 52 can now be defined in terms of the block matrices $I_{\gamma}^{\jmath 2}, 1 \leq \imath, \jmath \leq k$ as follows

Definition 52 For $\gamma \in \mathcal{G}(\Gamma), \imath, \jmath \in\{1, \quad, k\}$ let $\mathcal{G}_{\jmath \imath}(\Gamma) \stackrel{\text { def }}{=}\left\{\gamma \in \mathcal{G}(\Gamma) \mid I_{\gamma}^{\jmath 2} \neq 0\right\}, a(\imath, \gamma) \stackrel{\text { def }}{=}$ $\left\{\jmath \mid I_{\gamma}^{\jmath_{2}} \neq 0\right\}$ and define the block matrices

$$
\begin{equation*}
W_{\imath h} \stackrel{\text { def }}{=} \sum_{\gamma \in \mathcal{G}_{12}(\Gamma)} w(\imath, \gamma, p) I_{\gamma}^{2 \tau}, \quad 1 \leq \imath \leq k, \quad p \geq 1 / 2 \tag{array}
\end{equation*}
$$

and the weights according to the relation

$$
\begin{equation*}
w(\imath, \gamma, p) \stackrel{\text { def }}{=} \frac{\alpha_{\imath}^{p}}{\sum_{\jmath \in a(\imath \gamma)} \alpha_{\jmath}^{p}}, \quad 1 \leq \imath \leq k, \quad \gamma \in \mathcal{G}(\Gamma), \quad p \geq 1 / 2 \tag{5331}
\end{equation*}
$$

where $a_{k l m n}=\alpha b_{k l m n}, \alpha(\underline{x})=\alpha_{n}, \underline{x} \in \Omega_{t}, b_{k l m n} \in \mathcal{L}_{\infty}(\Omega) \cap C^{0}(\bar{\Omega}), 1 \leq k, l, m, n \leq 2$
We observe that $\mathcal{G}_{\jmath 1}(\Gamma)$ contans all the geometrical elements of $\Gamma$ which intersect $\partial \Omega_{2} \cap \partial \Omega_{\text {, }}$ and $a(\imath, \gamma)$ is a list of all subdomains whose boundaries intersect $\gamma \cap \partial \Omega_{z}$ The following Theorem, proved in Brezina \& MANDEL (1993), is fundamental for our analysis because it provides an inequality from which we subsequently obtan a bound on the condition number $\kappa\left(M_{h}^{-1} S_{h}\right)$

Theorem 52 Let $I_{\gamma}^{\jmath \imath}, S_{\imath h}, N_{\imath, h}, W_{\imath, h}, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$ be the matrices defined above then the $W_{i, h} \in \mathbb{R}^{2 N_{\Gamma_{r}}}{ }^{2 N_{\Gamma_{i}}}, 1 \leq \imath \leq k$ have the partition of unity property (5214) and, if there exists a number $R>0$ such that, for $\underline{u}_{\imath} \in \mathcal{N}\left(S_{\imath, h}\right)^{\perp} \cap \mathcal{R}\left(S_{\imath, h} N_{\imath, h}\right)^{\perp}, 1 \leq \imath \leq k$ and $\gamma \in \mathcal{G}(\Gamma)$,

$$
\alpha_{\jmath}^{-1}\left\|I_{\gamma}^{{ }^{2}} \underline{u}_{t}\right\|_{S_{, k}}^{2} \leq \alpha_{\imath}^{-1} R\left\|\underline{u}_{\imath}\right\|_{S_{i k}}^{2}
$$

then the preconditioner $M_{h} \in \mathbb{R}^{2 N} 2 N$ satisfies

$$
\begin{equation*}
\kappa\left(M_{h}^{-1} S_{h}\right) \leq K^{2} L^{2} R \tag{533}
\end{equation*}
$$

where $K=\max _{1 \leq \imath \leq k}\left|\left\{\jmath \mid R_{\Gamma, h} R_{\Gamma, h}^{T} \neq 0\right\}\right|$ and $L=\max _{1 \leq i, \jmath \leq k}\left|\left\{\gamma \in \mathcal{G}(\Gamma) \mid I_{\gamma}^{\jmath \mathfrak{\jmath}} \neq 0\right\}\right|$
We observe that the numbers $K, L$ are parameters of the decomposition (5 112 ) of $\Omega$ into the subdomans $\Omega_{\imath}, 1 \leq \imath \leq k, \mathrm{e} \mathrm{g}, K$ is the maxımum number of domains adjacent to any domain plus one and $L$ is the maximum number of geometrical components, $\gamma \in \mathcal{G}(\Gamma)$, of any subdoman interface A critical element of Theorem 52 is inequality (5332) and the number $R>0$, the analysis of (5332) for problems of planar linear elasticity will lead to a logarithmic term in the upper bound (5333)

In our analysis below we assume that the decomposition ( $\left.\begin{array}{llll}1 & 1 & 2\end{array}\right)$ of $\Omega$ has the following property There exist bijective mappings $T_{\imath} \overline{\mathcal{S}} \rightarrow \bar{\Omega}_{\imath}, 1 \leq \imath \leq k, \mathcal{S} \stackrel{\text { def }}{=}(0,1)^{2}$,

$$
\begin{equation*}
T_{\imath} \underline{s} \underline{\underline{\text { def }}}=\underline{a}_{0}^{2}+\underline{a}_{1}^{2} H s_{1}+\underline{a}_{2}^{2} H s_{2}, \quad \underline{s} \in \overline{\mathcal{S}} \tag{5334}
\end{equation*}
$$

where $\underline{a}_{r}^{2} \in \mathbb{R}^{2}, 0 \leq r \leq 2$ are constants independent of $H>0$ Thus, for $1 \leq \imath \leq k$, diam $\left(\Omega_{\imath}\right)=O(H), 0<\mu\left(\Omega_{\imath}\right)=\left|\mathcal{J}\left(T_{\imath}\right)\right| \leq C H^{2}$ where $\mathcal{J}\left(T_{\imath}\right)$ is the Jacobian of the mapping $T_{2}$ and $C>0$ is a constant independent of $H$ Furthermore, following Bramble, Pasciak, \& SCHATZ (1986), for $\underline{v} \in\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$, we define the scaled Sobolev norm, cf Section 12 ,

$$
\begin{equation*}
\left\|\underline{v},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\|_{S}^{2} \stackrel{\text { def }}{=} \sum_{r_{\imath}=1}^{2, m}\left[H^{-1}\left\|\left(\sigma_{\imath} v_{r}\right) \circ \alpha_{\imath}^{-1},\left(\mathcal{L}_{2}(\mathbb{R})\right)^{2}\right\|^{2}+\left|\left(\sigma_{\imath} v_{r}\right) \circ \alpha_{\imath}^{-1},\left(H^{1 / 2}(\mathbb{R})\right)^{2}\right|^{2}\right] \tag{5335}
\end{equation*}
$$

However, instead of $\left\|\bullet,\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\|_{S}$ we shall employ the equivalent norm, cf Section 12 , $\left\|\left\|\bullet,\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\|\right\|$ defined as follows for $\underline{v} \in\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$

$$
\left\|\underline{v},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\| \|^{2} \stackrel{\text { der }}{=} \sum_{r=1}^{2}\left[H^{-1} \int_{\partial \Omega_{1}}\left|v_{r}(\underline{x})\right|^{2} d \sigma(\underline{x})+\iint_{\partial \Omega_{1} \times \theta \Omega_{1}} \frac{\left|v_{r}(\underline{x})-v_{r}(\underline{z})\right|^{2}}{\|\underline{x}-\underline{z}\|_{2}^{2}} d \sigma(\underline{x}) d \sigma(\underline{z})\right]
$$

where $\sigma$ is the surface measure defined in relation (1231), cf Wloka (1987) We now intend to demonstrate that there exists a real number $R>0$ which satisfies relation ( $\begin{array}{ll}5 & 3\end{array} 3$ ) uniformly, 1 e, independently of $\imath, \jmath \in\{1, \quad, k\}$, and, as a step towards this goal, we employ the results orıginally obtaned by Bramble, Pasciak, Schatz (1986), Dryja (1988), and Brezina \& Mandel (1993) Furthermore, by establishing property (5 33 ) the required upper bound for $\kappa\left(M_{h}^{-1} S_{h}\right)$ will follow immediately from relation (5333) of Theorem 52

The equivalence of the semı-norm $\left|\bullet,\left(H^{1 / 2}\left(\partial \Omega_{2}\right)\right)^{2}\right|$ associated with the norm defined in (5 3 36) and the scaled energy norm $\alpha_{\imath}^{-1}\|\bullet\| s_{\mathrm{t}}$. defined for appropriate functions $\underline{v} \in$ $\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}, 1 \leq \imath \leq k$ is established by the following lemma, cf Brezina \& Mandel (1993)

Lemma 53 There exist constants $C_{r}, 1 \leq r \leq 2$ which are independent of $h, H$ and $\alpha_{r}, 1 \leq r \leq k$ such that

$$
\begin{equation*}
C_{1}\left|\underline{v}_{h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2} \leq \alpha_{\imath}^{-1}\left\|M^{-1} \underline{v}_{h}\right\|_{S_{1} h}^{2} \leq C_{2}\left|\underline{v}_{h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2}, \quad \underline{v}_{h} \in\left(S^{h}\left(\partial \Omega_{\imath}\right)\right)^{2} \tag{537}
\end{equation*}
$$

where $\left|\bullet,\left(H^{1 / 2}\left(\partial \Omega_{t}\right)\right)^{2}\right|$ is the Sobolev semı-norm (5314), $M^{-1} \underline{v}_{h} \in \mathcal{N}\left(S_{i, h}\right)^{\perp} \subset \mathbb{R}^{2 N_{\Gamma_{t}}-\nu}{ }_{\text {is }}$ the vector of nodal values of $\underline{v}_{h} \in\left(S^{h}\left(\partial \Omega_{2}\right)\right)^{2}$, and $S^{h}\left(\partial \Omega_{\imath}\right) \stackrel{\text { def }}{=}\left\{\left.v_{h}\right|_{\partial \Omega_{1}} \mid v_{h} \in S^{h}\left(\Omega_{\imath}\right)\right\}$

For problems of two-dımensional linear elasticity the polygonal boundaries, $\partial \Omega_{\mathrm{a}} \subset \mathbf{R}^{2}, 1 \leq$ ${ }^{\imath} \leq k$ have measure $\sigma\left(\partial \Omega_{\mathbf{i}}\right)=O(H)(H \rightarrow 0)$ and can, therefore, be parameterized in the form $\partial \Omega_{\mathfrak{\imath}}=\left\{T_{\theta \Omega_{1}}(s) \in \mathbb{R}^{2} \mid 0 \leq s \leq H\right\}$ where $T_{\partial \Omega_{1}}(0, H) \rightarrow \partial \Omega_{\imath}$ is a bijective mapping However, because $\underline{v} \in\left(H^{1 / 2}\left(\partial \Omega_{2}\right)\right)^{2} \Leftrightarrow \underline{v} \circ T_{\theta \Omega_{1}} \in\left(H^{1 / 2}(0, H)\right)^{2}$ one may equivalently consider elements ether of $\left(H^{1 / 2}\left(\partial \Omega_{t}\right)\right)^{2}$ or $\left(H^{1 / 2}(0, H)\right)^{2}$

We shall employ Lemma's 5 4, 55 , establıshed by Brezina \& Mandel (1993) from the work of Dryja (1988), Bramble, Pasciak, \& Schatz (1986), to obtan a bound on the semı-norm of the functions $I_{\gamma} \underline{v}_{h}, \underline{v}_{h} \in\left(S^{h}\left(\partial \Omega_{\imath}\right)\right)^{2}, \gamma \in \mathcal{G}(\Gamma)$ where $I_{\gamma} S^{h}(\Gamma) \rightarrow S^{h}(\Gamma)$ denotes the linear operator represented by the matrix $I_{\gamma} \in \mathbb{R}^{2 N, 2 N}$ defined in (5324), ie, for $\underline{u}_{h} \in S^{h}(\Gamma), I_{\gamma} \underline{u}_{h}=\left.\sum_{r=1}^{n_{\gamma}}\left(\underline{u}_{h}\right)_{r} \varphi_{n_{r}}\right|_{\Gamma}$ where $\left\{\varphi_{\imath}\right\}_{i=1}^{N}$ is the canonical basis for $S^{h}(\Omega)$, cf Section 221 , and $\varphi_{n_{r}}^{-1}(\{1\}) \subset \gamma, 1 \leq r \leq n_{\gamma}$ We point out that, in the lemma's below, $\left(S^{h}(0, H)\right)^{2}$ (respectively $\left.\left(S^{h}(\mathbb{R})\right)^{2}\right)$ denotes the space of piecewise linear functions over the doman $(0, H)$ (respectively $\mathbb{R}$ ) corresponding to the uniform partition $0<h<2 h \ll$ $n h=H, n \in \mathbb{N}$ (respectively $\quad<0<h<\quad<n h=H<$ )

Lemma 54 There exists a constant $C>0$ such that

$$
\begin{equation*}
\left|\delta_{h}\left(\underline{v}_{h}\right),\left(H^{1 / 2}(\mathbb{R})\right)^{2}\right|^{2} \leq C[1+\log (H / h)]\left\|\underline{v}_{h},\left(H^{1 / 2}(0, H)\right)^{2}\right\| \|^{2}, \quad \underline{v}_{h} \in\left(S^{h}(0, H)\right)^{2} \tag{5338}
\end{equation*}
$$

where $\delta_{h}\left(\underline{v}_{h}\right) \in\left(S^{h}(\mathbb{R})\right)^{2}, \delta_{h}\left(\underline{v}_{h}\right)(0) \stackrel{\text { def }}{=} \underline{v}_{h}(0), \delta_{h}\left(\underline{v}_{h}\right)(x) \stackrel{\text { def }}{=} 0,|x| \geq h$ and $C$ is independent of $\underline{v}_{h}$ and the parameters $h, H$

Proof The results follows immediately from the definition of the norm $\left\|\left\|\bullet,\left(H^{1 / 2}((0, H))\right)^{2}\right\|\right\|$ (cf (5 3 36)), the semı-norm $\left|\bullet,\left(H^{1 / 2}(\mathbb{R})\right)^{2}\right|$ (cf Section 12 ), and Lemma 44 of Brezina \& Mandel (1993)

Lemma 55 There exists a constant $C>0$ such that

$$
\begin{equation*}
\left|\underline{w}_{h},\left(H^{1 / 2}(\mathbb{R})\right)^{2}\right|^{2} \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{h},\left(H^{1 / 2}(0, H)\right)^{2}\right\| \|^{2}, \quad \underline{v}_{h} \in\left(S^{h}(0, H)\right)^{2} \tag{539}
\end{equation*}
$$

where $\underline{w}_{h} \in\left(S^{h}(\mathbb{R})\right)^{2}$ is defined as follows

$$
\underline{w}_{h}(x) \stackrel{\text { def }}{=} \begin{cases}\underline{v}_{h}(x), & \text { if } h \leq x \leq H-h  \tag{5340}\\ 0, & \text { if } x \leq 0, x \geq H\end{cases}
$$

and $C$ is independent of $h, H, \underline{v}_{h}$
Proof Use the norm definitions provided above and in Section 12 and apply Lemma 45 of Brezina \& Mandel (1993)
We now employ the above Lemma's to prove the following important result
Theorem 56 There exists a constant $C>0$ such that, for any $\gamma \in \mathcal{G}(\Gamma), \underline{v}_{\imath, h} \in\left(S^{h}\left(\partial \Omega_{\imath}\right)\right)^{2}$, $1 \leq \imath \leq k$,

$$
\begin{equation*}
\left|I_{\gamma} \underline{v}_{\imath, h}\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2} \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{\imath, h}\left(H^{1 / 2}(\mathcal{C})\right)^{2}\right\| \|^{2} \tag{5}
\end{equation*}
$$

where $\gamma \subset \overline{\mathcal{C}}, \mathcal{C} \in \mathcal{G}(\Gamma)$ and $C$ is independent of $h, H, \underline{v}_{\imath, h}$
Proof Clearly, for $\gamma \in \mathcal{G}(\Gamma)$ there exists a bijective mapping $T_{\theta \Omega,}(0, \alpha H) \rightarrow \partial \Omega_{\imath}, \alpha \geq 1$ such that if $\gamma$ is a vertex then $T_{\partial \Omega,}(0)=\gamma$ else $T_{\partial \Omega,}(0, H)=\gamma$ and, therefore, for $\underline{v}_{\imath_{, ~}} \in$ $\left(S^{h}\left(\partial \Omega_{\imath}\right)\right)^{2}, \underline{v}_{2, h} \circ T_{\partial \Omega,} \in\left(S^{h}(0, \alpha H)\right)^{2}$ and

$$
\begin{align*}
& \left|I_{\gamma \underline{v}_{\imath} h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2}=\sum_{r=1}^{2} \iint_{\partial \Omega_{+} \times \partial \Omega_{1}} \frac{\left|I_{\gamma} v_{\imath}, r(\underline{x})-I_{\gamma} v_{2, h, r}(\underline{z})\right|^{2}}{\|\underline{x}-\underline{z}\|_{2}^{2}} d \sigma(\underline{x}) d \sigma(\underline{z}) \\
& \leq C \sum_{r=1}^{2} \iint_{(0, \alpha H) \times(0, \alpha H)} \frac{\left|I_{\gamma} v_{2_{r}}\left(T_{\partial \Omega_{1}}(x)\right)-I_{\gamma} v_{t h, r}\left(T_{\partial \Omega_{t}}(z)\right)\right|^{2}}{|x-z|^{2}} d x d z \\
& =C\left|I_{\gamma} \underline{v}_{\mathrm{a}, h} \circ T_{\theta \Omega_{\mathrm{t}}},\left(H^{1 / 2}(0, \alpha H)\right)^{2}\right|^{2} \tag{5342}
\end{align*}
$$

where $C>0$ is independent of $h, H$ If $\gamma \in \mathcal{G}(\Gamma)$ is a vertex then we observe that $I_{\gamma} \underline{v}_{\imath, h} \circ T_{\partial \Omega}$, concides with the function $\delta_{h}\left(\underline{v}_{\imath, h}\right) \in\left(S^{h}(\mathbb{R})\right)^{2}$ defined in Lemma 54 and we deduce the mequality,

$$
\begin{align*}
\left|I_{\gamma} \underline{v}_{l h} \circ T_{\partial \Omega_{1}}\left(H^{1 / 2}(0, \alpha H)\right)^{2}\right|^{2} & \leq C[1+\log (H / h)]\| \| \underline{v}_{\imath, h} \circ T_{\partial \Omega_{1},}\left(H^{1 / 2}(0, H)\right)^{2}\| \|^{2} \\
& \leq C_{1}[1+\log (H / h)]\left\|\underline{v}_{1},\left(H^{1 / 2}(\mathcal{C})\right)^{2}\right\| \|^{2} \tag{5343}
\end{align*}
$$

where $\mathcal{C}=T_{\partial \Omega_{1}}(0, H) \in \mathcal{G}(\Gamma)$ If, however, $\gamma=\operatorname{lnt}\left(\underline{v}_{1} \rightarrow \underline{v}_{2}\right) \in \mathcal{G}(\Gamma), \underline{v}_{1}, \underline{v}_{2} \in \mathcal{V}(\Gamma)$, cf (5323), then we observe that $I_{\gamma} \underline{v}_{\imath, h} \circ T_{\partial \Omega \text {, coincides with the function }} \underline{w}_{h} \in\left(S^{h}(\mathbb{R})\right)^{2}$ defined in relation (5340) of Lemma 55 and we deduce the inequality

$$
\begin{align*}
\left|I_{\gamma} \underline{v}_{\imath, h} \circ T_{\partial \Omega_{1}},\left(H^{1 / 2}(0, \alpha H)\right)^{2}\right|^{2} & \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{\imath, h} \circ T_{\partial \Omega_{1}},\left(H^{1 / 2}(0, H)\right)^{2}\right\| \|^{2} \\
& \leq C_{1}[1+\log (H / h)]^{2}\left\|\underline{v}_{2, h},\left(H^{1 / 2}(\mathcal{C})\right)^{2}\right\| \|^{2} \tag{5344}
\end{align*}
$$

where $\mathcal{C}=T_{\partial \Omega_{1}}(0, H)=\gamma$ and the constants $C, C_{1}>0$ are independent of $h, H$ Inequality (5 341 ) now follows from (5 342 ), ( 5343 ), and (5 344 )

We now employ the above results to establish the bound for $\kappa\left(M_{h}^{-1} S_{h}\right)$ presented in Theorem 57 below

Theorem 57 Let $\Omega \subset \mathbf{R}^{2}$ be a polygonal domain partitioned into subdomains $\Omega_{\imath}, 1 \leq \imath \leq k$ satisfying (5 111 ) and let $W_{\imath, h} \in \mathbf{R}^{2 N_{\Gamma_{i}} 2 N_{\Gamma_{1}}}, 1 \leq \imath \leq k$ be the weight matrices defined according to relatıon (5 330 ), ( 5331 ) then there exists a constant $C>0$ such that

$$
\begin{equation*}
\kappa\left(M_{h}^{-1} S_{h}\right) \leq C[1+\log (H / h)]^{2}, \quad h, H>0 \tag{5345}
\end{equation*}
$$

where, for a triangulation $\mathcal{T}_{h}(\Omega), S_{h}$ is the global Schur complement matrix (5 1135 ), $M_{h}$ is the preconditioner defined in Section 53 , and $C$ is independent of the parameters $h, H$ where $\operatorname{diam}\left(\Omega_{\imath}\right)=O(H)(H \rightarrow 0), 1 \leq \imath \leq k$

Proof Clearly, this result can be established by demonstrating the validity of inequality (53 32) for $R=C[1+\log (H / h)]^{2} \quad$ However, it is apparent from Lemma 53 that (5332) can be written equivalently as follows, for $\gamma \in \mathcal{G}(\Gamma), \underline{v}_{2, h} \in\left(S^{h}\left(\partial \Omega_{\imath}\right)\right)^{2} \cap \mathcal{N}\left(S_{\imath, h}\right)^{\perp}$,

$$
\begin{equation*}
\left|I_{\gamma} \underline{v}_{2, h},\left(H^{1 / 2}\left(\partial \Omega_{\jmath}\right)\right)^{2}\right|^{2} \leq C R\left|\underline{v}_{\imath, h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2} \tag{5346}
\end{equation*}
$$

Let $\gamma \subset \partial \Omega_{2} \cap \partial \Omega_{3}$ If $\gamma=\operatorname{mnt}\left(\underline{v}_{1} \rightarrow \underline{v}_{2}\right), \underline{v}_{1}, \underline{v}_{2} \in \mathcal{V}(\Gamma)$ then it follows from Theorem 56 that

$$
\begin{align*}
\left|I_{\gamma} \underline{v}_{\imath, h},\left(H^{1 / 2}\left(\partial \Omega_{\jmath}\right)\right)^{2}\right|^{2} & \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{\imath, h},\left(H^{1 / 2}(\gamma)\right)^{2}\right\| \|^{2} \\
& \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{\imath, h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\| \|^{2} \tag{5347}
\end{align*}
$$

while, if $\gamma$ is a vertex and $\underline{v}_{2 j, h} \in\left(S^{h}\left(\partial \Omega_{2} \cup \partial \Omega_{\imath}\right)\right)^{2}$ is any extension of $\underline{v}_{2} \in\left(S^{h}\left(\partial \Omega_{2}\right)\right)^{2}$ to $\partial \Omega_{j}$ then Theorem 57 implies the inequality

$$
\begin{equation*}
\left|I_{\gamma} \underline{v}_{\imath \jmath, h},\left(H^{1 / 2}\left(\partial \Omega_{\jmath}\right)\right)^{2}\right|^{2} \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{2 \jmath h},\left(H^{1 / 2}(\mathcal{C})\right)^{2} \mid\right\|^{2} \tag{5348}
\end{equation*}
$$

Indeed, with $\underline{v}_{1 \jmath} \stackrel{\text { def }}{=} \underline{v}_{2, h}(\gamma)$ on $\partial \Omega_{j}$ we use Lemma 1 of DRYJA (1988) to obtain

$$
\begin{aligned}
& \left\|\underline{v}_{\imath \jmath h},\left(H^{1 / 2}(\mathcal{C})\right)^{2}\right\|\left\|^{2}=H^{-1}\right\| \underline{v}_{\imath \jmath},\left(\mathcal{L}_{2}(\mathcal{C})\right)^{2}\left\|^{2} \leq C\right\| \underline{v}_{\imath \jmath},\left(\mathcal{L}_{\infty}(\mathcal{C})\right)^{2} \|^{2} \\
& \quad \leq C\left\|\underline{v}_{\imath, h},\left(\mathcal{L}_{\infty}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\|^{2} \leq C[1+\log (H / h)]^{2}\left\|\underline{v}_{\imath, h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\| \|^{2}(5349)
\end{aligned}
$$

where $C>0$ is a constant which is independent from $\imath, \jmath \in \mathbb{N}_{k}, h, H$ Thus, mequalities (5 348 ) and (5 349 ) show that (5 347 ) holds when $\gamma \in \mathcal{G}(\Gamma)$ is a vertex However, we shall assume that the decomposition ( 51111 ) is constructed such that there exists a constant $C>0$ which is independent of $\imath \in\{1, \quad, k\}$ with the property that if $\partial \Omega_{\imath} \cap \partial \Omega_{D} \neq \emptyset$ then $\sigma\left(\partial \Omega_{\imath} \cap \partial \Omega_{D}\right) \geq C \sigma\left(\partial \Omega_{\imath}\right)$ This enables one to unformly apply the Poncare inequality

$$
\begin{equation*}
\left\|\underline{v}_{\imath, h},\left(\mathcal{L}_{2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right\|^{2} \leq C H\left|\underline{v}_{\imath, h},\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2} \tag{5350}
\end{equation*}
$$

to any subdomann $\Omega_{\imath}, 1 \leq \imath \leq k$ Thus, applyıng the Poincaré nequality (5350) to relation (5 3 41) of Theorem 56 we replace the scaled norm, $\left\|\left\|\bullet,\left(H^{1 / 2}\left(\partial \Omega_{\mathrm{z}}\right)\right)^{2}\right\|\right\|$, with the semı-norm, $\left|\cdot,\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|$, and obtan the relation

$$
\begin{equation*}
\left|I_{\gamma \underline{v}_{\imath, h}}\left(H^{1 / 2}\left(\partial \Omega_{\jmath}\right)\right)^{2}\right|^{2} \leq C[1+\log (H / h)]^{2}\left|\underline{v}_{\imath, h}\left(H^{1 / 2}\left(\partial \Omega_{\imath}\right)\right)^{2}\right|^{2} \tag{5351}
\end{equation*}
$$

which is equivalent to inequality (5332) and the theorem is thus proved
Finally, we observe that the constant $C$ in (5 345 ) will depend on the parameters $K, L$ defined in Theorem 52 , the contınuous coefficients $b_{k l m n}, 1 \leq k, l, m, n \leq 2$, cf definition 52 , and the admıssible triangulation $\mathcal{T}_{h}(\Omega)$ of $\Omega$

## 54 Computational Examples

We apply our domain decomposition algorithm of Section 53 to a variety of problems with varying levels of material regularity, eg, $a_{\imath \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$ smooth or precewise continuous with discontınuties of varying magnitude and, in particular, we consider linear elastic boundary value problems for which $a_{2, k l}, 1 \leq \imath, \jmath, k, l \leq 2$ is periodic, cf Chapters 3,4 , or is randomly defined The effectiveness of our doman decomposition approach is assessed by comparing the results obtaned with algorithms $\mathcal{A L G} 1$ (conjugate gradients with no preconditioner) and $\mathcal{A L \mathcal { G }} 2$ (conjugate gradients with the Neumann-Neumann preconditioner) for a variety of values of the problem and discretization parameters $\varepsilon, \alpha_{\imath}, h, H, 1 \leq \imath \leq k$ where, in the computational examples below, we employ uniform doman decompositions (5111), 1e, $H_{\imath}=H, 1 \leq \imath \leq k$ and $\Omega_{\imath}, 1 \leq \imath \leq k$ can be obtaned by translating and rotating the square

$$
\begin{equation*}
\Omega_{H}=\{(\xi, \eta) \mid 0<\xi, \eta<H\}, \tag{541}
\end{equation*}
$$

and uniform triangulations $\mathcal{T}_{h}\left(\Omega_{\imath}\right)$ of each subdoman $\Omega_{\imath}, 1 \leq \imath \leq k, 1 \mathrm{e}$, each $\tau \in \mathcal{T}_{h}\left(\Omega_{\imath}\right)$ is obtained by translating and rotating the right angled triangle

$$
\begin{equation*}
T_{h}=\{(\xi, \eta) \mid \xi, \eta>0, \xi+\eta>h\}, \quad h>0 \tag{542}
\end{equation*}
$$

It is apparent from the error bound (512) that the condition number,

$$
\begin{equation*}
\kappa\left(P_{h}^{-1} S_{h}\right)=\left\|P_{h}^{-1} S_{h}\right\|_{2} \quad\left\|\left(P_{h}^{-1} S_{h}\right)^{-1}\right\|_{2}=\lambda_{\max }\left(P_{h}^{-1} S_{h}\right) / \lambda_{\min }\left(P_{h}^{-1} S_{h}\right) \geq 1, \tag{543}
\end{equation*}
$$

of the preconditioned matrix $P_{h}^{-1} S_{h}$ determines how rapidly the iterates $\underline{u}_{r, h}^{(n)}, n \geq 0$ converge to $\underline{u}_{\Gamma, h}$ as $n \rightarrow \infty$ However, we require some convergence criteria for our algorithm and, for this, we employ the following bound on the relative energy norm error, cf Ashby \& Manteuffel (1990),

$$
\begin{equation*}
\frac{\left\|\underline{e}^{(n)}\right\|_{S_{h}}^{2}}{\left\|\underline{u}_{\Gamma h}\right\|_{S_{h}}^{2}} \leq \kappa_{S_{h}}\left(P_{h}^{-1} S_{h}\right) \frac{\left|\left(P_{h}^{-1} S_{h} \underline{e}^{(n)}, \underline{r}^{(n)}\right)\right|}{\left|\left(P_{h}^{-1} S_{h} \underline{u}_{\Gamma h}, \underline{L}_{h}\right)\right|}=\kappa_{S_{h}}\left(P_{h}^{-1} S_{h}\right) \frac{\left|\left(P_{h}^{-1} r^{(n)}, \underline{r}^{(n)}\right)\right|}{\left|\left(P_{h}^{-1} \underline{L}_{h}, \underline{L}_{h}\right)\right|} \tag{544}
\end{equation*}
$$

where $\kappa_{S_{h}}\left(P_{h}^{-1} S_{h}\right)=\left\|P_{h}^{-1} S_{h}\right\|_{S_{h}}\left\|\left(P_{h}^{-1} S_{h}\right)^{-1}\right\|_{S_{h}}$ and $\underline{e}^{(n)}=\underline{u}_{\Gamma, h}-\underline{u}_{\Gamma, h}^{(n)}, \underline{r}^{(n)}=\underline{L}_{h}-S_{h} \underline{u}_{\Gamma, h}^{(n)}, n \geq$ 0 However, we observe that

$$
\begin{align*}
\left\|P_{h}^{-1} S_{h}\right\|_{S_{h}}^{2} & =\sup _{x \neq 0} \frac{\left\|P_{h}^{-1} S_{h} \underline{x}\right\|_{S_{h}}^{2}}{\|\underline{x}\|_{S_{h}}^{2}}=\sup _{\underline{x} \neq 0} \frac{\left(S_{h}^{1 / 2} P_{h}^{-1} S_{h}^{1 / 2} \underline{x}, \underline{x}\right)}{\|\underline{x}\|^{2}} \\
& =\lambda_{\max }\left(S^{1 / 2} P_{h}^{-1} S_{h}^{1 / 2}\right)=\lambda_{\max }\left(P_{h}^{-1} S_{h}\right) \tag{545}
\end{align*}
$$

where $S_{h}=S_{h}^{1 / 2} S_{h}^{1 / 2}, S_{h}^{1 / 2} \in \mathbb{R}^{2 N, 2 N}, h>0$ and, sımılarly,

$$
\begin{equation*}
\left\|\left(P_{h}^{-1} S_{h}\right)^{-1}\right\|_{S_{h}}^{2}=\lambda_{\max }\left(\left(P_{h}^{-1} S_{h}\right)^{-1}\right)=1 / \lambda_{\min }\left(P_{h}^{-1} S_{h}\right) \tag{546}
\end{equation*}
$$

Therefore, $\kappa_{S_{h}}\left(P_{h}^{-1} S_{h}\right)=\sqrt{\kappa\left(P_{h}^{-1} S_{h}\right)}, h>0$ and we can ensure that $\left\|\underline{e}^{(n)}\right\|_{S_{h}} /\left\|\underline{u}_{r, h}\right\|_{S_{h}} \leq \tau$ by iterating, cf $\mathcal{A L G} 1,2,3$, untıl

$$
\begin{equation*}
\kappa\left(P_{h}^{-1} S_{h}\right) \frac{\left|\left(P_{h}^{-1} \underline{r}^{(n)}, \underline{r}^{(n)}\right)\right|}{\left|\left(P_{h}^{-1} \underline{L}_{h}, \underline{L}_{h}\right)\right|} \leq \tau^{2} \tag{547}
\end{equation*}
$$

The parameters computed at each step of a conjugate gradient algorithm allow one to compute the leadıng tridiagonal submatrices $T_{h}^{(n)} \in \mathbb{R}^{n, n}, n \leq 2 N$ of $T_{h}=T_{h}^{(2 N)}$ where $T_{h}=Q_{h}^{T} P_{h}^{-1} S_{h} Q_{h}$ for some orthogonal matrix $Q_{h} \in \mathbb{R}^{2 N, 2 N}$ The rapid convergence of the extreme eigenvalues of $T_{h}^{(n)}, n \geq 1$ to those of $P_{h}^{-1} S_{h}, h>0$ with increasing $n$ is established by the Kanel-Parge convergence Theory, cf Golub \& Van Loan (1989) We employ the ratıonal QR algorithm with Newton Shift detailed in Reinsch \& BAUER (1968) to compute approximations of the condition number $\kappa\left(P_{h}^{-1} S_{h}\right), h>0$ and use these in the convergence criteria (547) Algorithms $\mathcal{A L G} 1,2,3$ have been implemented in C++ code and the results are presented in Sections 541 1-5 43 below

## 541 Plane stress sample problem Smooth Data

We define Poisson's ratıo, $\nu$, Young's modulus of elasticity, $E(\underline{x}), \underline{x} \in \Omega \stackrel{\text { def }}{=}(0,1)^{2}$, the material parameters $\lambda, \mu \in \mathbb{R}$, and the body force $f$ according to the relations

$$
\begin{equation*}
\nu \stackrel{\text { def }}{=} 3 / 10, \quad E(\underline{x}) \stackrel{\text { def }}{=} 1, \quad \lambda(\underline{x}) \stackrel{\text { def }}{=} \frac{\nu E(\underline{x})}{1-\nu^{2}}, \quad \mu(\underline{x}) \stackrel{\text { def }}{=} \frac{E(\underline{x})}{2(1+\nu)}, \quad f(\underline{x}) \stackrel{\text { def }}{=} 0, \quad \underline{x} \in \Omega \tag{548}
\end{equation*}
$$

and we determine the coefficients $a_{\imath \jmath k l} \in C^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$ from relations (1311) We employ the following boundary values of displacement, $\underline{u}$, and stress, $\sigma$,
$\underline{u}(\underline{x}) \stackrel{\text { def }}{=}\left[\begin{array}{c}x_{1} \\ \nu\left(1 / 2-x_{2}\right)\end{array}\right], \quad \underline{x} \in \partial \Omega_{D}, \quad \sigma(\underline{x}) \stackrel{\text { def }}{=}\left[\begin{array}{cc}\lambda(1-\nu)+2 \mu & 0 \\ 0 & \lambda(1-\nu)-2 \mu \nu\end{array}\right], \quad \underline{x} \in \partial \Omega_{T}$
where $\partial \Omega_{D} \stackrel{\text { def }}{=}\left\{\underline{x} \mid x_{1}=0,0 \leq x_{2} \leq 1\right\} \cup\left\{\underline{x} \mid 0 \leq x_{1} \leq 1, x_{2}=1\right\}$ and the surface tractions on $\partial \Omega_{T}$ are $\underline{t}=\sigma \circ \underline{n}$ The computational results obtaned with (1) Uniform decompositions, (5 111 ), (2) Uniform triangulations, $\mathcal{T}_{h}\left(\Omega_{\imath}\right), 1 \leq \imath \leq k$, cf Section 54 , (3) The weights, $w(\imath, \gamma, p), 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$, defined accordıng to (5331) where $\alpha_{\imath}=1,1 \leq \imath \leq k$ and $p \stackrel{\text { def }}{=} 1$, (4) Convergence criteria (547) with the relative error parameter, $\tau=10^{-\sqrt{18}}$, and (5) The number of iterations, $n$, limited by $n_{\max }=80$ are provided in Table 541

Table $541 a_{\imath \jmath k l} \in C^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

| $h$ | H | $n$ | $\mathcal{A L G} 1$ <br> $\kappa\left(S_{h}\right)$ |  | $\begin{aligned} & \mathcal{A L G} 2 \\ & \kappa\left(N_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ | $n$ | $\begin{aligned} & \mathcal{A L G} 3 \\ & \kappa\left(M_{h}^{-1} S_{h}\right) \\ & \hline \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1/8 | 1/2 | 31 | $43072(+1)$ | 14 | $85326(+0)$ | 11 | $53153(+0)$ |
| 1/16 | $1 / 2$ | 49 | $83661(+1)$ | 16 | $11108(+1)$ | 12 | 72720 (+0) |
| 1/32 | 1/2 | 77 | $16507(+2)$ | 17 | $14157(+1)$ | 14 | $10121(+1)$ |
| 1/16 | 1/4 | NC | $21497(+2)$ | 52 | $10129(+2)$ | 16 | $58160(+0)$ |
| 1/32 | 1/4 | NC | 42650 (+2) | 64 | $12789(+2)$ | 21 | $91396(+0)$ |
| 1/64 | 1/4 | NC | $82186(+2)$ | 73 | $15635(+2)$ | 24 | $12505(+1)$ |
| 1/32 | 1/8 | NC | $92200(+2)$ | NC | $47860(+2)$ | 23 | $59004(+0)$ |
| 1/64 | 1/8 | NC | $16059(+3)$ | NC | $60360(+2)$ | 27 | $93509(+0)$ |
| 1/128 | 1/8 | NC | $27264(+3)$ | NC | $73753(+2)$ | 31 | $12781(+1)$ |

$\mathrm{NC} \equiv$ No convergence after 80 iterations, $w(\imath, \gamma, 1)=1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$
It is clearly apparent from Table 541 that, in contrast with algorithms $\mathcal{A L G} 1,2$, the rate of convergence of algorithm $\mathcal{A L G} 3$ does not slow significantly as $H, h \rightarrow 0$, indeed, the computational results confirm the logarithmic behaviour of $\kappa\left(M_{h}^{-1} S_{h}\right)$ established in Theorem 57 This is apparent when one compares Table 541 with the following table of values

| $H / h$ | 4 | 8 | 16 |
| :---: | :---: | :---: | :---: |
| $[1+\log (H / h)]^{2}$ | 56944008 | 94829602 | 1423242 |

## 542 Plane stress sample problem Discontınuous Data

We now demonstrate that the convergence rates produced by the preconditioner $M_{h}^{-1}, h>$ $0(w(\imath, \gamma, 1), 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$ defined by relation (5331)) are independent of any coefficient discontinuities which are aligned with the subdomain boundaries and, to do this, we apply doman decomposition algorithms $\mathcal{A L G} 1,2,3$ to a linear elastic analogue of the scalar, periodic boundary value problem mestigated in Chapters 3,4 , $\mathbf{1}$ e, a problem of the form Find $\underline{u}^{\varepsilon} \in\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2}$ such that

$$
\begin{equation*}
\int_{\Omega_{\imath, j, k, l=1}} \sum_{2 \jmath \jmath l}^{2}(\underline{x} / \varepsilon) \frac{\partial u_{i}^{\varepsilon}}{\partial x_{\jmath}}(\underline{x}) \frac{\partial v_{k}}{\partial x_{l}}(\underline{x}) d \underline{x}=\int_{\Omega} f(\underline{x}) \underline{v}(\underline{x}) d \underline{x}, \quad \underline{v} \in\left(H_{0}^{1}\left(\Omega, \partial \Omega_{D}\right)\right)^{2} \tag{5410}
\end{equation*}
$$

where the functions $a_{\imath \jmath k l} \in \mathcal{L}_{\infty}(\mathcal{P}), 1 \leq \imath, j, k, l \leq 2$ are 1 -periodic and $\varepsilon>0$ For $\sigma>0$ we begin by defining the 1 -periodic function $\mathcal{E}(\bullet, \sigma)$ on the cell, $\mathcal{P}$, as follows

$$
\mathcal{E}(\underline{x}, \sigma) \stackrel{\operatorname{def}}{=} \begin{cases}\sigma, & \text { if } \underline{x} \in[1 / 4,3 / 4]^{2}  \tag{5411}\\ 1, & \text { otherwise }\end{cases}
$$

Young's modulus of elasticity is then defined according to the relation $E(\underline{x}) \xlongequal{\text { def }} \mathcal{E}(\underline{x}, \sigma), \underline{x} \in \Omega$ and $\nu, \lambda, \mu, f$ are given by relations (548) The boundary conditions employed are again given by relations (549), the triangulations, $\mathcal{T}_{h}\left(\Omega_{\imath}\right), 1 \leq \imath \leq k$, and doman decompositions ( 51111 ) are uniform, cf Section 541 , the iteration parameters have values $\tau=$ $10^{-\sqrt{18}}, n_{\max }=80$, and the weights, $w(\imath, \gamma, p), 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$, are defined by relation (5331) with $p \stackrel{\text { def }}{=} 1$ We construct the decomposition $\bar{\Omega}=\cup_{\imath=1}^{k} \bar{\Omega}_{\imath}$ such that $H=\varepsilon / 4$, $a_{\imath \jmath k l}(\cdot / \varepsilon), 1 \leq \imath, \jmath, k, l \leq 2$ is constant in each subdomain $\Omega_{\imath}, 1 \leq \imath \leq k$ (with constant value $\sigma$ or 1) and, cf (5111) and (541),

$$
\begin{equation*}
\Omega_{\imath}=(p, q) H+\Omega_{H}, \quad H=\varepsilon / 4, \quad 1 \leq \imath \leq k, \tag{5412}
\end{equation*}
$$

where $\imath=(\sqrt{k}+1) p+q, 0 \leq p, q \leq \sqrt{k}$ The computational results obtained for this problem are provided in Tables $542 \mathrm{a}-\mathrm{f}$ We demonstrate the effectiveness of the weights defined in relation (5331) by repeating the computations with the alternative interface weights $w(\imath, \gamma, 1) \stackrel{\text { def }}{=} 1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$, the results are presented in Tables $542 \mathrm{~d}-\mathrm{f}$

Table $542 \mathrm{a} \quad a_{2, k l} \in \mathcal{P C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

| $\varepsilon$ | $H$ | $h$ | $n$ | $\begin{gathered} \mathcal{A L G} 1 \\ \quad \kappa\left(S_{h}\right) \\ \hline \end{gathered}$ |  | $\begin{aligned} & \mathcal{A L G} 2 \\ & \kappa\left(N_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ | $n$ | $\begin{aligned} & \mathcal{A L G} 3 \\ & \kappa\left(M_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1/4 | 1/16 | NC | $14670(+3)$ | NC | $76144(+2)$ | 17 | $49512(+0)$ |
| 1 | 1/4 | 1/32 | NC | $23360(+3)$ | NC | $93890(+2)$ | 20 | $78869(+0)$ |
| 1 | 1/4 | 1/64 | NC | $40347(+3)$ | NC | $11471(+3)$ | 24 | $10971(+1)$ |
| 1/2 | 1/8 | 1/32 | NC | $38933(+3)$ | NC | $30049(+3)$ | 21 | $53880(+0)$ |
| $1 / 2$ | 1/8 | 1/64 | NC | $52498(+3)$ | NC | $36740(+3)$ | 27 | $85498(+0)$ |
| 1/2 | 1/8 | 1/128 | NC | $54075(+3)$ | NC | $44593(+3)$ | 32 | $11756(+1)$ |
| 1/4 | 1/16 | 1/64 | NC | $49957(+3)$ | NC | $11336(+4)$ | 22 | $54137(+0)$ |
| 1/4 | 1/16 | 1/128 | NC | $52769(+3)$ | NC | $13800(+4)$ | 30 | $85728(+0)$ |
| 1/4 | 1/16 | 1/256 | NC | $51447(+3)$ | NC | $16629(+4)$ | 36 | 11779(+1) |

$\sigma=10, w(\imath, \gamma, 1)=\alpha_{\imath} / \sum_{j \in a(\imath, \gamma)} \alpha_{\jmath}, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$
The results presented in Tables 54 2a-c confirm the theoretical results obtaned in Section 53 because they demonstrate that algorithm $\mathcal{A L G} 3$ is not significantly affected by the presence of large discontinuities in $a_{\imath \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$ if the interface weights $w(\imath, \gamma, 1), 1 \leq \imath \leq k, \mathcal{G}(\Gamma)$ are defined according to relation (53 31) This is clearly not the case for algorithm $\mathcal{A L G} 1$,

Table $542 \mathrm{~b} \quad a_{\imath \jmath k l} \in \mathcal{P C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

| $\varepsilon$ | H | $h$ | $n$ | $\mathcal{A L G} 1$ $\kappa\left(S_{h}\right)$ |  | $\begin{aligned} & \mathcal{A L G} 2 \\ & \kappa\left(N_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ | $n$ | $\begin{aligned} & \mathcal{A L G} 3 \\ & \kappa\left(M_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1/4 | 1/16 | NC | $39096(+2)$ | 49 | $90650(+1)$ | 23 | $15212(+1)$ |
| 1 | 1/4 | 1/32 | NC | $83613(+2)$ | 56 | $11324(+2)$ | 23 | $12982(+1)$ |
| 1 | 1/4 | 1/64 | NC | $16446(+3)$ | 60 | $13823(+2)$ | 25 | $13944(+1)$ |
| 1/2 | 1/8 | 1/32 | NC | $14567(+3)$ | NC | $50294(+2)$ | 24 | $87873(+0)$ |
| 1/2 | 1/8 | 1/64 | NC | $28022(+3)$ | NC | $60488(+2)$ | 27 | $10654(+1)$ |
| 1/2 | 1/8 | 1/128 | NC | $45822(+3)$ | NC | $71161(+2)$ | 32 | $14176(+1)$ |
| 1/4 | 1/16 | 1/64 | NC | $43856(+3)$ | NC | $17969(+3)$ | 26 | $71524(+0)$ |
| 1/4 | 1/16 | 1/128 | NC | $52908(+3)$ | NC | $22263(+3)$ | 32 | $10664(+1)$ |
| 1/4 | 1/16 | 1/256 | NC | $50519(+3)$ | NC | $27042(+3)$ | 37 | $14186(+1)$ |

$\sigma=1 / 18, w(\imath, \gamma, 1)=\alpha_{\imath} / \sum_{\jmath \in a(\imath, \gamma)} \alpha_{\jmath}, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$

Table $542 \mathrm{c} \quad a_{2 \jmath k l} \in \mathcal{P} \mathcal{C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

| $\varepsilon$ | $H$ | $h$ | $n$ | $\begin{aligned} & \mathcal{A L G} 1 \\ & \quad \kappa\left(S_{h}\right) \\ & \hline \hline \end{aligned}$ | $n$ | $\begin{aligned} & \mathcal{A L G} 2 \\ & \kappa\left(N_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ | $n$ | $\begin{aligned} & \mathcal{A} \mathcal{L} \mathcal{G} 3 \\ & \kappa\left(M_{h}^{-1} S_{h}\right) \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1/4 | 1/16 |  | $14305(+3)$ | 53 | $17255(+2)$ | 35 | $52338(+1)$ |
| 1 | 1/4 | 1/32 |  | $17579(+3)$ | 61 | $20968(+2)$ | 31 | $29882(+1)$ |
| 1 | 1/4 | 1/64 | NC | $17290(+3)$ | 73 | $25436(+2)$ | 29 | $19844(+1)$ |
| 1/2 | 1/8 | 1/32 | NC | $18337(+3)$ | NC | $57397(+2)$ | 31 | $20565(+1)$ |
| 1/2 | 1/8 | 1/64 | NC | $29227(+3)$ | NC | $71107(+2)$ | 31 | $15048(+1)$ |
| 1/2 | 1/8 | 1/128 | NC | $46207(+3)$ | NC | 84675(+2) | 32 | $14309(+1)$ |
| $1 / 4$ | 1/16 | 1/64 | NC | $45866(+3)$ | NC | $18046(+3)$ | 29 | $10251(+1)$ |
| 1/4 | 1/16 | 1/128 | NC | $54589(+3)$ | NC | $22262(+3)$ | 32 | $10818(+1)$ |
| 1/4 | 1/16 | 1/256 | NC | $53536(+3)$ | NC | $27046(+3)$ | 37 | $14315(+1)$ |

$\sigma=1 / 114, w(\imath, \gamma, 1)=\alpha_{\imath} / \sum_{\jmath \in a(\imath \gamma)} \alpha_{\jmath}, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$
in fact, if one employs the alternative definition $w(\imath, \gamma, 1) \stackrel{\text { def }}{=} 1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$, then, compared with the results reported in Tables $542 \mathrm{a}-\mathrm{c}$, the larger number of iterations, $n$, and condition numbers obtaned in Tables 54 2d-f suggest that the behaviour of algorithm $\mathcal{A} \mathcal{L} \mathcal{G}$ is no longer independent of the coefficient discontinuities which exist in the problem this confirms the importance of the choice of the interface weights $w(\imath, \gamma, p), 1 \leq \imath \leq k, \gamma \in$ $\mathcal{G}(\Gamma), p \geq 1 / 2$

## 543 Plane stress sample problem Randomly Discontinuous Data

To demonstrate the effectiveness of the preconditioner $M_{h}^{-1}, h>0$ for problems with dis-

Table $542 \mathrm{~d} \quad a_{2 j k l} \in \mathcal{P} C^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

|  |  |  | $\mathcal{A L \mathcal { L G } 2}$ |  | $\mathcal{A L G} 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $H$ | $h$ | $n$ | $\kappa\left(N_{h}^{-1} S_{h}\right)$ | $n$ | $\kappa\left(M_{h}^{-1} S_{h}\right)$ |
| 1 | $1 / 4$ | $1 / 16$ | NC | $69794(+2)$ | 32 | $23326(+1)$ |
| 1 | $1 / 4$ | $1 / 32$ | NC | $87378(+2)$ | 39 | $35578(+1)$ |
| 1 | $1 / 4$ | $1 / 64$ | NC | $10406(+3)$ | 45 | $50303(+1)$ |
| $1 / 2$ | $1 / 8$ | $1 / 32$ | NC | $26969(+3)$ | 37 | $23270(+1)$ |
| $1 / 2$ | $1 / 8$ | $1 / 64$ | NC | $33622(+3)$ | 48 | $35985(+1)$ |
| $1 / 2$ | $1 / 8$ | $1 / 128$ | NC | $40522(+3)$ | 56 | $50861(+1)$ |
| $1 / 4$ | $1 / 16$ | $1 / 64$ | NC | $10393(+4)$ | 42 | $23287(+1)$ |
| $1 / 4$ | $1 / 16$ | $1 / 128$ | NC | $12906(+4)$ | 52 | $35987(+1)$ |
| $1 / 4$ | $1 / 16$ | $1 / 256$ | NC | $15398(+4)$ | 60 | $50865(+1)$ |

$\sigma=10, w(\imath, \gamma, 1)=1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$
Table 54 2e $a_{2 j k l} \in \mathcal{P C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

|  |  |  | $\mathcal{A L \mathcal { G } 2}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $H$ | $h$ | $n$ | $\kappa\left(N_{h}^{-1} S_{h}\right)$ | $n$ | $\mathcal{A L G} 3$ |  |
| $\kappa\left(M_{h}^{-1} S_{h}\right)$ |  |  |  |  |  |  |  |$]$

$\sigma=1 / 18, w(\imath, \gamma, 1)=1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$
contınuous and non-periodic coefficients, we now apply the doman decomposition algorithms $\mathcal{A} \mathcal{L} \mathcal{G} 1,2,3$ to a number of problems with randomly defined material coefficients, $a_{\imath \jmath k l} \in \mathcal{L}_{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$ We achieve this by defining Young's modulus to be a step function, constant in each subdomain $\Omega_{\imath}, 1 \leq \imath \leq k$, with the values obtained from the UNIX stdlib $h$ random number generator functions srand 48 , drand 48 , 1 e ,

$$
\begin{equation*}
E(\underline{x}) \stackrel{\text { def }}{=} 1+100[\operatorname{srand} 48(\imath), \operatorname{drand} 48()] \in[1,101), \quad \underline{x} \in \Omega_{\imath}, \quad 1 \leq \imath \leq k \tag{5413}
\end{equation*}
$$

Thus, we first seed the random number generator using srand48( $\imath$ ) where $\imath \in\{1, \quad, k\}$ is the domain index and then obtain a uniformly distributed random number drand48() $\in[0,1)$

Table $542 \mathrm{f} a_{\imath \jmath k l} \in \mathcal{P C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

|  |  |  | $\mathcal{A L \mathcal { L G } 2}$ |  | $\mathcal{A L G} 3$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon$ | $H$ | $h$ | $n$ | $\kappa\left(N_{h}^{-1} S_{h}\right)$ |  | $\kappa\left(M_{h}^{-1} S_{h}\right)$ |
| 1 | $1 / 4$ | $1 / 16$ | NC | $16800(+2)$ | NC | $23370(+2)$ |
| 1 | $1 / 4$ | $1 / 32$ | NC | $25683(+2)$ | NC | $13773(+2)$ |
| 1 | $1 / 4$ | $1 / 64$ | NC | $40085(+2)$ | NC | $11971(+2)$ |
| $1 / 2$ | $1 / 8$ | $1 / 32$ | NC | $55316(+2)$ | NC | $10075(+2)$ |
| $1 / 2$ | $1 / 8$ | $1 / 64$ | NC | $68480(+2)$ | NC | $84559(+1)$ |
| $1 / 2$ | $1 / 8$ | $1 / 128$ | NC | $79447(+2)$ | NC | $13063(+2)$ |
| $1 / 4$ | $1 / 16$ | $1 / 64$ | NC | $17003(+3)$ | 77 | $59652(+1)$ |
| $1 / 4$ | $1 / 16$ | $1 / 128$ | NC | $21278(+3)$ | NC | $90417(+1)$ |
| $1 / 4$ | $1 / 16$ | $1 / 256$ | NC | $25864(+3)$ | NC | $17357(+2)$ |

$\sigma=1 / 114, w(\imath, \gamma, 1)=1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$
Table 54 3a Random Young's Modulus values

| Domain, $\imath$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $E(\underline{x}), \underline{x} \in \Omega_{\imath}$ | 180828 | 51630 | 922433 | 793235 |
| Domann, $\imath$ | 5 | 6 | 7 | 8 |
| $E(\underline{x}), \underline{x} \in \Omega_{2}$ | 664037 | 534840 | 405642 | 276444 |
| Domain, $\imath$ | 9 | 10 | 11 | 12 |
| $E(\underline{x}), \underline{x} \in \Omega_{2}$ | 147247 | 18049 | 888851 | 759653 |
| Domain, $\imath$ | 13 | 14 | 15 | 16 |
| $E(\underline{x}), \underline{x} \in \Omega_{\imath}$ | 630456 | 501258 | 372060 | 242863 |

The range, $E(\Omega)$, obtained in this way is presented in Table 54 3a
The material parameters $\nu, \mu, \lambda \in \mathbb{R}$ and the body force $f$ are once agan determined from relation (548), $\Omega \stackrel{\text { def }}{=}(0,1)^{2}$, and we employ the boundary conditions

$$
\underline{u}(\underline{x}) \stackrel{\text { def }}{=} 0, \quad \underline{x} \in \partial \Omega_{D}, \quad g(\underline{x}) \stackrel{\text { def }}{=}\left[\begin{array}{c}
\sin \left(\pi x_{2}\right)  \tag{514}\\
0
\end{array}\right], \quad \underline{x} \in \partial \Omega_{T}
$$

where $\partial \Omega_{D} \stackrel{\text { def }}{=}\left\{\underline{x} \mid x_{1}=0,0 \leq x_{2} \leq 1\right\}$, and $\partial \Omega_{T} \stackrel{\text { def }}{=} \partial \Omega \backslash \partial \Omega_{D}$ The respective fintte element triangulations, $\mathcal{T}_{h}\left(\Omega_{\imath}\right), 1 \leq \imath \leq k$, domain decompositions, $\bar{\Omega}=\cup_{\imath=1}^{k} \bar{\Omega}_{\imath}$, iteration parameters $\tau, n_{\text {max }}$, and weights $w(\imath, \gamma, 1), 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$ are constructed and defined as in problem 541 The computational results obtaned with algorithms $\mathcal{A L G}$ 1,2,3 are presented in Table 54 3b

The asymptotic bound (5 3 45) is again confirmed by the results presented in Table 54 3b and, comparing these results with those in Table 543 c , it is revealed that the constant, $C>0$, which appears in (5345), becomes dependent on the parameters $\alpha_{\imath}, 1 \leq \imath \leq k$

Table 54 3b $\quad a_{\imath j k l} \in \mathcal{P C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

|  |  | $\mathcal{A L \mathcal { L G } 1}$ |  | $\mathcal{A L \mathcal { L G } 2}$ |  | $\mathcal{A L \mathcal { L G } 3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ | $H$ | $n$ | $\kappa\left(S_{h}\right)$ | $n$ | $\kappa\left(N_{h}^{-1} S_{h}\right)$ | $n$ |  |
| $\kappa\left(M_{h}^{-1} S_{h}\right)$ |  |  |  |  |  |  |  |$]$

$\mathrm{NC} \equiv$ No convergence after 80 iteratıons, $w(\imath, \gamma, 1)=\alpha_{\imath} / \sum_{j \in a(\imath, \gamma)} \alpha_{j}, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$

Table 54 3c $\quad a_{\imath \jmath k l} \in \mathcal{P} \mathcal{C}^{\infty}(\Omega), 1 \leq \imath, \jmath, k, l \leq 2$

| $h$ | H | $n$ | $\begin{aligned} & \mathcal{A L G} 2 \\ & \kappa\left(N_{h}^{-1} S_{h}\right) \end{aligned}$ | ALG 3$\kappa\left(M_{h}^{-1} S_{h}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1/16 | 1/2 | 39 | $45069(+2)$ | 19 | 7 9592(+0) |
| 1/16 | 1/2 | 48 | $52723(+2)$ | 25 | $10679(+1)$ |
| 1/32 | 1/2 | 54 | $60983(+2)$ | 29 | $12915(+1)$ |
| 1/16 | 1/4 | NC | $47172(+3)$ | 39 | $31188(+1)$ |
| 1/32 | 1/4 | NC | $58561(+3)$ | 51 | $46471(+1)$ |
| 1/64 | 1/4 | NC | $70365(+3)$ | 59 | $61436(+1)$ |
| 1/32 | 1/8 | NC | $17856(+4)$ | 53 | $42239(+1)$ |
| 1/64 | 1/8 | NC | $17347(+4)$ | 66 | $63297(+1)$ |
| 1/128 | 1/8 | NC | $16872(+4)$ | 78 | $89413(+1)$ |

$$
w(\imath, \gamma, 1)=1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)
$$

when one defines $w(\imath, \gamma, p) \stackrel{\text { def }}{=} 1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma), p \geq 1 / 2 \quad$ Furthermore, we point out that, based on the smaller values of $\kappa\left(N_{h}^{-1} S_{h}\right), h>0$ reported in Table 543 c , one may expect more rapid convergence of algorithm $\mathcal{A L G} 2$ when the weights are given by $w(\imath, \gamma, 1) \stackrel{\text { def }}{=} 1 /|a(\imath, \gamma)|, 1 \leq \imath \leq k, \gamma \in \mathcal{G}(\Gamma)$ rather than (5331), however, if the spectrum, $\sigma\left(N_{h}^{-1} S_{h}\right), h>0$, consists of a smaller number of compactly clustered groups of eigenvalues when the Neumann-Neumann preconditioner is defined in terms of the weights (5330) then one should expect these results Indeed, we suggest that this is the explanation for the results obtanned with the Neumann-Neumann preconditioner in Tables 54 3b,c

## 55 Conclusions

Our aim in Section 54 was to demonstrate through the use of computational examples that, for problems of heterogeneous linear elasticity, the inclusion of a globally defined coarse problem within the definition of a Neumann-Neumann type preconditioner leads to faster rates of convergence which do not vary significantly when the material properties change by large orders of magnitude and possess asymptotic properties which are sımılar to those first established in Brezina \& MANDEL (1993) as $H, h \rightarrow 0$ It was also our aim to implicitly demonstrate that the introduction, at the continuous level, of the bilnear forms $b_{2}, \imath \in \mathcal{S}$ leads to an efficient and reliable approach to the solution of the undetermined problems (5 3 1) which are often treated in the literature with ad hoc modifications at the discrete level of the matrices $A_{2, h}=\left(a_{\imath}\left(\phi_{r}, \phi_{s}\right)\right)_{r s=1}^{2 N}, 1 \leq \imath \leq k$

The results obtaned in Section 54 show that, if one solves the doman decomposed interface problem (5 111 ) with the conjugate gradient algorithm using the preconditioner $M_{h}^{-1} \in \mathbb{R}^{2 N, 2 N}$ then, as $H \rightarrow 0$, this leads to
(1) Dramatic increases in the convergence rate, $C\left(M_{h}^{-1} S_{h}\right), h>0$, compared with either the Neumann-Neumann preconditioner, $N_{h}^{-1}, h>0$, (using any definition of $w(\imath, \gamma, p), 1 \leq \imath \leq$ $k, \gamma \in \mathcal{G}(\Gamma), p \geq 1 / 2)$ or no preconditioner, $1 \mathrm{e}, P_{h}^{-1}=I$,
(2) Independence of the condition number, $\kappa\left(M_{h}^{-1} S_{h}\right), h>0$, and, therefore, the convergence rate of algorithm $\mathcal{A L G} 3$ from material discontinuities and, thus, singularities,
(3) Logarithmic rate of growth $\log h^{-1}$ of $\kappa\left(M_{h}^{-1} S_{h}\right)$ as $h \rightarrow 0$ and, therefore, a slow decrease of the convergence rate, $C\left(M_{h}^{-1} S_{h}\right)$, as $h \rightarrow 0$

Finally, we observe that the coarse problem is required primarily for $H \approx 0$, e , when the number of domains, $k$, is large It is cheap to implement because the coarse system matrix, $B$, is small compared to $S_{h}, h>0$ and it is computed and factored only once

## 6 DISCUSSION

Motivated by the need to devise reliable numerical methods for the treatment of elliptic equations and systems with coefficients which vary rapidly, discontinuously, and by large orders of magnitude, we have considered two different approaches In the first approach we have used homogenization concepts and Fourier series expansions to construct asymptotic expansions which can approximate the solutions of these problems in the case when the coefficients are periodic with period $\varepsilon$ We have computed the asymptotic orders at which these approximations converge using extensive computational tests and analytical results In the second approach we have reformulated the Galerkın problem as a system of such problems using domain decomposition techniques and showed how these problems can be efficiently interfaced by constructing preconditioning operators which allow one to use conjugate gradient algorithms for the rapid iterative solution of the interface problem We have provided theoretical results which establish the preconditioning properties of this operator as $H, h \rightarrow 0$ and, using a number of computational results, demonstrated that these properties are fulfilled in practice

Clearly, the asymptotic approach is only applicable for problems in which $\varepsilon \approx 0$ because it introduces errors of the order $O\left(\varepsilon^{t}\right)$ for some $t>0$ which depend on the norm topology and the asymptotic approximations used An important property of these approximations is that the order, $t$, at which they converge does not vary with the level of regularity of the coefficients, thus, we expect identical rates of convergence for problems with either smooth or discontinuous material properties However, the regularity of the rıght hand side, $f$, of a problem is fundamental in this approach because it determines the rates, and the maximum possible rates, of convergence as $\varepsilon \rightarrow 0 \quad$ Furthermore, the level of regularity of $f$ also determines how rapidly its Fourier series expansion converges Indeed, this latter property may cause practical difficulties, for example, if $f$ is precewise continuous then its Fourier
series will converge slowly in the neighbourhoods of any discontinuities and many terms may be required to accurately represent the solution We observe that this difficulty also arises in Babuška \& MORGAN (1991) where, instead of a Fourier series, there is a Fourıer transform and the task is to evaluate an integral over $\mathbb{R}^{n}, n \geq 1$ which may converge slowly We feel that one may attempt to treat this difficulty by using approximations, eg splines or mollifiers, which smooth the discontinuities of $f$ in $\mathcal{C}$ and thus obtain more rapidly convergent Fourier series Clearly, the success of this approach would depend on how well one can control the magnitude of the additional errors which this process would introduce Unfortunately, we do not have sufficient time to explore this possibility

We have seen that the solutions, $\phi$, of the elliptic problems of the type considered in Chapter 3 are holomorphic functions of $\varepsilon$ and $t$ everywhere $\operatorname{nn} \mathbb{R}^{2} \backslash \mathcal{S}$ where

$$
\begin{equation*}
\mathcal{S} \stackrel{\text { def }}{=}\left\{(\varepsilon, t) \in \mathbb{R}^{2} \mid\|(\epsilon, \tau)-(\varepsilon, t)\|_{2} \rightarrow 0 \Rightarrow\left\|\phi(\bullet, \epsilon, \tau), H^{1}(\mathcal{P})\right\| \rightarrow \infty\right\} \tag{array}
\end{equation*}
$$

However, for $(\varepsilon, t) \in \mathcal{A} \stackrel{\text { def }}{=}\left\{\underline{x} \in \mathbb{R}^{2} \mid(0 \rightarrow \underline{x}) \cap \mathcal{S} \neq \emptyset\right\}$, the asymptotic approximations $\phi_{N}, N \geq 0$ fall to converge, $1 \mathbf{e}$,

$$
\begin{equation*}
\left\|\phi(\bullet, \varepsilon, t)-\phi_{N}(\bullet, \varepsilon, t), H^{1}(\mathcal{P})\right\| \nrightarrow 0 \quad(N \rightarrow \infty) \tag{62}
\end{equation*}
$$

Nevertheless, the good qualitative approxımation properties illustrated in graphs 341-346 and $361-366$ motıvated our decision to use the asymptotic approximations $\phi_{N}, N \geq 0$ at any point in $\mathcal{A}$ However, this differs from the elliptic problems studied in BABUŠKA \& MORGAN (1991ı) which include the zero order term, $a \phi$, in their formulation the solutions, $\phi$, of such problems are holomorphic everywhere in the $(\varepsilon, t)$-plane, 1 e,

$$
\begin{equation*}
\left\|\phi_{N}(\bullet, \varepsilon, t)-\phi(\bullet, \varepsilon, t), H^{1}(\mathcal{P})\right\| \rightarrow 0 \quad(N \rightarrow \infty) \quad \varepsilon, t \in \mathbb{R} \tag{63}
\end{equation*}
$$

and the functions $\phi_{N}, N \geq 0$ therefore provide valid asymptotic approximations everywhere in the $(\varepsilon, t)$-plane For $f_{\mathcal{C}} \in H^{m}(\mathcal{C}) \backslash H^{m+1}(\mathcal{C})$ the precise rate at which the asymptotic approximations $\tilde{u}_{N, M, \ell, h}^{\varepsilon}, N \geq m+2, M=m+2-p, \ell \in \mathbb{N}, h>0$ converge to $u^{\varepsilon}$ in the $H^{p}(\mathcal{C})$ norm topology as $\varepsilon \rightarrow 0$ remains an unsettled point, although we expect that more accurate estimates of these asymptotic rates of convergence can be determined by further reducing the discretization error through the use of more refined, perhaps, graded triangulations $\mathcal{T}_{h}(\Omega), h>0$ and/or adaptıve technıques of approximation The task of attaining a given truncation error tolerance, e $g,\left\|f-f_{\ell}, \mathcal{L}_{2}(\Omega)\right\|<\tau$ for minimal $\ell \in \mathbb{N}$, provides a more difficult challenge, however, because the approximations $\chi_{\alpha, h},|\alpha| \geq 1, h>0$ and $\phi_{N, h}(\bullet, \varepsilon, \underline{n} \pi), \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$ are independent they can be computed in parallel efficiently on computers with parallel architectures

The results which we have obtained are simılar to those given by BOURGAT (1978) who uses the classical two-scale asymptotic expansions of Bensoussan, Lions, \& PapaniCOLAOU (1978) Indeed, in BOURGAT (1978) it is claimed that the following error estimate
is valid for solutions of the homogenized problem, $u_{0}$, satisfying $u_{0} \in C^{6 \lambda}(\bar{\Omega})$

$$
\begin{equation*}
\left\|u^{\varepsilon}-u_{N}^{\varepsilon}, H^{1}(\Omega)\right\| \leq C \varepsilon^{(N+2) / 2}, \quad \varepsilon>0, \quad 0 \leq N \leq 1 \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{N}^{\varepsilon}(\underline{x}) \stackrel{\text { def }}{=} u_{0}(\underline{x})+\varepsilon \sum_{|\alpha|=1} D^{\alpha} u_{0}(\underline{x}) \eta_{\alpha}(\underline{x} / \varepsilon)+\quad+\varepsilon^{N} \sum_{|\alpha|=N} D^{\alpha} u_{0}(\underline{x}) \eta_{\alpha}(\underline{x} / \varepsilon), \quad \varepsilon>0, \quad N \geq 0 \tag{65}
\end{equation*}
$$

and the functions $\eta_{\alpha},|\alpha| \geq 1$ are solutions of elliptic problems on $\mathcal{P}$, cf Bakhvalov \& PANASENKO (1989) Although the regularity assumption $u_{0} \in C^{6, \lambda}(\bar{\Omega})$ is unlikely to be satisfied in practice, e $\mathrm{g}, f \in \mathcal{L}_{2}(\Omega) \backslash H^{1}(\Omega)$ or $\Omega$ is nonconvex, this result shows that the approximations $u_{N}^{\epsilon}, N \geq 0$ fulfill simılar asymptotic rates of convergence as those observed in relations (451) and (452) Indeed, the analysis of Chapter 3 showed that these approaches are identical for the problems considered there The presence of the functions $D^{\alpha} u_{0},|\alpha| \leq N$ in the definition for $u_{N}^{\varepsilon}, N \geq 0$ causes a difficulty which does not arise in our approach the task of computing reliable numerical approximations of $D^{\alpha} u_{0},|\alpha| \leq N$ will often require special computational schemes, eg, gradient recovery techniques, and, depending on the form and regularity of $f$, these may introduce signficant discretization errors

Thus, if the truncation errors, $\left\|\phi(\bullet, \varepsilon, \underline{n} \pi)-\phi_{N}(\bullet, \varepsilon, \underline{n} \pi), H^{1}(\mathcal{P})\right\|, \varepsilon>0, \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$ and $\left\|f-f_{\ell}, \mathcal{L}_{2}(\Omega)\right\|, \ell \in \mathbb{N}$, can be made sufficiently small then this approach provides relable numerical approximations Conversely, if the asymptotic truncation errors, $\| \phi(\bullet, \varepsilon, \underline{n} \pi)-$ $\phi_{N}(\bullet, \varepsilon, \underline{n} \pi), H^{1}(\mathcal{P}) \|, \underline{n} \in \mathcal{Z}^{2} \backslash\{0\}$, are too large for a given $\varepsilon>0$ then, clearly, one must consider alternative methods of approxımation for $\phi, \mathrm{eg}$, approximations of the form

$$
\begin{equation*}
\phi_{R}^{\varepsilon}(\underline{x}, \underline{t}) \stackrel{\text { def }}{=} \sum_{k=1}^{n} \zeta_{k}(\underline{x}) \varrho_{k}(\underline{t}), \quad \underline{x} \in \mathcal{P} \subset \mathbb{R}^{n}, \quad \underline{t} \neq 0 \tag{66}
\end{equation*}
$$

where $\varrho_{k}, 1 \leq k \leq n$ are rational functions of $\underline{t}$ provide the basis for a different approach Indeed, the task is then to compute the approximations, $\phi_{R}^{\varepsilon}$, such that the error, $\| \phi(\bullet, \varepsilon, \underline{n} \pi)-$ $\phi_{R}^{\varepsilon}(\bullet, \underline{n} \pi), H^{1}(\mathcal{P}) \|$, is small for $\|\underline{n}\|_{\infty} \leq \ell, \ell \in \mathbb{N}$

The asymptotic approach can also be apphed to problems of linear elastic or viscoelastic deformation, however, the difficulties described above become more pronounced because of the need to employ Fourier series expansions for each component of the body force $f=\left[f_{1}, f_{2}\right]$ Furthermore, the materials which exist in reality do not have perfectly periodic structures, in fact, the coefficients $a_{\imath \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$ can be considered as perturbations of periodic functions in the sense that, for almost all $\underline{x} \in \mathbb{R}^{2}$ and some $\tau>0$,

$$
\begin{equation*}
\left|a_{\imath \jmath \mu l}(\underline{x}+\underline{n})-a_{\imath \jmath k l}(\underline{x})\right|<\tau, \quad \underline{n} \in \mathcal{Z}^{2}, \quad 1 \leq \imath, \jmath, k, l \leq 2 \tag{67}
\end{equation*}
$$

In this case, the assumption of periodicity will introduce errors which need to be investigated

In the second approach our decision to use domain decomposition techniques as a method for developing practical parallel algorithms for the solution of large scale linear elastic problems was motivated by the opportunity to use the greater computational power provided by modern computers with parallel architectures

The computational results show that Algorithm $\mathcal{A L G} 3$ provides a very robust approach for the solution of large scale elastic Galerkin problems However, the theoretical condition number bound provided in Theorem 57 requires that the boundaries, $\partial \Omega_{\imath}, 1 \leq \imath \leq k$, of the subdomans, $\Omega_{\imath}, 1 \leq \imath \leq k$, should be aligned with the discontinuities of the coefficients $a_{1 \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$ In some cases this assumption may be impractical or inconvenient and one may be compelled to construct decompositions (5111) with the property $a_{\imath j k l} \notin$ $C^{0}\left(\Omega_{r}\right), 1 \leq \imath, \jmath, k, l \leq 2,1 \leq r \leq k, 1 \mathrm{e}$, such that the discontinuities of $a_{\imath \jmath k l}, 1 \leq \imath, \jmath, k, l \leq 2$ are not allgned with the boundaries, $\partial \Omega_{\imath}$, of the subdomans $\Omega_{\imath}, 1 \leq \imath \leq k$ Although, in this case, the condition number $\kappa\left(M_{h}^{-1} S_{h}\right)$ can again be bounded according to relation (5345) the constant $C>0$ will depend on the parameters $\alpha_{i}, 1 \leq \imath \leq k$, cf definition 52 Indeed, If the condition number increases with the magnitude of the coefficient discontinuities then the rate at which the iterates $\underline{u}_{\Gamma, h}^{(n)}$ converge to $\underline{u}_{\Gamma, h}$ as $n \rightarrow \infty$ will, correspondngly, decrease We feel that this is a shortcoming of the approach which is difficult to overcome, however, it is a difficulty which all domann decomposition methods share

For problems in three dimensions, $\Omega \subset \mathbb{R}^{3}$, one can also construct the preconditioning operator $M_{h}, h>0$ for approximating spaces $S^{h}(\Omega) \subset H^{1}(\Omega)$ consisting of precewise linear functions defined on tetrahedral triangulations $\mathcal{T}_{h}(\Omega), h>0$ We feel that Theorem 57 can be generalized to include problems of this type, however, because doman decomposition methods which use Steklov-Poincaré operators cause many more subdomans to be coupled than domain decomposition methods which use Lagrange multiplers to interface subdomans we expect that this approach will not compare favourably with Lagrange multipher type approaches Finally, we feel that this approach would benefit from the use of approximating spaces other than $S^{h}(\Omega), h>0$ which can be employed, for example, to treat singularities
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