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Abstract -  Circumventing motorway traffic can be a 

challenging task for the Emergency Services’ vehicles. This work 

presents a preliminary Human-Computer Interface (HCI) design 

which employs Augmented Reality (AR) and Artificial 

Intelligence (AI) to provide in real-time the best manoeuvring and 

speed options to the ES driver, through a full-windscreen 

Head-Up Display (HUD). The system design was presented to 30 

ES drivers from Africa and Europe. Their subjective feedback 

and expectations of the proposed feedback were analysed and 

offered an insight into the similarities and differences of 

requirements for the two groups that perform the same activities 

in different environments.   

 
Keywords— Augmented Reality, Artificial Intelligence, 

Emergency Services, Head-Up Display, Collision Avoidance, 

Driver Distraction, Smart Cities  

I. INTRODUCTION 

The provision of care, safety and support to citizens of a 

country in dire situations requires rapid and efficient 

deployment of Emergency services personnel. For example, an 

ambulance that can provide advanced care to a patient before he 

or she gets to a hospital is a crucial link to a chain of survival in 

major cases (i.e. cardiac arrest, gunshot wounds, stroke, 

car-accident)  as well as any ailment that might befall a person 

[1, 2]. This view on the importance of Emergency Response 

Services, especially ambulances is shared by the World Health  

 

Organisation (WHO) which recognized that improved 

organization and planning for provision of trauma and 

emergency care is an essential part of integrated health-care 

delivery. Furthermore, this plays an important role in 

preparedness for, and in response to, mass-casualty incidents,  

 

and can lower mortality, reduce disability and prevent other 

adverse health outcomes arising from the burden of everyday 

injuries. To this end, WHO suggested that additional efforts 

should be made globally to strengthen the provision of trauma 

and emergency care to ensure timely and effective delivery to 

those who need it, in the context of the overall health-care 

system, and related health and health-promotion initiatives [3]. 

The call by the WHO to strengthen the provision of trauma and 

emergency care is indicative in itself of the major challenges 

facing the provision of emergency response services. In 

multiple occasions, the expected duration of an ES journey 

extends from few minutes to hours losing crucial time for 

attending to victims of major incidents [4]. In other parts of the 

world, inadequate road infrastructure affected further the 

provision of support to the local population [5]. 

Although the various traffic, weather and road conditions 

might vary in different countries, one common issue is the 

navigation through variable traffic densities, which forces the 

ES drivers to fluctuate heavily their speed and perform abrupt 

manoeuvring to circumvent any traffic bottlenecks occurred. 

This paper presents a prototype system that supports the 

decision-making process of the driver with the use of emerging 

technologies such as AR and AI. In turn, the paper evaluates the 

feedback derived from a qualitative study with 30 ES 

drivers/staff from both Africa and Europe. The two equally 

divided cohorts are then compared to identify commonalities 

and differences in their requirements for reaching in a timely 

and safe manner on their destination. Concluding, the paper 

will present a tentative plan of future work aiming to optimize 

the proposed system and provide additional support to the ES 

personnel.  
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II. CURRENT ISSUES  

A. Traffic, Weather and Road Conditions 

ES drivers face a great risk of collision not only from 

on-coming traffic since they are sometimes required to drive in 

the opposite lane when there is stagnant traffic, but also 

collision into inattentive vehicles and pedestrians, especially in 

unfavourable weather conditions. The latter could be a major 

hindrance to the fast and effective response times of ES 

vehicles to emergency scenes.  

Adverse weather conditions (i.e. fog, heavy rain, snowstorm, 

sandstorm, sun-glare) serve as major visual impairments since 

they limit significantly the driver’s visibility, thus increasing 

the risks of potential collisions [6-8]. These issues can be 

particularly intense on the ES vehicles which need to perform 

abrupt manoeuvres whilst maintaining relatively high speeds.  

The traffic issue could also be prominent in areas where the 

road network is inadequately developed or neglected. In such 

case, the sheer volume of vehicles or the effort of drivers to 

avoid potential obstacles (i.e. potholes, uneven tarmac or 

road-works) create further bottlenecks and increase the 

collision probabilities. Passenger vehicles could also affect 

significantly the traffic flow especially in multilane highways, 

by creating sequential bottlenecks and traffic waves due to lead 

driver’s distraction [9].  

B. Driver Distraction  

The infotainment systems could be held responsible for the 

majority of collisions occurred in passenger vehicles as they 

magnify the aforementioned issues by reducing driver’s 

attendance on the road [10]. This issue can also affect the ES 

vehicle drivers which are tuned-in to numerous information 

systems presenting in real-time destination data, patient/victim 

information, navigation data, and different ES groups’ 

coordination information for approaching to the same Point Of 

Interest (POI) amongst other. Their attention might be further 

hindered by the activities on the rear passengers which can 

increase the collision probability [11]. 

Notably, this flooding of information from different 

activities could overwhelm a driver and result in a potential 

collision, jeopardising the safety of the ES vehicle occupants as 

well as the occupants of the neighbouring vehicles [12].  

C. Driver Manouvering Patterns  

Due to the necessity of ES vehicles’ prompt arrival to the 

POI, drivers are trained to perform complex manoeuvres whilst 

moving in high speeds through various traffic densities [13]. 

Yet the aforementioned different conditions and cognitive load 

from the on-board information devices could affect their 

decision making capability and reduce their response times.  

In addition, the ES drivers are trying to follow the navigation 

information and respond to other in-vehicle requirements.  This 

further affects their concentration. The higher than usual speeds 

of the ES vehicles are also reducing drastically the remaining 

Time To Collision (TTC) to the lead or surrounding vehicles as 

presented in Figure 1 [6]. As such the driver has even less time 

to respond to any abrupt changes in the traffic flow.  

III. CURRENT SOLUTIONS  

A plethora of current and emerging technologies such as 

Radio Data System (RDS), Self-Organising Traffic 

Information System (SOTIS), and Vehicular Ad-Hoc Networks 

(VANETS) have been utilised, aiming to support the ES 

driver’s decision-making process and offer an early warning to 

the neighbouring passenger vehicles regarding the immediacy 

of the ES vehicle [14].  

RDS is a communication protocol standard for embedding 

small amounts of digital information in conventional FM radio 

broadcasts, which is used widely by Emergency Response 

Personnel.  Building onto this, previous studies utilised further 

this system to extend the signal and warn neighbouring vehicles 

with regards to the direction, speed and proximity of the 

incoming ES vehicle [14,15].  

VANETS are also incorporated in various research and 

commercial application aiming to propagate information 

between vehicles (V2V) and infrastructure (V2I) [16, 17].  The 

 
 

Fig. 1. Manouvering options and steps for successfully circumventing the traffic in emergency case scenarios. 
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transmission of positioning and speed data could service the 

calculation of the different manoeuvring steps and the required 

speed for the ES vehicle to safely pass through the traffic. 

Additional attempts to resolve the driver’s decision-making 

process resulted in current navigation devices which provide 

detailed information about the different routes available, traffic 

congestion, type of road (i.e. motorway, rural, urban network) 

and Estimated Time of Arrival (ETS) among other information. 

Yet, all the above systems fail to offer a step by step real-time 

guidance to the driver and alleviate the pressure and cognitive 

load of combining the above information to manoeuvre 

successfully through the traffic as illustrated in Figure 1.  

IV. PROPOSED AR/AI SOLUTION  

Based on the above observations the interface design for the 

proposed AR system follows the same simplified visual input 

of crucial information following previous work and 

experimentation with AR HUD systems [6, 17]. The selection 

of full-windshield AR HUD provides larger estate for the 

superimposition of information in scale 1:1 to the external 

environments. This mitigates any delay issues that drivers 

might encounter by trying to visualise small-size HUD 

information in real-scale and reduces the probability of 

collision [18-22].  

The minimalistic symbolic representation of the proposed 

manoeuvring options and required speeds are presented directly 

on the real-life road through the full-windshield AR HUD 

system as presented in the VR Driving Simulator in Figure 2 [6, 

23]. The direction of the manoeuvres is presented by 

colour-coded arrows; red, amber, green and blue, which 

represent the different risk-level of the manoeuvring option (i.e. 

red is the riskier and blue is the easiest to perform).  

Based on our previous consultation with both ES and civilian 

drivers, it was deemed ideal to divide the proposed 

manoeuvering routes into different stages depicted by a colour 

coded circle. Each circle is the safe point reached on each lane 

change [9, 13].  

Additionally, this provides further time for the system to 

recalculate the trajectory of the next manoeuvre and reduce any 

potential safety issues that might have arisen by the traffic flow 

changes. The latter process is tasked to the AI part of the system  

which will provide the proposed options through auditory 

ques aiming to complement the visual representation of the AR 

part.  The AI system under development will resume the role of 

 

 
 

Fig. 2. Manouvering options and steps for successfully circumventing the traffic in emergency case scenarios. 
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a digital co-driver suggesting calmly and in advance, any 

potential moves that could decrease the ETA, whilst 

maintaining the safety of the driver and the neighbouring 

vehicles.  

The AI system will be further trained through previous accident 

data provided by the local police department. Also, the VR 

simulations performed by different volunteer drivers in the VR 

Driving Simulator will provide multiple options for collision 

avoidance manoeuvres and their suitability based on traffic, 

weather and accident scenarios [24-26].  

V. SYSTEM EVALUATION  

A. Survey Rationale and Structure 

The evaluation process started with a pre-test questionnaire. 

This first questionnaire acquired the drivers’ demographic 

information, personal driving experiences, daily issues 

encountered and their expectations from a potential system that 

would aim to offer some solutions.  

The second stage was the presentation of the current 

in-vehicle navigation and infotainment systems and the related 

driver distraction issues that increase the probability of 

collision. In turn, a presentation of a demo version of the 

proposed AR/AI HUD (as presented in Figure 2) has been 

contrasted to existing navigation methods in a typical 

rear-collision scenario described below [6, 27]. 

The third stage of the evaluation was designed to acquire the 

ES drivers’ subjective feedback and identify the potential 

usability benefits and issues of the proposed HCI design. The 

results of this evaluation could further clarify the acceptability 

of a full-windshield AR HUD interface complimented by an AI 

Co-driver. Their responses and subjective feedback could 

further improve the system design prior to the final version 

evaluation in the Virtual Reality Driving Simulator (VRDS) 

Laboratory. This paper will focus on the main 18 questions of 

the post questionnaire presented in Table 1 [13]. 

B. Participants 

The investigation was performed with the use of 30 

participants, which were all ES staff. The participants’ age was 

spanning from 18 to 55 years old. The 30 drivers were formed 

by two groups of 15 drivers each, from Africa (Ghana) and 

Europe (UK and Greece) respectively. The groups were 

analysed individually and as a whole aiming to identify 

differences and commonalities on their requirements and 

expectations of a system such as the proposed one. 

C. Driving and Collision Scenario 

A rear collision scenario with the lead-vehicle has been 

presented to the participants. The accident scenario employed 

for this survey follows the exact pattern with previous accident 

scenarios used for the evaluation of former Advanced Driver 

Assistance Systems (ADAS) which evaluated HUD prototypes 

against typical Head Down Displays (HDD)  [6, 10, 28].  

This was deemed essential for preserving the uniformity with 

previous and future experiments that involve HUD and AR 

applications versus traditional in-vehicle infotainment systems. 

 

Table 1: Post-questionnaire for the ES staff. 

VI. RESULTS AND DISCUSSION 

The questions 11-20 have provided an indicative appraisal of 

the proposed system’s acceptance by the users and their future 

expectations. The presentation of data in Figure 4, shows the 

responses of the overall cohort of the 30 drivers, whilst Figure 5 

presents the feedback provided by each of the groups. The 

drivers’ responded positively towards the interface design 

(Question 11) with regards to the simplicity and clarity of 

information provided.  Question 12 which explored the colour 

coding of the AR symbolic representations also received 

positive responses from 93% of the participants. The 

acceptability of an AR navigation/guidance system in the ES 

vehicles, explored in Question 13, received a 90% acceptance 

rate.  Question 14, although it received overall positive 

responses, presented also a variety of neutral and negative 

responses revealing some anxiety of the users regarding the 

extent of the AI involvement on the driving process. These 

responses were posed exclusively from the European drivers as 

Post-Questionnaire 

Q11. Did you find the interface design simple and clear? 

 1      2      3      4      5   (1 Very Simple – 5 Very Difficult) 

Q12. Do you think that interface design and colour coding would be useful 

to convey the manoeuvring information? 

 1      2      3      4      5   (1 Very Useful – 5 Not Useful at all) 

Q13. Would you be interested to have AR navigation/guidance system in the 

ES vehicle? 

 1      2      3      4      5   (1 Very Interested – 5 Not Interested at all) 

Q14. Would you be interested to have AI navigation/guidance system in the 

ES vehicle? 

 1      2      3      4      5   (1 Very Interested – 5 Not Interested at all) 

Q15. Would you be interested to have AR navigation/guidance system in the 

civilian vehicles? 

 1      2      3      4      5   (1 Very Interested – 5 Not Interested at all) 

Q16. Would you be interested to have AI navigation/guidance system in the 
civilian vehicles? 

 1      2      3      4      5   (1 Very Interested – 5 Not Interested at all) 

Q17. Would you be interested to have real-time guidance suggestions by an 

AI/AR system? 

 1      2      3      4      5   (1 Very Interested – 5 Not Interested at all) 

Q18. Do you think that the AR/AI proposed system could replace other 

guidance systems? 
 Yes       No 

Q19. Do you think it would be a helpful system (AI/AR)  to integrate into 

future ES vehicles? 

 Yes       No 

Q20. Do you think it would be a helpful system (AI/AR) to integrate into 

future civilian vehicles? 

 Yes       No 

Q21. Do you have any other suggestions, comments or thoughts regarding 
the proposed AR/AI system? If yes please use the space below to write your 

comments. 

 Yes       No 
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can be seen in Figure 5. The trustworthiness of such systems 

has been affected by early generations of vehicular navigation 

systems which occasionally provided anecdotal guidance 

information for traffic avoidance or alternative faster routes.  

Nevertheless, this could be alleviated with the introduction 

of new generations of drivers that are accustomed to the AI 

support throughout their daily activities. Similarly, Question 16 

raised even more concerns for the use of AI Co-Driver for 

civilian vehicles, although some vehicles have already a 

Technology Readiness Level (TRL) 4 and some are pursuing 

level 5 for fully autonomous driving without geofencing 

limitations. Notably, the proposed system is not taking the 

control fully or partially from the driver, but only supervises, 

predicts and suggests the best possible manoeuvres and speeds, 

to achieve faster and safer traffic circumvention. Yet even this 

artificial intervention was considered a potential issue by some 

of the users which were concerning both the African and the 

European groups as illustrated in Figure 5.  

Question 15 presented a positive overview of 80%, with 

some users expressing minor concerns (6%) for the 

superimposed AR guidance interface. The concerns regarding 

the AI were counterbalanced in Question 17 in which 90% of 

the users were keen to receive time-sensitive guidance 

information by the proposed AR/AI system. Questions 18, 19 

and 20 have almost unanimously received positive responses 

with 90%, 100% and 87% respectively. The negative responses 

formed a small segment of the overall feedback and echoed the 

concerns expressed in the previous questions primarily related 

to the AI involvement in the driving process. The latter three 

questions were in par with the previous evaluations [9,14]. 

Interestingly both professional (ES) and passenger vehicle 

drivers are both keen to see this technology in their future 

vehicles.  

VII. CONCLUSIONS 

This paper explored the design rationale of a prototype 

AR/AI system that could present real-time suggestions for 

collision avoidance and high-speed manoeuvring. The system 

is custom-designed for ES vehicles and their requirements for 

fast yet safe circumvention of traffic when is essential. The 

provision of information is provided by a multimodal interface 

which superimposes guidance information directly to the 

real-life environment with the use of a full windshield HUD 

device whilst an AI Co-driver suggests vocally the presented 

visual AR options. 

In turn, the paper presented a preliminary evaluation of the 

AR/AI prototype system by 30 ES drivers forming two arms of 

15 drivers each, representing two different continents namely 

Africa and Europe. Despite some differences in daily driving 

requirements, their overall feedback highlighted very similar 

preferences and concerns with some elements of the emerging 

technologies discussed analytically in the results’ section.  

The evaluation provided encouraging results for the 

acceptance of the proposed emerging technologies (i.e. AR, 

AI). The collaboration of human-machine to achieve improved 

spatial and situational awareness was perceived as a positive 

future outcome by the ES staff. Yet, the users expressed some 

concerns regarding the employment of AI for the provision of 

real-time calculated manoeuvring and collision avoidance 

options.  The future plans for the development of this work are 

to deploy the system on our scale 1:1 VR Driving Simulator 

and expand the evaluation process both in users’numbers and in 

the level of accident scenarios’ complexity. 
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