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ABSTRACT

The power of thermodynamics in the calculation of complex chemical
and metallurgical equilibria of importance to industry has, over the

last 15 years, been considerably enhanced by the availability of

computers. It has resulted in the storage of data in databanks, the use
of physical but complex models to represent thermodynamic data, the vast
effort spent in the generation of critically assessed data and the
development of sophisticated software for their application 1in

equilibrium calculations.

This thesis is concerned with the generation and application of
metallurgical thermodynamic data in which the computer plays a central

and essential role. A very wide range of topics have been covered from

the generation of data by experiment and critical assessment through to

the application of these data in calculations of importance to industry.

Particular emphasis is placed on the need for reliable models and
expressions which can represent the molar Gibbs energy as a function of
temperature and composition. In addition a new computer program 1is
described and used for the automatic calculation of phase diagrams for
binary systems. Measurements of the enthalpies of formation of alloys in
the Fe-Ti system are reported. All data for this system have Dbeen
critically assessed to provide a dataset consistent with the published
phase diagram. Critically assessed data for a number of binary alloy
systems have been combined in order to perform quantitative calculations
in two types of steel system. Firstly data for the Cr-Fe-Ni-Si-T1 system
have been used to provide information about the long term stability of
alloys used in fast breeder nuclear reactors. Secondly very complex
calculations involving nine elements have been made to predict the
distribution of carbon and various impurities between competing phases
in low alloy steels on the addition of Mischmetall. Finally a new model
is developed to represent the thermodynamic data for sulphide liquids
and is used in the critical assessment and calculation of data for the

Cu-Fe-Ni-S system. The phase diagram and thermodynamic data calculated
from the assessed data are in excellent agreement with those observed

experimentally.
The work reported in this thesis, whilst successful, has also
indicated areas which will benefit from further study particularly the

development of reliable data and models for pure elements, ordered solid

phases and liquid phases for high affinity systems.
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CHAPTER 1

Introduction

Any stranger to the field of thermodynamics must think it rather odd
that its application to industrial problems is still in a state of
hectic development. It is certainly true that the basic principles of
the subject are well established following the pioneering work of Gibbs
and others (1-6) towards the end of the last century. It is also true,
however, that in many fields of research considerable time may elapse

between the conception of a theory and its development to the stage

where it can be used to solve complex problems of practical interest. In

the case of thermodynamics, the initial definition of the principles led

to rapid growth in the amount of experimental work being performed. This

experimental work with 1ts generation of vast quantities of data 1led
people to develop convenient mathematical expressions to link the data

together. This need for convenient but reliable mathematical formalisms

in turn led to greater emphasis being placed on a detailed understanding
of the underlying physics and consequently the development of more
fundamental theories.

As I hope to demonstrate in this thesis, thermodynamics is still at a
stage where it demands a high level of intellectual application in order

to provide the basis for the solution of important practical problems,
However with the birth of the age of computers a dramatic change 1s now

occurring which will allow a non-expert to solve complex problems
involving thermodynamics with very little effort. This 1s particularly
true of the area of metallurgical thermodynamics. The aim of this thesis
is to show how thermodynamic data for metallurgical systems can be

generated and used in conjunction with a computer to solve problems of

practical interest.

The importance and the use of thermodynamics are well known and this




1s reflected in the growing number of conferences and journals devoted
to the subject. At NPL, there is a great tradition for conferences

devoted to thermodynamics (7-10). The latest of these conferences "The

Industrial Use of Thermochemical Data" (10) showed that, just within the
areas of metallurgy and inorganic chemistry, thermodynamics is being
used successfully in a wide range of industries for topics as diverse as
the development of materials for nuclear reactors (11-13), the

prediction of superalloys suitable for use in turbine blades (14,15),
the hydrometallurgical and pyrometallurgical extraction of metals from
minerals (14,16), the growth of crystals by vapour transport (17),
pollution control (18), steelmaking (19-23) and the development of
materials for lamp technology (24,25). It is probably true that even in
these areas, thermodynamics is not being used to its full potential.

One other aspect that stood out from this conference was the
breakdown of the delegates between government organisations,

universities and private industry. It was rather encouraging to note the

large representation of industry which may indicate that the scepticism

or even fear on the part of the industrial scientist in the use and
power of thermodynamics is disappearing.

There are many reasons for this sceptical attitude. The last time a
typical 1industrial scientist would have thought 1in detail about
thermodynamics would have been during his undergraduate days at
university. There he would have been confronted with an array of partial
differential equations, strange concepts such as reversible and
irreversible reactions, adiabatic and 1isothermal changes and the
escalation of entropy. All this might have seemed a long way from
solving a practical chemical or metallurgical problem. It is small
wonder that after a break of a few years he would view the prospect of
returning to thermodynamics with some trepidation. Even for those bold

enough to get past this stage, the problems have only just begun. The



non-expert must first find the data he needs for his calculations,
perhaps from the literature or standard compilations. However, can he be

sure that these data are reliable, sufficiently accurate and consistent

with each other and with the most recent experimental results? He may
also need to estimate some data which are not available or to

interpolate or extrapolate them well outside the range of their

measurement. Furthermore when all the data have been found or estimated,
the problems of interest are often so complex that they are impossible
to solve without resorting to a powerful computer. He may then need to
develop software so sophisticated that even the best intentioned

industrial scientist will feel thwarted in his attempts to use

thermodynamics to solve his problem.,

However the application of thermodynamics is fast becoming painless
because of the expanding series of data compilations and computer
databanks, and the development of extremely general computer programs
for the calculations of complex equilibria. The problem therefore now
becomes one of making industry aware of what is available, and competent
and confident in 1ts ability to use such tools. In the long run, much of
the responsibilty 1lies with the universities. They must ©provide
undergraduate teaching courses which are both relevant, showing Just
what can be achieved by the use of thermodynamics, and up-to-date by
demonstrating the most recent techniques and facilities for solving
these problems painlessly, reliably and cost effectively.

There are a number of aspects of the application of thermodynamics
which must be covered in order to solve a particular problem and these
will be discussed in some detail in the next three chapters of this
thesis. In chapter 2, the question is considered of where it is possible
to find the data required for the calculations. Generally data for the
most important materials can be found in tabular form in books although

the opportunities offered by the computer now allow the storage and




retrieval of data as coefficients to an expression relating the

variation of the thermodynamic properties to the composition and
temperature. This 1is especially important for the more complex

equilibrium calculations which may require interpolation or

extrapolation of tabulated data. The formalisms commonly used are

described in Chapter 3.

Thermodynamic data are very versatile and can be used for the
calculation of equilibria for a wide range of systems and industrial
applications. Several different types of computer programs have been
developed and these have been reviewed in chapter 4 along with the other

applications of computers to the world of thermodynamics. As these

calculations become more and more important, so the need for reliable
and efficient procedures grows. Moreover as the power of computers

increases and their price drops these calculations fall well within the

scope of any interested individual. It now becomes important to develop
programs specifically for microcomputers. In chapter 5 the mathematics
and the strategy used for one particular computer program is described.
This program is used at NPL for the automatic calculation of binary
alloy phase diagrams. The techniques used for thls program are very
reliable and so compact that they allow the calculation of phase
equilibria even on a hand held microcomputer.

Ultimately the basis of all the calculations of phase equillibria 1s
experimental work. In chapter 6 a series of measurements are described
for the enthalpies of formation of alloys in the iron rich side of the
Fe-Ti system. This work involved the use of a high temperature adlabatic
calorimeter designed by Dench (26) but with experimental procedures
modified to allow measurements in highly exothermic systems such as the
Fe-Ti system. These experimental data, with thermodynamic and phase
diagram data from other sources were critically assessed in order to

provide a representation of the thermodynamic data over a wide range of



temperatures and compositions but consistent with the accepted phase
diagram.

In chapter 7 two sets of phase equilibrium calculations for steel
systems are described. The first set of calculations, which used a
database including the critically assessed data for the iron-titanium
system, was undertaken to provide reliable ©phase diagrams for
multicomponent stainless steels to help understand the phenomenon of
neutron induced void swelling of cladding materials used in fast breeder
nuclear reactors. These calculations are more reliable than could be
obtained from direct experiment because phase transformations in the
temperature range of interest are very sluggish in these systems. They
therefore give 1information about the 1long term stability of these
cladding alloys. The second set of calculations was designed to provide
quantitative information about the levels of Mischmetall which could be

added to certain low alloy steels to remove harmful impurities such as
phosphorus, tin and copper and yet would not cause a disruption of the
carbide structure of the steel.

In chapter 8 the assessment of thermodynamic and phase diagram data
for certain sulphide systems 1s described. These systems are
characterised by dramatic changes in the thermodynamic properties of the
liquid phase <close to the compositions of known stoichiometric
compounds. A new model has been derived to represent the thermodynamic
data for the liquid phase as a function of temperature and composition.
In particular data have been derived for the Cu-S and Ni-S systems which
were then used to calculate the phase diagram and thermodynamic data for

the Cu-Fe-S, Cu=Ni-S, Fe-Ni-S and Cu-Fe-Ni-S system. These calculations

are in good agreement with available experimental information.
The final chapter, chapter 9, is a summary of the work carried out
for this thesis. Although the work has been successful a number of

aspects require further study and these have been highlighted.



CHAPTER 2

Sources of Data

M

One of the most difficult and important problems facing a potential
user of thermodynamics is to find the basic data needed to solve his
problem. This might involve the daunting task of searching through the
literature for thermodynamic data, equilibrium data and potentially
related measurements such as spectroscopic data. Even after a
comprehensive search and after the collection of the available data
there 1s no guarantee that he will have found all the data he requires.
He might then try to estimate those data that aren't available. The

estimation of data is a complex and time consuming task in its own right

and often requires many years of experience. Moreover he will have to

make some judgement about the validity of all the data he has collected
and ensure that they are all interconsistent. For many practical
problems he will also need to express the dependence of these
thermodynamic data on the temperature or composition. The choice of

expression 1s often far from simple especially for condensed solution
phases as described in Chapter 3.

Fortunately 1in response to the need for accurate and consistent
thermodynamic and phase diagram data, many governments and industries
have sponsored the preparation of various data compilations. In the past
this has included programmes to measure key unknown thermodynamic data.
Unfortunately these are generally labour 1intensive and recently they
have suffered greatly from the world recession and economic crisis.
Traditionally the compilations of thermodynamic and phase diagram data
have been in the form of hard copy publications and have been of immense
benefit to industry. For thermodynamic data the most useful general
publications have been the JANAF tables (27-31) , those of Barin and

Knacke (32,33) and the IVTAN group (34-37), the NBS 270 series (38,39),

—
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Medved'ev (40), and the CODATA publications (41,42), all of which have

peen concerned primarily with data for pure substances or species. Other

publications such as Hultgren (43,44), Kubaschewski and Alcock (45),

Kaufman and Bernstein (46) and the CALPHAD journal (47) have covered
data for both pure substances and for solution phases. Data for dilute
solution in metals and alloys have also been tabulated (48-52). There
are also many comprehensive sources of phase diagrams and equilibrium
measurements of which the best known are undoubtedly Hansen and Anderko
and its supplements (53-55), Moffatt (56), Prince (57,58), Ageev (59),
Wisniak (60), the Pourbaix atlasses (61), 'The Phase Diagrams for

Ceramicists' (62), the Metals Handbook (63) and more recently the

Bulletin of Alloy Phase Diagrams (64).
These publications are generally easy to use and contain their
information in a form which can often be applied directly to the problem

of interest. Indeed so useful have they become that in many quarters

they are regarded as a sort of Bible. This dependence on individual
publications is also their main drawback. For example, many of the phase
diagrams presented in Hansen are now out of date many times over and yet
the phase diagrams it contains are used, often without any regard to
whether a more recent phase diagram is avallable. A more acute problem
can occur because of inconsistency between the tabulated thermodynamic
data obtained from different sources. Different compilations often refer
to different reference states and tﬁis can lead the unaware to obtain
completely incorrect results. Despite their undoubted use such
compilations should therefore be used with some caution.

Moreover many of the published phase diagrams can be 1improved by
applying some simple knowledge of thermodynamics even without the use of
a computer. A good example of this has been demonstrated by Hillert
(65). In the phase diagram for the Fe-Cu system published in the Metals

Handbook (63) and reproduced in Fig 2.1, the phase boundary between the
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‘Cu rich liquidus and the Fe rich fecc phase is represented by a dotted
line to indicate an editorial interpolation in the absence of specific
experimental results. Hillert (65) pointed out that the editor could
have defined this phase boundary more precisely. Firstly the two ends of
the dotted line indicate experimental compositions for which the fcc
phase 1s in equilibrium with the liquid phase. Also however the melting
point of metastable fcc Fe is known accurately from studies of a variety
of binary systems involving Fe where the fcc phase is stabilised (eg.
Fe-Ni). Hillert argued that the two ends of the dotted line and the
hypothetical melting point of fcc Fe, since they pertain to equilibrium
between the same two phases, should lie on a smooth curve as shown 1in
Fig 2.2. This has since been demonstrated experimentally.

In a similar way thermodynamics can be used very simply to examine
experimental liquidus and solidus curves in dilute solutions (66) and to
derive rules for the geometry of the intersections of phase boundaries
(67). Use of such knowledge in conjunction with experimental equilibrium
data can lead to more reliable phase diagrams,

Most of the compilations 1listed above are concerned with pure
substances or binary systems for perhaps alloys, aqueous solutions etc.
The number of tables or diagrams required for these systems 18
sufficiently small that they can be stored in a few volumes.
Unfortunately, in practice, alloys or other materials of use to industry
rarely consist of only two elements and a source or compilation of phase
diagrams for complex materials is therefore sorely needed. Ageev (59) to
a certain extent fulfils this need for alloys. Recently The Metals
Society, in conjunction with SERC, has supported a project of work to
provide in hard copy form reviews of ternary phase diagrams for 1iron
based systems (68-72). Similarly Chang (73,74) has recently reviewed
selected ternary phase diagrams involving copper. However 1t is clearly

impossible to store phase diagrams for all multicomponent systems of
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interest in hard copy form.

Fortunately there is a very close link between phase diagrams and
thermodynamic data. In fact it is correct to say that a phase diagram is
merely one of a number of different ways to represent the thermodynamic
data for a given system in a diagrammatic form. As the speed of
computers increases and reliable packages become available to calculate
phase diagrams from thermodynamic data (as described in Chapter 4) it
pecomes tempting to replace hard copy data compilations by computer
databanks where the thermodynamic data are stored on computers 1in the

form of coefficients to some mathematical expression or expressions. The

quantity of data necessary to reproduce these hard copy compilations is

sufficiently small for them to be stored easily on a magnetic tape or
disc. Furthermore they will be self consistent, can be updated
frequently and accessed by people all over the world via a telephone
system or packet switching network. Perhaps more important the computer
will allow the calculation and presentation of results in any form
particularly appropriate to the user eg. a diagram could be plotted in
terms of weight percent rather than mole fraction.

Rather than produce hard copy data compilations the task now facing
professional thermodynamicists 1is to provide reliable, accurate and
consistent data for a wide variety of materials as a function of
temperature, composition and pressure. This in turn recognises the need
for reliable expressions to the represent the data and computer programs
both to assist 1in the generation of data and to calculate complex
equilibria.

This work is beyond the ability of one person or even one group of
people and has led to 1increased collaboration between different centres
throughout the world. One particularly effective forum for collaboration
is the CALPHAD organisation (CALculation of PHAse Diagrams) which

encourages free exchange of thermodynamic data. CALPHAD hosts a
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conference every year at various centres throughout the world and a

journal, published quarterly, which acts as a focus for the development
of ideas, methods and data.

Within Europe a smaller organisation, SGTE (Scientific Group
Thermodata Europe), has been set up to provide European industries with
a source of reliable thermodynamic data and facilities for their use in
equilibrium calculations. A number of major European organisations
concerned with chemical and metallurgical data actively participate
including NPL, Harwell, RWTH Aachen, The Royal Institute of Technology
Stockholm, LTPCM and THERMODATA based in Grenoble and IRSID. One of 1its
main projects, which is sponsored in part by the EEC, is to set up a
computer based databank containing data for gases, alloys, oxide
systems, aqueous solutions, sulphides etc. and be capable of a wide
range of phase equilibrium calculations. It 1is planned to make this
databank available on-line to industry throughout the world from January
1986.

As will be described in chapter 4 similar databanks are belng

developed in other parts of the world.
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CHAPTER 3

Representation of Thermodynamic Data

Molar Gibbs Energy

Of all the various types of data for materials, thermodynamic data

are probably the best suited for storage on a computer. One of the main
reasons for this is that a single function G, the molar Gibbs energy,
when expressed as a function of various system variables such as
temperature, pressure or composition, can be used to generate an

expression for any other thermodynamic property.

For example

Molar Volume V = (ch/aP)T
Molar entropy S = - (éG/aT)P
Molar enthalpy H = G =T (dGﬁaT)P
Internal energy U = G =T (éG/dT)P - P(éGﬂaP)T
Helmholtz energy A = G -P (dG/c!P)T
Specific heat at C = =T (aZGAJTZ)P
constant pressure P
Specific heat at C, = - T(azc/aTz)P - T(azG/aTo)P)z/(chG/éPz)T
constant volume
Partial Gibbs energy GA = G - 1 (aG/dxA)
y.
(1-xA) i
where y; = _X, and iZ A
1-xA

Equally important from the point of view of the calculation of
chemical and metallurgical equilibria is that for a system to Dbe 1n

thermodynamic equilibrium the G1lbbs energy 1s at a minimum provided that
the system is homogeneous in temperature and pressure. Therefore for a

multiphase system the calculation of equilibria becomes a mathematical
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problem of determining the phases and their compositions which, for a
given overall temperature and composition, give the lowest Gibbs energy.
For this it is essential that the Gibbs energies of all the competing
phases are represented as a single valued function of temperature,
préssure, composition and other appropriate variables. For practically
all problems of metallurgical interest this will be possible although
occasionally difficult. However for studies of critiecal phenomena
involving a liquid phase and a gas phase the Gibbs energy will no longer
be single valued. In this case it is more appropriate to wuse the
Helmholtz energy.

One handicap to the use of Gibbs energy is that it has no absolute

value - one can only discuss differences or changes in Gibbs energy.

Fortunately this is all that is necessary for the calculation of

equilibria.
Temperature dependence

For reliable calculations of phase equilibria it is very important to
use a good representation of the thermodynamic data as a function of
temperature even in regions where the phase is metastable. For most
materials where contributions to the thermodynamic properties arise from

electronic, vibrational and translational degrees of freedom the Gibbs

energy above 298.15 K can be conveniently and accurately represented by

an expression of the form:

2+eT3+f‘T'1

G =a+bT+c¢TI1In(T) + 4T

and this is equivalent to the four term expression for Cp often used in

conjunction with some enthalpy and entropy values. Sometimes it is not

possible to represent data over a very wide temperature range using just
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6 coefficients and in these conditions it is convenient to split the
temperéture range into two or more intervals, each with a set of these 6
coefficients. The coefficients would normally be chosen such that there
was no discontinuity in the Gibbs energy, its first derivative or its
second derivative at the change from one temperature range to another.
There are however contributions to the thermodynamic properties which
for some substances can complicate the above treatment. The first occurs
for magnetic materials especially below and just above the Neel or Curie

temperature. Consider the case of Nickel which below 631 K is a

ferromagnet. We could choose to represent the thermodynamic data for
Nickel 1in two parts - firstly that for the paramagnetic fornm,
hypothetical at lower temperatures, which could be represented by the
conventional 6 term expression, and secondly a term for the magnetic
ordering. According to Inden (75,76) and Hillert and Jarl (77) this
magnetic contribution to the Gibbs energy will be given by:

G"8 = - RT 1n (B + 1)

where B8 1is the magnetic moment expressed as the number of Bohr
magnetons per atom, equivalent to twice the number of unpaired spins.

The function ¢;is different above and below the Curie temperature.

Above the Curie temperature

= {T’-S + ’1’-15 + 7-25} / 5 K
2 63 300
Below the Curie temperature
R T T A S S AP AP A I SR I
[ 20 p 71 2 b5 20 D

where




- 14 -

K= 518 + 11692 {1 - 1}
1125 15975 p

and 7T = T/TC where Tc 18 the Curie temperature and p 1is the fraction

of the total magnetic enthalpy absorbed above the Curie temperature. It
was suggested by Inden that p = 0.28 for fcc metals and 0.40 for bce
metals. Fig 3.1 shows the two contributions to the Gibbs energy for fecc
Ni.

A second phenomenon is responsible for the so-called glass transition
through which a liquid gradually transforms as it is cooled especially
below the melting point. At present the thermodynamic properties of
liquids are not well understood. It is generally believed that for most
elements, the heat capacity of the liquid phase on cooling down will

rise corresponding to the liquid assuming greater glassy character. This

behaviour 1is expected to continue through the melting point into the

region where the 1liquid 1is metastable. Eventually at a temperature,
about 2/3 of the melting temperature, the glass transition occurs where

the heat capacity falls dramatically to roughly the value of the heat

capacity of the stable so0lid phase. This phenomenon 1s summarised in
Fig 3.2 which is a plot of the heat capacity of typical liquid and solid
phases as a function of temperature. Fig 3.3 shows the typical
difference in Gibbs energy between a solid and a liquid/glass. It shows
that at the glass transition the curvature of the Gibbs energy curve for

the liquid phase changes. Extrapolation of the curve from above the

glass transition temperature towards 0 K could lead to the liquid phase

becoming apparently stable again at low temperatures. The glass

transition prevents this from happening.

Unfortunately the lack of a detailed understanding of the
thermodynamics of the glassy phase impairs our accuracy 1in the
prediction of multicomponent data for a 1liquid phase and consequently

the calculation of eutectic behaviour. Theoretical advances for this and
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other phases of pure elements would be most welcome.

Concentration dependence

A great deal of work has been carried out into the development of
models and expressions to represent thermodynamic data for condensed
solution phases 1in binary systems and to extrapolate them into
multicomponent systems. Three general approaches have been adopted. The
most rigorous approach usually develops from the use of statistical
mechanics and an expression of the partition function from knowledge of
the various energy states available to the material. This in turn can be
related directly to the various thermodynamic functions.

An equivalent approach is to express the Gibbs energy in terms of
some inte'r'nal variables of the system and then to find the conditions,
perhaps by numerical methods, which will give the lowest Gibbs energy of

the systen.

The third approach, a more empirical one, is to adapt an essentially

theoretical model and use some power series expression to obtain good

agreement between the real behaviour and that predicted by the model.

This is the approach that is normally most useful and productive,

a) Ideal Solution Model

The most simple model is for a system where the elements involved
have very similar properties. Consider for example the liquid phase 1in a
system of two metals such as Co and Ni which are very similar 1in size,
are surrounded by the same number of nearest neighbour atoms and mix

together without any appreciable volume change or expulsion or

absorption of heat. Here it could be assumed that the metals would mix

together randomly and therefore form what is called an ideal solution,
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In this case the thermodynamic properties of the solution can be
described fairly simply. Let us consider the Gibbs energy of formation
from the pure liquid elements of a composition in this 1liquid phase
where the mole fractions of Co and Ni are xCo and x,,. respectively. For

N1

an ideal solution, by definition, there is no enthalpy change on mixing.
However, there is an entropy contribution to the Gibbs energy because

the mixture has acquired some disorder. From the Boltzmann relationship

S = k 1In(sy)

where L 1s the number of ways of arranging the system and k is the

Boltzmann constant. If the number of atoms per mole of the material is N

then kKN = R. Therefore

S = k 1ln { N! }
(NxCo!)(NxNi)!

Applying Stirling's approximation
1n(z!) = z 1n(z)-2

S = =R {x ln(xCO) + Xygs ln(xNi) }

Co

The contribution of ideal mixing to the Gibbs energy therefore

= RT [xCOln(xCo) + xNiln(xNi)]

Suppose now that the reference phases for pure nickel and cobalt are

not the liquid phase. In this case we must consider the transformation

of the pure metals from their reference phases to the liquid phase which

we can label Dby GCo and GNi respectively. The contribution from these

terms to the Gibbs energy of formation will be XnoGeg * Xp: Gy e

Therefore the general expression for the Gibbs energy of formation for



- 17 -

0ln(xCo) + xNiln(xNi)]

C

and this expression could equally apply to any other phase such as fcec
or bcc,

In Fig 3.4 we see a plot of the Gibbs energy for the liquid and fcc
phases at a temperature 1750 K as a function of composition. As is shown
in Chapter 4 the phase boundaries are given by the points of common
tangency to the two curves. If this procedure is performed for a number
of temperatures the phase diagram in Fig 3.5 is built up. This shows a
very simple lens type phase diagram in very good agreement with that
found from experiment.

Therefore for some materials a simple ideal solution model is able to

represent known thermodynamic and phase diagram data accurately. It can

easily be extended to any number of components in the solution to give

the equation

n n
Af.G = 12:1 xi Gi + RTi=1 xi 1n xi

where n 1is the number of components and Xs their concentrations. Gi 18
the Gibbs energy of transformation from the pure component 1 1n 1its

reference state to the phase in question at the temperature T.

b) Regular Solution Model

Solutions which exhibit ideal behaviour are rare and it 1s the norm
for components to show some kind of net interaction manifested either 1in
the form of a positive or negative enthalpy of mixing. This deviation
from ideality is called the excess Gibbs energy GE and it 1is the

expression of this as a function of composition that is the main focus
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of theoretical and practical interest. The subject has been reviewed Dy

a number of authors, in particular by Oriani and Alcock (78), Ansara
(79,80) and Kapoor (81). The most basic approximation to represent the
excess G1lbbs energy is the regular solution model.

The concept of regular solutions was introduced by Hildebrand (82-84)
from a study of the deviations of solubility curves from Raoult's law.
He found that "particularly among substances of 1low polarity, there
exist families of solubility curves which bespeak a marked regularity".
He called systems which were members of these families 'regular
solutions'. In order to explain this behaviour he adopted an approach of
Heitler (85,86) which considered a solution as a lattice and predicted
that the partial enthalpy of mixing should vary in an approximately
parabolic way. This formalism fitted Hildebrand's solubility data very
well,

The theory of regular solutions as developed by Hildebrand (82-84)
and Bragg and Williams (87) is such an important concept that it is
worth considering in some detail the theoretical background to the

model., Consider a mole of binary solution between two elements A and B.
As with the ideal solution model we can assume that the elements A and B
are of approximately the same size, are surrounded by the same number of
nearest neighbours, and mix together without any change in volume. Here
however we are considering a solution where there is an enthalpy change
on mixing arising from a net interaction between the elements. The bond
energy between two atoms should be short range and independent of the
other atoms they are bonded to. The total potential energy 1s then
assumed to be equal to the sum of contributions only from pairs of atoms
in direect contact. The most 1important assumption 1is that this
interaction between the atoms has no effect on the order of the solution
ie. the entropy of mixing is that for an ideal solution.

The total lattice energy of a solution having composition in mole
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fraction terms (xA’xB) can be written as:

AA“AA T TpgEap * PpBERp

where nAA’ nAB and Non are the number of bonds of the type A-A, A-B and

B-B respectively and EAA’ EAB and EBB are thelr respective energies. The

probability of finding an A atom and a B atom on a given site wili be xA

and Xo respectively. Therefore the probability of finding two chosen

ad jacent sites occupied by two A atoms, two B atoms or one A atom and

2 2

one B atom will be X,» Xg and 2xAxB respectively.

If we assume that all atoms in the solution have z nearest neighbours
the total number of bonds will be zN/2 where N is the number of atoms

per mole. We can now define the number of bonds of each type as 1its

probability of occurring multiplied by zN/Z2.

Z N xAxB

o=
>
= N
-
o
o
{
N
<
P
to N
-
o=
oo
1

This leads us to the expression:

zN 2 2
E = ; [xAEAA + XgEpo + 2xAxBEAB]
The change in energy on alloying will be this quantity E minus lattice

energies for the pure elements which will De szAEAA/z and ZNXBEBB/Z

respectively.

: ZN
ie AE =-——-[-xA(1-xA)EAA-xB(1-xB)EBB + 2X,XoE o]

A“"BTAB
2
or, since X, + Xg = 1,
E = 2N x x. [2E,.-E,,~Ega] = N X, Xy W
OE = ) Xp*¥B '““AB""AAT"BB A "B
= X XL



- 20 -

where 2w/z is the energy required to change one AA palr and one BB pair

into two AB pairs, and L = N w.

This quantity AE is equal to the enthalpy of mixing and therefore the
excess (Gibbs energy since according to our initial assumptions the
volume change is zero and the mixing has been accompanied by no ordering
within the solution.

The expression for the excess Gibbs energy in the binary alloy case
can also be generalised for a multicomponent system through the same

procedure outlined above. Here one obtains

G- = E X.X.L..
iz1 j=is1 9 1

Consequently for systems obeying the regular solution assumptions the
thermodynamic data can be represented by one coefficient for each binary
system, Strictly this coefficient should be independent of temperature
although it has been the custom to relax this condition. Many binary and
ternary alloy systems '‘have been represented successfully using the
regular solution model (88<90).

It 1s worth considering at this stage some of the 1lmplications of the
regular solution approximation for binary systems. Fig 3.6 shows typical
curves for the Gibbs energy of formation with different values of the
interaction parameter L. If L = 0 we have an ideal solution as 1n curve
(a). If L is negative ie. there is a negative enthalpy of formation as
in curve (b), this is manifested by a Gibbs energy curve more negative
over all the composition range than for an 1deal solution. If L 1s
positive, however, the ideal entropy term and the enthalpy of formation
term oppose one another and at certain temperatures will result in a
curve such as (c¢) with two distinct minima leading to a region where two

phases of the same structure are lmmiscible. For a regular solution a

positive interaction term will always lead to a miscibility gap for
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Fig 3.6 Curves for the Gibbs energies of formation of a phase modelled
as a regular solution according to whether the interaction

parameter is O (ie. ideal solution, curve a), negative (curve
b) or positive (curve ¢ with two distinct minima leading to a

region of immiscibility).
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temperatures less than L/2R providing the phase is itself stable.

¢) Quasi-Chemical Theory

The regular solution model has been criticised from a theoretical
point of view by Guggenheim (91) and Rushbrooke (92) because of its
assumption that even in systems with non-zero heats of mixing the atoms
will distribute themselves randomly among the lattice sites. In reality

the atoms will distribute themselves in order to reach the state with

the lowest Gibbs energy.

For the regular solution model, as shown earlier, the number of AB

bonds will be given by:

Z N X, X

DB -

If we let the number of A atoms be nA (= N xA) and the number of B atoms

be ng (= N xB) and rearrange we obtain

n (z n

AB a ~ D)z ng - 1nyg)

Guggenheim and Rushbrooke (91-93) developed the Quasi-Chemical theory

to take into account the preferential distribution of various components
of the solution and these ideas were developed by Fowler (94,95) and

Bethe (96). From a rigorous treatment using statistical mechanics they

showed that:

O ° A AB B AB

From this equation one can See€ that if w = 0 1ie. for an 1deal
solution we obtain the expression required for random mixing. If

however, w>0 1e. an endothermic system, the formation of AB bonds will

. - aiannuraged and there will be a tendency to form AA and BB bonds and

e
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for phase separation. If however w<O0 there will be a tendency for AB

pairs to form and ordering to occur.

The quantity 20, - n,o 18 equal to 2n,,, twice the number of A-A

bonds in the mixture and similarly Zng - Ny n is equal to 2nBB’ twice the

number of BB bonds in the mixture. Therefore for the quasi-chemical

theory:

2
AB

V)

n )y e-2w/sz

The similarity of this expression to the mass action law for chemical

reactions led to the adoption of the name 'quasi-chemical theory'.

The above expression can be solved for nAB or more appropriately x

= nAB/N given values for the other parameters.

1/2
{1 + 4 Xy XB’I} -

>
1

ie,

where 7

This expression can then be introduced into the statistical expression

for the excess Gibbs energy to give:

(xA-x) L« (Xy = X) ]

GE = R T z [xﬁln

2 X

2
A
This approach has been extended by Bonnier et al. (97) and Jena (98)

into ternary systems by solving iteratively equations of the form

where i#j and CLij is given by:

-2wij/kT

X e

i]
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and 1ncorporating into the expression

n
E n x, -— Z x. »
G = R Tz Z xi ln(l j=1 lJ)
2 i=1 >
X,
1

where j#i.
Bonnier et al. applied this method to the Cd=-Sn-Bi, Cd-Pb-Sn and
Cd-Pb-Bi systems. A numerical approach was also adopted by Stringfellow

and Greene (99,100) for the calculation of the phase diagrams for the
In-Ga-As, In-As-Sb, Ge-Si-Sn and Ge-Si-Pb systems.
For cases where the net interactions between atoms or molecules are

small an alternative approach can be adopted. As an example, for binary
<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>