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Abstract

Current trends in the aircraft industry involve higher aspect-ratio wings made of lighter materials.
These trends seek to reduce fuel emissions and increase flight efficiency by reducing drag to lift ratio
and overall weight, respectively, of the aircraft. This results in reduced structural stiffness and
coupling between the aeroelastic modes and flight dynamics. The flutter phenomenon is of particular
interest for aeroelastic studies, and modeling post-flutter limit-cycle oscillations (LCO) is a challenging
problem.

Several studies have been developed to allow fast simulations of the highly non-linear aerodynamic
situations, with leading-edge vortex modulation been a proved solution for modeling some forms of
LCOs in airfoils. This article proposes a framework based on the 3D expansion of this method using
strip theory and coupling with modal structural model for simulations of aerodynamic based non-
linear phenomenon. A cantilevered flat plate is used for testing and validating the framework against
wind-tunnel experiments and the industry standard approach. The results show that the proposed
model is able to capture the main behavior of the LCO observed in the experiments and is directly
comparable with the current approaches used at the industry. The framework allows for scalability
and is also fast enough to provide time-based results in under two days for a desktop simulation,
reducing the need of expensive cluster computations. Finally, since it is completely physics-based
it allows for the engineer to get insights on the aerodynamic flow at a fraction of the cost of more
detailed CFD models.
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LCO Limit-Cycle Oscillation
CFD Computational Fluid Dynamics
FEM Finite Elements Method
HALE High-Altitude Long Endurance
HPC High Performance Computing
PC Personal Computer
TEV Trailing-edge Vortex
LEV Leading-edge Vortex
LESP Leading Edge Suction Parameter
LDVM LESP-Modulated Discrete-Vortex Method
UVLM Unsteady Vortex-Lattice Method

Table 1: Nomenclature

1 Introduction

The aerospace industry worldwide is seeking to develop “green aircraft” which are cleaner, quieter and
more efficient, based on demands for reduction of fuel burn, emission of pollutants and costs of operation.
This has motivated studies into new aircraft designs and configurations by leading aircraft manufacturers
such as Airbus, Boeing and Embraer. Most of these futuristic designs involve a higher level of structural
flexibility than in conventional aircraft. Even currently, the trends in the aviation industry are to increase
wing span (to reduce induced drag) and maximize use of composites (to reduce weight), which lead to
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increased structural flexibility. Flexible aircraft structures result in the aeroelastic behavior becoming
closer in frequency to that of the flight dynamics. Current procedures for aeroelastic, flight mechanics,
and flight control law design, which are based on decoupling between flight dynamics (rigid-body) and
aeroelastic dynamics, may not be valid for flexible aircraft [1].

Therefore, modeling flexible aircrafts introduces the challenge of coupling flight mechanics and aeroe-
lasticity into the same framework. Murua et al. [2] and Hesse et al. [3] used a modal analysis structural
formulation coupled with the Unsteady Vortex-Lattice Method to achieve medium-fidelity dynamic mod-
els that modeled aeroelasticity, with Silvestre et al. [4] validating the modal approach coupled with an
aerodynamic indicial solution for slightly flexible aircraft, where the amplitude of structural deformation
is expected to remain small. Palacios et al. [5] tested several aerodynamic models, and concluded that
the indicial method provided good results for high-aspect ratio wings when compared to UVLM, as long
as the amplitudes remained low. As a result, these methods provided good results for scenarios that
presented linear behavior for aerodynamic and structure dynamics.

However, a common concern in aeroelasticity that has major effects on aircraft flight dynamics is
flutter. This phenomenon occurs when the combined damping from aerodynamics and structural rigidity
becomes negative, and a self induced, oscillatory motion begins on the airframe. Owing to nonlinearities
typically present in the aerodynamics and structure, the oscillatory motion may have a finite and limited
amplitude, and this is characterized as a Limit-Cycle Oscillation (LCO). These oscillations may cause
structural failure and hence it is important to be able to predict their occurrence and model their effects
in various flight regimes.

Flutter has been modeled with linear analysis, using linear aerodynamic theories such as those by
Theodorsen [6, 7], in the frequency domain, and Wagner’s indicial solution [8], in the time domain. As
LCOs are by their very nature nonlinear, these linear models are not capable of predicting all possible
LCOs and their features. This inability to fully predict LCOs creates the need for extensive flight testing,
which is an expensive and time-consuming endeavor. These problems are present all the more in highly
flexible aircraft like High Altitude Long Endurance (HALE) or futuristic configurations and designs with
large-aspect-ratio wings. In these aircraft, the aeroelastic behavior may be strongly influenced by the
flight dynamics. A nonlinear aeroelastic analysis tool capable of predicting all aspects of LCO behavior
is hence desirable [9].

A combined formulation of aeroelasticity and flight dynamics, using Computational Fluid Dynam-
ics (CFD) for aerodynamics and Finite Element Method (FEM) for structural dynamics is an expen-
sive problem, requiring several hours of computational time even with High Performance Computing
(HPC) resources. Semi-empirical methods such as the Beddoes-Leishman [10] or ONERA dynamic stall
model [11] [12] are typically used for inexpensive aeroelastic analysis in such regimes. These are computa-
tionally fast but do not provide insight into the flow phenomena and are only valid in regimes where they
have been previously validated. Recognizing the need for a new class of low-cost and physics-based meth-
ods, low-order unsteady flow solvers based on phenomenological augmentataion of unsteady potential-flow
methods, such as those by Ramesh et al. [13] and Eldredge & Wang [14] have been developed recently.

Structural non-linearities in the aeroelastic system can arise from large deformations, material prop-
erties, or loose linkages [15]. Lee et al. [15] have comprehensively reviewed the effects of structural
nonlinearities on airfoil aeroelasticity, focusing on different types of nonlinear spring behavior such as bi-
linear or cubic variation in stiffness. In these studies, it is assumed that aerodynamics is linear, that is, the
flow is incompressible, inviscid and attached to the airfoil. Aerodynamic nonlinearities may result from
compressibility or viscous effects [15]. Tang et al. [16] studied flutter and LCOs of 2D panels through lin-
ear theory and experiment, and noted that linear theory is unsuccessful in predicting the large-amplitude
LCOs that occur owing to aerodynamic nonlinearities. Nonlinear aerodynamics resulting from viscous
flow phenomena is largely dependent on the Reynolds number and the reduced frequencies involved,
and leading-edge vortices (LEVs) have been seen to play a crucial role. In helicopter and wind-turbine
applications that are characterised by large Reynolds numbers and low reduced frequencies, LEVs and
the resulting dynamic stall phenomenon might lead to violent vibrations and mechanical failure [17].
Conversely, LEVs in high-frequency flows at low Reynolds numbers are responsible for the success of
high-lift flight in insects [18, 19, 20, 21], and high propulsive [22] and power-extraction [23] efficiencies.

The type of nonlinearity in the system may result in either subcritical or supercritical LCOs, which
occur below and above the flutter velocity, respectively. For example, the structural nonlinearity of soft
cubic stiffening results in subcritical LCOs that depend on initial conditions, while hard cubic stiffening
results in supercritical LCOs that are independent of initial conditions. With regard to aerodynamic
nonlinearities, Dowell and Tang [24] have reported that trailing-edge flow separation results in subcritical
LCOs that depend on initial conditions. On the other hand, Ramesh et al. [25] have shown that 2D LEVs
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cause supercritical LCOs that are independent of initial conditions.
In this research, we are specifically concerned with aerodynamic non-linearities and limit-cycle oscilla-

tions of a constrained high-aspect-ratio wing resulting from leading-edge vortex shedding at low Reynolds
numbers.

Cantilevered wings have been widely used in the development and validation of LCO behavior. Tang
and Dowel [26] modeled LCO behavior of a cantilevered wing using a non-linear structural model coupled
with a linear vortex-lattice aerodynamic model. Preidikman and Mook [27], on the other hand, used a
linear structural model coupled with a non-linear Unsteady Vortex-Lattice Method to model LCO on
cantilevered wing. Finally, Patil et al. [28] modeled a complete HALE aircraft with non-linear structural
and aerodynamic models and concluded that cantilevered wing model could give good aeroelastic results
when considering a trimmed HALE aircraft.

Therefore, an experiment based on a cantilevered flat plate with a tip ballast [26, 29, 30] is designed
in such a manner that LEVs are the dominant non-linearity in the system.

Ramesh et al. [31] have developed time-stepping unsteady airfoil theory based on potential flow, which
holds valid uniformly regardless of amplitude and reduced frequency of motion, and shape of trailing
wake. This method was seen to predict aerodynamic forces well even under challenging conditions of
large amplitude and high reduced frequency. To model flows with leading edge vortices(LEVs) [46], the
Leading Edge Suction Parameter(LESP) was developed by Ramesh et al [32] to predict the onset of LEV
formation. This parameter is a measure of the suction at the leading edge and it was shown that initiation
of LEV formation always occurred at the same critical value of LESP, regardless of motion kinematics so
long as the airfoil and Reynolds number of operation were the same. Using this criterion, a 2D discrete-
vortex method was developed in which the LESP criterion was used to modulate the initiation, growth
and termination of leading-edge vortices [13]. This method is abbreviated as LDVM (LESP-Modulated
Discrete-Vortex Method), and has been successfully applied to study post-flutter limit-cycle oscillations
of an airfoil (2D) constrained by torsional and translational springs [25].

Ramesh et al. [33] have applied the LDVM formulation to finite-wing (3D) flows using strip theory and
a correction based on lifting-line theory. Hirato [34] and Monteiro et al. [35] have attempted to adapt the
LESP concept to Unsteady Vortex-Lattice Methods (UVLMs) for finite wings. In this research, a simple
strip theory is used for the aerodynamic modeling, with the LDVM formulation implemented along each
strip. This is coupled with a linear structural model that is based on elastic modal shapes. The ability of
this model to capture post-flutter LCOs caused by LEV shedding is studied by comparing the simulation
results against experimental data.

2 Numerical methods for 3D aeroelastic model

2.1 Nonlinear aerodynamic model (LDVM)

The LDVM aerodynamic model which is based on the 2D discrete-vortex method is used as the basis
for the numerical modeling employed in this research. The model is extended to 3D using strip theory.
This approximation is justified for the high-aspect-ratio wing considered in this research. The 2D LDVM
method is first summarized below. The interested reader may refer to Refs. [13, 31] for further details.

2.1.1 Large-angle unsteady thin-airfoil theory

At the foundation of the LDVM is a large-angle unsteady thin-airfoil theory detailed in Ramesh et al. [31].
This theory is based on the time-stepping formulation given by Katz & Plotkin [36], but eliminates the
traditional small-angle assumptions in thin-airfoil theory which may be invalid in flows of current interest.
At each time step, a discrete vortex is shed from the airfoil trailing edge (referred to as TEV) as shown
in figure 1. When dictated by the LESP-based shedding criterion (section 2.1.2), a discrete vortex is also
shed from the leading edge at some time steps. The vorticity distribution over the airfoil at any given
time step is taken to be a Fourier series truncated to r terms:

γ(θ) = 2U

[
A0

1 + cos θ

sin θ
+

r∑
i=1

Ai sin(iθ)

]
(1)

where the transformation variable θ relates to the chordwise coordinate as: x = c(1 − cos θ)/2, with x
measured from the leading edge; that is, 0 ≤ x ≤ c and 0 ≤ θ ≤ π. A0, A1, ..., Ar are the time-dependent
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Figure 1: Depiction of time-stepping scheme. Figure 2: Airfoil velocities and pivot location.

Fourier coefficients, and U is the freestream velocity. The Kutta condition (zero vorticity at the trailing-
edge) is enforced implicitly through the form of the Fourier series. The Fourier coefficients are calculated
by enforcing the boundary condition of zero normal flow through the airfoil camberline as

A0 = − 1

π

∫ π

0

W (θ)

U
dθ, (2)

Ai =
2

π

∫ π

0

W (θ)

U
cos(iθ)dθ, (3)

where W (θ) is the induced velocity normal to the airfoil camberline. This value is calculated from
components of motion kinematics, depicted in figure 2, and induced velocities from all vortices in the
flowfield.

When there is no LEV shedding in a time step, the only unknown is the strength of the last-shed
trailing-edge vortex and this is calculated iteratively such that Kelvin’s circulation condition is satis-
fied [31].

2.1.2 LESP criterion for LEV formation and shedding

The LESP is a measure of the suction peak at the leading edge, which in turn is caused by the stagnation
point moving away from the leading edge when the airfoil is at an angle of attack. From Garrick [37] and
von Kármán & Burgers [38], the suction at the leading edge in potential flow may be expressed as

S = lim
x→LE

1

2
γ(x)

√
x. (4)

Evaluating using the current formulation, S =
√
cUA0. The Leading Edge Suction Parameter is

defined as a nondimensional value of suction at the leading edge, and is hence simply set equal to the
first coefficient from Eq. (1), A0.

Katz [39] has noted that real airfoils have rounded leading edges which can support some suction
even when the stagnation point is away from the airfoil leading edge. The amount of suction that can
be supported depends on the airfoil shape and Reynolds number of operation. When these quantities
are kept constant, it was shown in Ramesh et al. [13] that initiation of LEV formation always occurred
at the same value of LESP regardless of motion kinematics and history. This threshold value of LESP,
which is a function of the airfoil shape and Reynolds number, is termed the critical LESP. This value,
for any given airfoil and Reynolds number (and other specific operating conditions such as freestream
turbulence and the presence of roughness), can be obtained from CFD or experimental predictions for a
single motion [13], and can then be used for any other motion to predict LEV formation. In the LDVM
model, a discrete vortex is shed is from the leading edge at those time steps when the instantaneous LESP
(A0 value) is greater than the critical LESP value. The strength of the LEV is determined such that the
instantaneous LESP value, which would have otherwise exceeded the critical LESP value, is made equal
to the latter. This condition, along with Kelvin’s condition, is used to determine shed vortex strengths
iteratively in time steps where both TEV and LEV are shed.
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2.1.3 Vortex method details and Implementation

In the current approach, the vortex-core model proposed by Vatistas et al. [40], which approximates the
Lamb-Oseen vortex is used to model the discrete vortices as vortex blobs. In this model, the velocities
induced at X and Z (u and w) by the kth vortex in the X and Z direction are:

[u,w] =
γk
2π

[(Z − Zk) , (Xk −X)]√[
(X −Xk)

2
+ (Z − Zk)

2
]2

+ v4core

. (5)

where Xk and Zk are the positions of the kth vortex. The vortex core radius, vcore, in the simulations
was set as 0.02c, where c is the section chord. To control vortex count and limit the computational
cost, vortices that are a distance greater than ten chord lengths from the airfoil are deleted. A fixed
nondimensional time step (dt∗) of 0.015 was used to advance the solution in time. Further details about
the choice of these parameters may be found in Ramesh et al. [13] [25]. The dimensional time step is
calculated as dt = dt∗ c

U .
The model was implemented in MATLAB, and the wake rollup routine was implemented as vectorized

code since nested for-loops are inefficient in MATLAB. The strip theory approach, by design, separates
the three-dimensional model into discrete, and independent, two-dimensional solutions. This makes it a
perfect candidate for parallelization. The parallel implementation achieved varying performance boosts
depending on the number of CPU workers made available. As a reference, the run time with a parallel
pool of 3 workers on a Core i7 7700K for each time-step of physical simulation ranged from 0.18s (initial
linear results) to 1.6s (fully developed LCO) with 20 spanwise strips generating LEV.

In recent work, SureshBabu et al. [41] and Darkananda et al. [42] have developed model-reduction
methods for discrete-vortex methods where amalgamation of vortex blobs is implemented to drastically
reduce the vortex count and speed up the code. In the current research, such model reduction methods
were not used.

2.1.4 Force and Moment Calculation

Once the vorticity distribution on the airfoil is determined, the normal (cn) and suction (cs) coefficients
at a wing strip are calculated by equations 6 and 7 respectively.

cn =
Fn

q∞c
= 2π[

(U cosα+ ḣ sinα)

U
(A0 +

1

2
A1)+

+
3c

4U
Ȧ0 +

1c

4U
Ȧ1 +

1c

8U
Ȧ2 +

2

U2c

ndiv∑
n=1

(
∂φlevn

∂x
+

∂φtevn

∂x
)γ(x, t)

(6)

cs =
Fs

q∞c
= 2πA2

0 (7)

Where, φlevn and φtevn are the velocity potential from leading edge vortices and trailing edge vortices
respectively.

The lift coefficient is calculated by combining Normal and Suction coefficients (equation 8) and the
moment coefficient, cm is calculated by dividing the moment around the pivot (mea given by equation 9,
where xea = Xpc and Xp is the pivot position as a fraction of the chord) by 1

2ρU
2c2.

cl = cn cos(α) + cs sin(α) (8)

mea = xeaFN − ρπc2U [(U cos(α) + ḣ sin(α))(
1

4
A0 +

1

4
A1 − 1

8
A2)+

+c(
7

16
Ȧ0 +

11

64
Ȧ1 +

1

16
Ȧ2 − 1

64
Ȧ3)]− ρ

ndiv∑
n=1

(
∂φlevn

∂x
+

∂φtevn

∂x
)γ(x, t)x

(9)

These are applied at each strip center and integrated over the span to calculate the wing total lift
and moment. Details of this operation are given in section 2.2.3.
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2.2 Structural model

The main focus of this work is to study the influence of aerodynamic nonlinearities on post-flutter LCOs,
and the ability of the strip-theory expanded LDVM in predicting such LCOs. Therefore, in order to
achieve fast simulations, a linear structural model was defined based on a cantilevered flat plate, fixed
vertically, and with a ballast positioned at the wing tip with its center not coincident with the elastic
axis of the wing. The center of the ballast was moved towards the leading-edge, away from the elastic
axis. This preset offset reduces the flutter velocity of the system and generates coupled bending-torsion
modes.The flat plate was modeled by a finite elements model, which is the base for defining the plate’s
modes of flexibility. This model also allows some insight on the expected flutter behavior of this system,
and the modal structural model built from the modes provides a fast, linear, structural model that is
often used in flexible aircraft simulation.

2.2.1 Modes of Flexibility

To build the modal structural model, it is imperative to understand the system modes of flexibility and
define the modes of flexibility that are activated by the flutter phenomenon. Figure 3 shows the first
four modes of flexibility for the cantilevered flat plate with an offset ballast at the tip. These modes
are obtained from a Finite Elements Structural Model. This model uses 70 beam elements with six
degrees-of-freedom each. The Finite Elements model is based on the formulation detailed on [43].

Figure 3: Flat plate with ballast modes of flexibility

The first mode, shown on the top left of Fig. 3, is a pure bending mode, that will affect all the strips,
especially those strips near the wing tip. It operates at a lower frequency and, in flutter situations, is
usually not excited enough to influence the resulting LCO’s amplitude. For this case, however, it was
possible to see from the resulting LCO a clear presence of the first bending mode.

The second and third modes are the main modes responsible for flutter oscillations for this aeroelastic
system. Since they operate at close frequencies, they tend to coalesce and oscillate at a fixed amplitude
LCO. The second mode, top right graphic, is the second bending mode, that presents some torsion due
to the offset in the ballast. The third mode, bottom left graphic, is a mostly torsion mode. Like the
second mode, the offset ballast produces some coupling with bending movements.
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Finally the fourth mode is responsible for bending in the direction of the freestream, and it operates
at a much higher frequency and has a more stiff response. With flutter behavior being mostly due to
the second and third modes, as the model simulation and experimental results below show. Due to its
increased inertia in the chordwise axis it shouldn’t be excited in the simulation, however, since the next
vibration mode has a frequency of around 59.7Hz no extra modes will be included in this simulation, as
experimental results are filtered above 55Hz due to electrical interference from the grid.

2.2.2 Variable Transformation

The structural model is based on the above defined modes of flexibility. The model is defined starting
from the dynamic equation of motion (Equation 10).

Mq̈ + Cq̇ +Kq = F (10)

where M is mass matrix, C is the damping matrix, K is the stiffness matrix and F are the forces and
moments. By writing the physical coordinates as equation 11, it is possible to express the deformations
as a combinations of modal shapes (η). These can be truncated at the previously defined modes to allow
for order reduction and fast simulations.

q = Λη (11)

where Λ is the eigenvector matrix representing the modal shapes and η is the generalized displacements.
The equations of motion can be rewritten as:

η̈m×1 + 2εm×mΩnm×m
η̇m×1 +Ω2

nm×m
ηm×1 = μ−1

m×mQf
m×1 (12)

Where,

μ = MΛ (13a)

Ω2 = KΛ (13b)

2εΩ = CΛ (13c)

with m being the number of modes used at the truncation, ε being the diagonal matrix of modal damping
(equation 13c), ωn the diagonal matrix of modal natural frequencies (equation 13b), μ the diagonal matrix
of modal masses (equation 13a) and Qf the vector of generalized forces [4] [44].

2.2.3 Coupling between the aerodynamic and structural models

The coupled model is, therefore, defined by modeling the Qf vector of generalized forces.
The structural model defined in this article was discretized in 20 strips. For each strip, the structural

model feeds the strip’s kinematics (equations 14 and 15) to the 2D LDVM model described below. In
these equations Λns is the eigenvector matrix evaluated at strip’s ns location. The force and moment
coefficients are then calculated and applied to the structure.[

αns

hns

]
= Λnsη (14)

[
α̇ns

ḣns

]
= Λns η̇ (15)

The generalized forces Qf can be written as a function of the lift coefficient (cns

l ) and moment
coefficient (cns

m ) given by the aerodynamic model at each strip, and integrating them for the full wing.
Equation 16 shows generalized forces calculation.

Qf =

nstrip∑
ns=1

Λq∞

[−cns

l cΔy
cns
m c2Δy

]
(16)

Where q∞ is the dynamic pressure, c is the strip chord, Δy is the strip length and ns is the strip
number.

Vortex-based methods are usually more suited for calculating lift and moment coefficients, with pres-
sure drag caused by LEVs being typically overestimated. Since from the modes of flexibility it is expected
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that drag force (direct responsible for the fourth mode) will not play an important role, it is not applied
to the current model.

The chart below (figure 4) summarizes the coupled model execution process. A fourth-order Runge-
Kutta fixed-step solver was used to solve the coupled model dynamics, with the aerodynamics being
executed once per time step. The fundamental time-step used was set by the aerodynamic model following
the studies of Ramesh et al. [25].

Figure 4: Coupled model execution chart

2.2.4 Limitations of the Model

The current implementation does not take into account any 3D effects for the aerodynamics. This means
that the forces generated by the strips at the wing tip are not affected by the tip vortices and are
effectively overestimated for the quasi-steady case. However, this simplification is acceptable, because for
the unsteady case studied in this article the effect can be harder to predict since the higher movement at
the wing tip generates a strong downwash that can have a higher effect than the tip vortices. Moreover,.
for high-aspect ratio wings, such as the one in this article, this simplification should have only minor
effects in overall forces calculations.

As stated in previous works with LDVM, it does not take into account trailing edge separation,
making the model ill suited to simulate situations where trailing edge separation has major effect on the
overall dynamics. However, as the current study has been performed with a flat plate, LEV shedding is
expected to be dominant effect on the aerodynamics. Although capable of calculating the feasible forces
at high angles of attack, a 90 degree angle of attack limit is imposed to the model due to the continuous
characteristic of the sine and cosine force composition. For instance, a positive 100 degree angle of attack
would be equivalent to a negative 80 degrees physically, but the model would not correctly reproduce this
condition. Also, even though the wing’s pivot position varies along the chord in the structural model,
due to the offset in the ballast, the LDVM implementation approximates the pivot position constant at
the middle of chord for the entire wing. This simplification should have only minor effects in the results,
since the offset used is small.
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Finally, the structural model is strictly linear and approximates deformations by linearly combining
the modal shapes. Therefore, structural non-linearities of any form can not be simulated by this model.

2.2.5 Computational Cost

One of the main benefits of the proposed framework is the low computational cost, when compared to
the standard CFD/FEM models used for fluid-structure interaction with nonlinear aerodynamics.

The current model can be executed in a standard desktop computer, with tests executed in this article
taking an average of 0.69s for each step running on a Core i7 CPU 7700k at the base clock speeds. This
depends greatly on the distribution of leading-edge vortices on the wake, with steps that do not have any
LEV taking an average of 0.18s per simulation step, and steps with LEV shedding and rollup in all strips
taking an average of 1.6s per simulation step.

The model is also scalable by the nature of the strip theory approach, that allows for parallel execution
of the aerodynamics of the 2D strips. The discretization of the aerodynamics in 20 strips also took into
into account the diminished return in accuracy when more strips were used versus the cost of running
the extra 2D models.

2.3 Linear aerodynamic model

As an initial verification procedure, the LDVM-based model was verified against industry standard,
potential-theory-based 2D implementation for time-based flutter analysis. This model consists of a modal-
based structural model (the same used in the coupled model proposed), with a Wagner aerodynamic
solution approximated by the Jones’ exponential function.

The aerodynamic force and moment for this approximation are calculated by:

l = lNC + 2πρU(c/2)Qφ(s) (17)

and,

mea = mea(NC) − πρU(c/2)2Q+ 2πρU(c/2)2Qφ(s)(−(a+ 1/2)) (18)

where lNC and mea(NC) are the non-circulatory portions of the lift force and moment around the
elastic axis, a is the pivot position from the half-chord position (a = 2Xp − 1), Q is the kinematic
influence given by equation 19 and φ(s) is the Wagner function, which can be approximated by the
Jone’s exponential expression (equation 20) [4] [45].

Q = Uα+ ḣ+ (c/2)(1/2− a)α̇ (19)

φ(s) = 1− 0.165e−0.041s − 0.335e−0.32s (20)

2.4 Model Parameters

The model developed was tested using a cantilevered aluminum beam. Apart from being a very well
documented case, it is well suited for experimental validation, allowing for simplified testbench setup.
The wing parameters, shown on table 2 were based on a slender plate with the following characteristics.
The ballast inertia about the YY axis (spanwise axis) has been neglected, since it is much smaller than
ZZ and XX axis (normal force and chordwise axis respectively). The structural model uses these values
for the simulations.

For the aerodynamic model, LDVM was modeled using the standard values proposed by Ramesh et
al. [25] for the 2D implementation , due to the similarities between the aerodynamic flow. Table below
shows the values used for simulations. The Critical LESP values used in the simulations are defined in
the graphics without the decimal point. The critical LESP value of 0.10 is considered a baseline for flat
plates achieving an LCO, tests were conducted for other critical LESP values in order to verify possible
differences in 2D and 3D LDVM models. The flat plate was simulated with a fixed 1 degree angle of
attack. From the experiments the freestream velocity of 10 m/s was defined as the flutter speed.
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Span (m) 400e-3
Chord (m) 27e-3
Thickness (m) 0.8e-3
Elastic Coefficient (Pa) 73.1e9
Wing Density (kg/m3) 2780
Ballast Offset Position (m) 5e-3
Ballast Mass (kg) 0.0328
Ballast Inertia (IZZ and IXX) (kg.m2) 1.858e-5

Table 2: Structural Model Parameters

Chord (m) 0.0270
Freestream velocity (m/s) 10
Air density* (kg/m3) 1.1
Number of strips 20
Strip spanwise length (m) 0.02
Non-dimensional core radius of point vortices 0.02
Number of divisions along chord on airfoil 70
Number of Fourier terms used to compute vorticity at a location on chord 46
Number of chords to start deleting vortexes 10
Pivot position as a fraction of the chord (0-1) 0.5
Reference Reynolds number 10000
Critical LESP 0.10, 0.05, 0.03 and 0.01
Non-Dimensional time step 0.015

Table 3: Aerodynamic Model Parameters (*Measured in experiment’s room barometer)

3 Experimental method

Experiments were developed to validate the model and help define the values of critical LESP values
for this situation. This differs from previous studies with LESP-based modulation, since they used
computational fluid dynamics (CFD) for validating and tuning the LESP value. Since the LCO behavior
presented by this experiment is mainly due to nonlinearities in the aerodynamic forces, it was possible
to adjust the LESP critical value with these results without significant differences from what could be
achieved from CFD methods. The experiments were conducted to represent a scenario of leading-edge
generated flutter. The experiment setup is shown in figure 5, and was performed by increasing the wind
tunnel dynamic pressure (velocity) in steps of 0.5mmH2O until flutter induced vibration was observed.
After vibration was perceived the system was kept in a steady state until the LCO was reached.

A thin aluminum flat plate, with slightly rounded leading-edge, is positioned just outside the test
section with a fixed angle of attack of 1 degree. The flat plate has a ballast added to the wing tip to
reduce the flutter velocity and make it compatible with the working range of freestream produced by the
wind tunnel. The ballast is positioned with 5mm offset in the direction of the leading edge of the flat
plate; this increases flutter response by coupling the bending and torsional vibration modes. Figure 6
shows a schematic of the wing with the ballast positioned and figure 7 shows it mounted in front of the
wind tunnel.

The main sensors in this test apparatus were a laser vibrometer to measure the trailing edge velocity
around 3 cm from the wing tip and a aerodynamic balance to measure the force produced at the wing
root, that, although not used in this work, ended up influencing the experiment’s LCO frequency. The
studies resulted in a perceived LCO being achieve with the freestream velocity around 10m/s (6mmH2O
on the Betz Manometer). More information on the experiments setup and execution can be found on
previous works [33] [35].

3.1 Experiment Limitations

The velocity of the freestream was controlled manually by verifying the Betz Manometer attached to
the wind tunnel, however, due to the open-section nature of the tunnel, small variations were observed,
with the mean velocity kept at 10 m/s. The tunnel presents a turbulence level of 0.5% that can affect
the experiment’s frequency response peak position and energy. Also due to the open-section nature of
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Figure 5: Experiment Setup

Figure 6: Flat plate position schematic Figure 7: Flat plate position picture
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the tunnel, some lift could be generated by the aerodynamic balance’s geometry, this is considered small
enough due to the cylindrical shape of the balance and is therefore not relevant for the results measured.
Finally, frequencies above 55Hz are filtered out due to electrical interference from the grid.

However, due to the self excitement nature of the flutter phenomenon, a small vibration was perceived
at the aerodynamic balance. This should have some minor effects on the amplitude of measured velocities
of the laser vibrometer, affecting mainly the excited frequencies of the experiment. The full aeroelastic
model only represents the wing’s structural dynamics and the effects of the balance weren’t modeled.
This should allow for an amplitude focused comparison, with a qualitative verification of the frequencies.
In order to assess the influence of the aerodynamic balance in the experimental results, a Finite-Elements
model of the full apparatus, comprised of the balance, wing and ballast, was developed. The first six
vibration modes were analyzed. Figure 8 shows the first five vibration modes, looking at the y axis, it is
possible to see the balance plotted from 0 to 0.5m, and the wing plotted between 0.5m and 0.9m. Since
the sixth mode presents the frequency of 41.82Hz it shouldn’t have any effects in the results and was
omitted from the figure. By verifying the modes auto-vectors it is possible to correlate modes 1, 4 and 5
of the full apparatus with the wing modes 1, 2 and 3 that are prominent in the flutter results. The full
model, therefore, presents two new vibration modes: Mode 2, which is in the chordwise direction, does
not influence the results, since the forces in this direction shouldn’t be strong enough to generate any
movement. Mode 3, however, should have a major impact in the results and can effectively lower the
resulting LCO frequency.

Figure 8: Full apparatus vibration modes

4 Results and discussion

4.1 Comparison with Linear Aeroelastic Model

For this initial validation we can compare results for each flexibility mode. This allows for the proposed
model to be validated against the Wagner results, commonly used in the industry for flexible aircraft
development. Wagner results are used as a baseline for numerical comparison, as expected, when there
aren’t LEV being shed the both Wagner and LDVM match. The results differ when LEV are shed in
the flow, which causes the low-order model to converge to an LCO whereas Wagner diverges to infinity.
Finally, comparing the low-order model to the Wagner model ultimately helps perceive the non-linear
effect of LEV modulation. Some insight on the LESP Critical values can also be obtained from this
comparisons, however the definition of the best LESP Critical value for the LDVM model is obtained by
verifying against the experimental results.

Looking for the first mode, on figure 9, it is possible to verify that the results from LDVM match
those of Wagner when both methods operate on the linear space, i.e. before 3s. As we reduce the
LESP critical, LDVM achieves non-linear territory sooner and presents differences from Wagner. In this
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case it is possible to verify that LESP critical of 0.01 and 0.02 detaches from the standard before the
initial transient response is dissipated. LESP critical of 0.01 presents a higher amplitude in the transient
response which indicates that leading-edge vortices are being produced from the initial position of one
degree of angle of attack. As for the LESP critical of 0.02 the results indicate that LEV shedding starts
right after the first transient oscillation.
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Figure 9: Generalized Displacements - First Mode

Wagner results present divergent behavior that is induced from other modes of flexibility, visible
in figures 10 and 11. This explains the higher frequency of the divergent behavior. All LESP values
produce movements of limited amplitudes for the first mode of flexibility. And, as is the case for Wagner,
it is possible to visualize the influence of the higher frequency modes of flexibility after some seconds
of simulation. This coupling between the vibration modes is caused by the aerodynamic model that
distributes the energy across all modes. LESP Critical of 0.01 produces a higher amplitude from the
start, which indicates that leading-edge vortices are being produced from the initial position of one
degree of angle of attack and are always-on. This result is important because it is the modulation of LEV
shedding that introduces the non-linear behavior necessary to achieve an LCO, therefore it is possible
to get some insight in the minimal LESP Critical values applicable to this model. LESP Critical of 0.02
also detaches from the standard result before the initial transient response finishes, but more results are
needed to completely rule out this value.
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Figure 10: Generalized Displacements - Second Mode

Analyzing now the second flexibility mode (figure 10), it is possible to see that LDVM reaches a
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bounded amplitude for all values of LESP. Wagner, as expected, diverges with increasing values of
amplitude for this mode, validating the assumption made before. Also, for the second flexibility mode,
the results for LESP Critical equal to 0.10, the baseline value, presents a smaller amplitude than the
results from LESP Critical 0.05 and 0.03. The reason for this behavior is due to the influence of the third
flexibility mode (figure 11), where the results for critical LESP value of 0.10 diverges to amplitudes much
higher than the other. We can also see that LESP Critical of 0.02 eventually converges to an amplitude
close to the 0.01 result. This further indicates the assumption made before that the value of 0.02 was
indeed too low, as was the case for LESP Critical of 0.01. Finally, the results from the second mode
indicate a clear LCO being achieved by the LDVM model for critical LESP values of 0.05 and 0.03.
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Figure 11: Generalized Displacements - Third Mode

The third flexibility mode results, figure 11, further confirms the possibility of achieving a LCO with
the LDVM implementation. It is also possible to verify that the 0.10 value for LESP Critical, which is
the baseline value of 2D applications, does not converge in the simulated time, achieving values that are
high enough to interfere with the second mode results. As was the case for the second flexibility mode,
in the third flexibility mode, for critical LESP values of 0.01 and 0.02, the model converges to a stable,
non-oscillatory situation. Since the second and third modes form the basis of the flutter LCO that was
observed in the experiment, both of these values can be considered too low. This can also be verified
by the way they differ from the results of the wagner-based model, which can correctly point the flutter
vibration modes, but is unable to converge to the LCO observed in the experiment (figure 17).
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Finally, results for the fourth flexibility mode (figure 12), show that it is not excited by the flutter
behavior (the scale of the graph is in 1e-17 order of magnitude). This consolidates the choice of including
only 4 flexibility modes in this analysis, since the next mode would not be relevant to the experimental
validation. All values are well below the acceptable numerical error, with even the unstable Wagner results
not reaching values greater than 1e-16. From a physical perspective this behavior is explained by the
increased inertia in the chordwise direction. This would require more energy to produce any vibrations.
The linear method divergent behavior ends up achieving higher amplitudes, but the non-linear models
keep the energy at a steady level, which produces the LCO, and therefore don’t have enough energy to
excite this mode.
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Figure 13: Wing Root Strip States

The actual states of the strips can be obtained from the flexibility modes. For the wing root, measured
at the center of the first strip at 0.01m of span, figure 13 shows on the right that the A0 does not achieve the
critical LESP value in most simulations. For instance, the A0 converges to value below the corresponding
critical LESP values for the 0.10, 0.05 and 0.03 simulations. This is expected, since the fixed wing root
have a very restricted movement and should not present high amplitudes in its movement. The graphics
at the left and center show that the LESP modulated models keep the angle of attack and plunge at very
low values. Figure 13 also confirms the hypothesis that LESP Critical of 0.01 and 0.02 were too low,
with the A0 value of 0.01 being achieved from the initial condition alone, putting this case in a constant
LEV creation routine, and with the A0 value of 0.02 being achieved with very low deformations. The
behavior visualized for critical LESP value of 0.02 in figure 10 and 11, where modes 2 and 3, respectively,
converged out of the LCO after some time, could be linked by LEV generation occurring at all strips, as
figure 13 shows. Furthermore, the A0 amplitude for the LESP Critical of 0.1 is still increasing, unlike
the values for LESP Criticals 0.05 and 0.03, that converge to fixed amplitudes. This helps verify that the
LESP Critical Value of 0.10 is probably too high for the simulated case. As expected, the linear nature
of the Jone’s approximation makes the Wagner solution diverge even at the wing root.

When analyzing the states for wing tip (figure 14), measured at the center of last strip at 0.39m of
span, it is clear that LESP Critical of 0.10 is too high for this model, since the last strip exceeds the
maximum angles of attack for a feasible system of 90 degrees (figure 14 on the left). This confirms that
this value is indeed not able to achieve a feasible LCO. This is important because it means that by simply
analyzing the results of the model against the standard linear solution, it is possible to perceive minimum
and maximum values for the critical LESP parameter. The results from LESP Critical 0.05 and 0.03 are
within the feasible design space with angles between -90 and 90 degrees. From right graphic of figure 14
we can also see that they modulate correctly between the critical values, which indicates the shedding of
leading-edge vortices is correctly controlled by the proposed model.

The vortex map (figure 15) provides a general picture of the overall aerodynamic flow, and the
flexibility influence in the wake and LEV generation. The figures were generated for the LESP Critical
of 0.02 in three different moments of the simulation. Strips located near the wing tip (higher values of
y) present higher motion amplitude with the wake showing a clearer oscillatory trajectory than strips
closer to the wing root. It is also possible to visualize, from the three time snapshots, gaps in the LEV
distribution in the X axis due to the modulation of LEV generation. And Finally, for the LESP Critical
of 0.02, leading edge vortices are generated in all strips, although that can happen in different moments
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Figure 14: Wing Tip Strip States

Figure 15: Wing Vortex Map

16



in time. Looking closely at the strips at the root, middle and tip of the wing for the 6s (figure 16) it is
possible to visualize the differences in the wake caused by the elastic behavior of the wing, where: The
wing root presents a very well behaved wake comprised of LEVs and TEVs, which is expected due to the
lack of movement and the aforementioned use of low LESP critical value. The middle of the wing presents
a positive plunge displacement coupled with a negative pitch, the amplitude of the motion, evidenced
by the vortex distribution on the wake when compared to the tip strip. Finally, the wing tip show the
highest amplitude of motion and, at the 6s mark, presents a negative plunge and pitch scenario. The
wing picture to the right of figure 16 shows mainly the presence of the second and third flexibility modes
due to the curvature at the middle and the pronounced angle of attack near the tip.
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4.2 Comparison with Experimental results

For this validation the velocity measured at the trailing edge position was used.
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Figure 17: Trailing Edge Velocity

Figure 17 reveals that, for the velocity of 10m/s, defined in the experiment as the flutter velocity, the
results for LDVM present a higher amplitude for both cases where an LCO is achieved (LESP Critical
of 0.03 and 0.05). As expected, LESP Critical of 0.01 does not achieve an LCO, due to the always-on
nature of the leading-edge vortex shedding. And LESP Critical of 0.02, eventually converges out of the
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LCO due to all its strips having leading-edge vortex shedding. For the LESP critical of 0.03 and 0.05,
the model captures the general trends the LCO behavior and influence between the first mode and the
second and third modes LCO. This a major result, not possible with other linear methods. From these
results LESP Critical of 0.03 should be considered the correct model setup, since it presents a better
fit for the amplitudes found by the experiment than the LESP critical value of 0.05. The differences
in amplitude are however expected from the limitations described for both, the model and experiment.
Simulating further in time the results for LESP Critical 0.02 and 0.03 (figure 18), it is possible to see
that the results for LESP Critical 0.02 are over damped and end up filtering out the higher frequencies,
whereas the LESP Critical 0.03 converges to a amplitude very close to the experimental result.
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Figure 18: Trailing Edge Velocity - Extended Results
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Figure 19: Trailing Edge Velocity - Frequency Spectrum

When looking at the frequency analysis it is possible to see a variation between the model frequencies
and the ones measured at the experiment (figure 19). In the left-side graphic, the experiment presents
a low frequency peak at around 1Hz, whereas the non-linear models concentrate the low frequency peak
around 1.5Hz. This difference can be attributed to the limitations of the modal approximation and
aerodynamics model, and are acceptable for a low-order model, specially when compared to the linear,
which can’t reproduce this low frequency result at all. The amplitude of the energy is also different
between the model and experiment, which is probably due to the lack of 3D effect at the wing tip
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and some influence of aerodynamic balance vibration. In the right-side graphic, we also see the models
reaching a higher frequency than the experiment, with the former presenting a peak around 14.5Hz and the
latter presenting a peak around 20.5Hz. This difference is explained by the influence of the aerodynamic
balance, that is not modeled by the aeroelastic model. As observed in the complete apparatus FEM
model, the balance has the effect of introducing an additional vibration mode at 14Hz, which plays a
major role in the flutter’s LCO high frequency component. The wing modes, which are tightly coupled
with this additional mode present a smaller peak dislocated to around 15.5Hz. As verified by the time-
based analysis the LESP Critical of 0.03 presents the best fit for the high frequency amplitude. The
linear method shows a single peak, of a much higher amplitude, due to its divergent behavior. Finally,
figure 20 focus on the latter part of the time response (17-19s) to help visualize the differences between
experiment and the 0.03 LESP Critical results. It is possible to see the influence of the higher amplitude
in the low-frequency response of the experiment, with the highs and lows more pronounced than the
simulation results.
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Figure 20: Trailing Edge Velocity - Peaks Plot

Finally, a phase plane analysis (figure 21) was developed based on the measured velocity from the
laser vibrometer. Since, a displacement signal was not captured from this device, the velocity signal
between 17s and 19s was integrated over time to generated this result. Figure 21 further confirms that
the proposed model is able to capture the general tendencies of the LCO, with the oscillation of the
displacement around the zero position being due the influence of the first mode of vibration, stronger
on the experiment than on the model as seen on the frequency response, and the aerodynamic balance
influence that was discussed before. The wind tunnel turbulence level can also play a role in the differences
seen in the displacement range. Also, as seen on the time-based results, there is an overestimation of the
velocity by the model likely due to the lack of 3D effects in the model discussed before.
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Figure 21: Phase Plane

The lifting line correction for 3D applications, studied by Ramesh et al. [33] previously, can affect this
results and help understand the nature of this differences, specifically the amplitude differences. Further
studies with Unsteady Vortex Lattice Methods, augmented with the LESP concept, are in development
and should help understand the 3D effects influence in this results as well.
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5 Conclusions

The proposed framework of combining modal superposition with a strip theory implementation LDVM
was able to achieve a sustainable LCO and capture behaviors that can be compared to the experiment’s
measured amplitudes, including the modal interaction between the flutter flexibility modes (modes 2 and
3) and the first bending mode (mode 1). This solves a major gap in flexible aircraft modeling where
engineers need to use costly CFD models to represent the aerodynamic non-linearities encountered by
these aircraft. Time-based and frequency-based results show that the models can approximate low and
high frequency LCO response with a relative low-cost model. The main differences observed between
the experimental results and the low-order model are explained by two of the model limitations, i.e. the
aerodynamic balance, that is not modeled by the structural model, explains the differences in frequency
and also affects the low-frequency amplitude, whereas the lack of 3D effects, specially wingtip vortex
effect, also affects the amplitude, specially for the first mode response.

The proposed framework can be executed in desktop PCs with relative low computation cost, taking
about 2 days to develop the 10s simulations for the stable cases of LESP Critical 0.03 and 0.05. Compar-
isons with linear models, such the standard Wagner formulation, can be used to help tune, although are
not sufficient, the non-linear behavior of the LDVM model for 3D applications at a fraction of the time
that would be required for full CFD/FEM simulations. Also, the move from the 2D airfoil implementation
to the strip theory model shows that changes to the critical LESP need to be made to achieve convergence
to a LCO. Finally, the model proposed also presents a scalable nature to more complex problems through
the use of parallel computing for each individual strip.

Results from the proposed model are directly comparable to the standard Wagner approximation
method used for the linear results, diverging and reaching the LCO when the aerodynamic non-linearities
begin to act. This means that a simplified version of the framework (with very high LESP Criticals) can
be used to assess the probability of a aerodynamic linear solution being unable to correctly represent
situations where leading-edge vortices might be present.

Future works are planned with lifting line implementation and UVLM, to help mitigate some of the
amplitude differences between the model proposed and the experimental data in the aerodynamic side,
whereas an expanded nonlinear structural formulation should make the model more robust for the cases
of large structural deformations.
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