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Abstract

The digital age makes it possible to be globally networked at any time. Digital

communication is therefore an important aspect of today’s world. Hence, the further

development and expansion of this is becoming increasingly important. Even within a

wireless system, copper channels are important as part of the overall network. Given

the need to keep pushing at the current limitations, careful design of the cables in

connection with an adapted coding of the bits is essential to transmit more and more

data.

One of the most popular and widespread cabling technologies is symmetrical copper

cabling [1, pp. 8-15]. It is also known as Twisted Pair and it is of immense importance

for the cabling of communication networks.

At the time of writing this thesis, data rates of up to 10 GBit/s over a transmission

distance of 100 m and 40 GBit/s over a transmission distance of 30 m are standard-

ized for symmetrical copper cabling [2]. Other lengths are not standardized. Short

lengths in particular are of great interest for copper cables, because copper cables

are usually used for short distances, such as between computers and the campus

network or within data centres.

This work has focused on the transmission of higher order Pulse Amplitude Modula-

tion and the associated transmission performance. The central research question is:

“how well can we optimize the transmission technique in order to be able to maximise

the data bandwidth over Ethernet cable and, given that remote powering is also a

significant application of these cables, how much will the resulting heating affect this

transmission and what can be done to mitigate that?”

To answer this question, the cable parameters are first examined. A series of

spectral measurements, such as Insertion Loss, Return Loss, Near End Crosstalk
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and Far End Crosstalk, provide information about the electromagnetic interference

and the influence of the ohmic resistance on the signal. Based on these findings,

the first theoretical statements and calculations can be made. In the next step, data

transmissions over different transmission lengths are realized. The examination

of the eye diagrams of the different transmission approaches ultimately provides

information about the signal quality of the transmissions. An overview of the maximum

transmission rate depending on the transmission distance shows the potential for

different applications.

Furthermore, the simultaneous transmission of energy and data is a significant

advantage of copper. However, the resulting heat development has an influence on

the data transmission. Therefore, the influence of the ambient temperature of cables

is investigated in the last part and changes in the signal quality are clarified.
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1 Introduction

This chapter introduces data transmission over copper cable and explains why it is of

relevance today. Issues related to the need of copper cable are discussed. The work

presented in this thesis is being distinguished from other work. It explains what is the

novel contribution of this thesis and what has been done by other parties. Finally an

outline of the rest of the thesis is provided.

1.1 The Impact of Moore’s Law

A forecast of the required bandwidths and data rates is of particular interest for

companies. Future forecasts can be used to align corporate strategy and technology

strategies [3, p. 1, 4, pp. 140-141]. Gordon Moore is known for his prediction of

rising transistors counts in integrated circuits. This prediction can also be applied to

the data rate.

Gordon Moore is co-founder of Intel. In 1968, together with Robert Noyce, he founded

today’s largest semiconductor manufacturer in the world[5, 6]. As early as the 1960s,

Gordon Moore predicted the rapid development of the number of components on

integrated circuits through an annual doubling [7, pp. 1-2]. Nowadays it is assumed

that the number doubles every 18 months [8, p. 240]. Figure 1 shows the continuous

development of Intel transistors from 1971 to 2016 [9].
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Figure 1 – Microprocessor transistor counts 1971 – 2016 [9]

In connection with this constantly increasing amount of data, the number of data

transfers is also growing continuously. The development of the transmitted data of

the global internet traffic shows the steady growth. Figure 2 shows global internet

traffic per month in gigabytes [10, p. 7, 11, pp. 4-5]. The graph shows the period

from 1992 to a forecast in 2022 in 5 year steps.
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Figure 2 – Global internet traffic [10, p. 7, 11, pp. 4-5]

Although Moore’s law was not defined to describe the development of data rates, it

applies to the same extent and can also be used for this purpose. Figure 3 illustrates

the development of Ethernet standard over the years.

3



Introduction

1990 1995 2000 2005 2010 2015 2020

Year

10

100

1,000

10,000

S
pe

ed
 (

M
B

it/
s)

Ethernet Standards 1990-2016

10 Base-T

100 Base-TX

1000 Base-T

10 GBase-T

25-40 Gbase-T

Figure 3 – Ethernet Standards 1990-2016 [12, 13, 14, 15]

The digitalization and this rapid development of data rates are characterizing our

future. The increasing importance of the internet, as well as the growing data

volumes in data centres and storage networks require new and constantly improving

transmission technologies [16, p. 214, 17, pp. 34-37]. It is permanently changing our

everyday life.

The future production is also changing. It is characterized by a high degree of

individualisation of products and thus a very flexible production. Customers demand

individual, high-quality and yet inexpensive products in shorter periods of time.

Furthermore, products must be produced as sustainably as possible in view of

increasingly scarce resources [18].

4



Introduction

In future production, all machines, such as the milling machine and the welding robot,

will be networked. Each workpiece will be able to store information via an individual

system. This could be, for example, information about the customer, appointments as

well as personalized or special configurations of the workpiece. This allow operators

to clearly identify and locate the parts. All production machines are networked and

can communicate with each other. This allow operators to determine exactly which

workpiece passes through which production step at which time. This results in a

self-organizing manufacturing process [18].

In order to realize it in the future, special attention is paid to automation and data

processing in real time. Great amounts of data are collected by machine-generated

data and must be transmitted in real time. These large amounts of data as well as

complex data are also called big data. The forecast of the transmission rates in the

future is steadily growing. Therefore the data rates and data transmission get more

and more important [19, p. 49].

In order to meet the future challenges, copper cabling has to increase date rates it can

support and this can generally only be done by expanding the frequency bandwidth

and enhancing the signalling capability. Furthermore the advantages of copper cable,

in particular the easy handling and the ability to remote power equipment, which

is a major advantage of copper cable over optical fibres allowing only one wired

connection to something like a wireless access point, must be considered.
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1.2 Research Question and Motivation

Historically, Twisted Pair Ethernet bandwidths have followed that of optical cables.

However, the challenges for each step in frequency become more significant. Fibre

optic cables are currently operating at greater than 100 GBit/s and this is the next

frontier for Twisted Pair Ethernet.

In this thesis data speeds of up to 100 GBit/s are investigated by using four-pair

symmetrical copper cables. The aim is to explore the potential of Pulse Amplitude

Modulation (PAM) of higher order than is currently used, and to show that data

rates in the range of 40 GBit/s and higher via copper cable can be both technically

and economically feasible. Furthermore, different areas of application are to be

investigated.

At the time of writing this thesis data rates up to 10 GBit/s over a transmission

distance of 100 m and 40 GBit/s over a transmission distance of 30 m for balanced

copper cabling were standardized [2]. The bit rate is limited in particular by Insertion

Loss and Return Loss, as well as by Near End Crosstalk and Far End Crosstalk

assuming negligible noise.

To increase the existing transmission rate it is necessary to improve the transmission

characteristics of the cable or to improve the line encoding. An improvement of

the physical cable design is for example conceivable by improving the shielding, to

decrease the environmental noise or crosstalk, or by increasing the usable bandwidth.

The digital signal processing can increase the transmission rate by higher value of

line encodings or improving the equalization and amplification of the received signal

[20, pp. 1-3].
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The research question is to investigate whether it is possible to extend Pulse Ampli-

tude Modulation for the transmission of up to 100 GBit/s data over existing categories

of copper cables. First, a theoretical investigation of the transmission is carried out

and then this theoretical investigation is practically realized and compared to practical

data transmission. Furthermore, the potential of this to influence the data rate as a

function of data cable length is investigated. In cooperation with the cable manufac-

turer, possibilities for further development and improvement of cable performance

are to be considered.

To do this, specific challenges need to be overcome. These include the spectral

analysis of the copper cables, the theoretical data transmission via copper cables and

the equalization of the typical low pass behaviour of the copper cable. These topics

are investigated in this thesis. The results obtained are analysed and quantified.
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1.3 Aims and Objectives of the Research

According to recent research the biggest driver for more demand for internet speed

is video and the streaming of it [21]. In 2016 the total annual traffic was 96 exabyte.

The forecast for 2021 is about 278 exabyte. In 2016, 51 % (49 exabyte) of the

total traffic is video streaming. In 2021 it will already be 67 (186 exabyte). This

almost corresponds to a quadrupling of the video streaming data in only five years

[21]. Figure 4 illustrates the enormous increase in internet traffic and the associated

bandwidth consumption. Based on the research it can be taken for granted that the

total amount of data will continue to increase at a significant rate.
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Figure 4 – Global IP traffic in 2016 and forecast of 2021 [21]

Internet users not only watch videos online more often, but the quality of the videos

continues to increase. The consumer wants 4k without any delay. Video streaming

services are growing strongly and they take over from traditional CATV (cable televi-

sion) and antenna-TV (television). In addition to traditional TV options, there is also

on-demand (IP VOD) content available over the Internet. This enormous increase in

online video could triple bandwidth consumption in five years [11, pp. 2-38, 21].

The rapidly increasing internet traffic means that more data has to be transferred in

the same time. This demonstrate that there is a projected need for increased data
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rates over all types of data transmission media, including copper cabling. Twisted

Pair cabling is the preferred medium, as it has advantages over other media, such as

lower cost, better flexibility and the high level of current installed base. Hence, this

is a strong driver for more than 40 GBit/s over 30 m for, predominantly, data centre

applications. In particular, the demand for high-speed data transmissions comes

from the data centres [22, pp. 2-5]. Studies have shown that 80 % of the cabling in

data centres do not exceed 30 m [23, 23, p. 4]. This offers the opportunity for data

cables with higher bandwidths and shorter lengths.

However, current transmission technology is not sufficient to meet future need. This

thesis is directed at overcoming the current limitations in transmission technology

to achieve the step change required to allow Twisted Pair cable to meet the future

market demands in the medium term. During the thesis PAM, as principle modulation

scheme, will be investigated due to it being widely used in current Base-T applications

and therefore, having a high acceptability to the industry [24, pp. 131-132].

The aim of this investigation is to use existing cables and extending the order of

PAM as the modulation scheme, if necessary, in order to achieve a data rate of up

to 100 GBit/s over 30 m of cable. If this is not possible, then the limitations of that

technology will be identified.

The objectives of the research are:

• to identify the minimum Twisted Pair cable performance requirements for

prospective 100 GBit/s transmission and whether this can be achieved with

current cabling technology

• to determine the channel equalization and pre-emphasis necessary in order to

maximise the data-length product (the maximum amount of data that can be

carried over the longest cable)

10



Introduction

• to provide guidance on installation related issues to ensure that the research

presented in this thesis is of practical use

To achieve the thesis aim and objectives it is necessary to undertake the following

steps:

• Analyse the minimum performance requirements of the cable in order to decide

on the lowest category of cable that could be used for this application (or if

current technology can support this need). This includes the measurement of

the Insertion Loss over a frequency range, relate this to the frequency range

for PAM and to determine the trade-off required between possible PAM levels

and bandwidth needed.

• Analysis of the cable. This part includes all necessary spectral measurements

to evaluate the specification for the necessary equalization and pre-emphasis.

Furthermore this part of the thesis includes an assessment of practical channel

behaviour, compared to theoretical performance in order to achieve PAM 16 or

PAM 32 performance.

• Give guidance on installation related issues of practical use, the following

investigations will be performed: the transmission characteristics during heating

i.e. during the remote powering as the deleterious effect on the channel

performance of multiple heating cycles could render the advances of this

research moot if not fully accounted for.
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1.4 New Contribution to Knowledge

This work is based on previous data transmission standards. Up to now, data rates

of up to 10 GBit/s over 100 m and 40 GBit/s over 30 m have been standardized

[2]. For the transmission a maximum Pulse Amplitude Modulation of PAM5 or the

transmission of DSQ128 is used [25, 26]. Furthermore, the transmission is only

standardized up to a temperature of 60 ◦C[27, 28, 29].

In this thesis innovations in all standards are investigated. The data transmission

is extended and examined up to a transmission of 100 GBit/s. In addition to this

investigation higher Pulse Amplitude Modulations are used. These not only include

2 bits per symbol but are extended to 3, 4 and 5 bits per symbol and thus to 8, 16

and 32 voltage values. In addition to the expansion of the bits per symbol, new cable

lengths are being investigated. Cable lengths of 10, 30, 50, 75 and 100 m are used.

The aim of this investigation is to determine the maximum possible data rates for

different cable lengths and thus for different applications.

For the determination of the Bit Error Rate of a Pulse Amplitude Modulation of more

than PAM 4 a concept is developed and applied. This makes it possible to predict the

Bit Error Rate of PAM 8, PAM 16 and PAM 32 and thus to make a statement about

the quality of the achieved data transmissions.

Finally, the properties of the cable at temperatures of more than 60 ◦C are investigated

and described. For this purpose, both the spectral properties of the cable are

measured and evaluated, and the transmission of a standardized data transmission

(PAM 5) at a temperature of 20 ◦C and a higher temperature of 100 ◦C is examined.
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1.5 Delimitation of the Thesis

Because the focus of this thesis is on the spectral properties and data transmission

of existing cables, there is no intensive consideration of the cable structure, neither

in terms of material composition nor shielding or twisting.

Prototypes provided by the cable manufacturer are tested during the thesis. These are

tested with different lengths. The tests take place in a defined laboratory environment,

at the cables, without these being integrated in a network structure.

No connectors are used either. The cables will be connected directly. These are

connected to the measuring device using SMA connectors designed and built in-

house and are fed with bit sequences.

Only the OSI layer 1 (physical layer) is considered [30, pp. 16-20], which is responsi-

ble for the electrical, mechanical and functional control. In this thesis the performance

of the cables in connection with the transmission of bits at different cable lengths and

the analysis of the bit error analysis is examined.

The impact of the ambient temperature is also considered, further influencing factors

which can influence the transmission are not part of the elaboration.

Only Pulse Amplitude Modulation with a Raised Cosine Filter is used as coding, other

methods could not be dealt with in this thesis. PAM is being widely used in current

Base-T applications and therefore, having a high acceptability to the industry [24, pp.

131-132].

The result of the investigation with the suggestions for improvement to achieve higher

cable bandwidths can be incorporated into the further development of the prototype

manufacturer.
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1.6 Structure of the Thesis

The structure of the thesis is as follows:

Chapter 2 presents the global internet traffic and the current different communications

technologies. Furthermore the development of Ethernet and the different Twisted

Pair cables will be presented. Afterwards the installed types of cabling are shown as

well as the standard of Ethernet cabling. Finally the effect of noise on transmission

and the need for 100 GBit/s is presented.

Chapter 3 deals with the spectral properties of the cable (Insertion Loss, Return Loss,

Near End Crosstalk and Far End Crosstalk) and the optimization of cabling during the

production process. Furthermore, the relationship between lay length and Insertion

Loss is discussed, as well as the prediction of Insertion Loss.

Chapter 4 describes the modulation scheme Pulse Amplitude Modulation and the

Raised Cosine Filter. Furthermore, an alternative to Pulse Amplitude Modulation,

the Orthogonal Frequency Division Multiplexing, is presented. Furthermore the

theoretical data transmission with pseudorandom binary sequences is presented.

Especially the simulation of the original signal at the output of the AWG and at the

end of the cable, as well as a simulation of the pre-emphasised signal are described.

Chapter 5 examines the practical data transmission at different lengths and different

bit rates. Furthermore a Bit Error Rate probability is calculated. A matrix with data

rates, length and different modulations is presented.

Chapter 6 describes the transmission performance over Twisted Pair cable in relation

to temperatures up to 100 ◦C Especially the spectral characteristics of the cable in

relation to higher temperatures is presented.
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Chapter 7 concludes the thesis with a summary of the main findings and recommen-

dations for future work.

15



2 Communication Technologies and

Copper Cables

In this chapter, the reasons for the use and popularity of Twisted Pair cables are

explained in more detail. To begin with, global internet traffic and different communi-

cations technologies are presented. This is followed by the history of Ethernet and

different types of Twisted Pair cables. Connected to this, the installed types of Ether-

net cables is presented and the different standards of Ethernet cables are examined

in more detail. Finally, a short section about the effect of noise on transmission and

the future need of 100 GBit/s is presented.

2.1 Internet Traffic

We live in a world that is increasingly characterized by digital devices. Most people

are ubiquitous connected, because nearly everybody carries a smartphone all the

time. They do not use it only for phoning, but to stay connected with the world. These

digital devices should make life easier and support more human tasks and activities.

There are more and more sensor-based devices and control devices. With these

digital devices, the vision of smart home is possible. A door can be opened or a

light switched on by gestures or movements, for example. Contactless keys and

cards can also be used to open protected areas without having to remove the key or
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card from your pocket. These ubiquitous devices and the associated computer-aided

information processing are also known as ubiquitous computing.

One sign of ubiquitous digital devices and the associated increase in data volumes

is global internet traffic. The amount of global internet traffic is an indicator for the

customer need for bandwidth and data rates and an indicator of the need for the work

being undertaken in this thesis. The development and the forecast of global internet

traffic, as given in table 1, clearly shows the rate of growth of bandwidth requirements

and data rates. It shows the global IP traffic from 2017 up to 2022 [11, p. 31]. The

dates are based on Cisco Visual Networking Index: Forecast and trends, 2017 –

2022. It shows the IP traffic by type, by geography and in total. All dates are based

on petabytes (1015 bytes) per month [31, pp. 5-6].
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Table 1 – Global IP traffic, from 2017 with a forecast up to 2022 [11, p. 31]

2017

IP traffic, 2017-2022

2018 2019 2020 2021 2022Year

85

By type (Petabytes per month)

107 137 174 219 273Fixed internet

26 31 35 40 44 45Managed IP

12 19 29 41 57 77Mobile data

43

By geography (Petabytes per month)

59 80 105 136 173Asia Pacific

42 52 63 77 92 108North America

18 22 27 33 41 50Western Europe

8 10 12 15 20 25Central and Eastern Europe

4 5 7 10 15 21Latin America

7 9 1 13 16 19Middle East and Africa

122

Total (Petabytes per month)

156 201 254 319 396Total IP traffic

In 2017, the total global IP traffic was at 122 petabytes (1015 bytes) per month. Two

years later, in 2019, the global IP traffic will be already over 201 petabytes per month.

This is an increase of more than 64 % in only two years.

The forecast for 2022 shows that the total global IP traffic will surpass the 396

petabytes per month. This is an increase of more than 97 % in just three years.

This forecast, see figure 5, makes clear that there is a great future demand of
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bandwidth and therefore for higher frequencies to meet the customer demand of data

transmission [31, pp. 5-6].
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Figure 5 – Global IP traffic [31, pp. 5-6]

Figure 6 illustrates a comparison between fixed internet, managed IP and mobile

data since 2017 with a forecast up to 2022. Fixed internet, managed IP and the

mobile data strongly increase over the years. In 2017, the mobile data was about

12 petabytes. In the same year, the managed IP was about 26 petabytes and the

fixed internet was about 85 petabytes. The forecast for 2022 for the mobile data will

be 77 petabytes. For the managed IP it will be 45 petabytes and for the fixed internet

it will be 273 petabytes.
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Compared with the total IP traffic, this means the mobile data was only 10 % of total

IP traffic in 2017. Already in 2022, mobile data will be 19 % of total IP traffic. In 2017

the fixed internet was about 69 % of total IP traffic. The forecast of 2022 of fixed

internet in relation to the total IP traffic is also about 68 %. The conclusion is that

from 2017 to 2022 the mobile data traffic will grow faster than the fixed IP traffic [11,

p. 31]. Even though mobile data will grow faster than fixed internet in the future, it

still needs wired elements. One problem with wireless is that the available frequency

ranges are limited. In large cities there are so many users and base stations that it is

difficult to get a good WiFi running. The individual WiFi can interfere with each other.

WiFi is good for personal use, the so-called last mile. For higher speed requirements,

cables will be needed for the foreseeable future. WiFi is used at home or with

transport equipment at work. Many routers are connected with cables today. Mobile

data is used with devices that are mostly roaming, such as smartphones. Furthermore,

it is more difficult to interrupt data traffic on cables, because they require physical

access to media or connectivity devices such as switches, because the wireless data

traffic can be accessed without a trace.
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Figure 6 – Global internet traffic by type [11, p. 31]

Figure 7 shows the development of IP traffic by geography. The graphic illustrates

that internet traffic is increasing significantly in all regions. Asia Pacific have the

fastest growth in absolute terms, followed by North America. In 2017, the internet

traffic in Asia Pacific was about 43 petabytes. Five years later, in 2022, the internet

traffic in Asia Pacific is about 173 petabytes. This is more than four times higher than

2017.

The development of IP traffic in Europe is divided into Western Europe and Central

and Eastern Europe. In Western Europe the IP traffic was about 18 petabytes per
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month in 2017. In 2022 it will reach 50 petabytes per month. In Central and Eastern

Europe the IP traffic was 8 petabytes in 2017 and will reach 25 petabytes per month

in 2022 . The Middle East and Africa have relatively the strongest growth. From

3 petabytes in 2017 it will grow six times to 18 petabytes in 2022. Latin America

has the lowest growth from 4 petabytes in 2017 to 14 petabytes in 2022 and has the

lowest internet traffic in 2022 [11, p. 31].
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Figure 7 – Global internet traffic by geography [11, p. 31]

The constantly increasing internet traffic and the increasing amount of data associated

with it requires more and more data rates. If more data needs to be transferred at the
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same time, either the data need longer to transmit (but how many users would be

happy to wait longer?) or higher data rates are required to transfer the larger amount

of data at the same time. Higher frequency transmissions offer more bandwidth

than low frequency transmissions but suffer from increased noise and other factors

decreasing the integrity of the signal.

Devices operating at the same frequency interfere with each other by superimposing

the signals and result in incorrectly received data. Problems can arise with wireless

networks equally because higher frequencies are geographically more isolated and

cannot communicate over such long distances than lower frequencies. But with the

increase of installed access points this is not the problem it seems at first sight.
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2.2 Different Communications Technologie

Data transmission via fibre optics, copper or wireless are all known communication

technologies. They have all advantages and disadvantages and different areas

of application. To get an overview of the advantages, disadvantages and typical

applications of fibre, copper cable and wireless, this section shows the individual

communication technologies in more detail. At the end there is an overview of the

different transmissions and a summary.

2.2.1 Fibre Optic

First of all fibre optical cables, where the information is transmitted by light, consist

of fibres of glass or plastic. The transmission occurs via total internal reflections or

guidance.

The main advantages of fibre optical cables are the high range of bandwidth, on

the basis of low attenuation [32, p. 347, 33, p. 208]. Fibre optical cables have a

high transmission bandwidth and can be used for high data rates. Furthermore fibre

optical cables do not use electrical signalling and can be used in potentially explosive

atmospheres.

Another advantage is the high noise immunity of fibre optical cables. Fibre optical

cables suffer no appreciable crosstalk and are not generally influenced by external

electrical, magnetic or electromagnetic fields [34, p. 32].

Moreover fibre optical cables have a high degree of interception protection during data

transmission. In comparison with copper cables, fibre optical cables are considerably

lighter and require significantly less space than copper cable.
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The main disadvantages of fibre optical cables are the high costs for connection

technology. Besides that, the installation costs are high because of the higher

technical expenditure. Fibre optical cables have a high expenditure of assembly.

In addition to the higher costs mentioned so far, the costs for media converter to

copper are high. Furthermore, fibre optical cables have expensive and complex

measurement technology and expensive equipment technology [35, p. 468, 36,

p. 931]. Compared to copper cable, fibre optical cables are relatively sensitive to

mechanical stress. Furthermore the installation of fibre optical cables is difficult.

Strong curvature can break the fibre in the cable.

2.2.2 Copper Cables

As already mentioned, copper cables transmit data via an electrical current. For this

purpose different voltages are generated and transmitted.

The main advantages provided by copper cables are mechanically related advantages.

Copper cables are flexible as well as easy to install. They can be plugged and

unplugged very often. Furthermore connectors for copper cable can be easily

configured. Moreover the prices for copper cable and active components are cheaper

than for fibre optical cables [37, pp. 22-23]. Costs for the provision of networks

are divided into costs for the components and for the outdoor installation. For fibre

optic cables, the cost for the components is 16,118 USD per mile. The cost of the

outdoor installation is 26,084 USD per mile. The cost of outdoor copper wiring is

28,682 USD per mile. However, the cost of the components is only 820 USD per mile

[38, p. 6]. Another advantage of copper cabling is the possibility of remote powering,

e.g. Power over Ethernet (POE). Power over Ethernet technology allows devices

to receive power as well as data over one copper cable [39, p. 5]. As a result, in

principle no additional power supply cables are required for the various end devices.
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The transmission bandwidth of the copper cabling or the length of the copper cabling

is limited [37, pp. 18-23]. Therefore active components are required for compensation

[40, pp. 93-95]. The main disadvantage of copper cable is associated with electro-

magnetic disturbances. Due to this, power supply cables and signal cables must be

separate from one another. Furthermore fire protection measures are required for the

protection of buildings and facilities.

2.2.3 Wireless Networks

Wireless networks are becoming more and more popular. In a wireless network, data

is transmitted over radio waves. Every wireless network needs a wireless access

point. The 4G technology is the fourth generation of broadband cellular network

technology and has a data rate of up to 100 MBit/s [41]. The successor model 5G,

the fifth generation of broadband cellular network technology, has a data rate of up to

10 GBit/s [42]. It requires the development of an infrastructure that can reach remote

locations. Year after year, the coverage of the mobile network increases, making it a

potential alternative to the wired alternative. However, there are still areas with little

or no coverage. Without sufficient radio masts, wireless transmission is not a viable

choice.

Wireless networks also have the potential to reduce costs. While fibre and copper

cables incur costs for cabling and network maintenance, wireless networks can save a

large part of these costs. Wireless requires very little maintenance, because no wiring

is required and the costs per user are significantly lower than those for traditional

infrastructures [43, pp. 9-10]. For example (see figure 8 the annual costs per user for

a cable network is about 198 USD (Hardware 110 USD, Software 48 USD, Facilities

and bandwidth 33 USD and Power 7 USD). The costs per user for wireless is only
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about 131 USD (Hardware 74 USD, Software 24 USD, Facilities and bandwidth

29 USD and Power 4 USD) [43, pp. 9-10].
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Figure 8 – Annual infrastructure costs per user [43, pp. 9-10]

Another big advantage of wireless networks is mobility and the scalability. It allows

access to the server from anywhere. Remote connection is also possible with wireless

networks. Expanding a wired network can be costly and difficult when, for example,

new cables are added. But expanding a wireless network is easy. A new user is

added and the server is updated.
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One of the biggest drawbacks is the shared medium of multiple users. The more

users use it the lower the data rate. Another disadvantage of wireless networks is

that of attenuation: The signal decreases as the distance increases. This means that

the further away the user is from the tower, the weaker the signal becomes. Although

attenuation is one of the biggest problems with all communication media, an optical

fibre can transport a clear signal much further than is possible with wireless networks

[44].

Security is an important issue in every transmission. Wireless networks run the risk

of modification and eavesdropping. For security reasons, they use certain encryption

techniques and authentication mechanisms. However, it has also been found out

that some of the encryption techniques can be easily manipulated [45]. The very old

encryption scheme WEP is defective and should no longer be used. WPA and WPA2

are also targets of hacker attacks. So far they are not fully hacked, at least not WPA2,

but this does not mean that they will not be in the future [46, pp. 34-38].

These points should be particularly considered when using wireless devices, they

are more sensitive to hackers as they do not need physical access as if someone

wants to intercept a cable.

Such radio frequency communication can be influenced by interference from external

sources. Movement with portable devices and the local topology can subject any

such communication to slow and fast fading. Slow fading is defined as a channel that

remains the same over the entire communication time. Fast fading is defined as a

channel that varies greatly over the entire communication time [47, pp. 6-7].

Another problem is, that wireless connections can interfere with one another. And the

topology has to be chosen carefully, because it is important that wireless networks

are not hindered and that an optimal location is used for the necessary access points
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[48]. There are a couple of problems which may arise, like concrete walls, water

pipes, elevators or other things or other things in a building which may hinder the

function of the wireless LAN.

Furthermore the maximum data throughput of a wireless network is lower than the

maximum data throughput of a wired network. In addition, the speed decreases

further in busy networks.

2.2.4 Synergy of Fibre Optic, Copper Cables and Wireless Net-

works

First of all, all three communication technologies can also complement each other.

For example, optical fibre is often used for long distances to a distributor. Copper

is often used by the distributors for shorter distances. Laptops with copper cables

are connected directly to the network when they are in the same house or company.

Tablets or mobile phones will primarily use wireless networks. These wireless

networks are usually connected with copper cables and Power over Ethernet. So

wireless networks often require copper cabling.

The table 2 summarizes the most important points of the various communication

technologies.
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Table 2 – Comparison of fibre optic, copper cables and local wireless networks

Transmission

Distance

Costs

Installation

Advantages

Fibre optic Copper cable Local Wireless

Light Electrical Radio waves

High (1-100,000m) Relatively short (1-100m) Short (1-50m)

Higher Low Low

High expenditure of 
assembly

Easy to install Easy to install

Disadvantages

Application

• high range of bandwith
• potential-free
• high noise immunity
• high interception 

protection

• flexible
• easy to install
• relatively cheap
• remote powering
• often existing

• relatively cheap
• very little maintenance
• mobility and the 

scalability

• high costs
• relatively sensitive to 

mechanical stress
• installation of fibre 

optical cables is difficult

• electromagnetic 
disturbances

• fire protection measures 
necessary

• lenght or bandiwth 
limited

• short distance
• bad security
• influenced by strong 

interference
• low speed

Long distances
Short distances, mostly in-

house or in data centre
Short distances

The benefits and limits of the three communication technologies, fibre optical cabling,

copper cabling and wireless networks, clearly show that fibre optical cabling has

different applications than copper cabling and wireless networks. Fibre optical cabling

is used for long distances, potentially explosive atmospheres and high data rates.

Copper cabling and wireless networks are more commonly used for short distances,

usually the last few metres.

Copper cabling also plays an important role in data centres and is often used in

combination with Power over Ethernet. Even though many advantages speak for fibre

optic or wireless networks, copper cables still play an important role in communication

technologies today. In particular, the combination of fibre optic up to the building and

30



Communication Technologies and Copper Cables

copper cable in the building and up to the end device makes use of the respective

advantages of the communication technologies. To ensure that the copper cables

do not form a bottleneck at the end, it is of immense importance that the bandwidth

and the data rate of copper cables are increased. Also for wireless networks that are

connected to their wireless access point with copper cables, it is of particular interest

that the data rate of copper cables is as high as possible.
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2.3 The Development of Communication

The beginning of telecommunications goes a long way back. Around 4,000 BC, letters

and numbers were invented [49, p. 3]. This is the basis for the digital communications

technology.

For defence reasons, it was very important in the past to transmit information over

long distances. A well-known example is the Great Wall of China. Every 5 km a

lighthouse was built. The oldest tower dates back to the 11th century BC – 771 BC

[50, p. 101]. When an enemy was observed, alarm signals were transmitted with the

help of smoke signals. The size of the smoke quantity gave information about the

number and size of the enemy [50, p. 101].

At the beginning of the 19th century it started with semaphore in Europe. Not only in

Europe, but also in Japan the optical communication with the help of coloured flags

was developed [49, p. 3].

Around 1850 electrical telegraphy replaced optical communication [51, pp. 29-33].

Letters and numbers were transmitted with the help of dots and dashes. Samuel

Finley Breese Morse is widely regarded as the father of telegraphy [52, p. 24]. Up to

this time the communication was digital.

This changed with the development of a telephone by Philip Reis and Alexander

Graham Bell in 1876 [53, pp. 549-556], followed by Alexander Graham Bell’s in-

vention of Twisted Pair in 1881 [54, p. 72, 55]. From that time telecommunications

was dominated by analogue techniques [56, pp. 1-5]. Analogue communication

provided new areas of application. The development of an electronic amplifier by

John Ambrose Fleming, Lee de Forest and Robert von Lieben between 1904 and
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1906 created the foundation for new developments such as sound and television

broadcasting [51, pp. 225-228].

In the middle of the 20th century, telecommunications underwent a step change.

The invention of the transistor in 1947 by John Bardeen, Walter Houser Brattain

and William Shockley [57, pp. 61-63], the invention of the first integrated circuit

in 1958 by Jack Kilby [58, p. 362] and the first microprocessor in 1970 are the

important foundations for further developments [49, p. 4]. With this progress in

microelectronics it is now possible to transfer theoretical approaches into affordable

devices. Telecommunications have returned to digitally dominated communication by

using analogue carriers. Today digital communication is omnipresent, for example:

digital mobile communications, digital radio and digital television, as well as the

internet.

The development of Ethernet started around 1973 at the Xerox Palo Alto Research

Centre in the United States of America [59, pp. 26-31, 60, pp. 21-22]. Robert

Metcalfe is widely regarded as the Father of Ethernet. Since 1983, Ethernet has been

through many standardization cycles [61, p. 154]. Ethernet is still developing rapidly.

Speeds are increasing all the time (see figure 3). The Twisted Pair cabling used

today is also developing rapidly. While data rates of 100 MBit/s were still transmitted

in 1995, the speed has increased by a factor of more than 200. In 2016, the Ethernet

standard for 40 GBit/s applications was approved. Up to now, this standard has

mainly been used in data centres. The past has shown that data centre applications

have also established in the workplace [62, pp. 64-68, 63, pp. 1-5].
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2.4 Twisted Pair Cable

In this section the structure of Twisted Pair cables in general as well as the differences

in shielding will be discussed in more detail. In Twisted Pair cabling two conductors of

a single circuit are twisted together as one pair. This method is used in combination

with differential signalling where two conductors transmit an equal, but opposite

signal. Beside from improved mechanical performance, this is used to cancel out

electromagnetic interference from internal as well as external sources [64, pp. 3-9,

65, 66, pp. 3-8]. The cables consist of a sum of Twisted Pairs. The Twisted Pairs are

twisted together, too [67, pp. 2-4, 68, pp. 3-8, 69, pp. 58-60].

Twisted Pair cables typically consist of copper and an insulation made of polyethylene.

As already mentioned, Twisted Pair cables are divided into two groups. The first type

is the Unshielded Twisted Pair cabling (UTP). The second one is Shielded Twisted

Pair cabling (S/FTP) or Foil shielded Twisted Pairs (FTP). An overview of the different

types of Twisted Pair data cables is demonstrated in the figure 9 for FTP cables and

in figure 10 for UTP cables.

Outer sheath

Cable pair

Conductor

Braiding shielding

S/FTP

Foil shielding

Outer sheath

Foil shielding

Cable pair

Conductor

Foil shielding

F/FTP
Outer sheath

Foil shielding

Cable pair

Conductor

U/FTP

Figure 9 – Construction of typical FTP cables [67, p. 3]
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Outer sheath

Cable pair

Conductor

Braiding and 
foil shielding

SF/UTP
Outer sheath

Foil shielding

Cable pair

Conductor

F/UTP
Outer sheath

Cable pair

Conductor

U/UTP

Figure 10 – Construction of typical UTP cables [67, p. 3]

The different types of UTP and FTP differ according to Braided shielding (S), Foil

shielding (F), Braided and foil shielding (SF) and Unshielded (U) [70, pp. 88-90, 71,

p. 216].

Figure 9 shows foil shielded Twisted Pairs. These foil shielded Twisted Pairs consist

of eight conductors. Two of them are twisted into a pair. Each of the pairs is covered

with a foil shielding. All four pairs are again surrounded by an outer sheath. The

difference between the three foil shielded Twisted Pairs lies in the overall screen.

U/FTP stands for unshielded foil shielded Twisted Pair. This means that this cable is

shielded in pairs but has no overall shield. With the F/FTP version, the entire screen

consists of a further foil shielding. S/FTP or also called PiMF (Pair in Metal Foil), the

overall shielding consists of a braided shielding. This version is probably the best

shielded copper cable version on the market so far.

The UTP cables are shown in figure 10. These cables also consist of 8 conductors,

which are twisted together in pairs. All four pairs are again surrounded by an outer

sheath. However, UTP cables are not shielded in pairs. The three variants again

differ in the overall shielding. The variant on the right, U/UTP has no shielding. The

F/UTP cable has an overall foil shield and the SF/UTP variant has braided and foil

shielding.
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2.5 Installed Types of Cabling

The total number of cable types installed by 2014 is shown in figure 11. The figure

shows an analysis of globally installed structured cabling for enterprises and data

centres in 2014 based on cable deliveries. Category (Cat) 6 cables have the highest

share at 53 %, closely followed by Cat 5 cables at 38 %. Cables with Cat 6A have

8 %. Cat 7 cables are in last place with 1 % [72]. The differences between the

individual categories are explained in more detail in table 4.

Installed Structured Cabling 2014 for enterprises and data centres

CAT 5: 38%

CAT 6: 53%

CAT 6A: 8%
CAT 7: 1%

Figure 11 – Installed structured cabling 2014 for enterprises and data centres [72]
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Figure 12 shows an analysis for installed outlets in USA enterprises and data centres.

In this analysis the highest amount have cables with Cat 5 with 46 %. This is followed

by cables of Cat 6 with 28 %. Cables with Cat 6A have a share of 16 %. Cables of

Cat 7 have only 5 % and cables of Cat 7A have 4 % [72].

Installed Structured Cabling 2014 USA

CAT 5: 46%

CAT 6: 28%

CAT 6A: 16%

CAT 7: 5%

CAT 7A: 4%

Figure 12 – Installed structured cabling 2014 USA [72]

Both figures, figure 11 and figure 12, show that the cable of categories 5, 6 and 6A is

more often installed than cables of categories 7 and 7A. The reason therefore could

be the higher cost of cables with higher categories in comparison with the costs of

cable with lower categories. Another reason could be that cables categories 5, 6 and
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6A have been on the market for some time, while cables with categories 7 and 7A are

still being developed.
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2.6 Standards of Cabling and State of Scientific Knowl-

edge

The relevant standards for cabling are divided into two areas. A distinction is made

between the standards for the applications and the standards for the cables. These

two types of standards are described in more detail below.

2.6.1 Ethernet Standards

The standards for transmission technology according to IEEE 802.3 describe how

the data are to be transmitted according to the Ethernet standard. The Institute

of Electrical and Electronics Engineers (IEEE) is the world’s largest technology

association. The aim of this association is to promote technologies and their use.

The IEEE has over 900 active standards and over 500 additional standards being

developed. For these innovations and standards, members from more than 160

countries come together [73]. Table 3 shows the previous Ethernet standards using

copper cables. The Ethernet standards are displayed with the respective year of

publication, the bit rate, the line coding and the used length. Table 3 shows the

temporal development of the data rates of the Ethernet standard.

As well as the copper cabling, the line encoding has developed with each Ethernet

standard. The first Ethernet standard, the 10 Base-T, started with Manchester Coding.

This line encoding represented 1 bit per symbol. The bit rate for 10 Base-T is

10 Mbit/s. The 100 Base-T standard uses the Multilevel Transmission Encoding with

3 levels (MLT-3). For MLT-3, a logical 1 changes the signal level. With a logical 0,

the signal level is not changed. Like the Manchester Coding, 1 bit per symbol is

transmitted.
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The next Ethernet standard, the 1000 Base-T standard uses a PAM 5 line encoding.

This coding transmits 5 bits per symbol and has a symbol rate of 125 MBd [25]. The

10 GBase-T standard uses the 128-DSQ (Double Square Quadrature) coding with

7 bits per symbol and a symbol rate of 250 MBd [26]. The last Ethernet standard

25/40 GBase-T standard also uses the 128-DSQ coding [2, 74, pp. 135-137]. Table 3

shows the Ethernet line encoding [2, pp. 12-25].

Table 3 – Ethernet line encoding [2, pp. 12-15]

Standard

Bit rate

10 Base-T

10 MBit/s

Line encoding

Symbol rate
(in MBd)
Cable length
(in m)

Year

Manchester

10

100

1990

100 Base-T

100 MBit/s

MLT-3

100

100

1995

1000 Base-T

1000 MBit/s

PAM 5

125

100

1999

10 Gbase-T

10 GBit/s

128-DSQ

800

100

2006

25/40 Gbase-T

25/40 MBit/s

128-DSQ

3,200

30

2016

2.6.2 Cable Standards

The second standard family for cabling describes the infrastructure associated with

the Ethernet standards. The transmission characteristics and the appearance of the

cabling are determined on the basis of the transmission requirements of IEEE 802.3.

This structured cabling represents a uniform structure plan for different services.

For structured cabling there is the international standard ISO/IEC 11801 and the

European standard EN 50173-1 of the European Committee for Electrotechnical

Standardization (CENELEC) as well as the North American standard TIA/EIA 568C

for cabling [62, pp. 64-68].
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While TIA/EIA 568C (United States of America) and CENELEC EN 50173 (Europe)

only apply locally, the ISO/IEC 11801 standard applies internationally. In the ISO/IEC

11801 standard, 92 nations, including 35 member countries and 57 observing nations,

are dealing with structured cabling.

ISO/IEC 10801 specifies the quality characteristics for the cabling, i.e. for the

connectors and the cables. A difference is made between the categories for the

components and the classes for the transmission paths. Class C to Class II are used

for frequencies from 10 MHz to 2 GHz and data transmissions from 10 MBit/s up to

40 GBit/s [75, pp. 57-60].

Data cables are divided into Cat 1 - 8, according to the transmission characteristics.

The capacity of data cables are defined by a maximum frequency or maximum

bandwidth. Table 4 shows the Cat 3 to 8, the defined frequency and the preferred

cable design [67, pp. 4-5, 76, pp. 7-16, 77, pp. 9-15, 27, pp. 8-13, 28, pp. 8-13].

Table 5 shows the Class C to F and I and II, as well as the transmission rate and

typical cable design [67, pp. 4-5].
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Table 4 – Category and typical cable design [67, pp. 4-5]

Cat
Defined frequency 

in MHz

3 100m

4 100m

„Old 
5"

100m

5 100m

6 100m

6A 100m

7 100m

7A 100m

8.1 30m

8.2 30m

Typical cable design
U/UTP F/UTP SF/UTP U/FTP F/FTP SF/FTP

16

20

100

100

250

500

600

1,000

2,000

2,000

Table 5 – Class and typical cable design [67, pp. 4-5]

Class
Name of 

application

C 10

old 
„D“

100

D 1,000

E 1,000

EA 10,000

F 10,000

FA 25,000

I 
(30m)

40,000

II 
(30m)

40,000

Typical cable design
U/UTP F/UTP SF/UTP U/FTP F/FTP SF/FTP

10 Base-T

100 Base-T

1000 Base-T

1000 Base-T

10 GBase-T

10 GBase-T

25 GBase-T

40 GBase-T

40 Gbase-T

Transmission 
rate in Mbit/s
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2.6.3 Ethernet Challenges

Copper cable is still undergoing development, despite various claims of its impending

demise the standards show that copper cables have always evolved and are still

used today. But this also means ever higher demands on copper cables. Increasing

data rates mean that ever higher frequencies are also required for copper cables

in order to satisfy the bandwidth requirements. The characteristics of Twisted Pair

copper cables are defined by the fact that the attenuation increases with increasing

frequencies. This characteristic of copper cables is also demonstrated, for example,

by the length reduction in the new cable categories 7A, 8.1 and 8.2, where a length

of 30 m or 50 m has been standardized instead of the previous 100 m cabling route.

The reason for this is that the attenuation of a category 7A cable with a length of

100 m at a frequency of 2 GHz is already 95 dB. Since this value is far outside the

usable range, the Insertion Loss had to be reduced. To get the Insertion Loss into

a usable range the cabling length was reduced. Another problem with Twisted Pair

copper cables is the Alien Crosstalk. Alien Crosstalk is the term used to describe

crosstalk of neighbouring cables. For this reason, the transmission of 40 GBit/s only

refers to the use of shielded cabling systems.
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2.7 Effect of Insertion Loss, Return Loss and Crosstalk

on Transmission

Copper cables are subject to various influences. This chapter describes the spectral

influences of copper cables with regard to Insertion Loss, Return Loss, Near End

Crosstalk and Far End Crosstalk. The causes of the influences and the measure-

ments of these spectral properties are described in the following.

2.7.1 Definition of Insertion Loss

First of all, the Insertion Loss of copper cables is considered. This effect has the

greatest influence on the electrical performance of the copper cable. This effect is

measured in the frequency domain. The Insertion Loss of the copper cables depends

on the length of the cables and the wire diameter of the cable. The Insertion Loss

describes the logarithmic ratio of output and input power. Or in other words the

Insertion Loss is the logarithmic ratio of the signal fed into two wires of one Twisted

Pair and the signal arriving at the other end of the cable. Due to the skin effect,

the Insertion Loss depends on the frequency. Therefore the attenuation of higher

frequencies is greater than the attenuation of lower frequencies [78, pp. 55-59].

The Insertion Loss is calculated according to the following formula:

D( f ) = 20 · log
(

Ut( f )
Ur( f )

)
[dB] (1)

Ut is the input signal voltage and Ur the received signal voltage. The ratio is expressed

in dB [78, pp. 55-59].
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For Insertion Loss measurement two wires of a Twisted Pair are connected at the near

end as well as at the far end. The desired measurement direction and measurement

mode can now be selected on the network analyser. The differential mode is of

interest for this thesis.

Figure 13 shows the schematic illustration of the Insertion Loss measurement. For

Insertion Loss measurement the signal is fed to the near end and measured at the

far end.

Figure 13 – Schematic illustration of IL

2.7.2 Definition of Return Loss

The causes of Return Loss are inhomogeneities within the cable or within the wiring

and mismatch of termination cords and loads giving rise to multiple reflections due to

characteristic impedance variations. This may occur during cable production, cable

laying, and / or connection points, such as cables to another cable or connector of a

device [79, p. 29].

Return loss is a measurement of the cable impedances. Variations of these impedances

are undesirable properties of the cable. The Return Loss provides information about

the quality of the match. The higher the Return Loss the lower the interference [78,

pp. 55-59].

The Return Loss is the ratio of the backscattered power. For the Return Loss

measurement the reflective signal is measured as a function of the input signal of the
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same pair [79, p. 29]. Return Loss is also measured in the frequency domain. The

Return Loss is calculated by using the following formula:

RL ( f ) = 20 · log
(

Ur( f )
Ut( f )

)
[dB] (2)

Ut corresponds to the input signal voltage at one pair and Ur to the received signal

voltage at the same pair. The ratio is given in dB [78, pp. 55-59].

The Return Loss measurement measures the ratio of the input signal at one end of

the cable to the output signal at the same end. The schematic illustration of Return

Loss is shown in figure 14.

Figure 14 – Schematic illustration of RL

2.7.3 Definition of Near End Crosstalk

The Near End Crosstalk describes coupling between two Twisted Pairs at the begin-

ning of a cable. Near End Crosstalk is the crosstalk of two different pairs of wires at

the near end. This is an undesirable effect, since crosstalk causes interference on

the other pairs of wires, thus disrupting signal transmission. The measurement of the

other Twisted Pair shows how strongly the signal is coupled to the other Twisted Pair.

Thus the Near End Crosstalk gives the ratio of the power of the over-coupled signal

of a Twisted Pair to the power of the input signal of another Twisted Pair. This effect is
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due to electromagnetic fields caused by the signal transmission. If two twisted wires

have the same lay lengths, the signal of one pair is always coupled in the same ratio

to the second pair. This means that the effect of over-coupled cannot be cancelled

out by the difference. Therefore the Near End Crosstalk can be reduced by different

lay lengths of the wire pairs of a cable or by paired shielding. Furthermore Near End

Crosstalk depends on the cable structure and the quality of the connection to the

connection component [78, pp. 55-59].

Near End Crosstalk is calculated by using the following formula:

NEXT( f ) = 20 · log
(

Ut( f )
Ur( f )

)
[dB] (3)

Ut corresponds to the input signal voltage at one pair and Ur to the received signal

voltage at another pair. Near End Crosstalk is measured in the frequency domain

and is also expressed in dB [78, pp. 55-59].

For the Near End Crosstalk measurement two wires of one Twisted Pair are connected

at the near end and two wires of another Twisted Pair are also connected at the near

end. The network analyser then measures the crosstalk of one Twisted Pair to the

other at the near end. Figure 15 shows the schematic illustration of the Near End

Crosstalk measurement.
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Figure 15 – Schematic illustration of NEXT

2.7.4 Definition of Far End Crosstalk

Not only the crosstalk at the near end of the cable is investigated, but also the

crosstalk of wire pairs at the far end of the cable to another wire pair is investigated.

This measurement is called Far End Crosstalk. As with Near End Crosstalk, this is

an undesirable effect because crosstalk interferes with the desired signal. As with

the previous measurements this measurement is also measured in the frequency

domain. As with Near End Crosstalk, long-distance crosstalk is dependent on the

cables used and on the processing when connecting the cables to the connection

components [80, pp. 64-68].

The following formula is used to calculate the Far End Crosstalk:

FEXT ( f ) = 20 · log
(

Ut( f )
Ur( f )

)
[dB] (4)

Ut is the transmitted input signal voltage of the pair at the near end and Ur is the

received input signal voltage of the pair at the far end. The measurement is also

given in dB [80, pp. 64-68].
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In Far End Crosstalk measurement two wires of one Twisted Pair are connected at

the near end and two wires of another Twisted Pair are connected at the far end.

Similar to the Near End Crosstalk measurement, the network analyser measures

the crosstalk of one Twisted Pair to the other at the far end. Figure 16 shows the

theoretical measurement mode of the Near End Crosstalk measurement.

Figure 16 – Schematic illustration of FEXT
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2.8 Effect of Noise on Transmission

During data transmission, signals are affected by various factors. They are influenced

by the structure and the materials used for the cable as well as by the superposition

of noise. Today, copper cable must also work in increasingly noisy environments. For

example, the increase in WiFi coverage also increases the common mode currents

on the cables [81, pp. 126-131]. Because of this development it is important to know

the sources of noise and why they affect the cables. In the following, these points will

be discussed in more detail.

Noise affects the entire transmission system. This means that both the transmitter and

the receiver are subject to noise in addition to the transmission channel. A difference

can be made between external and internal noise sources. Internal noise sources

are components that can be assigned to the signal itself. External noise sources

are electrical or magnetic phenomena that influence the signal during transmission.

Noise can influence the signal in such a way that the correct demodulation of the

signal is no longer possible. Whether the noise affects the correct transmission or

not depends on the ratio of the total signal power and the total noise level. This ratio

is also called the signal-to-noise ratio. If the signal power is very high in relation to

the noise level, the noise can often be ignored [82].

Sources of noise can be for example [82]:

• Electromagnetic interference (EMI)

• Radio-frequency interference (RFI)

• Signals from other devices

• Self-heating due to resistance changes
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• Signal conversion error

• Power sources

Electromagnetic compatibility (EMC) deals with the generation, transmission and

reception of electromagnetic energy [83, pp. 3-10]. EMC can also cause interference

in copper cables. During transmission with symmetrical copper cables, the external

noise influences are counteracted by applying a differential signal to the two wires of

the twisted copper cable. Ideally the different voltage between one wire and the other,

common mode interference can be eliminated by using transformers (commonly

referred to in this context as ‘magnetics’) at the points of connection to the network

electronics. This is an important advantage in terms of EMC.

However, common modes cannot be completely eliminated in practice and very low

interference fields remain. This can occur, for example, due to tolerances in the

manufacturing process [84, pp. 283-291]. It may happen that common mode signals

along the copper cable are partially converted to differential mode (DM) and vice

versa. Due to an inaccurate twisting of the pairs the magnetic fields generated by

the two wires are not mutually cancelled out. This phenomenon is called mode

conversion [85].

Furthermore, poor EMC performance may result from non-ideal behaviour of circuit

components due to unwanted conversion of differential mode to common mode (CM)

and vice versa [84, pp. 283-291]. Current research on electromagnetic compatibility

investigates the mode conversion of differential lines with a cross-section affected by

geometric imbalance. In this context, an analogy to crosstalk is also detected [84, pp.

283-291].
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A further problem can be caused by the terminating resistor. There is current research

dealing with “the phenomenon of mode conversion as the basis of radiated emissions

and radiated susceptibility” [86, pp. 1346-1349] of differential lines.

Even for terminal loads for Twisted Pair copper cable, which are terminated with a

higher impedance than the characteristic impedance of the cable, the mode conver-

sion increases significantly. With lower terminal loads as the characteristic impedance,

a change occurs predominantly in the higher frequencies [81, pp. 126-131].

There are four different measurements to test the symmetry of Twisted Pair cables.

The first measurement is called Transverse Conversion Loss (TCL) (figure 17). This

measurement measures the mode conversion within a pair at the near end. A

differential mode signal is fed into the Twisted Pair cable and the common mode

signal is received and measured at the same end. The smaller the common mode

signal, the better the symmetry of the cable [85].

Figure 17 – Schematic illustration of TCL

The longitudinal conversion loss measurement (LCL) is the counterpart of this mea-

surement (figure 18). A common mode signal is fed into the Twisted Pair cable and

the differential mode signal is measured at the same end. The smaller the differential

signal the better the symmetry of the cable [85].
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Figure 18 – Schematic illustration of LCL

The third measurement is a measurement at the far end of the cable. This measure-

ment is called Transverse Conversion Transfer Loss (TCTL) (figure 19). A differential

mode signal is sent into the near cable and the common mode signal is measured at

the far end of the cable. Since this measurement is length-dependent, the Insertion

Loss must be taken into account. The meaningful values of this measurement are

called Equal Level Transverse Conversion Transfer Loss (ELTCL). Similar to the TCL

measurement, the smaller the common mode signal at the far end the better the

symmetry [85].

Figure 19 – Schematic illustration of TCTL

The Longitudinal Conversion Transfer Loss (LCTL) the counterpart to the TCTL

measurement (figure 20). A common mode signal is sent at the near end and a

differential mode signal is received at the far end [85].

Figure 20 – Schematic illustration of LCTL
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2.9 Need for 100 GBit/s

To achieve 100 GBit/s with a four pair Twisted Pair cable, the minimum transmission

rate for one pair is 25 GBit/s per pair. 25 GBit/s with a PAM is a product of bits

per symbol and signalling rate [87, pp. 10-122]. The maximum bandwidth of the

cable classes is defined in the standardisations of ISO/IEC 11801 [76, pp. 7-16, 77,

pp. 9-15, 27, pp. 8-13, 28, pp. 8-13]. Trying to transmit 100 GBit/s using existing

cable Cat 5 with a maximum defined frequency range of 100 MHz, it assumes 200 M

symbols per second. This would result in 125 bits per symbol, which means 2250

different levels of PAM. Assuming a transmission voltages of 2 V, the noise would

need to be limited towards 0 V to ensure discriminative. This would be not practical

because environmental noise is assumed to be -150 dBm/Hz [88, p. 31].

To achieve 25 GBit/s per pair by using 16 level of PAM it results in 4 bits per symbol

[87, pp. 10-11]. For a PAM 16 transmission and a current of 2 V, the maximum

signal would be more than -150 dBm/Hz and therefore a realistic value to ensure

discriminative [88, p. 31]. By using 32 level of PAM it results in 5 bits per symbol.

Also there the maximum signal would be more than -150 dBm/Hz and a realistic

value to ensure discriminative [88, p. 31]. Therefore, at least the highest existing

cable Cat 8.2 with a usable bandwidth of 2 GHz for PAM 32 and 3.125 GHz for

PAM 16 is needed to transmit 100 GBase-T. The aim of the thesis is to achieve a

data rate of up to 100 GBit/s over at least 10 m of cable. This will be done with the

help of improving the data transmission for example by improving the equalization

and the pre-emphasis. In order to do this the spectral cable performance must be

investigated.

For the following measurements a copper cable was utilized, which fulfils the Cat

8.2. [27, pp. 8-13, 28, pp. 8-13]. The cable consists of eight insulated copper wires.
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Every two of the eight copper wires are twisted together as a pair. Each pair of the

four Twisted Pairs has a foil shield. All pairs together have in addition a braided

shielding. The length of the cable was set at 10 - 30 m. This represented a typical

length for applications for data centres. Studies have shown that 80 % of the cabling

in data centres is no longer than 30 m [23, p. 4]. Some connections are also shorter

than 30 m. This offers the opportunity for data cables with higher bandwidths and

shorter lengths.
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In this chapter, the prototype cable is examined spectrally, the results of these mea-

surements are presented and compared with the limit values of the cable categories.

The significance of the measurements of the individual parameters is explained

and the effects on data transmission are discussed. Furthermore, the relationship

between cable structure, the lay length and Insertion Loss is discussed in more detail.

Finally, a prediction of the Insertion Loss and a short summary of the cable analysis

is presented.

3.1 Spectral Measurements of the Cable

Previous chapters have introduced the Insertion Loss and crosstalk of the copper

cables. These properties and disturbances of copper cables are now examined in

more detail. For this purpose, it is clarified how the spectral values are composed

and how they are measured. The cable used in this thesis is presented and the

spectral measurements are examined.

3.1.1 Measurement Setup for Spectral Measurements

The four spectral measurements shown below are Insertion Loss (IL), Return Loss

(RL), Near End Crosstalk (NEXT) and Far End Crosstalk (FEXT). The measurements

are made with a four port network analyser (E5061b) from Agilent.
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Figure 21 shows the measurement setup with cable, test fixture and network analyser

(see section 8.2.1). The cable was connected to the SMA connectors using a self-

developed test fixture. The test fixture consists of a brass adapter and four SMA

connectors. In addition, it consists of plastic plates to prevent a short circuit between

the wire and the shielding. Finally, the cable is pressed against the brass adapter

using a plastic holder to guarantee contact with the shielding (see section 8.3). It is

important that the wires are soldered onto the SMA adapters as evenly as possible

and with as little solder as possible. Irregularities and too much solder will cause

reflections.

For the following measurements the cables are connected according to the respective

measurement as described in section 2.7. The desired frequency range (here 1 MHz

- 3 GHz) is then selected on the measuring instrument. Furthermore, the desired

measurement bandwidth and the corresponding common mode or differential mode

must be chosen. For the following measurements a 4-port measurement must

be selected. The used network analyser has 1601 measurement points. If more

measurement points are required, the measured frequency bandwidth must be

divided into smaller bandwidths and then the individual measurements must be

combined.
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Figure 21 – Measurement setup for spectral measurements

3.1.2 Insertion Loss Measurement

The figure 22 shows the Insertion Loss measurement for the data cable used in later

data transmission tests.
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Figure 22 – Measurement of IL and cable category 8.2 up to 3 GHz

Figure 22 shows the measured Insertion Loss values. The setup of the measurement

and the equipment used is described in section 3.1.1 . The abscissa is the frequency

in GHz and the ordinate is power in dB/100m. In addition to the measured values of

the Insertion Loss, the limit curve for cable category 8.2 according to ISO/IEC 11801

is also shown. In order to comply with the limit values, the measured curve must

be above the limit curve and thus the values must be smaller than the limit values.

As the figure shows, the limits for this cable have been met. The overall shape of

the Insertion Loss is smooth. The Insertion Loss also increases with increasing

frequency. The measurement shows clearly the low-pass behaviour of the cable.
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The Insertion Loss increases smoothly up to a frequency of more than 3 GHz and

remains above the extrapolated limits of cable category 8.2. The value of attenuation

is about 100 dB at approximately 3 GHz. Compared with cable Cat 8.2, which is only

defined up to 2 GHz, this cable has a very high usable bandwidth. The deep notch

that can be seen at 3 GHz is often referred to in the Ethernet cable community as a

"suck out", so for consistency, that term will be used in this thesis. These suck outs

are due to the production and structure of the cable and are discussed in more detail

in section 3.2.

3.1.3 Return Loss Measurement

Figure 23 shows the Return Loss measurement for the data cable used in following

data transmission tests.
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Figure 23 – Measurement of RL and cable category 8.2 up to 3 GHz

Figure 23 shows the measured Return Loss values. The setup of the measurement

and the equipment used is described in section 3.1.1. The abscissa is the frequency

in GHz and the ordinate is the ratio between the incident power and the reflected

power in dB/100m. In addition to the measured values of the Return Loss, the limit

curve for cable category 8.2 according to ISO/IEC 11801 is also shown. In order to

comply with the limit values, the measured curve must be below the limit curve. As

the figure shows, the limits for this cable have been met. Only above a frequency

of 3.2 GHz larger suck outs are present. However, since the limit values are only

defined up to 2 GHz, the cable meets the standard.
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3.1.4 Near End Crosstalk Measurement

The figure 24 shows the Near End Crosstalk for the data cable used in following data

transmission measurements.
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Figure 24 – Measurement of NEXT and cable category 8.2 up to 3 GHz

Figure 24 shows the measurement of the Near End Crosstalk. The abscissa is the

frequency in GHz and the ordinate the power in dB/100m. Due to the good foil

shielding, the influence of NEXT at a bandwidth of up to 3 GHz is not more than

-75 dB. Due to this small influence, the NEXT will not be examined in detail below.

In addition to the Near End Crosstalk measurements, the limit curve for cable Cat
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8.2 according to ISO/IEC 11801 is also shown. To comply with the limit values the

trace must be below the limit curve. As the figure shows, the limits for this cable have

been adhered to and there are additional reserves. The cable therefore complies

absolutely with the standard.

3.1.5 Far End Crosstalk Measurement

Figure 25 shows the Far End Crosstalk for the data cable used in following data

transmission measurements.
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Figure 25 – Measurement of FEXT and cable category 8.2 up to 3 GHz
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Figure 25 shows the measurement of Far End Crosstalk. The abscissa is the

frequency in GHz and the ordinate the power in dB/100m. Due to the very good foil

shielding of the individual pairs, the FEXT value is very low. Up to a bandwidth of

3 GHz, the value is never more than 90 dB. Due to this small influence, the FEXT

value is not considered further in the following. In addition to the Far End Crosstalk

measurements, the limit curve for the corresponding cable Cat 8.2 according to

ISO/IEC 11801 is also shown. In order to comply with the limit values, the trace must

be below the limit curve. As the figure shows, the limit values for this cable have

been complied with. The cable therefore complies with the standard.
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3.2 Reduction of Insertion Loss Suck Out During Ca-

ble Production

Section 2.9 has shown that the transmission of 100 GBit/s over a 30 m cable requires

a theoretical bandwidth of 2.5 - 3 GHz. So far, the highest frequency standardized

cable category is 8.2, which is standardized up to a bandwidth of 2 GHz. Increasing

the bandwidth from 2 GHz to 3 GHz is extremely difficult. In particular the crosstalk

and attenuation properties competing in this high frequency range are problematic in

the development of cables with such a high bandwidth. The higher the frequencies

the more Insertion Loss the cable has. Furthermore, the crosstalk increases at higher

frequencies.

As already shown in section 2.7.1, the Insertion Loss is limited by the skin-effect

(low pass behaviour) and in addition by the suck outs, see fig. 22 - at a frequency of

about 3.5 GHz. The main focus to improve the cable must be on these suck outs.

The suck outs are frequency-dependent outliers. These electrical inhomogeneity are

caused by the lay lengths of the pairs. In addition, this is reinforced by the electrical

interactions between the required main strand lay length in relation to the lay lengths

of the pairs [89, pp. 1-12]. The undesired suck out are caused by regular mechanical

displacements during the stranding process. The distance between the mechanical

displacements as a function of the stranding lay lengths ultimately determines the

frequencies at which the electrical suck outs occur.

In order to predict the undesired suck outs cable manufacturers have developed

different simulations. Using these simulations cable manufacturers can make specific

machine selection and machine settings. The simulations are based on the knowl-

edge that the suck outs are caused by mechanical displacements during the cable

production.
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The formula for determining the main stranding suck out, which should be above 3

GHz, is determined as follows [90, pp. 1-20]:

LSuckout =
c0

2 f
√

εr
(5)

c0 stands for the speed of light, f for the frequency and εr for the effective permittivity

of the dielectric, thus the dielectric properties of the insulation material. The formula

shows that by shortening the main strand lay length the main electrical suck out of

the Insertion Loss can be shifted to higher frequencies. However, it should be noted

that shortening the main stranding length leads to the conductor becoming longer.

The extension of the copper conductor increases the Insertion Loss over the entire

frequency response. It also affects the propagation time.

When producing the prototype cable used in this thesis these new findings were

taken into account. The structure of this prototype cable is as follows:

The conductor consists of bare copper wire with a diameter of 0.7 mm. The insulation

of the individual conductors consists of a polyethylene foam skin. The diameter of

the conductor with the insulation is 1.9 mm. The foil shield of the individual pairs

is aluminium-laminated polyethylene foil. The metal side is directed outwards. The

total shield of the four pairs consists of tinned copper braiding. The outer sheath is a

halogen-free, flame-retardant compound. The main stranding tip of this prototype

cable is about 3.2 GHz [90, pp. 1-20]. The lay lengths of the individual pairs and the

main stranding are not specified by the manufacturer for competitive reasons.
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3.3 Relationship Between Lay Length and Insertion

Loss

By twisting the wires into a Twisted Pair, interference voltages can be almost com-

pletely eliminated by differential transmission and subsequent summation. This

reduces crosstalk and makes the transmission less susceptible to inductive interfer-

ence. Furthermore, by minimizing the pair and main cable lengths the Insertion Loss

suck out is shifted to higher frequencies. This results in a larger usable bandwidth for

data transmission.

Due to the tighter twisting the actual wire of a 100 m long cable, for example, becomes

longer [91, p. 5]. This can be calculated as follows. The radius resulting from the

twisting can be determined by the radius of the wire and its insulation (r1). This

results in a circumference (C) of:

C1 = 2 · r1 ·π (6)

Figure 26 shows a schematic drawing of the twisting of a pair. It shows the length of

a twist L1 and the circumference C.

Figure 26 – Schematic Twisted Pair length
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The actual wire length (WL) results from the length of a whole twist (L1) and the

extent of the twist.

WL =
√

(2 · r1 ·π)2 +(L1)2 (7)

For a Twisted Pair with a length of 100 m this results:

TPL100 = 100 ·
√

(2 · r1 ·π)2 +(L1)2

L1
(8)

For a wire with insulation with a radius of 1 mm and a twisting length of 20 mm,

this results in an actual length of 104.82 m instead of 100 m. With a radius of also

1 mm, but a twisting length of 10 mm, this results in an actual length of 118.10 m.

This means that the wire is 13.28 m longer than the 20 mm twisting length. This

corresponds to a 12.67 % longer wire. This effect is further intensified during the

main stranding, i.e. during the twisting of all four pairs. A Twisted Pair does not

produce a uniform diameter. However, a rough estimate of the actual length of the

wire after the main stranding can be made using the following calculation.

The radius that must then be used is also twice the radius of a wire with insulation

or once the diameter of a wire and its insulation multiplied by the root of two. The

length of an entire twist is the main rope length and the resulting wire length is then

the actual length of a Twisted Pair.

Figure 27 shows the schematic drawing of the twisting of several pairs. For reasons

of simplification, a schematic representation of two Twisted Pairs is shown. However,
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this is the same for four pairs. It shows the length of a twist L2 of two pairs and

diameter of four Twisted Pairs.

Figure 27 – Schematic main stranding length

When the calculation of these Twisted Pairs and the main stranding of four identical

pairs is combined, an actual wire length of 100 m results:

MWSL100 = 100 ·

√
(2 · r2 ·

√
2 ·π)2 +(L2)2

L2
·
√

(2 · r1 ·π)2)+(L1)2)

L1
(9)

The example from above had a wire radius of 1 mm and a twisting length of 10 mm

for a pair. Taking this example and a main stranding of 30 mm, this results in an

actual wire length of 137.27 m for a cable with a length of 100 m.

The longer wire also increases the attenuation of the cable. This effect can be

imagined as a series connection of resistors. When more resistors are connected in

series, the total resistance also increases.
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3.4 Prediction of the Insertion Loss

The Insertion Loss (a) of inner conductor of cable on the basis of the diameter (d)

and the characteristic impedance (Z) can be estimated very roughly by the following

formula [92]:

a = 0.435 ·
√

f
Z ·d

(10)

The result is the attenuation in dB for 100 m cable. However, this estimate is very

rough and should be adapted to the measurement results. The formula shows that

the larger the wire diameter the smaller the Insertion Loss.
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Figure 28 – Simulated and measured IL and cable category 8.2 up to 3 GHz

Figure 28 shows the simulation and measurement of Insertion Loss over frequency.

The ordinate is the magnitude in dB. In addition to the simulated and the measured

line, the category 8.2 cable limit line is drawn in black. These limits were extrapolated

from 2 to 3 GHz.

The measured curve in pink complies with the limits of Cat 8.2. The higher the

frequencies the greater the margin to the Cat 8.2 limits. The simulated and the mea-

sured curve fit well together in the lower frequency range between 1 and 2,000 MHz.

However, in the upper frequency range between 2,000 MHz and 3,000 MHz, the

71



Cable Analysis

difference is up to 5 dB. The simulated line and the measured line are not congruent.

However, the simulation can be used as a guideline.
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3.5 Summary of the Cable Analysis

In this chapter the spectral properties of the cable were measured and investigated.

These properties are very important for later data transmission. Especially the

attenuation has a big influence on the data transmission. Due to the low-pass

behaviour of the cable the high frequencies are attenuated more than the lower

frequencies. This means that the transmitted symbols cannot be demodulated

without equalization.

The attenuation behaviour was therefore examined in more detail. The frequency

suck outs are a significant problem in cable production. These are large decreases in

the frequency characteristic and result from electrical interactions between the main

stranding lay lengths in relation to the lay lengths of the pairs.

During the stranding process regular mechanical displacements of the cable are

caused. The distance between the mechanical displacements as a function of the

stranding lay length ultimately determines the frequencies at which the electrical suck

outs occur.

Section 3.3 shows that the shorter the main rope length, the higher the frequencies

at which the main electrical suck out occurs. This knowledge makes it possible to

produce copper cables with a higher bandwidth. It should be noted, however, that the

shorter the stranding lay length and the shorter the lay length, the longer the copper

cable becomes and the Insertion Loss increases. This relationship and a calculation

of the resulting cable length is described in more detail in section 3.3.

Finally, section 3.4 presented a prediction of the frequency characteristic of the

Insertion Loss on the basis of wire diameter and characteristic impedance.
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4 Modulation and Simulation of Data

Transmission

This chapter deals with the modulation scheme. The Pulse Amplitude Modulation

and the Raised Cosine filter is presented. Afterwards, the Pseudorandom Binary

Sequence is presented.

Furthermore, data transmission is simulated theoretically. First the transmission of a

PAM 16 coding with Raised Cosine filter is simulated. This original simulation is then

used as a reference for the following simulations. As a second action, a simulation of

the signal at the end of the copper cable is generated. This shows the influence of

the attenuation. Finally, a pre-emphasized signal is generated, which at the end of

the Twisted Pair cable should correspond to the original signal sequence again.

4.1 Pulse Amplitude Modulation (PAM) and Raised

Cosine (RC) Filter

The (theoretical) rectangular pulse is the most basic signal in a digital transmission

scheme. With rectangular pulses both amplitude A and duration T are fixed. With

a higher order Pulse Amplitude Modulation the pulse amplitude can assume both

positive and negative values. Furthermore, several discrete amplitudes are used.

Thus several bits per pulse can be transmitted. For example, with a Pulse Amplitude
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Modulation scheme with four levels, two bits per pulse (or symbol) can be transmitted.

In the later measurements, predominantly higher order Pulse Amplitude Modulations

are used. These are PAM 8 with three bits per symbol, PAM 16 with four bits per

symbol and PAM 32 with five bits per symbol [93, p. 1].

Figure 29 shows 100 symbols of such a Pulse Amplitude Modulation with 16 levels.

The amplitude is between A = +1V and A = −1V . The duration of one symbol is

T = 4 · 10−8 s. A sequence of such pulses is offset by the duration of one pulse

each. In this transmission, the information is contained in the amplitude of the pulse.

The pulse rate is 1
T pulses per second. The symbol rate is therefore 1

T symbols per

second [93, p. 1]. For the later transmission an external cable is used for triggering.
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Figure 29 – 100 symbols of PAM 16 (40 GBit/s), rectangular pulse
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The number of symbols transmitted per second is also called baud rate. The data

rate in bits per second results from the baud rate multiplied by the number of bits per

symbol [93, p. 1].

Data rate =
Baud rate ·Number of bits

symbol
(11)

In the example with PAM 16, each symbol consists of four bits. The bit rate is

therefore four times the symbol rate. By higher order Pulse Amplitude Modulations it

is possible to reduce the transmission rate for the transmission compared to binary

transmission but this forms a compromise between the advantages of more bits per

symbol with the disadvantage of noise being more significant due to the smaller

difference in levels.

The spectrum of the symbol sequence from figure 29 is shown in figure 30. The

spectrum of a signal sequence is created by the Fourier transform. The abscissa is

the frequency in MHz. The ordinate is the relative power per frequency in dB/Hz.
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Figure 30 – Spectrum of PAM 16 (40 GBit/s), rectangular pulse

The spectrum of the rectangular pulse extends over an infinite frequency [93, pp 1-4].

However, in many data transmission applications the bandwidth of the transmission

must be limited. When transmitting with a copper cable, the bandwidth is limited by

the suck outs in the Insertion Loss above a certain bandwidth. Transmission with a

rectangular pulse is therefore not possible. The bandwidth of a rectangular pulse can

be reduced by using a low-pass filter. This filter changes the pulse shape to a round

shape. This process is often referred to as pulse shaping [93, pp 3-4].
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A well-known filter is the Raised Cosine (RC) Filter. Its frequency response is given

by [93, pp 3-4]:

H(ω) =

∣∣∣∣∣∣∣∣∣
τ,

τ

{
cos2

(
τ(ω−c)

4α

)}
,

0,

0≤ ω ≤ c

c≤ ω ≤ d

ω > d

(12)

ω is the radian frequency with 2 ·π · f . τ stands for the pulse period and α is the roll

off factor. The roll off factor is between 0 ≤ α ≤ 1. c is equal to
π·(1−α)

τ
and d is

equal to
π·(1+α)

τ
[93, pp. 3-4].

The signal sequence shown in figure 29 with 100 pulse amplitudes combined with the

Raised Cosine filter is shown in figure 31. The pulse shape is no longer rectangular

but smoothed. The corresponding spectrum of figure 31 is shown in figure 32.
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Figure 31 – 100 symbols of PAM 16 (40 GBit/s), RC
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Figure 32 – Spectrum of PAM 16 (40 GBit/s), RC

From a frequency of 2.5 GHz, the spectrum is significantly smaller than the spectrum

of the square wave signal.
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4.2 Pseudorandom Binary Sequence

The test sequence is based on a Pseudorandom Binary Sequence (PRBS). The

PRBS sequence is a research-approved sequence for tests with input signals.

To verify that each combination of two consecutive symbols is present in the PRBS

transmitted input signal, 4096 symbols of a PAM 16 signal were combined with the

following symbol and presented in a two dimensional diagram. For this purpose

16 values between 0 ≤ x ≥ 1 were used. In addition, a frequency of the occurring

combination was represented by a colour scheme. This diagram shows figure 33.
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Figure 33 – Combination of two consecutive symbols
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Figure 33 shows that all 256 combinations of two consecutive symbols are repre-

sented. Furthermore, the evaluation shows that 90 % of all combinations occur

between 10 and 21 times (see section 8.4 for more details). Thus it can be stated

that the input sequence shows all pair combinations and has quite a good frequency

distribution.
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4.3 Simulation of the Original Signal

The chapter 3 showed the spectral measurements of the cable. Particularly important

for the data transmission is the Insertion Loss of the cable. To counteract the

typical low-pass behaviour of the copper cable, pre-emphasis is necessary. For

this purpose a mathematical method is used. The mathematical emphasis uses the

spectral measurement of the Insertion Loss of the Twisted Pair cable to create a

corresponding high-pass filter.

To explain the principle of pre-emphasis, the following example shows a PAM 16

transmission over a 10 m long copper cable. The example has a data rate of 40 GBit/s

over a four pair copper cable. In the following, the transmission via one pair of a

four pair copper cable is always considered. In order to achieve a transmission rate

of 40 GBit/s over a four pair copper cable, 10 GBit/s must be transmitted over one

pair. With a PAM 16 modulation, each symbol corresponds to 4 bits. This results in a

transmission of 2.5 GBd with a PAM 16 modulation. Figure 31 shows an example of

such a transmission.

Figure 31 shows a 100 symbol long simulated sequence of a PAM 16 RC modulation

with a data rate of 10 GBit/s. These 100 symbols are random signal sequences.

The abscissa represents the time in seconds. It shows a time span of 40 ns. One

of the 100 symbols is 400 ps. The ordinate represents the voltage in volts. The

maximum positive voltage is 1 V. The minimum negative voltage is -1 V. The different

amplitudes represent the different levels of PAM 16 coding.

Figure 32 shows the corresponding spectrum of the signal sequence. The abscissa

is the frequency in GHz. The ordinate is the relative power per frequency in dB/Hz.

The figure shows that the main frequency component of this signal sequence lies in

the frequency range between 0 and 2.5 GHz.
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The curve in figure 31 and the spectrum of figure 32 show the optimal transmission

of a PAM 16 modulation with Raised Cosine filter. This sequence should therefore be

demodulated without any error.

To confirm that statement and to make a statement about the possibility of demodu-

lation and the quality of these symbols, all 100 symbols of the signal sequence are

overlaid in the following. In this way, the corresponding Eye Pattern of this sequence

is created.

0 100 200 300 400 500 600 700 800

Time (ps)

-1

-0.5

0

0.5

1

A
m

pl
itu

de
 (

V
)

Eye Pattern of PAM 16 with RC

Figure 34 – Eye Pattern of PAM 16 (40 GBit/s), RC

Figure 34 shows the corresponding Eye Pattern of the signal sequence of figure 31.

The abscissa shows the time again. It is given in picoseconds. The complete time
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span is 800 ps. This corresponds to two symbols. The ordinate represents voltage

as in the previous representation and is given in volts.

The illustration clearly shows that there are 15 eyes in the middle of the figure. This

position represents the centre of all 100 symbols. At this point the individual symbols

can be distinguished from each other. The so-called "eyes" of the Eye Pattern are

wide open and it should be possible to demodulate error-free at this point.
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4.4 Simulation of the Signal at the End of the Cable

When the signal is now transmitted via a 10 m long copper cable, the signal is

changed by the transmission properties of the cable [94, pp. 103-105]. As already

mentioned, the Insertion Loss plays a major role here. Due to the attenuation of the

cable, lower frequencies are now attenuated less than higher frequencies. This leads

to an imbalance. As a result, it is no longer possible to demodulate the received

signal sequence without further work. This becomes clear in the following figure.
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Figure 35 – 100 symbols of PAM 16 (40 GBit/s), with impact of IL (10 m)
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Figure 35 shows the simulation of the same random signal sequence as in figure 31.

However, the influence of the 10 m long copper cable has now been taken into

account. The abscissa is again the time in seconds and the ordinate is the voltage in

volts. The lengths of the axes also correspond to those shown in figure 31.

At first view, the figure looks very similar to the original signal sequence. However,

the individual symbols are now "rounder" than above. This is due to the fact that the

high frequency components are now significantly attenuated and less than in the

original signal sequence.
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Figure 36 – Spectrum of PAM 16 (40 GBit/s), with impact of IL (10 m)
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Figure 36 shows the spectrum of the simulated signal sequence at the end of the

copper cable. The abscissa shows the frequency in GHz from 0 to 5 GHz. The

ordinate shows the relative power per frequency in dB/Hz from 0 to -100 dB. As with

Figure 33 the largest frequency component is in the range between 0 and 2.5 GHz.

At first view, the spectrum looks similar to the spectrum of the original transmission.

However, the high frequency components are lower than before.
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Figure 37 – Eye Pattern of PAM 16 (40 GBit/s), with impact of IL (10 m)

Figure 37 shows the simulated Eye Pattern of the signal sequence at the end of the

Twisted Pair cable. The abscissa shows the time in picoseconds. The ordinate shows

the voltage in volts.

88



Modulation and Simulation of Data Transmission

When looking at the corresponding Eye Pattern, it is noticeable that the eye openings

are no longer open as in the original Eye Pattern in figure 34. Where the signals

could be distinguished up to now can no longer be decided clearly for some signals

to which decision level the symbol belongs. In other words, this simulation shows

qualitatively that the transmission cannot be demodulated error-free, because the

decision thresholds are not clear.
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4.5 Comparison of Original and Simulated Signal at

the End of the Cable

To illustrate these findings once again, a comparison is made between the simulation

of the original signal and the attenuated signal.
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Figure 38 – 100 symbols of PAM 16 (40 GBit/s) and PAM 16 with impact of IL (10 m)

Figure 38 shows the temporal signal of the originally simulated signal sequence of

the 100 symbols PAM 16 signal sequence in blue and the simulated attenuated signal

sequence of the 100 symbols at the end of the 10 m long copper cable in red. The
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abscissa with the time in seconds and the ordinate with the voltage in volts were

retained in order to obtain comparability with the previous figure 31 and figure 35.

It is clearly visible that the red line is often smaller than the blue line. This occurs

especially when the voltage change is very large. At these points higher frequency

components are necessary. If the voltage changes are rather small, the red line

corresponds better with the original blue line. Altogether the form of the time signal

differs clearly.
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Figure 39 – Spectrum of PAM 16 (40 GBit/s), with impact of IL (10 m)
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This effect is also evident when comparing the spectra of figure 32 and figure 36.

Again, the abscissa with frequency in GHz and ordinate with the relative power per

frequency in dB/Hz, were retained. A closer look at figure 39 shows that the two

lines match in the lower frequency range. The higher the frequency, the higher

the difference between the two lines. This confirms the statement that the higher

frequencies are attenuated more than the lower frequencies and that the signal

shapes no longer match the original version.
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4.6 Simulation of Pre-Emphasised Signal

The two previous simulations showed how much the Insertion Loss affects the data

transmission. In order to counteract this unwanted attenuation of the cable, pre-

emphasis is performed. For this purpose, the original time-domain signal of the

symbol sequences is converted into a spectrum with a Fast Fourier Transformation.

This spectrum is then multiplied by the inverse spectrum of the Insertion Loss

measurement. This amplifies the higher frequency components, which are normally

more attenuated. The smaller frequency components, which are normally greater

than the attenuated high frequency components, are now reduced. The spectrum is

then transformed back again so that a time signal is generated again.
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Figure 40 – Pre-emphasised 100 symbol of, PAM 16 (40 GBit/s) (10 m)

Figure 40 shows the simulated signal sequence with the pre-emphasis. The abscissa

represents the time in seconds. The ordinate represents the voltage in volts. The

maximum positive voltage is around 0.9 V. The minimum negative voltage is around

-0.9 V. This already shows that the curve is smaller than the original curve in figure 31.

Furthermore, a closer look reveals that the curve overshoots when there are large

voltage changes. This effect is intended to counteract the attenuation of the cable at

higher frequencies.
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Figure 41 – Spectrum of pre-emphasised PAM 16 (40 GBit/s) (10 m)

Figure 41 shows the spectrum of the pre-emphasised signal sequence. The abscissa

shows the frequency in GHz. The ordinate shows the relative power per frequency

in dB/Hz. The spectrum shown also confirms the statements in Figure 41. The

lower frequency components are smaller than in the original spectrum. The higher

frequency components were amplified.
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4.7 Simulation of Pre-Emphasised Signal at the End

of the Cable

To test the quality and functionality of the pre-emphasised signal, the pre-emphasised

signal is simulated at the end of the 10 m cable. A flattening is achieved by combining

the pre-emphasized signal and the low-pass behaviour of the cable. With this

method, a frequency response can be realized at the end of the 10 m long cable

that corresponds to the original frequency response of the output signal sequence.

However, the signal is now clearly attenuated overall and is therefore much smaller

than the original signal.
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Figure 42 – Pre-emphasised 100 symbols of PAM 16 (40 GBit/s) (10 m, end)

Figure 42 shows the simulated signal sequence with the pre-emphasis at the end of

the copper cable. A comparison of the pre-emphasised signal with the un-emphasised

signal is presented in section 4.5.

The abscissa represents the time in seconds again and the ordinate represents the

voltage in volts again. The maximum positive voltage is around 0.75 V. The minimum

negative voltage is around -0.75 V. This already shows that the curve is much smaller

than the original curve in figure 31. The figure 41 shows that the signal is now less

"round" compared to the attenuated signal at the end of the 10 m long copper cable.
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This is due to the fact that the frequency components are now the same again over

the entire frequency bandwidth. The signal shape looks exactly like the original curve,

only the amplitudes are smaller. This effect is caused by the pre-emphasis.
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Figure 43 – Spectrum of pre-emphasised PAM 16 (40 GBit/s) (10 m, end)

Figure 43 shows the spectrum of the pre-emphasised signal sequence at the end

of the Twisted Pair cable. The abscissa shows the frequency in GHz. The ordinate

shows the relative power per frequency in dB/Hz. The spectrum shown also confirms

the statements on Figure 43. Although the power components are lower overall, the

ratio of the powers is more balanced.

98



Modulation and Simulation of Data Transmission

0 100 200 300 400 500 600 700 800

Time (ps)

-1

-0.5

0

0.5

1

A
m

pl
itu

de
 (

V
)

Eye Pattern of pre-emphasised PAM 16 at the end of 10 m

Figure 44 – Eye Pattern of pre-emphasised PAM 16 (40 GBit/s), (10 m, end)

Figure 44 shows the corresponding Eye Pattern of the pre-emphasised signal se-

quence at the end of the 10 m long copper cable. The abscissa is the time in

picoseconds again. The ordinate is voltage in volts again.

The Eye Pattern now shows reopened eyes in the middle of the graph instead of

the attenuated Eye Pattern without pre-emphasis. It should therefore be possible to

demodulate the signal sequence without errors.

99



Modulation and Simulation of Data Transmission

4.8 Comparison of Original and Simulated Signal with

Pre-Emphasis

To show the result of the pre-emphasised signal even more clearly, a comparison of

the original signal and the pre-emphasised signal is made at the end of the Twisted

Pair cable.
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Figure 45 – 100 symbols of PAM 16 (40 GBit/s) and pre-emphasised PAM 16 (10 m,
end)

For better comparability the abscissa represents the time in seconds and the ordinate

the voltage in volts. The comparison of the original signal sequence in blue and the
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now resulting pre-emphasised signal sequence at the end of the 10 m long cable

in violet also shows that the course of the signal sequences now coincides better.

Only the amplitude is reduced with the resulting signal sequence. The reduction

of the amplitude is necessary for the pre-emphasis. As the higher frequencies are

automatically attenuated by the cable, the lower frequencies must also be attenuated

for the pre-emphasis. It should be noted, however, that the amplitude has been

reduced evenly. This makes demodulation possible.
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Figure 46 – Spectrum of PAM 16 (40 GBit/s) and pre-emphasised spectrum (10 m, end)
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Figure 46 shows the comparison of the spectrum of the originally signal sequences

in blue and the pre-emphasised signal sequence at the end of the Twisted Pair cable

in violet. The axes are the same, the abscissa represents the frequency in GHz and

the ordinate represents the relative power per frequency in dB/Hz. The spectrum

confirms the statements on Ffigure 42. Although the power components are lower

overall, the ratio of the powers is perfectly balanced and the spectrum corresponds

to the original spectrum apart from the strength.
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4.9 Summary of Modulation and Simulation of Data

Transmission

In this chapter the Pulse Amplitude Modulation and the Raised Cosine Filter were

explained. Furthermore the Pseudo Random Sequence used for the signal sequence

was introduced. This signal sequence ensures that all pair combinations are present

on consecutive symbols. This is important for the later real transmission to guarantee

all possibilities of transmission. This signal sequence was then used to simulate a

theoretical transmission. During transmission, the Insertion Loss in particular is a

limiting factor for the transmission. Based on this, a transmission was simulated which

includes the low-pass behaviour of the cable. This corresponds to a transmission via

the cable without pre-emphasis and thus illustrates the necessity of pre-emphasis in

order to identify the different voltage values of the transmission.

Based on these findings, a pre-emphasized signal sequence was created to counter-

act the attenuation characteristics of the cable. The simulation of the pre-emphasized

transmission is the core of this transmission and shows as a result the received signal

which allows to identify the different voltage values. This pre-emphasized signal is

used for the data transmission in the following chapter.
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5 High Bit Data Transmission and Bit

Error Rate Probability

This chapter deals with a higher bit-rate data transmission with Pulse Amplitude

Modulation over different lengths of Twisted Pair cable with the aim of investigating

the potential of shorter copper cables. Many applications require only short lengths

to the end devices. A higher data rate can be achieved by shorter lengths and a

lower Insertion Loss. However, previous standards have only been standardized to

30 or 100 m. Other lengths still have potential for higher data rates. Furthermore, a

statement is made about the possible Bit Error Rate of the respective transmission.

The calculated Bit Error Rate is created with the help of Eye Contours, a software for

sampling oscilloscopes. This software provides a forecast of the bit error probability.

5.1 Bit Error Rate

The Bit Error Rate (BER) is a measure of data integrity. It is defined by the number

of received error bits in relation to the total number of received bits. The Bit Error

Rate is usually expressed as a negative power of ten [30, p. 452]. A Bit Error Rate

of 10−12 corresponds to a bit error of one trillion received bits [30, p. 175]. In the

standards of IEEE at least a BER of 10−12 or higher is expected [2, pp. 162-163].

Data rate =
Baud rate ·Number of bits

symbol
(13)
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The Bit Error Rate depends on various factors. Bit errors are caused by noise,

interference, distortion or bit synchronization errors [95, p. 46]. Noise especially

plays a major role in the Bit Error Rate. If the signal to noise ratio is high, then the Bit

Error Rate will be very small. If there is a lot of noise in the system the Bit Error Rate

is high [96].

Noise usually has a random characteristic. For the simulation we assume that the

noise has a Gaussian distribution. The Gaussian distribution for noise is a well-known

and often used assumption. This leads to the fact that the points are no longer at an

ideal point, but deviate. Many of these points are still very close to the ideal point.

Other points are very far away from the ideal point. Not all of the deviating points

result in a bit error. Only the points that exceed the threshold between two bits are

decoded as bit errors [97].

Figure 47 shows such a distribution for two different bits. The abscissa represents

the voltage. The blue curve shows the distribution for bit S1 and the red curve shows

the distribution for bit S2. The coloured areas each show the misinterpreted bits and

therefore bit errors [97].
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Figure 47 – Bit Error Rate [97]
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5.2 Measurement Setup of High Bit Data Transmis-

sion

For the measurements of the high bit data transmission a pseudo statistical signal

was sent on the device under test (DUT) in this case a 10, 30, 50, 75 and 100m long

S/FTP cable. The test sequence with a pseudo statistical bit sequence is based on

higher order Pulse Amplitude Modulation. A total of three different PAM encodings

were tested, PAM 8 (3 bits per symbol), PAM 16 (4 bits per symbol) and PAM 32 (5

bits per symbol).

Due to the measurement possibilities in the laboratory, only one pair of the four

wire pairs was examined in this thesis. When selecting the pair, care was taken to

examine the pair with the greatest Insertion Loss, as this is the greatest limitation in

the following measurements.

For example, for a 100 GBit/s transmission over four pairs, a 25 GBit/s transmission

over one pair was analysed. The investigation of the cable prototype has shown that

NEXT exceeds -65 dB and FEXT exceeds -80 dB. The attenuation of the prototype

cable with a bandwidth of 3 GHz is only -30 dB at a length of 30 m. For a line coding

with a Pulse Amplitude Modulation with 32 steps, the required signal-to-noise ratio

is 30 dB. The resulting influence of NEXT and FEXT is thus so small that it was not

taken into account in further investigations.

The test setup of the data transmission includes an arbitrary waveform generator

(AWG M8195A from Keysight [98]), which generates the bit sequences, here pseudo-

statistical sequences, and a sampling oscilloscope (DCA-X 86100D from Keysight

[99]), which outputs the received signals, which were then demodulated and analysed.
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Figure 48 shows the described measurement setup for all high bit data transmissions

and Bit Error Rate probabilities (see section 8.2.2).

Figure 48 – Measurement setup for data transmission and Eye Pattern diagrams

The Arbitrary Waveform Generator sends the desired transmit signal. For this

purpose the Pulse Amplitdue Modulation (here PAM 8, PAM 16 or PAM 32) and the

desired baud rate must be selected on the measuring instrument. In addition, the

pre-emphasis is selected. Therefore the Insertion Loss of the cable has been loaded

into the program of the AWG.

An in-system calibration was used for the following measurements. For this purpose,

the AWG is connected directly to the oscilloscope via a connecting cord. The AWG

then sends a specific signal sequence and automatically receives the received signal

from the oscilloscope. The AWG compares the transmitted signal with the received

signal from the oscilloscope. Based on this comparison and an automated routine

correction, the AWG itself corrects its output signal. In addition to this correction, the

spectral measurements of the Insertion Loss of the prototype cable are read into the

software of the arbitrary waveform generator. The inverted value of the Insertion Loss

and the spectrum of the desired signal are multiplied to result in the pre-emphasis

spectrum of the signal. This is again converted into the time signal. The result of this

calculation is a corrected waveform.
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The received baud rate and the time period are set on the oscilloscope. Depending

on which measurement is desired, either the eye diagram or oscilloscope option

must be selected on the oscilloscope. With the option eye diagram the Eye Pattern

of a signal sequence is displayed. With the option oscilloscope the whole signal

sequence is displayed.

The aim of these measurements was to find out what maximum possible bit rates can

be realized over which length. In addition, the aim was to find out which encoding

method should be used for the transmission of maximum bit rates over the respective

lengths of symmetrical copper cables.

The term data length product is mostly used in context of fibre optic cables. However,

the term can also be applied to copper cables. It refers to the product of bandwidth

and the associated data rate of the transmission and the length of the cable. The Bit

Error Rate plays a key role here. The higher the data rate and the longer the copper

cable the higher the probability of bit errors [100].
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5.3 Bit Error Rate Probability

In order to obtain a statement about the transmissions, Eye Patterns of the trans-

missions were created. Eye diagrams are a means of making an analysis and a

statement about the data transmission and the associated signal interference of data

transmissions [101, p.52, 102, p. 294]. An eye diagram is created by overlapping

samples of each individual symbol [103, pp. 24-26, 72, pp. 24-26]. In an ideal

transmission an eye diagram would look like a stack of rectangular boxes. In a real

transmission, the transitions are not perfectly overlaid, due to variations in amplitude,

jitter and other timing issues, external noise, etc., resulting in an eye-shaped pattern

[104]. This applies to binary transmission. In a higher-value line coding, such as

PAM 4, the eye diagram has several openings [105, pp. 1-7, 106, pp. 21-22]. When

modulating PAM 4, it has three openings.

In general, the more the eye is open, the greater the probability that the symbol can

be demodulated correctly. Conversely, the more disturbances affect the transmission,

the smaller the eye becomes. The eye diagram cannot be used to indicate protocol or

logic errors [107, p. 301]. However, it is a useful tool to detect visual impairments of

the received signal in terms of amplitude and time distortion and to make a statement

about the quality of the transmission [108, 109, pp. 127-128].

Today’s bit error testers can analyse a PAM modulation up to 4 levels. However,

since higher order PAM modulations were used in this thesis, no bit error tester could

be used for this analysis. Instead of a bit error tester, the bit error probability was

determined using Keysight’s Eye Contours analysis software.

The Eye Contours software was originally developed for DDR4. DDR4 stands for

Double Data Rate 4 and is a memory integrated circuit. The Eye Contours software

analyses Eye Patterns to predict the bit error probability. To enable this, the software
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extrapolates noise and jitter trends of the measured signal. These measured noise

and jitter values can be used to predict how the eye will close over time. Then the

eye contours and thus the bit error probability can be calculated [110]. The exact

calculation formula of the Eye Contours software is a Keysight trade secret. Figure 49

shows an example of an Eye Pattern measurement with a transmission of 40 GBit/s

over 10 m copper cable and a PAM 16 coding.

Figure 49 – Eye Pattern PAM 16 (40 GBit/s), 10 m, abscissa: 40 ps/div - ordinate: 120
mV

Figure 49 shows that the eyes are open: there is clear space with no blue lines

passing through. The 15 eyes of the PAM 16 coding are all clearly recognizable. In

order to make a statement about the bit error probability of this transmission, these

15 eyes are now divided into smaller image sections to analyse 3 eyes each. These

5 images with 3 eyes each are shown in figure 50 - figure 54.
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Figure 50 – Eye Pattern of the eyes [1-3] of PAM 16 (40 GBit/s), 10 m

Figure 51 – Eye Pattern of the eyes [4-6] of PAM 16 (40 GBit/s), 10 m
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Figure 52 – Eye Pattern of the eyes [7-9] of PAM 16 (40 GBit/s), 10 m

Figure 53 – Eye Pattern of the eyes [10-12] of PAM 16 (40 GBit/s), 10 m
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Figure 54 – Eye Pattern of the eyes [13-15] of PAM 16 (40 GBit/s), 10 m

Figures 50 to 54 show part of a close-up of fig. 49. Each figure shows 3 eyes of

a total of 15 eyes of the PAM 16 transmission. The displayed lines inside the eye

openings are calculated by the Eye Contours software of Keysight. The lines give

information about the probability of the Bit Error Rate. The lines inside the eye have

the following bit error probabilities (from outside to inside): pink 10−3, orange 10−4,

purple 10−5, green 10−6, yellow 10−9, blue 10−12, red 10−15, turquoise 10−18.

Here it can be seen that all 15 eye openings of the 5 images also have the turquoise

line as their innermost line. This line means a Bit Error Rate probability of 10−18. In

order to make a statement about the total transmission, the Bit Error Rate probabilities

of all eyes must be calculated together and must be averaged. This average can then

be assumed as a prediction of the bit error probability for the transmission of this

higher order pulse amplitude modulated signal. This is based on the assumption that

each stage occurs the same number of times and therefore each eye opening has

the same importance for the Bit Error Rate. Furthermore a Grey coding is used. This
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means that each neighbouring bit sequence only differs in one bit. The Hamming

distance for neighbouring bit sequences is therefore one.

These measurements were made for five different cable lengths (10, 30, 50, 75,

100 m). These cable lengths were measured in 2.5 GBit/s steps from 2.5 GBit/s

to 25 GBit/s for one pair of a four pair copper cables. For a four pair copper cable,

this results in a data rate of 10 GBit/s to 100 GBit/s. This results in a total of 150

measurements. The results of these measurements have been summarized in

Tables 6 to 10. Tables 6 to 10 show the BER probability of the respective data

transmission. In the standards of IEEE at least a BER of 10−12 or higher is expected

[2, pp. 162-163]. The cases that reach these values are highlighted in green in the

tables. It can be seen that this minimum requirement is only achieved up to a length

of 75 m. In addition, it can be seen that this requirement is not met by PAM 32 at any

length. This minimum requirement is most frequently met by PAM 8.

Table 6 – BER probability of a data transmission of 10 m

1.00*e-18

Coding

1.00*e-18 1.00*e-18 1.00*e-18 1.00*e-18 1.00*e-18 1.00*e-18 1.00*e-18 1.00*e-18 1.43e-07

1.00*e-18 6.67e-14 6.67e-14 6.67e-14 6.67e-14 6.67e-14 6.67e-14 1.34e-13 1.34e-10 9.07e-06

9.76e-08 9.72e-08 6.46e-08 6.46e-08 6.46e-08 3.23e-07 7.16e-06 1.67e-05 3.57e-04 3.31e-04

10 20 30 40 50 60 70 80 90 100

GBit/s

PAM 8

PAM 16

PAM 32
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Table 7 – BER probability of a data transmission of 30 m

1.00*e-18

Coding

1.00*e-18 1.00*e-18 1.44e-16 4.29e-16 1.00*e-06 1.00*e-04 3.57e-04 2.86e-01 -

1.00*e-18 2.00e-16 6.69e-14 2.67e-14 2.92e-05 2.80e-04 8.20e-04 1.00*e-03 1.00*e-03 6.70e-01

5.16e-07 1.67e-05 1.69e-04 5.16e-04 8.55e-04 1.00*e-03 1.00*e-03 1.94e-01 - -

10 20 30 40 50 60 70 80 90 100

GBit/s

PAM 8

PAM 16

PAM 32

Table 8 – BER probability of a data transmission of 50 m

1.00*e-18

Coding

4.29e-13 8.57e-07 7.43e-04 - - - - - -

6.67e-11 8.67e-06 1.00*e-04 1.00*e-03 4.00e-01 - - - - -

- - - - - - - - - -

10 20 30 40 50 60 70 80 90 100

GBit/s

PAM 8

PAM 16

PAM 32

Table 9 – BER probability of a data transmission of 75 m

8.57e-13

Coding

2.29e-04 - - - - - - - -

- - - - - - - - - -

- - - - - - - - - -

10 20 30 40 50 60 70 80 90 100

GBit/s

PAM 8

PAM 16

PAM 32
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Table 10 – BER probability of a data transmission of 100 m

1.00*e-04

Coding

- - - - - - - - -

- - - - - - - - - -

- - - - - - - - - -

10 20 30 40 50 60 70 80 90 100

GBit/s

PAM 8

PAM 16

PAM 32

This is due to the eye opening of the respective coding. With a PAM 32 coding, the

eye openings are a quarter smaller than with a PAM 8 coding. This makes the de-

modulation of the received data more difficult. Due to the dynamics of the measuring

station, the results are not directly comparable with the Ethernet applications, i.e. at

100 m and 10 GBit/s, instead of the expected BER of 10−12 of the standard, it is only

10−4.

Considering the minimum requirement of a BER of at least 10−12 or better, the

following maximum bit rates can be realized.

With a 75 m long copper cable it can be realize a bit rate of 10 GBit/s over a four pair

copper cable with PAM 8. A 50 m long cable can realize a bit rate of 20 GBit/s with

a PAM 8 coding. For 30 m, a data rate of 50 GBit/s can be transmitted via PAM 8.

Due to the low attenuation of a 10 m long copper cable, the highest data rate of up to

90 GBit/s can be achieved with this length.
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5.4 Experimental Summary of High Bit Data Trans-

mission

This chapter documents the practical tests of data transmission and the associated

Bit Error Rates. The aim was to investigate the potential of shorter copper cables.

Many applications in offices or data centres require only short cable lengths. However,

previous standards only take lengths of 30 or 100 m into account. While shorter

lengths or lengths between 30 and 100 m are not taken into account.

To investigate this in more detail, measurements of data transmission and Bit Error

Rates were carried out on five different lengths (10, 30, 50, 75, 100 m). For each

cable length, ten transmissions from 10 GBit/s to 100 GBit/s were performed. In

addition, three PAM encodings were tested for each of the transmissions. Due

to the large number of measurements, a very accurate estimation can be made,

which length can reach which data rates and which PAM coding is useful for which

transmission.

Current bit error testers can analyse only up to a PAM 4 coding. Higher order

PAM cannot yet be tested for bit errors with bit error testers. In this thesis, the

higher order PAM were checked for bit errors with Eye Patterns. Thus a bit error

probability for PAM 8, 16 and 32 can be calculated. The results of this large number

of measurements show that there is potential both for higher order PAM modulations

and for new standards in different cable lengths.

A comparison of the three different PAM modulations shows that the highest data

rates can be achieved with PAM 8 for all five cable lengths. This is due to the limitation

of the AWG output. The AWG is limited to a maximum amplitude of 2 V peak to peak.
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This limits the output signal. If higher output voltages could be transmitted, larger

distances between the levels would reduce the probability of bit errors.

When investigating the different cable lengths, the minimum requirements for bit

error probability specified in the Ethernet standards were taken into account. This

minimum requirement requires a bit error probability of at least 10−12. Taking this

minimum requirement into account, the following possible speeds result:

• for 75 m 10 GBit/s

• for 50 m 20 GBit/s

• for 30 m 50 GBit/s

• for 10 m 90 GBit/s.

All in all, there is also great potential for copper cables in the future. Especially for

shorter cable lengths, such as 10, 30 or 50 m, significantly higher data rates can be

achieved. This is of great interest especially for applications in data centres or for

the last few meters, since often only short distances have to be laid here. Another

important advantage of copper cables is their ability to transmit energy as well as

data.
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6 Transmission Performance in Re-

lation to Higher Temperatures

This part of the thesis investigates the effect of installation applications. Beside data

transmission, one of the most attractive installation applications for copper cable

is Power over Ethernet. The demand for data throughput and energy supply are

increasing in application such as sports stadiums. Depending on the amount of

energy supply the temperature of the cables rises also. Due to this higher operat-

ing temperature the research issue arises: how will the spectral behaviour of the

transmission of such cables change with higher temperatures.

6.1 Background and Present State of Scientific Knowl-

edge

The temperature in the cables can increase significantly where there is a simulta-

neous supply for devices with data and energy (Power over Ethernet). Since the

requirements in this area also increase from 15 or 30 W to 100 W in the future,

the heating of the data cables may also increase significantly, and this needs to be

considered as part of the design evolution of these cables.

The self-heating of the data cables adds to the environmental conditions. Data cables

have different application areas and thus also different environmental temperatures.
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If data cables are laid within offices, they usually have an environmental temperature

between 20 ◦C and 25 ◦C. However, if the data cables are bundled in cable ducts,

under the floor, in the wall or on the ceiling, the temperature can be both cooler and

significantly warmer than the typical room temperature. An example of this is a cable

duct behind a glass wall of a high-rise building in direct sunlight or in production sites

along blast furnaces.

Data cables are specified up to a temperature of maximum 60 ◦C. The transmission

characteristics above a temperature of 60 ◦C are not well understood. If the data

cable is operated at an environmental temperature above this and there is to be an

additional power supply, the operating temperature of the data cables may rise above

the permissible 60 ◦C. For this reason, the transmission characteristics at elevated

temperatures are of particular interest.

In order to understand the potential problems, the effects of heating need to be

investigated. Increasing the current the operation temperature of the data cables

increases, too. The higher temperature leads to an influence on the data transmission

characteristics of the data cable.

The data cables used in this thesis have a guaranteed long-term operating tem-

perature of 60 ◦C. The use of data cables above this operating temperature is not

standardized and not generally reported in the open literature. The cables are not

approved for permanent operation at higher temperatures. Aging characteristics

of the cable due to the temperature increase are therefore not the subject of this

investigation but have been considered in the publication “Assessment of Bundle

Heating due to Power Transmission over Ethernet cabling” [111]. The international

technical specification ISO/ IEC TS29125 [112] describes the application of remote

power up to 1000 mA per Twisted Pair. This technical specification considers the

temperature increase of different cable constructions. However, the effects of data
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transmission characteristics of conventional data cables are not considered. Data

cables are approved for a maximum operating temperature of 60 ◦C according to in-

ternational standard ISO/ IEC 61156-9 [27] and ISO/ IEC 61156-10 [28], as well as in

the European Norm DIN EN 50288 [29]. If the requirements of a simultaneous supply

of data and energy increase, the operating temperature of the cables increases at

the same time [113, pp. 60-66, 114, p. 11].
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6.2 Experiment Setup and Measurements

As already mentioned in section 6.1, data cables are only approved up to an operating

temperature of 60 ◦C and the effects on data transmission are only researched up to

a temperature of 60 ◦C.

This chapter examines the effects on the spectral properties of a copper cable at

higher temperatures. In previous research work on temperature increases and PoE,

a copper cable is heated by an indexed current and the respective temperature

increase is measured [111, 115].

In this new designed experiment, the cable is heated to the desired ambient tem-

perature by a heating cabinet. The spectral properties, including Insertion Loss,

Return Loss, Near End Crosstalk and Far End Crosstalk, are measured with a net-

work analyser. The aim of this measurement setup is to determine the effects on

the spectral properties of the cable at higher operating temperatures. Because the

increase in temperature of the copper cable and the effects on the cable are of

particular interest, the connecting cord leading to the network analyser is laid outside

the heating cabinet.
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Figure 55 – Measurement setup with heating cabinet

Figure 55 shows the experimental setup (see section 8.2.3). For the measurements

the wrapped copper cable with a length of 30 m is placed in a heating cabinet

and the cable is gradually heated to various temperatures. The starting point is a

typical room temperature of 20 ◦C. The ends of the copper cable are connected to a

network analyser (E5071B from Agilent [116]). These spectral measurements are

each determined at intervals of 10 K. This results in nine measurements, starting at

20 ◦C up to 100 ◦C. The frequency is measured from 1 MHz to 3 GHz to investigate

the influence of heating up to 3 GHz.

For reference purposes, the limit-line curves for cables of Cat. 8.2 according to

IEC 61156-9 [27, 28] are shown in figure 56, figs. 58 to 62. These are valid at an

environmental temperature of 20 ◦C and exist up to 2 GHz. For higher frequencies

they were drawn in dotted lines.
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6.3 Insertion Loss in Relation to Higher Temperatures

Figure 56 shows the measured Insertion Loss curve in decibels (dB) against the

frequency in megahertz (MHz). As described in section 2.7.1, the Insertion Loss

describes the logarithmic ratio of output and input power. Due to skin effect, the Inser-

tion Loss depends on the frequency. Therefore the attenuation of higher frequencies

is higher than the attenuation of lower frequencies.
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Figure 56 – IL as a function of temperature, cable Cat 8.2 and guideline value for 100 ◦C

Regarding the temperature dependence, the results of the attenuation measurement

clearly show an increase in the Insertion Loss with increasing temperature. This is

125



Transmission Performance in Relation to Higher Temperatures

due to the temperature-dependent resistance of the metallic conductor. It can be

expected that a higher operating temperature of the cables results in an increased

attenuation. However, it can be noted that up to an operating temperature of 60 ◦C the

requirements of category 8.2 are fulfilled. This is due to the large distance between

the Insertion Loss of the cable and the limit curve of category 8.2. At a frequency of

2.1 GHz, the curve shows a the curve shows a frequency suck out. This is caused by

production-related processes during stranding (see section 3.2 for more details).

The wiring standard ISO/ IEC 11801-1 [117, pp. 96-97] predicts an increase in

attenuation as a function of the temperature increase of 0.2 % per 1 K for shielded

cables. This requirement is not only fulfilled by the device under test, but is even

underrun. The average increase per 1 K is only 0.18 % per 1 K for the measurement

at 100 ◦C relative to the measurement at 20 ◦C. According to ISO/IEC 11801-1 the

expected increased guideline values of the limit value curve by 100 ◦C are indicated

by dotted lines. For higher frequencies it was marked as extrapolated dotted.

Figure 57 presents the increased Insertion Loss (IL) per 10 K in relation to the

Insertion Loss at a temperature of 20 ◦C.
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6.4 Return Loss in Relation to Higher Temperatures

As already described in section 2.7.2, the Return Loss is the ratio of the backscattered

power, i.e. the power of the echo, to the input power [78, p. 29]. The Return Loss

is shown in figure 58. For reasons of clarity, only the values for a typical room

temperature of 20 ◦C, the standardized maximum operating temperature of 60 ◦C and

the maximum measured temperature of 100 ◦C are shown below.
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Figure 58 – RL as a function of temperature and cable Cat 8.2

The Return Loss also shows changes over the frequency. However, the change does

not show a uniform trend as for the Insertion Loss. At a frequency of 2.1 GHz there
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is a frequency offset. This is also due to regular mechanical displacements during

cable production, as with Insertion Loss (see section 3.2 for more details).

On closer examination of the lower frequencies (see figure 59), it can be shown that

the Return Loss decreases for higher temperatures.
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Figure 59 – RL of lower frequencies as a function of temperature and cable Cat 8.2

For higher frequencies (see figure 60) the Return Loss increases at higher tempera-

tures. This may be related to the higher Insertion Loss at higher temperatures. If the

attenuation of the signals is higher, there is also less back scattering. In addition, a
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frequency offset can be detected. This could be due to a change in material. This

hypothesis has to be further investigated and strengthened.
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Figure 60 – RL of higher frequencies as a function of temperature and cable Cat 8.2
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6.5 Near End Crosstalk in Relation to Higher Temper-

atures

As already described in section 2.7.3, the Near End Crosstalk describes the influence

of a Twisted Pair into another Twisted Pair at the beginning of a cable. For this

measurement a signal is transmitted into a Twisted Pair. The Near End Crosstalk

gives the ratio of the power of the over-coupled signal of a Twisted Pair to the power

of the input signal of another Twisted Pair.

The measurements of the temperature dependency of the near end attenuation

are shown in figure 61. Differences in the measurements are recognizable, but no

statement can be made about the influence of the temperature.
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Figure 61 – NEXT as a function of temperature and cable Cat 8.2
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6.6 Far End Crosstalk in Relation to Higher Tempera-

tures

As described in Chapter section 2.7.4, the Far End Crosstalk is a measurement of

the crosstalk of a Twisted Pair to another Twisted Pair. The Far End Crosstalk is

dependent on the cable length. Because of this, the Far End Crosstalk is related to

the Insertion Loss. This ratio is called the Attenuation to Crosstalk Ratio at the Far

End (ACRF) and is shown in figure 62.
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Figure 62 – ACRF as a function of temperature and cable Cat 8.2
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Similar to the Near End Crosstalk, differences in the different measurements are

recognizable. But no clear statement can be made about the change caused by the

temperature.
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6.7 Experiment Setup and Measurements

In section 6.2, the spectral properties of the copper cable were measured at dif-

ferent temperatures. Changes in the Insertion Loss (see section 6.3) were mainly

observed. This increased Insertion Loss is expected to have a large influence on data

transmission. In order to specify these influences during data transmission better, a

further measurement setup was developed. The aim of this measurement setup is to

visualize and analyse the deviations of a transmission at room temperature and a

temperature of 100 ◦C. The Eye Patterns of a data transmission with a data rate of

1 GHz at a temperature of 20 ◦C and at a temperature of 100 ◦C are examined.

Figure 63 – Measurement setup with heating cabinet for Eye Pattern

Figure 63 shows the next experimental setup (see section 8.2.4). For the measure-

ments the wrapped copper cable with a length of 30 m, is placed in a heating cabinet

and the cable is gradually heated to two temperatures. The starting point is again a

typical room temperature of 20 ◦C. The second measurement has a temperature of

100 ◦C.

The ends of the copper cable are connected to an arbitrary waveform generator

(AWG70000A from Tektronix [118]) and a sampling oscilloscope (DSA8200 from
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Tektronix [119]). The arbitrary waveform generator sends a pseudo statistical PAM

5 signal (pulse amplitude modulated signal with five data level) with a data rate of

0.25 GBit/s over one pair of a four pair cable. The sampling oscilloscope receives

all signals and arranges them all above each other. The result is an Eye Pattern

diagram. The Eye Pattern diagram shows the signal quality. The greater the distance

between the measuring points the better the signal quality is and therewith the cable

performance.

Figure 64 – Eye Pattern of PAM 5 with a data rate of 1 GBit/s at a temperature of 20 ◦C
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Figure 65 – Eye Pattern of PAM 5 with a data rate of 1 GBit/s at a temperature of 100 ◦C

These Eye Patterns are measured for 20 ◦C and 100 ◦C. Figure 64 and figure 65 show

the results of the measurements. The difference of the four distances depends on

the pseudo statistical signal sequences. Regarding the temperature dependence, the

results of the Eye Pattern measurement clearly show an eye-closure with increasing

temperature. This is due to the temperature-dependent resistance of the metallic

conductor and is similar to the results of the Insertion Loss measurements. The

higher the Insertion Loss of the cable the smaller the signal at the end of the cable

and the smaller the distances of the Eye Pattern.

The eye height of the upper eye has decreased from 37.5 mV to 20.8 mV. The second

eye has decreased from 33.3 mV to 16.7 mV. The eye height of the third eye has
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decreased from 12.5 mV to 8.3 mV. The fourth eye has decreased from 50 mV to

33.3 mV. This means that at an operating temperature of 100 ◦C instead of 20 ◦C, the

eye openings are on average 40 % smaller.

It is noticeable that the third eye opening from above is clearly more closed than the

other eye openings. The reasons for this are not completely clear. Most likely this is

due to a badly calibrated arbitrary waveform generator, which can only be corrected

with additional software and a real-time oscilloscope from the same manufacturer.

Several repetitions of this test resulted in the same results with differently sized eye

openings.
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6.8 Experimental Summary of Higher Temperature

Chapter 6 has shown the changes in data transmission characteristics of a symmet-

rical copper cable in relation to the temperatures between 20 ◦C to 100 ◦C. It has

been seen that, with increasing temperature, the Insertion Loss also increases as

expected. Due to the reserves of the cable, the attenuation is so low that the limits

set in the standard ISO /IEC 11801-1 for an environmental temperature of 20 ◦C are

still maintained, even at an operating temperature of 60 ◦C. The average increase of

the Insertion Loss as a function of the temperature increase is 0.18 % per 1 K. This

is below the allowed 0.2 % per 1 K of the international standard ISO /IEC 11801-1.

The increase of Insertion Loss is due to the temperature-dependent resistance of the

metallic conductor. Conversely, this means that a thicker conductor of a cable leads

to less heating and thus the Insertion Loss increases less strongly. This should be

taken into account when selecting cables for higher operating temperatures.

Differences are also apparent for the Return Loss and the attenuation to crosstalk

ratio at the far end. This can be associated with the Insertion loss. For the Near End

Crosstalk, the temperature dependence changes are not detectable or very low.

In summary, it could be stated that, despite the temperature increase, the require-

ments of the cable category 8.2 can be fulfilled for the prototype for the Return Loss,

Near End and Far End Crosstalk. This is due to sufficient distance between the cable

and the limit line at an operating temperature of 20 ◦C. The increased Insertion Loss

for higher temperature is below the allowed 0.2 % per 1 K. All in all this chapter has

shown that the changes in the transmission properties can be predicted up to 100 ◦C

and have no harmful influences.

With regard to data transmission at higher temperatures, it should be noted that

increased Insertion Loss reduces data transmission. This could be clearly seen in the
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comparison of the eye diagrams at 20 ◦C and 100 ◦C. The data transmission at higher

temperatures is not affected. Due to the increased Insertion Loss, the eyes close

on average by 40 %, which will also lead to an increased bit error probability. When

using data cables at higher temperatures, care should therefore be taken to reduce

the data rate or the length of the data cables, so that error-free data transmission can

be guaranteed.
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7 Conclusion and Future Work

In this chapter the objectives are compared and discussed with the achieved results.

A summary of new contribution to knowledge is presented. Finally, recommendations

for further work are proposed.

7.1 Conclusion

In this thesis the topic of higher order Pulse Amplitude Modulation, implemented in

a copper Ethernet cable environment, has been examined. The main question of

this thesis was: What is the potential of Pulse Amplitude Modulation for transmission

over existing categories of copper cables in terms of increasing the data bandwidth?

Objectives were set to answer this question. These objectives were divided into 3

areas. These objectives and how these objectives have been achieved in this thesis

are described in the following: The first objective of this thesis was to determine the

minimum performance requirements of twisted pair cables for a future 100 GBit/s

transmission and whether this can be achieved with the current cabling technology.

To achieve this objective the insertion loss over frequency was investigated in detail

and compared with the limit values of the cable categories. Moreover the relationship

between cable structure, lay length and Insertion Loss was presented (see chapter 3).

Furthermore, the frequency spectrum of a pulse amplitude modulation was examined

in detail. A frequency bandwidth of at least 2 GHz is necessary for the transmission
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of 100 GBit/s over 4 pairs. Based on this finding, at least the highest cable category,

Cat 8.2, is necessary for transmission (see section 2.9). Another objective was to

determine the necessary channel equalization and pre-emphasis to maximize the

data length product.

For this purpose, the cable was examined spectrally in detail. Besides the insertion

loss, the return loss, the near-end crosstalk and the far-end crosstalk were measured

and analysed (see chapter 3). On the basis of these investigations the required

equalization could be realized. First the Pulse Amplitude Modulation was simulated.

These modulations were then supplemented by the Insertion Loss of the copper

cable and resulted in the simulation of the attenuated signal at the end of the cable.

The last simulation shows the pre-emphasised signal which results in an attenuated

but correct signal at the end of the Twisted Pair cable (see chapter 4).

Subsequently, these theoretical simulations were implemented by practical transmis-

sions. Three different Pulse Amplitude Modulations were used: PAM 8, PAM 16 and

PAM 32. These were transmitted over different lengths between 10 and 100 m and

the bit error probability was analysed (see chapter 5). The transmission of data rates

up to 100 GBit/s over different lengths has shown that considerably higher data rates

can be realized compared to previously standardized data rates. Taking into account

a minimum requirement of a bit error probability of at least 10-12 or better, this thesis

has shown that the following maximum bit rates can be realized using existing cables:

Up to now, a data rate of maximum 10 GBit/s has been standardized for cable lengths

up to 100 m and shorter. For a cable length of 50 m a data rate of 20 Gbit/s instead

of 10 GBit/s could be realized.

For cable lengths of 30 m and shorter, a data rate of 40 GBit/s has been standardized

up to now. In this thesis the data rate could be increased from 30 m to 50 GBit/s. The
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greatest success could be realized with a cable length of 10 m and 90 GBit/s. This is

more than a doubling of the standardized data rates.

As a third objective of this thesis, a guidance for the installation was requested to

ensure that the research presented in this thesis is of practical use. Section 3.1.4

and section 3.1.5 have shown that the crosstalk of shielded cables is extremely low.

The distance between the measured values and the limit values corresponds to high

reserves. Due to the low crosstalk of the cables, external influences are so low that

they can be neglected, as they are much smaller than the reserves. The behaviour is

different for influences that occur directly in the cable. For the transmission of energy

and data at the same time, significantly higher temperatures are generated. These

higher temperatures are fundamental, first order, parameters and have a significant

impact on the performance. By installing the data cables for data and power at the

same time, the cables are exposed to significant heating. This heating changes the

transmission properties of the cable. Until now, this change in transmission properties

has only been investigated up to a maximum temperature of 60 ◦C. In this thesis

temperatures of up to 100 ◦C were realized and the results were analysed. It has

been shown that the heating of cables up to a temperature of 100 ◦C is predictable.

This possible heating must be taken into account during installation. For this purpose,

the data rate of the data transmission can be reduced or the cable length can be

reduced according to the heating of the cable (see chapter 6).

In summary, the new contribution to knowledge can be described as follows:

• To transmit 100 GBit/s with a PAM modulation a usable bandwidth of 2 GHz is

required. This is currently achievable with cable category 8.2.

• Up to now the bit error rate could only be created for a Pulse Amplitude

Modulation of a maximum of 4 voltage levels. For the determination of the Bit
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Error Rate of a Pulse Amplitude Modulation of PAM 8, PAM 16 and PAM 32 a

new concept was developed in this thesis.

• With a bit error probability of at least 10-12 or better, the following data rates

could be achieved, thus increasing previous standardized data rates:

– 20 GBit/s with PAM8 over 50m

– 50 GBit/s with PAM8 over 30m

– 90 GBit/s with PAM8 over 10m

• The previous standardized temperature of maximum 60 ◦C was investigated up

to a temperature of 100 ◦C. The increased Insertion Loss for higher tempera-

tures is less than the permissible 0.2 % per 1K. Overall, it can be stated that the

changes in the transmission properties can be predicted up to 100 ◦C and have

no harmful influences, given that pre-emphasis can be used to compensate for

the frequency dependency.

Overall, the research presented here has shown that the prototype cable can be used

to realize the technical feasibility of transmitting up to 90 GBit/s over symmetrical

copper cabling. It has identified the way forward to reaching higher speed data and,

thus, it is anticipated that opportunities exist for the development of future generations

of high-speed copper cabling for the expansion of the network infrastructure of the

data centre based on the work presented in this thesis.
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7.2 Suggestion for Future Work

Higher data rates are increasingly in demand, a trend that looks to continue, and

copper cables continue to have a significant role in the data communications in-

frastructure. Further investigations are therefore advantageous for the practical

implementation of data transmission via copper cables. This thesis addressed data

transmission by means of Pulse Amplitude Modulation. However, in order to achieve

a further improvement of data transmission via copper cables in practice, a number of

future tasks should be carried out as listed below. Different directions are suggested

for future work:

7.2.1 Modulation

In this thesis, only data transmissions using higher order Pulse Amplitude Modulations

in combination with a Raised Cosine filter was investigated. This type of transmission

is already used in practice and is therefore most likely to be accepted by industry.

However, there is still an open research question on whether other modulation

techniques can achieve higher data rates via copper cables. For example, the

Orthogonal Frequency Division multiplexing could be investigated in more detail.

Several orthogonal carriers are used for data transmission. This modulation can

adapt very well. In case of interference, often only single carriers are disturbed, so

that all other carriers can be used further.

Another consideration would be transmission via a phantom circuit. For example,

the output voltage could be reduced from 1 V peak to peak to 0.8 V peak to peak

per wire pair. The remaining 0.2 V could be used for the phantom circuit. This could

then be combined over four pairs, so that the phantom circuit in turn results in an

output voltage of 0.8 V peak to peak as is already the case for 4 wire pairs. This
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could create an additional channel for data transmission without having to change

the existing cable construction, thus increasing the number of “lanes” from four to

five with the potential to increase the bandwidth accordingly.

7.2.2 Practical Implementation of the Results

In this thesis the main focus was on the transmission over copper cables. Connectors

were not used. In further investigations, a device under test station with connectors

and cables should be investigated and analysed.

Furthermore, in the progress of the work reported here, transmissions and mea-

surements were realized in defined laboratory environments. The measurements

were subject to a few limitations. For example, the output of the AWG is limited by a

maximum voltage of 2 V peak to peak.

Therefore, the measurements need to be integrated and tested in a network structure

in order to put the findings of the work into practice.

7.2.3 Bit Error Rate

An initial estimation of the Bit Error Rate was made using repetitive bit sequence and

the Keysight’s Eye Contours software. This software made it possible to analyse and

evaluate the different transmissions approaches. A next step would be to develop

and produce a bit error tester for higher order Pulse Amplitude Modulation. In further

investigations, the results already obtained should be repeated by means of such a

bit error tester and the results validated.
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7.2.4 Standards

This thesis has shown that there are prototype cables that reach much higher band-

widths than the highest cable standard Cat. 8.2. Following this work, the results

could be used to develop a new cable standard up to 3 GHz, for example. The values

of the standards extrapolated in chapter 3 could be used for this purpose.

Furthermore, a new standard for the transmission of higher bandwidths over shorter

cable lengths could be standardized. For example 100 GBit/s over 10 m copper

cable.
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8.2 Pictures of Measurements Setups

8.2.1 Picture of Measurement Setup for Spectral Measurements

Figure 66 – Picture of measurement setup for spectral measurements
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8.2.2 Picture of Measurement Setup for Data Transmission and

Eye Pattern

Figure 67 – Picture of measurement setup for data transmission and Eye Pattern
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8.2.3 Picture of Measurement Setup with Heating Cabinet

Figure 68 – Picture of measurement setup with heating cabinet
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8.2.4 Picture of Measurement Setup with Heating Cabinet for

Eye Pattern

Figure 69 – Picture of measurement setup with heating cabinet
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8.3 Picture and Design Drawing of Test Fixture

8.3.1 Design Drawing of Test Fixture

Figure 70 – Design drawing of test fixture
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8.3.2 Design Drawing of Plastic Holder

Figure 71 – Design drawing of plastic holder
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8.3.3 Picture of Test Fixture

Figure 72 – Picture of test fixture
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8.4 Quantity of Combinations of the Transmitted Sig-

nal

Table 11 – Quantity of combinations of the transmitted signal

1. Symbol 2. Symbol Quantity

-1 -1 11

-1 -0.866666666666667 13

-1 -0.733333333333334 16

-1 -0.6 13

-1 -0.466666666666666 17

-1 -0.333333333333334 7

-1 -0.2 17

-1 -0.066666666666666 19

-1 0.066666666666666 13

-1 0.2 11

-1 0.333333333333334 17

-1 0.466666666666666 14

-1 0.6 9

-1 0.733333333333334 16

-1 0.866666666666666 17

-1 1 21

-0.866666666666667 -1 13

-0.866666666666667 -0.866666666666667 16

-0.866666666666667 -0.733333333333334 15

-0.866666666666667 -0.6 21

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

-0.866666666666667 -0.466666666666666 13

-0.866666666666667 -0.333333333333334 14

-0.866666666666667 -0.2 24

-0.866666666666667 -0.066666666666666 13

-0.866666666666667 0.066666666666666 13

-0.866666666666667 0.2 15

-0.866666666666667 0.333333333333334 16

-0.866666666666667 0.466666666666666 15

-0.866666666666667 0.6 17

-0.866666666666667 0.733333333333334 16

-0.866666666666667 0.866666666666666 19

-0.866666666666667 1 23

-0.733333333333333 -1 10

-0.733333333333333 -0.866666666666667 19

-0.733333333333333 -0.733333333333334 23

-0.733333333333333 -0.6 11

-0.733333333333333 -0.466666666666666 15

-0.733333333333333 -0.333333333333334 16

-0.733333333333333 -0.2 17

-0.733333333333333 -0.066666666666666 11

-0.733333333333333 0.066666666666666 16

-0.733333333333333 0.2 17

-0.733333333333333 0.333333333333334 20

-0.733333333333333 0.466666666666666 14

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

-0.733333333333333 0.6 15

-0.733333333333333 0.733333333333334 14

-0.733333333333333 0.866666666666666 14

-0.733333333333333 1 15

-0.6 -1 9

-0.6 -0.866666666666667 11

-0.6 -0.733333333333334 21

-0.6 -0.6 14

-0.6 -0.466666666666666 17

-0.6 -0.333333333333334 21

-0.6 -0.2 14

-0.6 -0.066666666666666 17

-0.6 0.066666666666666 15

-0.6 0.2 15

-0.6 0.333333333333334 15

-0.6 0.466666666666666 17

-0.6 0.6 20

-0.6 0.733333333333334 14

-0.6 0.866666666666666 20

-0.6 1 18

-0.466666666666667 -1 10

-0.466666666666667 -0.866666666666667 25

-0.466666666666667 -0.733333333333334 14

-0.466666666666667 -0.6 15

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

-0.466666666666667 -0.466666666666666 17

-0.466666666666667 -0.333333333333334 10

-0.466666666666667 -0.2 19

-0.466666666666667 -0.066666666666666 19

-0.466666666666667 0.066666666666666 21

-0.466666666666667 0.2 20

-0.466666666666667 0.333333333333334 10

-0.466666666666667 0.466666666666666 9

-0.466666666666667 0.6 12

-0.466666666666667 0.733333333333334 15

-0.466666666666667 0.866666666666666 6

-0.466666666666667 1 14

-0.333333333333334 -1 13

-0.333333333333334 -0.866666666666667 12

-0.333333333333334 -0.733333333333334 17

-0.333333333333334 -0.6 22

-0.333333333333334 -0.466666666666666 11

-0.333333333333334 -0.333333333333334 10

-0.333333333333334 -0.2 14

-0.333333333333334 -0.066666666666666 14

-0.333333333333334 0.066666666666666 21

-0.333333333333334 0.2 16

-0.333333333333334 0.333333333333334 11

-0.333333333333334 0.466666666666666 13

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

-0.333333333333334 0.6 16

-0.333333333333334 0.733333333333334 17

-0.333333333333334 0.866666666666666 12

-0.333333333333334 1 13

-0.2 -1 14

-0.2 -0.866666666666667 20

-0.2 -0.733333333333334 14

-0.2 -0.6 20

-0.2 -0.466666666666666 13

-0.2 -0.333333333333334 15

-0.2 -0.2 17

-0.2 -0.066666666666666 22

-0.2 0.066666666666666 21

-0.2 0.2 15

-0.2 0.333333333333334 20

-0.2 0.466666666666666 23

-0.2 0.6 17

-0.2 0.733333333333334 21

-0.2 0.866666666666666 16

-0.2 1 10

-0.0666666666666664 -1 20

-0.0666666666666664 -0.866666666666667 21

-0.0666666666666664 -0.733333333333334 14

-0.0666666666666664 -0.6 18

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

-0.0666666666666664 -0.466666666666666 11

-0.0666666666666664 -0.333333333333334 15

-0.0666666666666664 -0.2 19

-0.0666666666666664 -0.066666666666666 14

-0.0666666666666664 0.066666666666666 14

-0.0666666666666664 0.2 17

-0.0666666666666664 0.333333333333334 15

-0.0666666666666664 0.466666666666666 15

-0.0666666666666664 0.6 19

-0.0666666666666664 0.733333333333334 8

-0.0666666666666664 0.866666666666666 20

-0.0666666666666664 1 16

0.0666666666666664 -1 22

0.0666666666666664 -0.866666666666667 15

0.0666666666666664 -0.733333333333334 14

0.0666666666666664 -0.6 16

0.0666666666666664 -0.466666666666666 18

0.0666666666666664 -0.333333333333334 12

0.0666666666666664 -0.2 16

0.0666666666666664 -0.066666666666666 14

0.0666666666666664 0.066666666666666 16

0.0666666666666664 0.2 15

0.0666666666666664 0.333333333333334 19

0.0666666666666664 0.466666666666666 23

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

0.0666666666666664 0.6 16

0.0666666666666664 0.733333333333334 17

0.0666666666666664 0.866666666666666 16

0.0666666666666664 1 29

0.2 -1 14

0.2 -0.866666666666667 18

0.2 -0.733333333333334 15

0.2 -0.6 18

0.2 -0.466666666666666 17

0.2 -0.333333333333334 18

0.2 -0.2 17

0.2 -0.066666666666666 18

0.2 0.066666666666666 12

0.2 0.2 24

0.2 0.333333333333334 17

0.2 0.466666666666666 16

0.2 0.6 16

0.2 0.733333333333334 17

0.2 0.866666666666666 16

0.2 1 14

0.333333333333333 -1 15

0.333333333333333 -0.866666666666667 14

0.333333333333333 -0.733333333333334 12

0.333333333333333 -0.6 20

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

0.333333333333333 -0.466666666666666 15

0.333333333333333 -0.333333333333334 19

0.333333333333333 -0.2 15

0.333333333333333 -0.066666666666666 19

0.333333333333333 0.066666666666666 15

0.333333333333333 0.2 11

0.333333333333333 0.333333333333334 15

0.333333333333333 0.466666666666666 20

0.333333333333333 0.6 12

0.333333333333333 0.733333333333334 15

0.333333333333333 0.866666666666666 20

0.333333333333333 1 18

0.466666666666667 -1 15

0.466666666666667 -0.866666666666667 14

0.466666666666667 -0.733333333333334 13

0.466666666666667 -0.6 10

0.466666666666667 -0.466666666666666 17

0.466666666666667 -0.333333333333334 11

0.466666666666667 -0.2 23

0.466666666666667 -0.066666666666666 13

0.466666666666667 0.066666666666666 22

0.466666666666667 0.2 15

0.466666666666667 0.333333333333334 21

0.466666666666667 0.466666666666666 25

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

0.466666666666667 0.6 20

0.466666666666667 0.733333333333334 16

0.466666666666667 0.866666666666666 20

0.466666666666667 1 12

0.6 -1 18

0.6 -0.866666666666667 11

0.6 -0.733333333333334 11

0.6 -0.6 20

0.6 -0.466666666666666 19

0.6 -0.333333333333334 16

0.6 -0.2 11

0.6 -0.066666666666666 15

0.6 0.066666666666666 16

0.6 0.2 21

0.6 0.333333333333334 11

0.6 0.466666666666666 11

0.6 0.6 13

0.6 0.733333333333334 19

0.6 0.866666666666666 19

0.6 1 15

0.733333333333333 -1 17

0.733333333333333 -0.866666666666667 17

0.733333333333333 -0.733333333333334 22

0.733333333333333 -0.6 16

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

0.733333333333333 -0.466666666666666 10

0.733333333333333 -0.333333333333334 17

0.733333333333333 -0.2 21

0.733333333333333 -0.066666666666666 21

0.733333333333333 0.066666666666666 21

0.733333333333333 0.2 15

0.733333333333333 0.333333333333334 11

0.733333333333333 0.466666666666666 19

0.733333333333333 0.6 12

0.733333333333333 0.733333333333334 18

0.733333333333333 0.866666666666666 13

0.733333333333333 1 13

0.866666666666667 -1 17

0.866666666666667 -0.866666666666667 22

0.866666666666667 -0.733333333333334 15

0.866666666666667 -0.6 15

0.866666666666667 -0.466666666666666 14

0.866666666666667 -0.333333333333334 14

0.866666666666667 -0.2 16

0.866666666666667 -0.066666666666666 14

0.866666666666667 0.066666666666666 16

0.866666666666667 0.2 20

0.866666666666667 0.333333333333334 19

0.866666666666667 0.466666666666666 13

Continued on next page
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Table 11 – continued from previous page

1. Symbol 2. Symbol Quantity

0.866666666666667 0.6 16

0.866666666666667 0.733333333333334 24

0.866666666666667 0.866666666666666 17

0.866666666666667 1 11

1 -1 13

1 -0.866666666666667 15

1 -0.733333333333334 11

1 -0.6 9

1 -0.466666666666666 12

1 -0.333333333333334 17

1 -0.2 18

1 -0.066666666666666 13

1 0.066666666666666 26

1 0.2 20

1 0.333333333333334 18

1 0.466666666666666 20

1 0.6 16

1 0.733333333333334 16

1 0.866666666666666 18

1 1 14
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8.5 Transmission over 10 m

8.5.1 Transmission of 10 GBit/s over 10 m

Figure 73 – 10 m - PAM 8 - 0.84 GBd - abscissa: 119 ps/div - ordinate: 170 mV

Figure 74 – 10 m - PAM 16 - 0.63 GBd - abscissa: 159 ps/div - ordinate: 180 mV
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Figure 75 – 10 m - PAM 32 - 0.50 GBd - abscissa: 200 ps/div - ordinate: 190 mV

8.5.2 Transmission of 20 GBit/s over 10 m

Figure 76 – 10 m - PAM 8 - 1.67 GBd - abscissa: 60 ps/div - ordinate: 140 mV
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Figure 77 – 10 m - PAM 16 - 1.25 GBd - abscissa: 80 ps/div - ordinate: 160 mV

Figure 78 – 10 m - PAM 32 - 1.00 GBd - abscissa: 100 ps/div - ordinate: 160 mV
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8.5.3 Transmission of 30 GBit/s over 10 m

Figure 79 – 10 m - PAM 8 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

Figure 80 – 10 m - PAM 16 - 1.88 GBd - abscissa: 53 ps/div - ordinate: 130 mV
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Figure 81 – 10 m - PAM 32 - 1.50 GBd - abscissa: 67 ps/div - ordinate: 140 mV

8.5.4 Transmission of 40 GBit/s over 10 m

Figure 82 – 10 m - PAM 8 - 3.34 GBd - abscissa: 30 ps/div - ordinate: 100 mV
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Figure 83 – 10 m - PAM 16 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

Figure 84 – 10 m - PAM 32 - 2.00 GBd - abscissa: 50 ps/div - ordinate: 130 mV
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8.5.5 Transmission of 50 GBit/s over 10 m

Figure 85 – 10 m - PAM 8 - 4.17 GBd - abscissa: 24 ps/div - ordinate: 88 mV

Figure 86 – 10 m - PAM 16 - 3.13 GBd - abscissa: 32 ps/div - ordinate: 110 mV
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Figure 87 – 10 m - PAM 32 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

8.5.6 Transmission of 60 GBit/s over 10 m

Figure 88 – 10 m - PAM 8 - 5.00 GBd - abscissa: 20 ps/div - ordinate: 72 mV
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Figure 89 – 10 m - PAM 16 - 3.75 GBd - abscissa: 27 ps/div - ordinate: 94 mV

Figure 90 – 10 m - PAM 32 - 3.00 GBd - abscissa: 33 ps/div - ordinate: 110 mV
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8.5.7 Transmission of 70 GBit/s over 10 m

Figure 91 – 10 m - PAM 8 - 5.84 GBd - abscissa: 17 ps/div - ordinate: 62 mV

Figure 92 – 10 m - PAM 16 - 4.38 GBd - abscissa: 23 ps/div - ordinate: 84 mV
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Figure 93 – 10 m - PAM 32 - 3.50 GBd - abscissa: 29 ps/div - ordinate: 94 mV

8.5.8 Transmission of 80 GBit/s over 10 m

Figure 94 – 10 m - PAM 8 - 6.67 GBd - abscissa: 15 ps/div - ordinate: 52 mV
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Figure 95 – 10 m - PAM 16 - 5.00 GBd - abscissa: 20 ps/div - ordinate: 72 mV

Figure 96 – 10 m - PAM 32 - 4.00 GBd - abscissa: 25 ps/div - ordinate: 88 mV
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8.5.9 Transmission of 90 GBit/s over 10 m

Figure 97 – 10 m - PAM 8 - 7.50 GBd - abscissa: 13 ps/div - ordinate: 46 mV

Figure 98 – 10 m - PAM 16 - 5.63 GBd - abscissa: 18 ps/div - ordinate: 64 mV
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Figure 99 – 10 m - PAM 32 - 4.50 GBd - abscissa: 22 ps/div - ordinate: 80 mV

8.5.10 Transmission of 100 GBit/s over 10 m

Figure 100 – 10 m - PAM 8 - 8.34 GBd - abscissa: 12 ps/div - ordinate: 46 mV
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Figure 101 – 10 m - PAM 16 - 6.25 GBd - abscissa: 16 ps/div - ordinate: 58 mV

Figure 102 – 10 m - PAM 32 - 5.00 GBd - abscissa: 20 ps/div - ordinate: 72 mV
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8.6 Transmission over 30 m

8.6.1 Transmission of 10 GBit/s over 30 m

Figure 103 – 30 m - PAM 8 - 0.84 GBd - abscissa: 119 ps/div - ordinate: 170 mV

Figure 104 – 30 m - PAM 16 - 0.63 GBd - abscissa: 159 ps/div - ordinate: 180 mV
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Figure 105 – 30 m - PAM 32 - 0.50 GBd - abscissa: 200 ps/div - ordinate: 190 mV

8.6.2 Transmission of 20 GBit/s over 30 m

Figure 106 – 30 m - PAM 8 - 1.67 GBd - abscissa: 60 ps/div - ordinate: 140 mV
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Figure 107 – 30 m - PAM 16 - 1.25 GBd - abscissa: 80 ps/div - ordinate: 160 mV

Figure 108 – 30 m - PAM 32 - 1.00 GBd - abscissa: 100 ps/div - ordinate: 160 mV
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8.6.3 Transmission of 30 GBit/s over 30 m

Figure 109 – 30 m - PAM 8 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

Figure 110 – 30 m - PAM 16 - 1.88 GBd - abscissa: 53 ps/div - ordinate: 130 mV
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Figure 111 – 30 m - PAM 32 - 1.50 GBd - abscissa: 67 ps/div - ordinate: 140 mV

8.6.4 Transmission of 40 GBit/s over 30 m

Figure 112 – 30 m - PAM 8 - 3.34 GBd - abscissa: 30 ps/div - ordinate: 100 mV
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Figure 113 – 30 m - PAM 16 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

Figure 114 – 30 m - PAM 32 - 2.00 GBd - abscissa: 50 ps/div - ordinate: 130 mV
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8.6.5 Transmission of 50 GBit/s over 30 m

Figure 115 – 30 m - PAM 8 - 4.17 GBd - abscissa: 24 ps/div - ordinate: 88 mV

Figure 116 – 30 m - PAM 16 - 3.13 GBd - abscissa: 32 ps/div - ordinate: 110 mV
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Figure 117 – 30 m - PAM 32 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

8.6.6 Transmission of 60 GBit/s over 30 m

Figure 118 – 30 m - PAM 8 - 5.00 GBd - abscissa: 20 ps/div - ordinate: 72 mV
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Figure 119 – 30 m - PAM 16 - 3.75 GBd - abscissa: 27 ps/div - ordinate: 94 mV

Figure 120 – 30 m - PAM 32 - 3.00 GBd - abscissa: 33 ps/div - ordinate: 110 mV
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8.6.7 Transmission of 70 GBit/s over 30 m

Figure 121 – 30 m - PAM 8 - 5.84 GBd - abscissa: 17 ps/div - ordinate: 62 mV

Figure 122 – 30 m - PAM 16 - 4.38 GBd - abscissa: 23 ps/div - ordinate: 84 mV
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Figure 123 – 30 m - PAM 32 - 3.50 GBd - abscissa: 29 ps/div - ordinate: 94 mV

8.6.8 Transmission of 80 GBit/s over 30 m

Figure 124 – 30 m - PAM 8 - 6.67 GBd - abscissa: 15 ps/div - ordinate: 52 mV
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Figure 125 – 30 m - PAM 16 - 5.00 GBd - abscissa: 20 ps/div - ordinate: 72 mV

Figure 126 – 30 m - PAM 32 - 4.00 GBd - abscissa: 25 ps/div - ordinate: 88 mV
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8.6.9 Transmission of 90 GBit/s over 30 m

Figure 127 – 30 m - PAM 8 - 7.50 GBd - abscissa: 13 ps/div - ordinate: 46 mV

Figure 128 – 30 m - PAM 16 - 5.63 GBd - abscissa: 18 ps/div - ordinate: 64 mV
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Figure 129 – 30 m - PAM 32 - 4.50 GBd - abscissa: 22 ps/div - ordinate: 80 mV

8.6.10 Transmission of 100 GBit/s over 30 m

Figure 130 – 30 m - PAM 8 - 8.34 GBd - abscissa: 12 ps/div - ordinate: 46 mV
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Figure 131 – 30 m - PAM 16 - 6.25 GBd - abscissa: 16 ps/div - ordinate: 58 mV
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8.7 Transmission over 50 m

8.7.1 Transmission of 10 GBit/s over 50 m

Figure 132 – 50 m - PAM 8 - 0.84 GBd - abscissa: 119 ps/div - ordinate: 170 mV

Figure 133 – 50 m - PAM 16 - 0.63 GBd - abscissa: 159 ps/div - ordinate: 180 mV
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Figure 134 – 50 m - PAM 32 - 0.50 GBd - abscissa: 200 ps/div - ordinate: 190 mV

8.7.2 Transmission of 20 GBit/s over 50 m

Figure 135 – 50 m - PAM 8 - 1.67 GBd - abscissa: 60 ps/div - ordinate: 140 mV
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Figure 136 – 50 m - PAM 16 - 1.25 GBd - abscissa: 80 ps/div - ordinate: 160 mV

8.7.3 Transmission of 30 GBit/s over 50 m

Figure 137 – 50 m - PAM 8 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV
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Figure 138 – 50 m - PAM 16 - 1.88 GBd - abscissa: 53 ps/div - ordinate: 130 mV

8.7.4 Transmission of 40 GBit/s over 50 m

Figure 139 – 50 m - PAM 8 - 3.34 GBd - abscissa: 30 ps/div - ordinate: 100 mV
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Figure 140 – 50 m - PAM 16 - 2.50 GBd - abscissa: 40 ps/div - ordinate: 120 mV

8.7.5 Transmission of 50 GBit/s over 50 m

Figure 141 – 50 m - PAM 8 - 4.17 GBd - abscissa: 24 ps/div - ordinate: 88 mV
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Figure 142 – 50 m - PAM 16 - 3.13 GBd - abscissa: 32 ps/div - ordinate: 110 mV

8.7.6 Transmission of 60 GBit/s over 50 m

Figure 143 – 50 m - PAM 8 - 5.00 GBd - abscissa: 20 ps/div - ordinate: 72 mV
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8.8 Transmission over 75 m

8.8.1 Transmission of 10 GBit/s over 75 m

Figure 144 – 75 m - PAM 8 - 0.84 GBd - abscissa: 119 ps/div - ordinate: 170 mV

Figure 145 – 75 m - PAM 16 - 0.63 GBd - abscissa: 159 ps/div - ordinate: 180 mV
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8.8.2 Transmission of 20 GBit/s over 75 m

Figure 146 – 75 m - PAM 8 - 1.67 GBd - abscissa: 60 ps/div - ordinate: 140 mV
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8.9 Transmission over 100 m

8.9.1 Transmission of 10 GBit/s over 100 m

Figure 147 – 100 m - PAM 8 - 0.84 GBd - abscissa: 119 ps/div - ordinate: 170 mV
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8.9.2 Transmission of 20 GBit/s over 100 m

Figure 148 – 100 m - PAM 8 - 1.67 GBd - abscissa: 60 ps/div - ordinate: 140 mV
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