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Summary.

We present an upper bound on the performance
provided by a protocol guaranteeing mutually ex-
clusive access to a replicated resource in a network
subject to component failure and subsequent par-
titioning. The bound is presented in terms of the
performance of a single resource in the same net-
work. The bound is tight and is the first such
bound known to us. Since mutual exclusion is
one of the requirements for maintaining the con-
sistency of a database object, this bound pro-
vides an upper limit on the availability provided
by any database consistency control protocol, in-
cluding those employing dynamic data relocation
and replication. We show that if a single copy
provides availability A for 0 < A < 1, then no
scheme can achieve availability greater than /A
in the same network. We show this bound to be
the best possible for any network with availability
greater than .25. Although, as we prove, the prob-
lem of calculating A is #P-complete, we describe a
method for approximating the optimal location for
a single copy which adjusts dynamically to current
network characteristics. This bound is most useful
for high availabilities, which tend to be obtainable
with modern networks and their constituent com-
ponents.

1. Introduction

A fundamental problem in a number of computer
network applications is maximizing the availabil-
ity of a resource while ensuring that at most one
access request may be granted at a time. The
question is complicated when there are multiple
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instances of the single resocurce scattered about
a network. Since the network can partition into
more than one connected component as a conse-
quence of link and site failure, separate network
components may be unaware of the access requests
granted in other components, making mutual ex-
clusion difficult to guarantee. Although numer-
ous protocols have been invented, no tight upper
bound on their performance has heretofore been
presented in the literature.

In this paper we study networks in which com-
ponents fail, are subsequently repaired, and are
then again subject to failure. These failure and re-
covery events make possible the formation of con-
nected components which are isolated from each
other in what we call a partition, Since communi-
cation can not take place between components of
a partition, each component is unaware of actions
taken in other components. Thus, to assure mutu-
ally exclusive access to a resource which is present
in more than one component, some set of rules,
or protocol, governing the access to the resource
must be enforced. The protocol must be agreed
upon by all network components before system
startup.

Determining when to allow updates to objects
of a distributed database is one manifestation of
this problem. In addition to mutual exclusion,
database consistency constraints insist that each
update be aware of all previous updates. The
obvious method for guaranteeing these two con-
straints is to allow only one copy of each data item
and require that updates are only allowed when
this copy is accessible from the requesting site.
We call this the single copy or SC protocol. Much
attention has also been given to the development
and evaluation of new consistency control proto-
cols, protocols that attempt to maximize availabil-



ity while guaranteeing that these two constraints
are fulfilled.

Many such protocols have been developed and
have been found to perform better on the aver-
age than naive schemes. The coterie protocol[11]
generalizes the voting protocols of [25] and [12],
which we discuss in section 2, by allowing ac-
cesses in connected components that can not be
described using votes. The majority of cur-
rent protocol{15, 18, 22], an implementable ver-
sion of the version vector protocoll7], and its
enhancements[16, 17} improve upon the consen-
sus protocols by liberalizing the restrictions placed
upon accesses. The vote reassignment protocol[4]
performs dynamic, autonomous reassignments of
votes in an attempt to reduce the system’s vul-
nerability to the effects of further failures. Other
protocols have appeared in the literature[8, 9, 24].
We examine a number of these protocols in [14]
and [20] and give an upper bound, which we ob-
tain through simulation. ‘

In this paper we develop an analytic upper
bound on the behavior of any protocol, and dis-
cover that under certain circumstances the perfor-
mance of the naive single copy protocol is nearly
optimal. We also prove our bound is tight and in
the process demonstrate that another naive pro-
tocol, majority consensus, performs optimally in
certain networks.

We use terminology applicable to distributed
databases. Thus we refer to the resource for which
we guarantee mutual exclusion as a data item, and
the instances of the resource are called copies. An
access request is a request to update a data item!.
The access request distribution is a-probability dis-
tribution over the set of all sites. The value of the

1We consider only update requests since read requests
do not require mutual exclusion o guaramntee consistency.
Clearly, the potential benefit of replication increases as the
number of read accesses increases. In the extreme case of all
reads and no writes, full replication is undoubtably the best
approach since no consistency control protocol is necessary.
However, it is the updates which make this problem inter-
esting, and therefore it is the success rate of update requests
on which we concenirate. This assumption, that each access
performs an update, is equivalent to allowing both read and
write accesses and maximizing write availability[12]. This
approach has been shown to produce optimal availability
even in the presence of reads for a wide range of networks
and read-write ratios[l, 19].

distribution for a particular site is the expected
proportion of access requests that will be submit-
ted at that site. Despite the use of database ter-
minology, it should be remembered that these re-
sults apply to any resource for which replication
is possible and mutual exclusion must be assured.

We define availability as the probability that
an access request submitted to an arbitrary site
will be allowed to succeed. We choose this def-
inition, which we call accessibilily, over another
definition (frequently used in the literature) which
we call survivability, which is the probability that
at an arbitrary time there exists at least one site
which may access the data object. We favor acces-
sibility over survivability since it is our view that
accessibility reports more nearly the availability
as experienced by a user of the system, who typi-
cally cannot readily move from site to site or have
knowledge a priori of which sites are functioning.
In addition, the accessibility metric will always
increase with an increase in the number of sites
which can access the data item, whereas surviv-
ability may remain unchanged. For a further dis-
cussion of these two metrics, we direct the reader
to [20].

The bound we give on the performance of pro-
tocols which guarantee mutual exclusion is the
square root of the performance of a single copy.
1t is useful to express this bound in terms of the
maximum improvement possible over the perfor-
mance of a single copy. For example, our bound
implies that if a database consisting of only one
“well-placed”? copy of each data item is currently
providing availability of .90, then no dynamic or
replication scheme can improve the performance
by more than @gﬁ_&g = 5.4% in the same net-
work. If 5.4% does not justify the costs incurred in
order to realize this gain, or if a protocol yielding
V.90 = .949 availability is found, then any search
for further improvement is in vain. Conversely,
if a replication protocol produces availability of
.98 but proves expensive in terms of storage and

?We formalize the notion of “well-placed” in Lemma 2
of section 3.1. Although this placement problem can be
solved quite simply in many neiworks, which are built in-
crementally arcund a single database, we devote section 4
to a discussion of efficient methods of computing or approx-
imating the optimal copy placement in general networks.



communication costs, then we can substitute the
simpler single copy protocol and sacrifice at most
@%}?ﬁ = 2.0%. These examples illustrate the
practical value of this bound. The main point is
that the percentage possible improvement, 7‘; -1,
decreases as A increases. This is precisely the
trend which we are experiencing as the reliabil-
ity of real-world components continues to increase
from their current reliabilities near 95%[4, 5, 21].
Therefore, our bound will allow protocols to be
compared, not only to each other, but also to a
general bound that appears quite useful at high
reliabilities.

In the next section we define the consistency
control protocols which are necessary for the de-
velopment of the bound, which is then proved in
section 3 and generalized to include networks with
changing access request distributions in section
3.2. In section 3.3, we show this bound to be tight.
In section 4 we discuss efficient methods of deter-
mining the best location of a single data item. We
conclude with a discussion of the practical conse-
quences of this bound.

2. Protocols

By protocol we mean an algorithm for deciding at
any point in time which sites are allowed to ac-
cess the data object. A protocol can guarantee
mutual exclusion within a single set of connected
sites, or component, simply by locking the data
item while it is undergoing an update. Ensur-
ing mutual exclusion when a copy exists in two
or more distinct network components is more dif-
ficult since it requires that only one component be
allowed access at a time. We call this component
the distinguished component. Thus for a protocol
to ensure mutual exclusion, it must ensure that
there exists at most one distinguished component
at any point in time. As mentioned in the in-
troduction, a database consistency protocol must
also guarantee that successive distinguished com-
ponents have at least one site in common thereby
ensuring that each update is aware of all previ-
ous updates, but it is not necessary to invoke this
additional constraint in order to prove the bound
which follows. The mutual exclusion condition is
sufficient.

A common protocol is one that selects, before
system start-up, a special site called the primary
site. A component is considered distinguished if
and only if it contains the primary site as a mem-
ber. This approach has been generalized to al-
low for numerous copies placed at different sites
while requiring that one of them functions as the
primary site[2]. Since both protocols provide the
same availability, we will refer to both of them
as the single copy protocol. This is the scheme
against which all other protocols are judged.

We introduce a simple generalization of the
single copy protocol which we call the relocatable
single copy protocol, or RSC. As the name sug-
gests, this protocol is identical to the single copy
protocol except that the copy is allowed to be
moved. If the access request distribution for some
duration of time is known, then the data item
can be placed at the most advantageous location.
When this distribution changes, we can move the
data item in an effort to maximize availability. In
order to employ RSC as a consistency control pro-
tocol, it is necessary to ensure that the data item
is not moved between components of a partition.
That is, the data item can not be moved from one
site to another until both sites are members of the
same component. We discuss the consequences of
this minor restriction in section 3.2.

The simplest protocol which guarantees mu-
tual exclusion in the presence of multiple copies of
a data item is the majority consensus protocol[25]
which we designate by MC. In this protocol each
copy is assigned a number of votes, and a compo-
nent is distinguished if and only if the total votes
of all the copies in the component sum to a ma-
jority of the votes in the network. Although pro-
tocols yielding higher availability exist[20], MC'is
simple and proves to be sufficient for proving the
tightness of our bound.

The last protocol which we describe is neither
implementable, since it requires complete knowl-
edge of the system state, nor sufficient to guaran-
tee consistency, since it does not guarantee that
successive distinguished components overlap. The
purpose of this protocol, which we call best compo-
nent protocol or simply BC, is to provide an upper
bound on the performance of any implementable
and sufficient protocol. Like RSC, BC can be



s N = (8, L), a network of sites § and links L with n = |§].

¢ E[X], the expected value of the random varjable X.

e Pr[S], the probability that the logical statement § is true.

o 5, the negation of the logical statement S; therefore, Pr[S] = 1 ~ Pr[S].

o Ap, the availability expected when employing the protocol P; and Agc(z), Asc with the

single copy placed at site .
e T, the set of all network states.

o Cyi s = {c1,¢2, .., €}, the set of m sites in the connected component of state £ € T for which
the expected proportion of access requests is highest among all connected components in
state f, given the fixed access request distribution f. We call this component the “best”

component.

s |C|, the proportion of all access requests submitted to some site in the component C.

e B, a random variable which depends on both the network state and access request distri-
bution and is the probability that an access request is submitted to some site in the best

component.

e BEST(s1,52,...,8m), the statement “every site s1,52,...,5n is in the best component”.

o SAME(sy,s2,...,5m), the statement “every site sy, $2,...,8x is in the same component”.
e STATEHt), the statement “the network is in state t”.

Figure 1: Notation

called a protocol in the context of this paper since
we only require that a protocol guarantee mutual
exclusion. As mentioned earlier, database appli-
cations impose an additional constraint which BC
does not guarantee. This fact, however, does not
invalidate the use of BC in computing an upper
bound. The rule used by BC for designating a dis-
tinguished component is very simple: the distin-
guished component is the component in which we
expect the greatest proportion of access requests,

3. Bound

In this section we prove a bound on availability in
terms of the performance of the single copy proto-
col. We first show that the best component pro-
tocol (BC) performs at least as well as any pro-
tocol which guarantees mutual exclusion, and an-
alyze the performance of BC. In Lemma 1 we
give a second expression for this performance, and
in Lemma 2 we prove that there exists some site
in the network with probability of membership in
the “best component” no less than the availabil-

ity of the system under BC. Using these lemmas,
we prove that no protocol can achieve availabil-
ity greater than the squareroot of that provided
by a “well-placed” single copy. In section 3.2 we
generalize the bound to systems in which the ac-
cess request distribution changes over time, and in
section 3.3 we show that this bound is the tightest
possible. ‘

Figure 1 shows the notation we use,
3.1. Fixed Access Distribution

In this section we state and prove four obser-
vations concerning the best component protocol,
BC, and the expected value of the proportion of
access requests submitted to the best component,
E{B]. We then use these facts to prove, for a net-
work with a fixed access request distribution, that
the single copy protocol with the copy properly
placed will always perform within a square of op-
timal.

Fact 1: No protocol thal guaranices mutual ex-
clusion can provide availability greater than that



provided by BC. That is, for any such protocol P,
Ap < Agc-
Proof:

For every state ¢ and access request distribu-
tion f, Apc allows accesses only in the component
Cy s of t which yields the greatest expected avail-
ability. Since P insures mutual exclusion, it can
do no better in any one state and therefore can do
no better overall. |

Fact 2: The availability provided by the BC pro-
tocol is equal to the probability that a transac-
tion is submitted in the best component. That is,
Apc = E|B), for fized access distribution.
Proof:

Let f be the access request distribution.

We have defined availability as the probability
that an access request submitted to an arbitrary
site will be allowed to succeed. Since BCgrants re-
quests submitted while the network is in state ¢ if
and only if they are submitted to a site in compo-
nent Cy ¢, Ao = Yyt |Ct, 5| PUSTATEY)]. This
is precisely the definition of expectation applied
to the random variable B. O

Lemma 1: If a network N = (5, L) has a fixed
submit distribution f, then

E[B] = ) f(k) P{BEST(k})]

kS

Proof:

Let u(k,t) be a function with value 1 if site k
is in Cy 5 and zero otherwise.

Let v(k, t) be a function with value f(k) if site
k is in Cyy and zero otherwise.

EB] = Z[Ct,fle{STATE(t)]

teT
= Y (PdsTaTmn)] 3 f(k))
teT kECy ¢
= 3. > PrSTATHU)] w(k,t)
teT kesS
= Y (f(k) 3 PASTATHR)) u(k, 1))
keS teT
= Y f(k) Pi{BEST(k)]
keS

G

Lemma 2: In any network with a fized access
request distribution, there ezists some site © for
which the probabilily that x is in the best com-
ponent i3 greater than or equal lo the probabilily
that a transaction is submitied to a site in the best
component. That is, P{BEST(z)] > E[B].
Proof:

Let 2 be the site which is most likely to
be in the best component. That is Vk € 5,
Pr{BEST(z)} > Pr{BEST(k)).

Let f be the access request distribution.

Pr{BEST(z)} = PrBEST(z)]Y f(k)

kesS
Y f(k) P{BEST(k)]
kes
F B) by Lemma 1

v

o

Theorem 1: If a network with a fized access re-
quest distribution achieves availability Ap using
a protocol P which guarantees mulual exclusion,
then there exists some site z in the network for
which Asc(z) > (Ap)2.

Proof:

We choose z, the location of the single copy, to
be the site most likely to be in the best connected
component of the network.

Let f be the access request distribution.

The following series of relations proves that
Age > (ABc)g. This is sufficient to prove the the-
orem, since we know from Fact 1 that (AB(;')2 >
(Ap)®. We conclude the proof with a justification
for the numbered steps.

Asc(e)= 3 f(k) P{SAME(z, k)] (1)
keS
> 3 f(k) PABEST(z, k)]
kEeS
= Z f(k) Pr{BEST(z)] P{BEST(k)|2)
kES
> E[B] Y f(k) P{BEST(k)] (3)
kes
= (AB(;')2 {4)

(1) The single copy protocol guarantees mu-
tual exclusion by allowing an access if and only if



both the site containing the data item and the site
to which the request is submitted are in the same
component.

(2) The site k to which the transaction is sub-
mitted is independent of z, the location of the
COpY.

(3) This substitution is justified by Lemma 2.

(4) This follows from Lemma 1 and Fact 2.

Therefore for any protocol P guaranteeing
mutual exclusion, Asc > (ABC)2 > (Ap)2 by
Fact 1. ]

3.2. Multiple Access Distributions

Thus far we have assumed a fixed access dis-
tribution. What happens if we allow the access
distribution to change over time? Clearly, the ad-
vantage of a replication protocol over the single
copy protocol will be substantial if we do not al-
low the single copy protocol to relocate the data
item. This observation motives the generalization
of SCto RS5C.

Although RSC guarantees mutual exclusion,
it does not, as consistency control requires, guar-
antee that successive distinguished components
have a copy in common. If we were to add such
a restriction to RSC, it would not be possible to
move the data item from site z to site y until both
sites were members of the same component. The
practical effect of such a delay is inconsequential
in real systems since failures and partitioning are
infrequent and of short duration. In addition, the
shift from one access distribution to another is not
likely to be drastic, implying that neither the dis-
tance between z and y nor the delay in moving
the data item from z to y is great.

Lemma 3: If a5 and b, are positive real numbers
Jor 1<k <r,and ¥ f_1ar = 1 then

r r
Z akb%. > (Z akbk)2
k=1 k=1

Proof:

The proof of this well-know result, usually
stated in terms of moments and standard devi-
ations, is omitted. See [10}. =

Theorem 2: If a network with multiple ac-
cess request distributions achieves availability Ap
using a protocol P which guarantees mutual ez-
clusion, then there exists some sequence of siles
at which a single copy can be placed such that
Agrsc > (Ap).

Proof:

Let {fell < k € r} be a set of r access request
distributions.

Let di be the duration of access request dis-
tribution fi.

Let D = 3 (-, di be the total time under con-
sideration.

We choose zi, the location of the single copy,
to be the site most likely to be in the best con-
nected component of the network during the time
at which the access request distribution is dj.

Let Agc,(xk) be the expected availability us-
ing the single copy protocol with the copy at site
zj during the time in which the access request
distribution fj is in effect.

Let Apg, be the expected availability using
the best component protocol during the time in
which the access request distribution fi is in ef-
fect.

1 kil
Arsc = =Y dipAsc(zk)
D k=1

52 (150,
z dk 2
. ZE Ane
2 (2 ) BG.)
= (Apc)’

Therefore for any protocol P guaranteeing
mutual exclusion, Agrse > (ABC)2 > (Ap)2 by
Fact 1. a
3.3. Tightness of the Bound

The natural question to address after exhibit-
ing a bound is whether the bound can be im-
proved. In this section we prove that the bound
of Theorem 1 can not be improved, or tightened,
for any network with single copy availability ex-
ceeding .25. We show this by constructing, for any
A > .25, a network with availability A using the
single copy protocol and availability v/A using the
ma jority consensus protocol.

v

by Theorem 1

by Lemma 3



Theorem 3: For any .25 < Asc £ 1 and € > 0,
there exists a network and a protocol P for which
|Asc — (4p)’| < e

Proof:

The network that we construct is the fully-
connected network of n sites and (3) links. The
links never fail. The sites are operational with a
uniform probability p. Each site is given a unique
number from 1 to n and is referred to by this num-
ber. The network has a fixed, uniform access re-
quest distribution f, that is f(k) =  for all sites
k.

First, we show that the single copy availabil-
ity Agc of this network approaches p? as n ap-
proaches infinity. This is intuitively clear since
" this protocol requires only that the primary site
and the site to which the transaction is submit-
ted be operational and that they are in the same
component.

Asc = i(f(k)*Pr{SAME(m,k)])
k=1
1 F 1
= EgPr[SAME{x,k)]

- %Z(Pr{w“ | Po up] +
=1

Priz # k] Priz up and k up])

_ 1i(ip+n-1p2)
nkml n n

=;;P"§“np

Therefore limy.co Asc = p?, as required.

Now we show that the performance of the ma-
jority congensus protocol as defined in section 2
approaches p as n approaches infinity. We employ
the weak law of large numbers which states that
as the number of trials approaches infinity, the
proportion of outcomes near the mean approaches
one. Here “near the mean” means arbitrarily close
to the mean. When applied to the binomial dis-
tribution B[n,p, k] with n trials (sites) each with
probability p of success (operational), this means
that the probability that the fraction of successes
(operational sites) is within any small fraction of

the mean, {(n+1)p], approaches 1 as n approaches
infinity. For p > .5, this implies that the proba-
bility that at least half of the sites will be opera-
tional approaches 1 as n approaches infinity. Thus
when p > .5 and the links are fully reliable, the
access request can be granted whenever the site
to which the access request is submitted is opera-
tional, which is true with probability p.

Apmce =

i

Z(Pr[k is up] * f{k) *

k=1
Prik can comm. with at least |%] sites])

= —p E Prik can comm. with at least {3 ] sites]
k=1
1 n  n-i

— Prik can comm. with exactly j sites
P ;;Z:; jf?’q r{ y J sites]

;—piz Bln ~1,p,j]

kwlf L3

=P Z B[n - lspvj]
=13l

Thus lim, ..o Aarc = p, since, by the weak
law of large numbers, }:?;E% ] Bin — 1,p,j] ap-
proaches 1 as n approaches infinity.

Therefore we have shown that, for this fully-
connected network with fully-reliable links and
availability Asg = p* > .5? = .25, we can get
arbitrarily close to Asc = (AMC-)z. ]

Theorem 3 proves that there exists no tighter
bound than that of Theorem 1 for networks with
single copy availability greater than .25.

4. Single Copy Placement

In Lemma 2 of section 3.1 we introduced the no-
tion of a “well-placed” copy. In general we will
refer to the location of this copy, which is the site
most likely 1o be in the best component, as site z.
Thus, in order to be assured that the performance
of a single copy protocol is within a square of op-
timal, it would seem that we must be able to find
the location . But not only is finding z off-line
#P-complete (as can be shown in the same man-
ner as is shown below for a better copy location),



it is not even possible on-line in a distributed sys-
tem. Finding & on-line would require that a site
determine the likelyhood of request submissions
in other components, which in turn would require
communication between components, a clear im-
possibility. Fortunately, we can find a site yielding
single copy performance at least as good as z,

If we place the copy at site z, we know that
the performance is within a square of optimal, but
we may not have maximized Agc, which is our ul-
timate goal. From the definition of availability we
know that Asc(y) = Ties f(k) PISAME(y, k)]
We will say that site y witnesses an access re-
quest if the request is presented at some site in
the component containing y. Thus Agc is maxi-
mized when the copy is located at that site which
is expected to witness the greatest proportion of
access requests.

In {26], Valiant proved that -calculating
Pr{SAME(z,y)], the probability that sites  and y
are in the same component, is #P-complete. We
use this fact in the following theorem to prove that
calculating the expected proportion of witnesses
for a given site z is also #P-complete.

Theorem 4: Determining the expected propor-
tion of wilnesses for a given site & and ac-
cess request distribuiion f, E{WIT{z, )], is #P-
complete,  The problem remains #P-complete
when f is the uniform distribution, that is, when
f(z) =% for all sites 2.

Proof:

As in the previous section, let N = (§,L)
be a network of sites § and links L with
n = |S]. By the definition of expectations,
EWIT(x, )] = Yier|Co| PISTATE#)], where
C; is the component containing the site z. Us-
ing arguments similar to those in the proof of
Lemma 1, it can be shown that E{WIT(z, f)] =
5 .es /() PASAMEz, 7).

Given a method for determining Ef WI1{z, f)]
for an arbitrary site z and access request dis-
tribution f, we can determine Pr{SAME z,y)]
for any pair (z,y) by finding E[WIT(z,g)] with
g{y) = 1 and g(2z) = 0 for all z # y. Since
EWIT(z,9)] = PriSAMEaz,y)], and since de-
termining Pr{SAMEz,y)] is #P-complete, deter-
mining Ef WIT(z, ¢)] must also be #P-complete.

To show that this problem remains #P-
complete when f is the uniform access request dis-
tributions, we find Pr{SAME x,y)] by calculating
the expected proportion of witnesses for each of
the two networks described below.

Let En[X] be the expected value of the ran-
dom variable X in the network N.

Let N/ = (8", 1’) where §' = SU{y'}, I' =
Lu{(y,y)}, the reliability of the site ' is p, and
the reliability of the edge (v, ') is r. Also let f’
be the uniform access request distribution for the
network N'. Therefore f'(z) = -n—1_|;1— for all z € §'.

B[ WIT(z, /] = 3.|C.| PASTATEY)]

teT

= Y f'(z) P{SAMHEz, z))

38’
- ‘ﬁilri (P{SAMEz,y)] + Y PASAMEz, 7))

ZES

= — (pr PASAMB(z, )] +ze§% PHSAMEz, 2)])
= nf_’;_"l PHSAMBa,y)] + = :”_ - EN[WIT(z, /)]
Thereflore,

PrSAMKz,y)] = n;;} En{WIT(z, f')] -

f; En[WIT(z, f)]

Thus, for the uniform access request distri-
bution, calculating En[WIT{z, f)] must be #P-
complete since calculating Pr{SAMEz,y)]is #P-
complete, ]

Although #P-complete in general, the place-
ment problem, as we refer to the determination
of the optimal location for the data item, is solv-
able for some systems. Since often a network for
an existing database is built incrementally around
the database, the current location may be op-
timal. In addition, the single copy availability
can be efficiently determined for regular network
topologies[3, 13], such as ring, single-bus, fully-
connected, and for series-parallel networks{6, 23].
Since, for these topologies, the single copy avail-
ability can be calculated in polynomial time, the
placement problem can be solved in polynomial
time simply by calculating Agc (k) for all sites k.



Although calculating the expected proportion
of witnesses is feasible in some special cases, it is
unnecessary and perhaps undesirable to do so in
real systems. Instead, each site can record the ac-
tual number of access requests witnessed, and the
site with the largest number can be made the loca-
tion of the copy. If the past network performance
and access distribution is, as one would expect,
indicative of future behavior, then this technique
leads to optimal copy placement. This method
does not require a priori knowledge of the network
topology, hardware reliability, or access distribu-
tion, and adjusts antomatically to unanticipated
changes in any of the these system parameters,
These characteristics are precisely those necessary
for an automated version of the RSC protocol.
Our experience with simulation[20] indicates that
this approach will be successful.

5. Conclusions

We have proven an upper bound on the increase
in availability possible using replication and dy-
namic techniques including relocation of copies.
We have shown that if a network achieves sin-
gle copy availability 4, 0 € A < 1, for a well-
located copy, then no technique which guarantees
mutual exclusion can achieve availability greater
than vA. We have also shown that no tighter
bound in terms exclusively of single copy avail-
ability exists for .25 < A < 1. In order to make
this bound useful, we have also addressed the op-
timal location problem.
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