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Abstract This paper introduces a neural network and
natural language processing approach to predict the
outcome of crowdfunding startup pitches using text,
speech, and video metadata in 20,188 crowdfunding
campaigns. Our study emphasizes the need to under-
stand crowdfunding from an investor’s perspective. Lin-
guistic styles in crowdfunding campaigns that aim to
trigger excitement or are aimed at inclusiveness are
better predictors of campaign success than firm-level
determinants. At the contrary, higher uncertainty per-
ceptions about the state of product development may
substantially reduce evaluations of new products and
reduce purchasing intentions among potential funders.
Our findings emphasize that positive psychological lan-
guage is salient in environments where objective infor-
mation is scarce and where investment preferences are
taste based. Employing enthusiastic language or show-
ing the product in action may capture an individual’s
attention. Using all technology and design-related
crowdfunding campaigns launched on Kickstarter, our
study underscores the need to align potential consumers’
expectations with the visualization and presentation of
the crowdfunding campaign.
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1 Introduction

“Our inviolable uniqueness lies in our poetic
ability to say unique and obscure things, not in
our ab i l i t y t o say obv iou s t h i ng s t o
ourselves”—(Rorty 1979, 123)

Over the past years, crowdfunding is increasingly
chosen as a gateway to overcome the financial bottle-
neck for early-stage ventures and new venture develop-
ment processes. In crowdfunding, many small investors
can contribute to a proposed new product before the
product hits the market. Contributions can range from a
few dollars to substantial investments into high-
technology tools. The financial vehicle has been excep-
tionally well perceived in areas such as 3D printing,
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virtual reality, do-it-yourself electronics, or wearables,
and may also foreshadow more general demands in
these industries (Mollick 2014b; Allison et al. 2015;
Ahlers et al. 2015; Kaminski et al. 2017). Despite
crowdfunding backers exhibiting expert-like expertise
in technological areas, backers are plagued by uncer-
tainty surrounding campaign feasibili ty and
crowdfunders’ technical expertise. At the inception of
a crowdfunding campaign, many ventures have at best
completed slightly more than half of the proposed mile-
stones in new product development (Stanko and Henard
2017). Crowdfunding therefore presents unique chal-
lenges, as product possession is temporally distant there
is a long gap between product possession and the time of
the amount contributed to the campaign (Mollick and
Kuppuswamy 2014a). Mollick and Kuppuswamy
(2014a) find that more than 75% of successfully funded
Kickstarter projects deliver products later than expected
(i.e., only 23–25% are on time). The study also finds that
project size and increased expectations around highly
popular projects are related to delays. Larger projects
suffer much longer delays than smaller projects, espe-
cially in the case of over-funded campaigns.

Consequently, potential backers in crowdfunding are
looking for potential cues to reduce uncertainty and
predict new venture success when making their capital
contributions (Mollick 2013; Ahlers et al. 2015). One
way for innovators to overcome this uncertainty is to
signal competence trust, arising from expectations about
the competence of the innovator, to create a higher re-
ceptivity among potential contributors (Sako 1992). Prior
work has shown that impression management
(Parhankangas and Ehrlich 2014), competence signaling
(Gafni et al. 2019), and persuasion (Allison et al. 2017)
may all affect crowdfunding positively. However, prior
work has find mixed evidence on the role of visual and
textual cues. While Parhankangas and Renko (2017) find
that commercial entrepreneurs need to primarily focus on
product, or firm and entrepreneur-related signals in their
textual descriptions, other work shows that in low atten-
tion states visual cues work best, while textual informa-
tion become only relevant if a high attention has been
triggered previously (Allison et al. 2017). Hence, the
effectiveness of a crowdfunding campaign pitch is inex-
tricably linked to the various media involved.

In order to increase their funding success, we believe
that project owners have a propensity to strategically use
project descriptions and video pitches as marketing tool
to influence potential backers’ contribution decisions. In

this respect, campaign information in crowdfunding in
general and video content in particular can be considered
as comprehensive signals. The information available to
potential backers can assist to form expectations and may
induce the belief that the campaign founder possesses the
relevant skills and knowledge to perform the project task
for a shared mutual benefit. Information shared tacitly
through videos and campaign information can, therefore,
reduce the perceived performance risk of crowdfunding
campaigns and should lead to higher capital endorse-
ments. Information helps to overcome “the shadow of
the future” (Axelrod and Hamilton 1981) and to reduce
information asymmetries (Akerlof 1970).

Unfortunately, prior research has failed to comprehen-
sively address the interplay of various forms of signals
and cues available in crowdfunding. Most research is still
embedded in survey-driven or experimental data and has
no t taken advantage of newer methods to
encompassingly tackle the challenges that the large re-
pository of crowdfunding data represents. At the same
time, much progress has been made toward artificial
intelligence, using machine learning systems that are
trained to replicate the decisions of human experts
(LeCun et al. 2015). These expert systems (Hayes-Roth
et al. 1983) tackled challenging domains in terms of
human intellect, such as image recognition (He et al.
2016), language translation (Wu et al. 2016), medical
image classification (Esteva et al. 2017), mastering board
games Go, Shogi, or Chess (Silver et al. 2016, 2017,
2018), playing computer games (Mnih et al. 2015), and
achieved or exceeded human-level performance (LeCun
et al. 2015). A comparison of the annual publishing rates
of different categories of academic papers, relative to
their publishing rates in 1996, shows that the number of
papers on artificial intelligence increased more than nine-
fold (Shoham et al. 2017, 10). Likewise, in the econom-
ics domain, machine learning techniques and methods on
causal inferences entered the econometric toolbox
(Varian 2014; Athey and Imbens 2017; Kleinberg et al.
2017; Mullainathan and Spiess 2017; Belloni et al.
2014).

In the following, we, therefore, explore computation-
al techniques to predict crowdfunding campaign success
based on the informational cues provided within cam-
paign text, speech, and videos. Advances in data pro-
cessing and machine learning allow new ways of ana-
lyzing data and may have profound implications for
empirical testing of lightly studied, yet complex, empir-
ical relationships. That being said, we propose the idea
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that new forms of internet-mediated capital, such as
crowdfunding, provide comprehensive and potentially
computable signals to predict outcomes or provide rec-
ommendations. For instance, crowdfunding could be
considered as perhaps the biggest open laboratory to
study the interaction of inventors and investors at large
scale.

In this research, we propose a novel method that
combines neural networks and text-mining to identify
features of successful crowdfunding projects, using
transformed text, speech, and video content. Using text,
speech, and video object–related meta-data in 20,188
crowdfunding campaigns, our analysis employs natural
language processing techniques and neural network
models to predict the success of crowdfunding cam-
paigns. Based on word and paragraph vector models
of text, speech, and video information, a feature-union
model achieves a prediction accuracy of 73% in
explaining campaign success or failure. Besides, we
derive dialectic particularities in text, speech, and video
characteristics that determine whether campaigns are
more likely to be successful. Our study emphasizes the
need to understand crowdfunding from a consumer’s
and future investor’s perspective. Linguistic styles in
crowdfunding campaigns that aim to trigger excitement,
or are aimed at inclusiveness, are better predictors of
campaign success than firm-level determinants. At the
contrary, higher uncertainty perceptions may substan-
tially reduce evaluations of new products and reduce
purchasing intentions among potential funders. Our
findings emphasize that positive psychological lan-
guage is salient in environments where objective infor-
mation is scarce and where investment preferences are
taste based. We believe that our work helps to challenge
and to reconsider prevailing theoretical assumptions
about the prediction of entrepreneurial outcomes.

2 Methodology

We follow along the line of prior research that
pays attention to the textual and linguistic context
of crowdfunding campaigns. Early work here fo-
cused on the prediction of campaign success using
text-mining features from project descriptions
(Greenberg et al. 2013). Researchers used decision
tree (DT) algorithms and support vector machines
(SVC) to train a machine learning classifiers on
explaining campaign success (Greenberg et al.

2013). Models achieved 68% accuracy with their
respective datasets, an improvement of roughly
14% over the related baseline. More recent re-
search focuses on the predictive power of project
description content, specifically the words and
phrases project creators use (Mitra and Gilbert
2014). In here, linguistic features extracted from
project descriptions were combined with other
campaign features to predict crowdfunding success.
Tools such as Linguistic Inquiry and Word Count
(LIWC) (Pennebaker et al. 2001; Tausczik and
Pennebaker 2010) infer psychologically meaningful
styles and social behaviors from unstructured text
(Mitra and Gilbert 2014; Desai et al. 2015;
Kaminski et al. 2017; Parhankangas and Renko
2017). Mitra and Gilbert (2014) conclude that the
language used in the project has a surprisingly
high predictive power, accounting for about 59%
of the variance around successful funding. More
recent considerations of n-gram features in lan-
guage employ time-variant models, i.e., data relat-
ed to the beginning and end of campaigns for the
prediction, showing an increased accuracy of pre-
dictions, with more available information toward
the end of a campaign (Desai et al. 2015). Similar
research investigated the n-gram features of “lead
users” (von Hippel 1986) on crowdfunding plat-
forms (Kaminski et al. 2017).

Based on the theory of the Elaboration Likeli-
hood Model (ELM) (Petty and Cacioppo 1986;
Bhattacherjee and Sanford 2006), Du et al.
(2015) study the influence of project descriptions
on crowdfunding success. Using constructs such as
argument quality (number of words, readability
regarding the Gunning Fog Index, sentiment ratio) and
source credibility (previous campaign track record), the
model predicts funding success with an accuracy rate of
about 71–73%. Using campaign description text data
only, Lee et al. (2018) present work building upon
sequence-to-sequence (seq2seq) deep neural network
models with an average 76% prediction accuracy on
the first day of project launch.

Lastly, other approaches focused on contextual vari-
ables such as the social network activity of campaigns to
predict funding success. For instance, the size of the
social network of founders positively influences project
success (Mollick 2014b). Social media activity explains
some 75% variations in campaign success when condi-
tioning on early project stages (Lu et al. 2014).
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More recently, studies already began to employ
machine learning classifiers to predict the temporal
backing patterns using project-based information and
social features, obtained from Twitter (Etter et al.
2013; Li et al. 2016; Tran et al. 2016) and backer-
network graphs (Etter et al. 2013). Using a k-nearest
neighbors (kNN) classifier and a Markov Chain, Etter
et al. (2013) predicted the trajectories of money
pledged to campaigns. Drawing upon a dataset of
16,042 campaigns, a logistic regression and linear
SVC estimator reach an accuracy of more than 76%
(a relative improvement of 4%), 4 hours after the
launch of a campaign (Etter et al. 2013). A similar
stream of research focuses on the social dimension of
campaigns considers the sentiment from user com-
ments on campaign updates (Desai et al. 2015; Lai
et al. 2017). Results suggest that the text sentiment
and quality in comments one week after launch are
very predictive for a campaign’s outcome.

As Greenberg et al. (2013), Hui et al. (2013), and Yuan
et al. (2016) conclude, prediction models can be used to
give feedback on proposed campaigns or as a tool tomatch
projects with potential investors (An et al. 2014).

Notwithstanding these contributions, there is a dearth
of studies considering actual speech content and
visual campaign narratives to predict crowdfunding suc-
cess. For instance, analyzing the linguistic style of
crowdfunding pitches enables to conclude about re-
vealed emotions and speech characteristics of creators
(Kim et al. 2016), to distinguish between social or
commercial entrepreneurs (Parhankangas and Renko
2017), or to separate conventional from “lead users”
(von Hippel 1986) induced crowdfunding campaigns
(Kaminski et al. 2017; Oo et al. 2018).

Concerning the analysis of video content, only stan-
dard approaches have hitherto been used for the evalu-
ation of qualitative content and to measure the subjec-
tive perception of crowdfunding videos. Analyses main-
ly relate to the storyline and social construction (Doyle
et al. 2017), perceived innovativeness, passion, pre-
paredness, video quality, product appeal, perceived ef-
fort (Koch and Cheng 2016; Chan and Parhankangas
2017; Dey et al. 2017), and lead user appearance
(Kaminski et al. 2017; Oo et al. 2018).

Our work, therefore, differs from the previous studies
in four important ways:

1. First, we consider combined text, speech, and video
information in our analysis. We, therefore, believe

the approach covers the full spectrum of human-like
campaign experience, including the processing of
text, speech, and visual appeal.

2. Second, we employ proven machine learning
methods to predict crowdfunding success. Our
work considers Doc2Vec (see Section 3.5) para-
graph vectors to model the extent to which language
predicts campaign success.

3. Third, we focus on a homogeneous product catego-
ry sample and restrict our analysis to technology-
related products in the Kickstarter categories Tech-
nology and Product Design only. In doing so, we are
strongly convinced that these two categories and
inherent product presentations mostly signal
“startup character.”Many technology product cam-
paigns approximate more well-known startup com-
panies, as they signal the goal of becoming long-
lasting projects, i.e., corporations that emerge with
the support of the crowd (Mollick 2014b; Cordova
et al. 2015; Parhankangas and Renko 2017). Indeed,
research by Mollick and Kuppuswamy (2014a) on
reward-based crowdfunding indicates that more
than 90% of successful projects remained ongoing
ventures and that 32% of all these reported yearly
revenues of over $100,000 a year since the
Kickstarter campaign. Mollick (2015) further finds
that only about 9% of all projects fail to deliver.
Hence, our findings are potentially generalizable to
the broader set of de novo firms that are founded
and carry implications for the marketing and pro-
motion of these ventures alike.

4. Fourth, we marginally improve the prediction accu-
racy by including information in speech content and
video content. A combined approach of text,
speech, and video content will, therefore, shield
against a loss in information and provide more
accurate estimates, as for some campaigns, descrip-
tions are entirely encoded in images(Desai et al.
2015).1 Similarly, we can account for all types of
information processing preferences that potential
backers may have. Let that be learning through
reading or by indulging in video-related content.
Altogether, our model covers a variety of text,

1 Many Kickstarter campaigns insert images in their campaign pitch
instead of raw HTML text. While creators use images to embed
information about the team, details of the product, prototype develop-
ment, or stretch goals, information is inaccessible for a comprehensive
analysis and will likely yield biased results, if not taken into account
explicitly.
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speech, and visual information that is likely to in-
fluence the campaign perception of potential
backers.

3 Data

To predict crowdfunding campaign success, we scraped
Kickstarter data with a custom-build Python crawler.We
restricted our data sample to projects in the categories
Technology and Product Design. Additional criteria are
that campaigns must include a project description, a
project video, non-zero speech content, and were not
canceled. The final dataset comprises 20,188 campaigns
finished in the time frame from 2009 to 2017. Within
this dataset, 7867 (38.96%) projects were successful by
reaching their funding goal, and 12,321 (61.04%) pro-
jects were unsuccessful in meeting their goals (cf.
Table 1). Our final data corpus, as outlined in Table 2,
comprises 7.45 million words in text, 2.68 million spo-
ken words, and 922,678 tags of objects in videos. The
structure of the final information after text preprocessing
is documented in Table 3.

For video object tags, we processed a total of 18,810
video minutes with an average runtime of 1:20 min.

3.1 Project descriptions

Project descriptions (cf. Table 3A) are mandatory infor-
mation that every creator is required to provide. This

textual information is in rich text form when scraped
from the Kickstarter website. All project descriptions are
cleaned from HTML syntax and formatted to enable
their use by machine learning models subsequently.
The scikit-learn toolkit (Pedregosa et al. 2011) is used
to implement a custom tokenizer and lemmatizer for a
given input text. In addition, an English stop-word list
(Bird 2006) is used to remove stop words from previ-
ously lowercased text data. We further use language
detection to restrict our dataset to English-speaking
campaigns only, and we consider phrases of frequent
co-located words, so that terms such as “new york” are
not computed as separate words and hence distort the
semantic context. The outlined data preprocessing is
essential to reduce noise in the input data while calcu-
lating embeddings for words and paragraphs.

3.2 Speech content

As for speech transcription, we used the Google Cloud
Speech RESTAPI.2 Using a custom-build Python script,
all project video files are first transformed into mono
channel *.flac audio files with ffmpeg. Audio files are
subsequently uploaded into the Google Cloud to enable
asynchronous English speech recognition via API, as a
long-running operation until the end of an audio file. As
for the SpeechAPI, file URLs are used as input, while the

Table 1 Descriptive statistics of project-level data

Campaign status Count Share %

Successful 7867 38.96

Failed 12,321 61.04

Total 20,188 100.00

Table 2 Descriptive statistics of generated data corpus after text
preprocessing

Source Total token
(words)

Vocabulary Mean length of
document

Description 7,459,121 156,109 369.48

Speech 2,683,687 55,536 132.93

Video 922,678 5417 45.70

Table 3 Data samples from text, speech, and video content.

(A) Text content sample

”(. . . ) is a brand new robot construction system. It was designed,
prototyped and engineered over the last two and a half years. (. .
. ) Work began in 2010 as a research project, funded by the
National Science Foundation. Since then, we’ve been working
to from a concept to a production ready robotics kit.”

(B) Speech content sample

[confidence: 0.91][(...) is a construction kit for you. Imagine to
design, build and play with robots. Everything we learned from
(. . . ) We took all the robotic complexity inside the
micro-controllers and boiled it down to elegant little blocks with
simple connecting faces.

(C) Video content sample

[‘human, 2.03, 32.11’,‘dress, 4.05, 28.10’, ‘tie, 5.00, 16.11’,
‘beard, 03.77, 18.01’,‘smile, 8.89, 10.04’,‘building, 16.11,
20.56’,‘electronics, 26.23, 28.90’,‘circular board, 26.58, 28.90’,
‘electronic engineering, 26.27, 28.90’,‘cube, 29.03,
30.13’,‘human, 31.54, 34.05’,‘table, 35.91, 38.42’]

2 https://cloud.google.com/speech/; accessed December 12, 2018.
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output returns the transcript text of the speech and the
average confidence of this transcription in a Pandas
DataFrame (cf. Table 3B). The confidence value is an
estimate ranging from 0 to 1, indicating how confident
the Speech API is in a given transcription. A higher
number indicates a greater likelihood that the recognized
words are correctly transcribed. However, it cannot be
guaranteed that they are correct.3 There are a few situations
where some audio file transcriptions indicate a low confi-
dence level, close to 0. In those cases, for instance, the
original video either does not contain any speech signal
other than music, a different language, or infrequent, un-
trained words. We only consider transcriptions with a
confidence score of 0.80. An inspection showed that the
entire body of text is sufficient, although the software does
not recognize new brand (project) names and sometimes
has problems with sentences that contain long stylistic
pauses. With regard to preprocessing, we apply the exact
same preprocessing techniques as outlined above.

3.3 Video object recognition

For visual content, we analyze all Kickstarter video files
with the Google Cloud Video Intelligence REST API.4

The goal is to detect all different objects and their
duration of appearance in each streaming video file
(cf. Table 3). The analyze labels function from the
Google Cloud Video Intelligence API is used to source
object labels (labels) and their duration of appearance
(shots) in a video sequence. In total, our data comprises
922,678 identified objects in 18,810 total video minutes
with an average runtime of 1:20 min. A manual inspec-
tion of a few videos and respective video tags shows that
the API has indeed a high accuracy identifying objects
and events in videos. For video tags, no application of
additional text cleaning was necessary.

3.4 Models

In the following, we introduce the course of the inquiry.
We start with the definition of the language vector model
and continue with a description of the classification
methods. We then examine the results of the

classifications and utilize penalized regressions to shed
more light onto predictive features in text, speech, and
video content.

3.5 Language model

“You shall know a word by the company it
keeps”—Firth (1968[1957]:179), cited from
Jurafsky and Martin (2016).

In the past years, deep neural networks (LeCun et al.
2015) played a significant role in improving the com-
putational models for natural language processing
(NLP) and neural probabilistic language models
(Bengio et al. 2003). At the core of our system is a
combination of an unsupervised learning ofmultidimen-
sional vector representations of words and documents,
respectively, as well as a supervised labeling approach
with regard to campaign outcomes. The very first chal-
lenge to process natural language using deep learning is
to represent the textual data in the form of fixed-length
numerical data as input for deep neural networks. The
most common approaches are bag-of-words (BOW), n-
grams, and one-hot vectors.5 However, such models
either do not preserve the word order or generate the
same representations for different ordered sentences
with the same words. Mentioned methods maintain the
short context but tend to lose the overall semantics and
fail drastically, when the length of a sentence is too long
(Mikolov et al. 2013b). Hence, for employing neural
network language models, we use word and paragraph
vectors, Doc2Vec, preserving the semantics of natural
language information.6 We learn these vectors using
the models as discussed by Mikolov et al. (2013b) and
Le and Mikolov (2014). Paragraph vectors are an
extension to Word2Vec. While Word2Vec learns to
project words into a latent N-dimensional space,
Doc2Vec aims at projecting a document into a latent

3 https://cloud.google.com/speech/docs/basics; accessed December 12,
2018.
4 https://cloud.google.com/video-intelligence/; accessed December 12,
2018.

5 Goodfellow et al. (2016) provide comprehensive information on
terms and methods in deep learning.
6 We further considered two other vectorization methods: a count
vectorization model, which only counts term frequencies, and a fre-
quency-inverse document frequency (Tf-idf) vectorization model,
which normalizes term frequencies across documents (Sparck Jones
1972). Our final selected model, Doc2Vec, performed slightly better
among these three vectorization models across all given data sources.
Distributed representations of words, as in Doc2Vec, are capable of
modeling more complex relationships in data and able to preserve
context and similarity encoding.
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N-dimensional space. As such, we use Doc2Vec to
learn fixed-length vector representations for each
word and paragraph in a high-dimensional continuous
space. More precisely, we train word vectors with a
feed-forward neural network, using a bag-of-words
(Fig. 1) and skip-gram (Fig. 2) approach as
outlined by Le and Mikolov (2014).

Paragraph Vectors (PV) are embedding vectors
which capture the overall semantic meaning of a text
of variable length (“document to vector”). “The name
Paragraph Vector is to emphasize the fact that the
method can be applied to variable-length pieces of texts,
anything from a phrase or sentence to a large docu-
ment.” (Le and Mikolov 2014). Models of learning

word vectors inspire the approach of learning paragraph
vectors. According to Mikolov et al. (2013b), models
using large corpora and a high number of dimensions,
like the PV-DM (skip-gram) model, promise a high
accuracy, both on semantic and syntactic relationships.
Performance benchmarks of the Paragraph Vector ap-
proach, in comparison to other approaches such as Re-
cursive Neural Tensor Network (RNTN) (Socher et al.
2011), Naive-Bayes Support Vector Machine (NBSVM)
(Wang and Manning 2012), or Restricted Boltzmann
Machines model (RBM) with bag-of-words (Dahl
et al. 2012), indicate a lower error rate (Le and
Mikolov 2014).

Therefore, in our implementation, we follow the
suggestions of Le and Mikolov (2014) and make use
of a hybrid model to generate paragraph vectors. In this
model, two distinct paragraph vector models are learned
as a byproduct of a classification task, where a word
serves to predict its neighboring words. The number of
neighboring words predicted is defined by the context
window size a priori, and word embeddings are shared
among all paragraphs. After being trained, the paragraph
vectors are used as features for the paragraph. Eventu-
ally, initialized word vectors capture the semantic mean-
ing of the document during the training process of a
model (cf. Table 4).

We employ the following paragraph vector
models: (1) Distributed Bag-of-Words (PV-DM), as
shown in Fig. 1, and (2) Distributed Memory (PV-
DBOW), as illustrated in Fig. 2. The PV-DM model
uses the paragraph ID and given the word from a
randomly sampled context window as input and pre-
dicts all the residual words in the given context
window. The PV-DBOW model predicts one ran-
domly chosen word from the context window, given
the paragraph ID in combination with all the other
residual words from the context window. The follow-
ing analysis comprises a PV-DM and PV-DBOW
model with 200 dimensions (vector size = 200), a
word-window of four words (window = 4), and hier-
archical softmax (hs = 1) (Mikolov et al. 2013a).

Video data analyses required several adjustments.
The video data of each Kickstarter project contains the
text labels for the objects appearing in the corresponding
project’s video. These text labels are single words that
define an object like “street”, “bus”, “phone”, “face”, or
“computer”. Depending on the content of the video of
each project, a variable number of objects are detected
for each video, and hence each project contains a

Fig. 1 Distributed memory paragraph vector model (PV-DM).
The concatenation of a vector (M) with a context of three words
is used to predict the fourth word

Fig. 2 Distributed bag-of-words paragraph vector model (PV-
DBOW). The paragraph vector (D) is trained to predict a bag of
context words
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