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## Abstract

The current power grid is on the cusp of modernization due to the emergence of distributed generation and controllable loads, as well as renewable energy. On one hand, distributed and renewable generation is volatile and difficult to dispatch. On the other hand, controllable loads provide significant potential for compensating for the uncertainties. In a future grid where there are thousands or millions of controllable loads and a large portion of the generation comes from volatile sources like wind and solar, distributed control that shifts or reduces the power consumption of electric loads in a reliable and economic way would be highly valuable.

Load control needs to be conducted with network awareness. Otherwise, voltage violations and overloading of circuit devices are likely. To model these effects, network power flows and voltages have to be considered explicitly. However, the physical laws that determine power flows and voltages are nonlinear. Furthermore, while distributed generation and controllable loads are mostly located in distribution networks that are multiphase and radial, most of the power flow studies focus on single-phase networks.

This thesis focuses on distributed load control in multiphase radial distribution networks. In particular, we first study distributed load control without considering network constraints, and then consider network-aware distributed load control.

Distributed implementation of load control is the main challenge if network constraints can be ignored. In this case, we first ignore the uncertainties in renewable generation and load arrivals, and propose a distributed load control algorithm, Algorithm 1, that optimally schedules the deferrable loads to shape the net electricity demand. Deferrable loads refer to loads whose total energy consumption is fixed, but energy usage can be shifted over time in response to network conditions. Algorithm 1 is a distributed gradient decent algorithm, and empirically converges to optimal deferrable load schedules within 15 iterations.

We then extend Algorithm 1 to a real-time setup where deferrable loads arrive over time, and only imprecise predictions about future renewable generation and load are available at the time of decision making. The real-time algorithm Algorithm 2 is based on model-predictive control: Algorithm 2 uses updated predictions on renewable generation as the true values, and computes a pseudo load to simulate future deferrable load. The pseudo load consumes 0 power at the current
time step, and its total energy consumption equals the expectation of future deferrable load total energy request.

Network constraints, e.g., transformer loading constraints and voltage regulation constraints, bring significant challenge to the load control problem since power flows and voltages are governed by nonlinear physical laws. Remarkably, distribution networks are usually multiphase and radial. Two approaches are explored to overcome this challenge: one based on convex relaxation and the other that seeks a locally optimal load schedule.

To explore the convex relaxation approach, a novel but equivalent power flow model, the branch flow model, is developed, and a semidefinite programming relaxation, called BFM-SDP, is obtained using the branch flow model. BFM-SDP is mathematically equivalent to a standard convex relaxation proposed in the literature, but numerically is much more stable. Empirical studies show that BFM-SDP is numerically exact for the IEEE 13-, 34-, 37 -, 123 -bus networks and a real-world 2065-bus network, while the standard convex relaxation is numerically exact for only two of these networks.

Theoretical guarantees on the exactness of convex relaxations are provided for two types of networks: single-phase radial alternative-current (AC) networks, and single-phase mesh direct-current (DC) networks. In particular, for single-phase radial AC networks, we prove that a second-order cone program (SOCP) relaxation is exact if voltage upper bounds are not binding; we also modify the optimal load control problem so that its SOCP relaxation is always exact. For single-phase mesh DC networks, we prove that an SOCP relaxation is exact if 1 ) voltage upper bounds are not binding, or 2) voltage upper bounds are uniform and power injection lower bounds are strictly negative; we also modify the optimal load control problem so that its SOCP relaxation is always exact.

To seek a locally optimal load schedule, a distributed gradient-decent algorithm, Algorithm 9, is proposed. The suboptimality gap of the algorithm is rigorously characterized and close to 0 for practical networks. Furthermore, unlike the convex relaxation approach, Algorithm 9 ensures a feasible solution. The gradients used in Algorithm 9 are estimated based on a linear approximation of the power flow, which is derived with the following assumptions: 1) line losses are negligible; and 2) voltages are reasonably balanced. Both assumptions are satisfied in practical distribution networks. Empirical results show that Algorithm 9 obtains $70+$ times speed up over the convex relaxation approach, at the cost of a suboptimality within numerical precision.
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## Chapter 1

## Introduction

The power grid is at the cusp of modernization due to the emergence of controllable loads and renewable generation. Controllable loads represented by electric vehicles have become a booming industry: over 170,000 highway-capable electric vehicles have been sold in the US from 2008 to 2013, and 16 electric vehicle models from 9 major manufacturers have been available in the US market by March 2014 [107]. This trend is forecast to speed up as major vehicle manufacturers announce their electric vehicle plans [8,47,99]. Renewable generation capacity has enjoyed an annual growth rate of $10-60 \%$ since 2004, e.g., the annual growth rate of wind generation capacity is $24 \%$ and the annual growth rate of solar generation capacity is $60 \%$. In 2010 , renewable energy consumption already occupies $16.7 \%$ of the total world energy consumption [105].

The adoption of controllable loads and renewable generation brings integration challenges to the power grid. If not coordinated wisely, the charging of electric vehicles may lead to coincidence peaks in electricity demand [62]. Consequently, power transmission/distribution lines carry much larger currents and power transformers are loaded much more heavily. As a result, circuit device lifespan will be greatly reduced [87], and network voltages will deviate significantly from their nominal values [30]. Renewable generation is not dispatchable. Furthermore, it can fluctuate severely within a short time frame, making the balance between electricity generation and demand fragile and electricity blackouts more likely.

Distributed load control can mitigate these integration challenges. For example, the charging of electric vehicles can be coordinated to compensate for the random fluctuations in renewable generation, and reactive power injections of solar photovoltaics (considered as negative loads) can be adjusted to stabilize network voltages. Consequently, frequency and voltage regulations can be achieved with less participation of the expensive ancillary services and power electronic devices. Finally, loads are located throughout the network. These millions devices can only be controlled in a distributed way.

### 1.1 Distributed Load Control

Load control falls into two categories: 1) direct load control, where a centralized load serving entity determines when and how much each load consumes electricity [41, 45, 53, 75] ; and 2) price-based control, where the centralized load serving entity alters the electricity prices to incentivize the loads to change their behavior $[5,26,70]$. Direct load control has the merits of obtaining reliable responses while price-based control has to deal with uncertain human behavior. Hence, this thesis focuses on distributed direct load control mechanisms.

A distributed direct load control mechanism has to deal with the following three issues among others. 1) Since loads are controlled in a distributed manner, it is nontrivial to achieve system-level objectives. 2) Loads may have nonconvex constraints, e.g., a load may consume a fixed amount of power when it is turned on and the only flexibility in controlling the load is to decide when to turn it on. Such constraints are integer constraints and make the load control problem NP-hard in general. 3) A real-world load control mechanism requires a real-time implementation due to the uncertainties in renewable generation and load arrivals.

To minimize system-level objectives in a distributed way, we propose a gradient-decent algorithm: Algorithm 1 in Chapter 2. Algorithm 1 assumes full knowledge of renewable generation and load, and describes an iterative procedure where a centralized coordinator and a number of deferrable loads negotiate on the power consumption schedules over a period of time. In each iteration, the coordinator computes the gradients of the objective with respect to each load, and each load updates its schedule by moving along the negative direction of the gradient. We prove that Algorithm 1 converges to global minimizers of the objective function in Theorem 2.8, and case studies in Section 2.4 verify that Algorithm 1 converges to optimal load schedules within 15 iterations.

To handle nonconvex load constraints, a randomized algorithm based on the martingale theory is proposed in [45] (it is not included in this thesis since it is not related to other chapters of the thesis). It is proved in [45] that the randomized algorithm converges almost surely to certain load schedule, whose suboptimality is upper bounded by $O(1 / n)$ where $n$ is the number of loads.

Model-predictive control is adopted to obtain a real-time distributed load control algorithm: Algorithm 2 in Chapter 3. At each time step, Algorithm 2 computes a load schedule over a time horizon into the future, but only implements the schedule for the first time slot. In computing the schedule, renewable generation is approximated by its up-to-date prediction, and future deferrable loads are simulated by a pseudo load. The pseudo load consumes 0 power at the first time slot, and its total energy consumption equals the expected total energy request of future deferrable loads. Due to its advantage of using up-to-date predictions, the average suboptimality of Algorithm 2 vanishes as the time horizon expands (see Theorem 3.3). It is proved in [27] that the typical suboptimality of Algorithm 2 is within a constant time of the average suboptimality. The improvement of Algorithm

2 over the optimal static control is $O(T / \ln T)$ for two representative cases (see Corollary 3.10 and 3.11), where $T$ is the length of the time horizon.

### 1.2 Optimal Power Flow

Load control has to be implemented taking into account of network constraints. For example, a load schedule should not cause transformer overloads or severe voltage deviations. To capture network power flows and voltages, the underlying physical laws have to be considered. These laws turn out to be nonlinear and complicate optimization problems involving power flow constraints.

Approaches to handle nonlinear power flow equations fall into three categories. 1) Approximate power flow equations by linear equations. 2) Look for local optima. 3) Consider convex relaxations that can be solved in polynomial time and check if the solutions are feasible and hence optimal for the original problem.

Within the scope of linear approximation, a DC approximation is adopted in the industry to estimate the real power flows in balanced transmission networks [7, 94, 95]. However, DC approximation only provides estimates for real power flows but not estimates for reactive power flows nor voltages. Furthermore, DC approximation does not apply to unbalanced multiphase networks, which are the typical configurations of distribution networks. A linear approximation of the power flows in multiphase radial networks that provides accurate estimates of the voltages, real power flows, and reactive power flows is provided in Section 4.4. Empirical studies in Section 4.5 .2 show that the proposed linear approximation obtains voltage estimates within 0.0016 per unit from their true values.

A variety of nonlinear programming techniques have been applied to obtain a local optimum of the underlying optimization problem, e.g., $[11,21,32,59,78,92,100]$. These algorithms respect nonlinear power flow equations and obtain physically implementable solutions if they converge, but can be computationally inefficient in comparison with the linear approximation approach. Besides, the suboptimality is difficult to quantify. The distributed algorithm Algorithm 9 proposed in Chapter 5 is an algorithm of this type, but with similar computational complexity as the linear approximation approach and a quantifiable suboptimality gap. In particular, the suboptimality gap provided in Theorem 5.12 is close to zero for practical networks. Algorithm 9 is a gradient-decent algorithm, with gradients approximated using the linearization of power flow proposed in Section 4.4. Moreover, Algorithm 9 is a distributed algorithm. Numerical studies in Section 5.5 show that a serial implementation of Algorithm 9 achieves 70+ times speedup over the convex relaxation approach.

The convex relaxation approach seeks to minimize the objective over a convex superset of the original feasible set. In general, only a lower bound on the optimal objective value can be obtained; but in practice, the optimal solution of a convex relaxation usually lands in the original feasible set.

In such cases, the convex relaxation is called exact and a global optimum of the original problem can be recovered. There are three major questions in exploring this convex relaxation approach. 1) What is the form of the convex relaxation? 2) Is there a numerically stable algorithm to solve the convex relaxation that scales to large problem sizes? 3) When is a convex relaxation exact?

To answer question 1), a standard semidefinite programming relaxation referred to as standardSDP has been proposed in the literature for single-phase mesh networks [10]. Though a distribution network is typically multiphase and radial [63], it has a single-phase mesh equivalent circuit [29, 60 ] and therefore standard-SDP is applicable [33]. By exploiting the radial network topology, an equivalent SDP relaxation called BIM-SDP is proposed in Section 4.2 that reduces the computational complexity from $O\left(n^{2}\right)$ for standard-SDP to $O(n)$ for BIM-SDP, where $n$ is the number of lines in the network.

To answer question 2), an SDP relaxation BFM-SDP that enhances the numerical stability of BIM-SDP is proposed in Section 4.3. BIM-SDP is ill-conditioned due to subtractions of voltages that are close in value, and BFM-SDP avoids such subtractions by adopting different variables to attain numerical stability.

To answer question 3), we prove that BIM-SDP is exact if and only if BFM-SDP is exact in Theorem 4.9, and show that BFM-SDP is numerically exact for the IEEE 13, 34, 37, 123-bus networks and a real-world 2065-bus network in Section 4.5.1. We also provide theoretical guarantees for the exactness of convex relaxations of the optimal power flow problem for two types of networks: single-phase radial alternative-current (AC) networks and single-phase mesh direct-current (DC) networks. In particular, for single-phase radial AC networks, we prove that a second-order cone programming (SOCP) relaxation is exact if voltage upper bounds are not binding (see Theorem 6.2); for single-phase mesh DC networks, we prove that a similar but different SOCP relaxation is exact if voltage upper bounds are not binding (see Theorem 7.4), or voltage upper bounds are uniform with strictly negative power injection lower bounds (see Theorem 7.5). For each type of network, a modified optimal power flow problem is proposed that has an exact SOCP relaxation (see Section 6.3 and 7.5, respectively). The modified problems are obtained by imposing additional linear constraints on the power injections such that voltage upper bounds do not bind.

### 1.3 Thesis Overview

The thesis is organized as follows.

1. Chapters 2 and 3 focus on distributed load control without network awareness. In particular, Chapter 2 focuses on offline scheduling of distributed loads and Chapter 3 focuses on real-time control of distributed loads. Chapter 2 is based on [44] and Chapter 3 is based on [46].
2. In Chapters 4 and 5, we explore methods for solving OPF. In particular, Chapter 4 introduces power flow models for multiphase radial networks and develops two convex relaxations of the optimal power flow problem and a linear approximation of the power flow. It is based on [43]. Chapter 5 develops a distributed gradient-decent algorithm for solving the optimal power flow problem, and has not been published yet.
3. In Chapters 6 and 7, we provide sufficient conditions for the exactness of convex relaxations for two types of networks: single-phase radial AC networks (Chapter 6) and single-phase mesh DC networks (Chapter 7).

For single-phase radial AC networks, it is proved in Chapter 6 that an SOCP relaxation is exact if voltage upper bound constraints do not bind. Based on this sufficient condition, a modified OPF problem is proposed by imposing additional linear constraints on power injections such that voltage upper bounds do not bind. The additional constraints only eliminate OPF feasible points that are close to voltage upper bounds, and guarantees the exactness of SOCP.

For single-phase mesh DC networks, it is proved in Chapter 7 that an SOCP relaxation is exact if either voltage upper bounds do not bind, or voltage upper bounds are uniform with power injection lower bounds being strictly negative. A similar additional linear constraints on power injections can be imposed to ensure the exactness of the SOCP.

## Chapter 2

## Distributed Load Control

A distributed algorithm that optimally schedules deferrable electric loads represented by electric vehicles (EV) is presented in this chapter. We first formulate EV charging scheduling as an optimal control problem, whose objective is to impose a generalized notion of valley-filling, and study properties of optimal charging profiles. We then give a distributed algorithm to iteratively solve the optimal control problem. In each iteration, EVs update their charging profiles according to the control signal broadcast by a centralized coordinator, and the coordinator alters the control signal to guide their updates. Simulation results verify that the algorithm converges to optimal EV charging schedules within 15 iterations.

Literature A variety of algorithms have been proposed in the literature to coordinate the charging of EVs, ranging from centralized algorithms where a coordinator makes decisions for the EVs $[85,86$, $98,102]$ to distributed algorithms where each EV makes its own decisions [23, 44, 76, 88]. Note that distributed algorithms may still require coordinators to facilitate the communication among EVs.

Centralized algorithms are mainly for cost-benefit analysis purposes when the number of EVs is large, since the computation burden would be too heavy for a single computation unit. In [102], a large number of operational distribution networks in The Netherlands are investigated to quantify the impact of EV charging on various network levels. Results show that controlled charging can reduce infrastructure update investment by half over uncontrolled charging. In [85], uncontrolled charging and smart charging of EVs are compared empirically to highlight that a second peak electricity demand during the night can be avoided by adopting smart charging. In [98] and [86], centralized linear programmings are proposed to compute the optimal charging profiles of EVs. In [98], the linear programming aims to minimize the power supply cost subject to circuit capacity constraints and the vehicle owner's requirements. The linear programming in [86] further includes a power network physical model that captures voltage deviations.

By distributing the computation burden among different units, a distributed algorithm is more suitable for scenarios where a large number of EVs need to be coordinated. In [76], a distributed
algorithm is proposed to schedule the charging of EVs such that the aggregate electricity demand is made flat. It is proved in [76] that when the EVs are identical, the obtained aggregate electricity demand will be optimal in the sense that it is as flat as possible. This notion of optimal aggregate electricity demand is formalized in [44] which proposes a different distributed algorithm that always attains optimality. The algorithms proposed in $[23,88]$ take another perspective: instead of trying to flatten the aggregate electricity demand, they seek to minimize the charging cost given a predetermined electricity price profile by solving a dynamic programming at each EV.

Summary The contribution of this chapter is a distributed EV charging scheduling algorithm that converges to optimal charging profiles. The algorithm is iterative. In each iteration, EVs update their charging profiles according to the control signal broadcast by the utility company, and the utility company alters the control signal to guide their updates. Imperfect information about nonEV load and EV arrivals is considered in Chapter 3, and power flows are considered in Chapters 4-7.

The rest of the chapter is organized as follows. Section 2.1 formulates EV charging scheduling as an optimal control problem. Section 2.2 studies properties of optimal charging profiles. Section 2.3 provides a distributed algorithm to iteratively solve the optimal control problem, and proves that the algorithm converges to optimal charging profiles. Case studies are presented in Section 2.4.

### 2.1 Problem Formulation

This chapter studies the design and analysis of EV charging scheduling algorithms to flatten the aggregate electricity demand. Throughout, we consider a discrete-time model over a finite time horizon. The time horizon is divided into $T$ time slots of equal length and indexed $1, \ldots, T$. In practice, the time horizon could be one day and the length of a time slot could be 10 minutes.

Let base load $b=\{b(\tau)\}_{\tau=1}^{T}$ denote the aggregate of non-EV load and assume that $b$ is precisely known by the load serving entity. In practice, base load $b$ is a stochastic process due to the uncertainty in both demand and renewable generation. This will be studied in the next chapter.

Consider a setting where $n$ EVs arrive over the time horizon, each requiring a certain amount of electricity by a given deadline. We use EV and deferrable load interchangeably in this thesis. Assume that the load serving entity can negotiate with the EVs on their charging profiles over the time horizon even if EVs have not arrived for charging. Imperfect information about the arrival times and electricity requirements of these EVs will be considered in the next chapter.

For each EV, its arrival time and deadline, as well as other constraints on its power consumption, are captured via upper and lower bounds on its possible power consumption during each time. Specifically, let $i=1,2, \ldots, n$ denote these EVs. The power consumption of EV $i$ at time $t$, denoted
by $p_{i}(t)$, must be between given lower and upper bounds $\underline{p}_{i}(t)$ and $\bar{p}_{i}(t)$, i.e.,

$$
\begin{equation*}
\underline{p}_{i}(t) \leq p_{i}(t) \leq \bar{p}_{i}(t), \quad i=1, \ldots, n, t=1, \ldots, T . \tag{2.1}
\end{equation*}
$$

These are specified exogenously to our algorithms. For example, if an electric vehicle plugs in with level II charging, then its power consumption must be within $[0,3.3] \mathrm{kW}$, i.e., $\underline{p}_{i}(t)=0$ and $\bar{p}_{i}(t)=3.3$; if it is not plugged in (has either not arrived yet or has already departed), then its power consumption is 0 kW , i.e., $\underline{p}_{i}=\bar{p}_{i}=0$. Further, we assume that an $\mathrm{EV} i$ must withdraw a fixed amount of energy $P_{i}$ by its deadline, i.e.,

$$
\begin{equation*}
\sum_{t=1}^{T} p_{i}(t)=P_{i}, \quad i=1, \ldots, n \tag{2.2}
\end{equation*}
$$

The objective of EV charging control is to "flatten" the aggregate load $p_{0}=\left\{p_{0}(t)\right\}_{t=1}^{T}$ that the substation draws from the main grid [52], which equals

$$
\begin{equation*}
p_{0}(t)=b(t)+\sum_{i=1}^{n} p_{i}(t), \quad t=1, \ldots, T \tag{2.3}
\end{equation*}
$$

assuming power loss is negligible. This objective is captured by minimizing the variance

$$
\begin{equation*}
V\left(p_{0}\right):=\frac{1}{T} \sum_{t=1}^{T}\left(p_{0}(t)-\frac{1}{T} \sum_{\tau=1}^{T} p_{0}(\tau)\right)^{2} \tag{2.4}
\end{equation*}
$$

of aggregate load $p_{0}$.
To summarize, the optimal deferrable load control (ODLC) problem is as follows. Let $\mathcal{T}:=$ $\{1,2, \ldots, T\}, \mathcal{N}:=\{0,1, \ldots, n\}$, and $\mathcal{N}^{+}:=\mathcal{N} \backslash\{0\}$ for convenience.

$$
\begin{align*}
\text { ODLC: } \min & \sum_{t \in \mathcal{T}}\left(p_{0}(t)-\frac{1}{T} \sum_{\tau \in \mathcal{T}} p_{0}(\tau)\right)^{2} \\
\text { over } & p_{i}(t), \quad i \in \mathcal{N}, t \in \mathcal{T} ; \\
\text { s.t. } & p_{0}(t)=b(t)+\sum_{i=1}^{n} p_{i}(t), \quad t \in \mathcal{T} ;  \tag{2.5a}\\
& p_{i}(t) \leq p_{i}(t) \leq \bar{p}_{i}(t), \quad i \in \mathcal{N}^{+}, t \in \mathcal{T} ;  \tag{2.5b}\\
& \sum_{t \in \mathcal{T}} p_{i}(t)=P_{i}, \quad i \in \mathcal{N}^{+} . \tag{2.5c}
\end{align*}
$$

In the ODLC problem (2.5), the objective is simply the variance $V\left(p_{0}\right)$ of the aggregate load $p_{0}$, and the constraints correspond to equations (2.3), (2.1), and (2.2), respectively.

Discussion on the Objective. The objective function in (2.5) can be simplified. Note that

$$
\sum_{t \in \mathcal{T}} p_{0}(t)=\sum_{t \in \mathcal{T}} b(t)+\sum_{i=1}^{n} P_{i}=: P
$$

is a constant that does not depend on $\left(p_{1}, \ldots, p_{n}\right)$. Hence, the objective can be simplified as

$$
\sum_{t \in \mathcal{T}}\left(p_{0}(t)-\frac{1}{T} \sum_{\tau \in \mathcal{T}} p_{0}(\tau)\right)^{2}=\sum_{t \in \mathcal{T}} p_{0}^{2}(t)-\frac{1}{T} P^{2}
$$

and it suffices to minimize

$$
L\left(p_{0}\right):=\sum_{t \in \mathcal{T}} p_{0}^{2}(t) .
$$

Remarkably, if $f: \mathbb{R} \mapsto \mathbb{R}$ is strictly convex, then minimizing

$$
L_{f}\left(p_{0}\right):=\sum_{t \in \mathcal{T}} f\left(p_{0}(t)\right)
$$

is equivalent to minimizing $L\left(p_{0}\right)$, as stated in the following theorem. Let $p:=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$.
Theorem 2.1. Let $f$ be strictly convex. Then

$$
\begin{array}{ccc}
p^{*} \in \operatorname{argmin} L\left(p_{0}\right) & \Longleftrightarrow & p^{*} \in \operatorname{argmin} L_{f}\left(p_{0}\right) \\
\text { s.t. }(2.5 \mathrm{a})-(2.5 \mathrm{c}) & & \text { s.t. (2.5a) }-(2.5 \mathrm{c}) .
\end{array}
$$

Theorem 2.1 implies that the objective in (2.5) can be changed to $L_{f}\left(p_{0}\right)$ for arbitrary strictly convex $f$ without changing its optimal solutions.

Proof. We prove that $p^{*} \in \operatorname{argmin} L_{f}\left(p_{0}\right) \operatorname{implies} p^{*} \in \operatorname{argmin} L\left(p_{0}\right)$. The proof of $p^{*} \in \operatorname{argmin} L\left(p_{0}\right)$ implies $p^{*} \in \operatorname{argmin} L_{f}\left(p_{0}\right)$ is similar and omitted for brevity.

Let $p^{*}$ be a minimizer of $L_{f}\left(p_{0}\right)$, then

$$
\left(p_{1}^{*}, p_{2}^{*}, \ldots, p_{n}^{*}\right) \in \operatorname{argmin} \sum_{t \in \mathcal{T}} f\left(b(t)+\sum_{i=1}^{n} p_{i}(t)\right) \text { s.t. }(2.5 \mathrm{~b})-(2.5 \mathrm{c}) .
$$

This is equivalent to

$$
\sum_{i=1}^{n} \sum_{t \in \mathcal{T}} f^{\prime}\left(p_{0}^{*}(t)\right)\left[p_{i}(t)-p_{i}^{*}(t)\right] \geq 0 \quad \forall\left(p_{1}, \ldots, p_{n}\right) \text { satisfying }(2.5 \mathrm{~b})-(2.5 \mathrm{c}) .
$$

according to the first order optimality condition. Note that (2.5b)-(2.5c) are decoupled in terms of
$\left(p_{1}, p_{2}, \ldots, p_{n}\right)$. Hence, if we define

$$
\mathcal{P}_{i}:=\left\{p_{i} \in \mathbb{R}^{T} \mid \underline{p}_{i}(t) \leq p_{i}(t) \leq \bar{p}_{i}(t), \sum_{t \in \mathcal{T}} p_{i}(t)=P_{i}\right\}
$$

for $i \in \mathcal{N}^{+}$, then

$$
\sum_{t \in \mathcal{T}} f^{\prime}\left(p_{0}^{*}(t)\right)\left[p_{i}(t)-p_{i}^{*}(t)\right] \geq 0 \quad \forall p_{i} \in \mathcal{P}_{i}
$$

for $i \in \mathcal{N}^{+}$.
It follows that for each $i \in \mathcal{N}^{+}$, there exists $\mu_{i}$ such that

$$
p_{i}^{*}(t)= \begin{cases}\bar{p}_{i}(t) & \text { if } f^{\prime}\left(p_{0}^{*}(t)\right)<\mu_{i} \\ \underline{p}_{i}(t) & \text { if } f^{\prime}\left(p_{0}^{*}(t)\right)>\mu_{i}\end{cases}
$$

Since $f$ is strictly convex, $f^{\prime}$ is strictly increasing. Therefore, there exists $\lambda_{i}$ such that

$$
p_{i}^{*}(t)= \begin{cases}\bar{p}_{i}(t) & \text { if } p_{0}^{*}(t)<\lambda_{i} \\ \underline{p}_{i}(t) & \text { if } p_{0}^{*}(t)>\lambda_{i}\end{cases}
$$

It follows that

$$
\sum_{t \in \mathcal{T}} p_{0}^{*}(t)\left[p_{i}(t)-p_{i}^{*}(t)\right] \geq 0 \quad \forall p_{i} \in \mathcal{P}_{i}
$$

for $i \in \mathcal{N}^{+}$, and therefore

$$
\sum_{i=1}^{n} \sum_{t \in \mathcal{T}} p_{0}^{*}(t)\left[p_{i}(t)-p_{i}^{*}(t)\right] \geq 0 \quad \forall\left(p_{1}, \ldots, p_{n}\right) \text { satisfying }(2.5 \mathrm{~b})-(2.5 \mathrm{c})
$$

This is the first order optimality condition for

$$
\left(p_{1}^{*}, p_{2}^{*}, \ldots, p_{n}^{*}\right) \in \operatorname{argmin} \sum_{t \in \mathcal{T}}\left(b(t)+\sum_{i=1}^{n} p_{i}(t)\right)^{2} \text { s.t. }(2.5 \mathrm{~b})-(2.5 \mathrm{c})
$$

i.e., $p^{*}$ is a minimizer of $L\left(p_{0}\right)$. This completes the proof of Theorem 2.1.

Remark 2.1. If the objective is to track a given load profile $G$ rather than to flatten the total load profile, then the objective function in (2.5) can be modified as $\sum_{t \in \mathcal{T}}\left[p_{0}(t)-G(t)\right]^{2}$. This is equivalent to having a base load $b-G$.

### 2.2 Optimal Charging Profile

We study properties of optimal charging profiles in this section.

Definition 2.1. A charging profile $p=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ is

1) feasible, if it satisfies the constraints (2.5a)-(2.5c);
2) optimal, if it solves the ODLC problem (2.5);
3) valley-filling, if it is feasible, and there exists $A \in \mathbb{R}$ such that

$$
p_{0}(t)=\left[A-b(t)-\sum_{i=1}^{n} \underline{p}_{i}(t)\right]^{+}, \quad t \in \mathcal{T} .
$$

Property 2.2. A valley-filling charging profile is optimal.
Proof. Consider the relaxed optimal deferrable load control (R-ODLC) problem

$$
\begin{align*}
\text { R-ODLC: } \min & \sum_{t \in \mathcal{T}}\left(p_{0}(t)-\frac{1}{T} P\right)^{2} \\
\text { over } & p_{0}(t), \quad t \in \mathcal{T} \\
\text { s.t. } & \sum_{t \in \mathcal{T}} p_{0}(t)=P  \tag{2.6a}\\
& p_{0}(t) \geq b(t)+\sum_{i=1}^{n} \underline{p}_{i}(t), \quad t \in \mathcal{T} . \tag{2.6b}
\end{align*}
$$

For any feasible charging profile $p=\left(p_{0}, p_{1}, \ldots, p_{n}\right)$ of $(2.5), p_{0}$ is feasible for the R-ODLC problem (2.6). Besides, the objective function of (2.5) evaluated at $p$ equals the objective function of (2.6) evaluated at $p_{0}$. Therefore, if $p_{0}$ solves (2.6), then $p$ solves (2.5).

It can be verified that for any valley-filling charging profile $p=\left(p_{0}, \ldots, p_{n}\right), p_{0}$ solves (2.6). Hence, $p$ solves (2.5).

Let $\mathcal{F}_{i}:=\left\{p_{i} \mid \underline{p}_{i} \leq p_{i} \leq \bar{p}_{i}, \quad \sum_{t \in \mathcal{T}} p_{i}(t)=P_{i}\right\}$ denote the set of feasible $p_{i}$ for $i \in \mathcal{N}^{+}$, and $\mathcal{F}$ denote the feasible set of the ODLC problem (2.5).

Property 2.3. Optimal charging profiles exist if feasible charging profiles exist, i.e., $\mathcal{F} \neq \emptyset$.
Proof. It is straightforward to verify that the set $\mathcal{F}$ is compact and that the objective function in (2.5) is continuous. Hence, optimal solutions of (2.5) exist.

Valley-filling is our intuitive notion of optimality. However, it is not always achievable. For example, the "valley" in the base load may be so deep that even if all EVs charge at their maximum rate, the valley still cannot be completely filled, e.g., at 4:00 in Figure 2.1 (right). Besides, EVs may have stringent deadlines such that the potential for shifting the load over time to yield valley-filling is limited. Defining optimal charging profiles as solving the ODLC problem (2.5) generalizes valleyfilling according to Properties 2.2 and 2.3: valley-filling charging profiles are optimal, e.g., Figure



Figure 2.1: Base load profile is the average residential load in the service area of Southern California Edison from 20:00 on February 13, 2011 to 9:00 on February 14, 2011 [2]. Optimal total load profiles correspond to the solutions of the ODLC problem (2.5). With different EV specifications, optimal charging profiles can be valley-filling (left figure) or non-valley-filling (right figure). Hypothetical non-optimal total load profiles are shown in purple with dash-dot lines.
2.1 (left); while valley-filling charging profiles do not always exist, optimal charging profiles always exist, e.g., Figure 2.1 (right). We now define an equivalence relation between two charging profiles, and show that the set of optimal charging profiles is an equivalence class of this relation.

Definition 2.2. Two feasible charging profiles $p=\left(p_{0}, \ldots, p_{n}\right)$ and $p^{\prime}=\left(p_{0}^{\prime}, \ldots, p_{n}^{\prime}\right)$ are equivalent if $p_{0}=p_{0}^{\prime}$. We denote this relation by $p \sim p^{\prime}$.


Figure 2.2: An example of equivalent charging profiles. In both top and bottom figures, the red region corresponds to the charging profile of one EV, and the blue region corresponds to the charging profile of another EV. The total load profiles in both figures equal, therefore the charging profiles in both figures are equivalent.

An example of equivalent charging profiles is given in Figure 2.2. It is not difficult to check that
$\sim$ is an equivalence relation (satisfies reflexivity, symmetry, and transitivity [103]), and therefore we can define an equivalence class $\left\{p^{\prime} \in \mathcal{F} \mid p^{\prime} \sim p\right\}$ for each $p \in \mathcal{F}$. Let

$$
\mathbb{O}:=\{p \in \mathcal{F} \mid p \text { is optimal }\}
$$

denote the set of optimal charging profiles.

Theorem 2.4. Assume feasible charging profiles exist, i.e., $\mathcal{F} \neq \emptyset$. Then the set $\mathbb{O}$ of optimal charging profiles is non-empty, compact, convex, and an equivalence class.

Proof. The set $\mathbb{O}$ is nonempty according to Property 2.3 . Let $p^{\text {opt }} \in \mathbb{O}$, and define

$$
\mathbb{O}^{\prime}:=\left\{p^{\prime} \in \mathcal{F} \mid p^{\prime} \sim p^{\mathrm{opt}}\right\} .
$$

It can be verified that $\mathbb{O}^{\prime}$ is closed and convex. Since $\mathcal{F}$ is compact, the set $\mathbb{O}^{\prime}$ - a closed subset of $\mathcal{F}$-is also compact. Hence, $\mathbb{O}^{\prime}$ is non-empty, compact, convex, and an equivalence class.

We are left to prove that $\mathbb{O}=\mathbb{O}^{\prime}$. It is not difficult to check that $\mathbb{O}^{\prime} \subseteq \mathbb{O}$, and we prove $\mathbb{O} \subseteq \mathbb{O}^{\prime}$ as follows. For any $p \in \mathbb{O}$, it follows from the first order optimality condition [18, Ch. 4.2.3] that

$$
\left\langle p_{0}^{\mathrm{opt}}, p_{0}-p_{0}^{\mathrm{opt}}\right\rangle \geq 0, \quad\left\langle p_{0}, p_{0}^{\mathrm{opt}}-p_{0}\right\rangle \geq 0
$$

since both $p^{\text {opt }}$ and $p$ minimize $L\left(p_{0}\right)$ over $\mathcal{F}$. It follows that

$$
\left\langle p_{0}-p_{0}^{\mathrm{opt}}, p_{0}-p_{0}^{\mathrm{opt}}\right\rangle \leq 0
$$

and therefore $p_{0}=p_{0}^{\mathrm{opt}}$. Hence, $p \in \mathbb{O}^{\prime}$ and it follows that $\mathbb{O} \subseteq \mathbb{O}^{\prime}$.
Corollary 2.5. Optimal charging profile is in general not unique.

To summarize, defining optimal charging profiles as the profiles that minimize the load variance generalizes valley-filling. With this definition, optimal charging profiles always exist and coincide with valley-filling charging profiles if valley-filling charging profiles exist.

### 2.3 Distributed Scheduling Algorithm

A distributed scheduling algorithm that solves the ODLC problem (2.5) is provided in this section. By distributed, we mean that EVs choose their own charging profiles, instead of being instructed by a centralized coordinator. The coordinator only uses control signals, e.g. electricity prices, to guide EVs in choosing their charging profiles. By scheduling, we mean that all EVs are available for negotiation at the beginning of the scheduling horizon (even though they are not necessarily available
for charging as reflected by the time-varying $\bar{p}_{1}, \ldots, \bar{p}_{n}$ ). The EVs and the coordinator carry out an iterative procedure at the beginning of the scheduling horizon to determine the charging rates for each of the time slots $t \in \mathcal{T}$ in the future.

### 2.3.1 The Optimal Distributed Charging Algorithm

The distributed algorithm for solving (2.5) is presented in Algorithm 1, which we call the optimal distributed charging (ODC) algorithm. The superscripts denote iteration indices, e.g., $c^{(k)}$ denotes the control signal in iteration $k$.

## Algorithm 1 Optimal distributed charging

Input: The coordinator knows the base load $b$, the number $n$ of EVs, and stopping criteria $\epsilon$. Each
EV $i \in \mathcal{N}^{+}$knows its charging requirement $P_{i}$ and bounds $\left(\underline{p}_{i}, \bar{p}_{i}\right)$ on its charging rates.
Output: Each EV $i \in \mathcal{N}^{+}$computes its own vector $p_{i}$.
each EV $i \in \mathcal{N}^{+}$initializes its charging profile as $p_{i}^{(0)} \leftarrow 0$ and sends $p_{i}^{(0)}$ to the coordinator; $k \leftarrow 0 ;$
the coordinator calculates control signal $c^{(k)}$ as

$$
\begin{equation*}
c^{(k)} \leftarrow \frac{1}{n} p_{0}^{(k)}=\frac{1}{n}\left(b+\sum_{i=1}^{n} p_{i}^{(k)}\right) \tag{2.7}
\end{equation*}
$$

4: if $k \geq 1$ and $\left\|c^{(k)}-c^{(k-1)}\right\| \leq \epsilon$, the coordinator broadcasts a stop signal for each EV to go to Step 7);
otherwise the coordinator broadcasts $c^{(k)}$ to all EVs;
each EV $i \in \mathcal{N}^{+}$calculates a new charging profile $p_{i}^{(k+1)}$ as

$$
\begin{equation*}
p_{i}^{(k+1)} \leftarrow \operatorname{argmin}\left\langle c^{(k)}, p_{i}\right\rangle+\frac{1}{2}\left\|p_{i}-p_{i}^{(k)}\right\|^{2} \text { s.t. } p_{i} \in \mathcal{F}_{i} ; \tag{2.8}
\end{equation*}
$$

and sends $p_{i}^{(k+1)}$ to the coordinator;
$k \leftarrow k+1$; go to Step 3 );
each EV $i \in \mathcal{N}^{+}$sets final solution $p_{i} \leftarrow p_{i}^{(k)}$;


Figure 2.3: Schematic view of the information flow between the coordinator and the EVs. Given the control signal $c$, EVs update their charging profiles $p_{i}$ independently. The coordinator guides their updates by altering the control signal $c$.

Figure 2.3 shows the information exchange between the coordinator and the EVs for Algorithm 1. Given the control signal $c$ broadcast by the coordinator, EVs update their charging profiles $p_{i}$ independently, and report the updated charging profiles to the coordinator. The coordinator alters the control signal $c$ according to the received charging profiles. In practice, the control signal can
be, e.g., electricity prices.
There are two main steps (3) and (5) in Algorithm 1. In Step (3), the coordinator updates control signal $c$ according to (2.7). Higher prices are set for slots with higher load, to incentivize the EVs to shift their electricity consumption to slots with lower load. In Step (5), EVs update their charging profiles to minimize the objective function in (2.8), which consist of two terms: the first term is the electricity cost and the second term penalizes the deviation of $p_{i}$ from the charging profile $p_{i}^{(k)}$ calculated in the previous iteration. The penalty term ensures the convergence of Algorithm 1, and vanishes as $k \rightarrow \infty$ (see Theorem 2.10). Hence, (2.8) reduces to the electricity cost as $k \rightarrow \infty$.

We now prove that Algorithm 1 converges to optimal charging profiles. Let the superscript $k$ for each variable denote its respective value in iteration $k$. For example, $p_{0}^{(k)}=b+\sum_{i \in \mathcal{N}} p_{i}^{(k)}$ denotes the total load profile in iteration $k$.

Lemma 2.6. Let $i \in \mathcal{N}^{+}$and $k \geq 1$. Then

$$
\begin{equation*}
\left\langle c^{(k)}, p_{i}^{(k+1)}-p_{i}^{(k)}\right\rangle \leq-\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\|^{2} . \tag{2.9}
\end{equation*}
$$

Proof. Fix an arbitrary $i \in \mathcal{N}^{+}$and an arbitrary $k \geq 1$. The first order optimality condition for (2.8) implies that

$$
\begin{equation*}
\left\langle c^{(k)}+p_{i}^{(k+1)}-p_{i}^{(k)}, p_{i}-p_{i}^{(k+1)}\right\rangle \geq 0 \tag{2.10}
\end{equation*}
$$

for all $p_{i} \in \mathcal{F}_{i}$. Note that $p_{i}^{(k)} \in \mathcal{F}_{i}$. Hence,

$$
\left\langle c^{(k)}+p_{i}^{(k+1)}-p_{i}^{(k)}, p_{i}^{(k)}-p_{i}^{(k+1)}\right\rangle \geq 0,
$$

which implies (2.9).
Lemma 2.7. Let $i \in \mathcal{N}^{+}$and $k \geq 1$. Then

$$
\begin{equation*}
p_{i}^{(k+1)}=p_{i}^{(k)} \Longleftrightarrow\left\langle c^{(k)}, p_{i}-p_{i}^{(k)}\right\rangle \geq 0 \text { for } p_{i} \in \mathcal{F}_{i} . \tag{2.11}
\end{equation*}
$$

Lemma 2.7 follows from (2.10) and the strict convexity of (2.8).
Theorem 2.8. Charging profile $p^{(k)}$ converges to the set $\mathbb{O}$ of optimal charging profiles, i.e.,

$$
p^{(k)} \rightarrow \mathbb{O}, \quad k \rightarrow \infty .
$$

Proof. Note that

$$
\begin{align*}
L\left(p^{(k+1)}\right)-L\left(p^{(k)}\right) & =\left\langle p_{0}^{(k+1)}, p_{0}^{(k+1)}\right\rangle-\left\langle p_{0}^{(k)}, p_{0}^{(k)}\right\rangle \\
& =2\left\langle p_{0}^{(k)}, p_{0}^{(k+1)}-p_{0}^{(k)}\right\rangle+\left\|p_{0}^{(k+1)}-p_{0}^{(k)}\right\|^{2} \\
& =2 n\left\langle c^{(k)}, \sum_{i=1}^{n}\left(p_{i}^{(k+1)}-p_{i}^{(k)}\right)\right\rangle+\left\|\sum_{i=1}^{n}\left(p_{i}^{(k+1)}-p_{i}^{(k)}\right)\right\|^{2} \\
& \leq 2 n \sum_{i=1}^{n}\left\langle c^{(k)}, p_{i}^{(k+1)}-p_{i}^{(k)}\right\rangle+n \sum_{i=1}^{n}\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\|^{2} \\
& \leq-n \sum_{i=1}^{n}\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\|^{2} \leq 0 \tag{2.12}
\end{align*}
$$

for $k \geq 1$. The first inequality is due to the Cauchy-Schwarz theorem, and the second inequality is due to Lemma 2.6. It is easy to check that $L\left(p^{(k+1)}\right)=L\left(p^{(k)}\right)$ if and only if $p^{(k+1)}=p^{(k)}$.

If $p^{(k+1)}=p^{(k)}$, then it follows from Lemma 2.7 that $\left\langle c^{(k)}, p_{i}-p_{i}^{(k)}\right\rangle \geq 0$ for $i \in \mathcal{N}^{+}$and $p_{i} \in \mathcal{F}_{i}$. Therefore,

$$
\begin{equation*}
\sum_{i=1}^{n}\left\langle 2 p_{0}^{(k)}, p_{i}-p_{i}^{(k)}\right\rangle=2 n \sum_{i=1}^{n}\left\langle c^{(k)}, p_{i}-p_{i}^{(k)}\right\rangle \geq 0 \tag{2.13}
\end{equation*}
$$

for $p=\left(p_{0}, \ldots, p_{n}\right) \in \mathcal{F}$. This is the first order optimality condition for $p^{(k)}$ to solve (2.5). Hence, $p^{(k)} \in \mathbb{O}$. On the other hand, if $p^{(k)} \in \mathbb{O}$, then $L\left(p^{(k)}\right) \leq L\left(p^{(k+1)}\right) \leq L\left(p^{(k)}\right)$. To summarize,

$$
L\left(p^{(k+1)}\right)=L\left(p^{(k)}\right) \quad \Longleftrightarrow \quad p^{(k+1)}=p^{(k)} \quad \Longleftrightarrow \quad p^{(k)} \in \mathbb{O}
$$

Finally, the facts that $\mathcal{F}$ is compact, every $p \in \mathbb{O}$ minimizes $L$, and $L\left(p^{(k+1)}\right)<L\left(p^{(k)}\right)$ if $p^{(k)} \notin \mathbb{O}$ imply that $p^{(k)} \rightarrow \mathbb{O}$ as $k \rightarrow \infty$.

Definition 2.3. A charging profile $p$ is stationary, if $p^{(k)}=p$ for some $k \geq 0$ implies $p^{(m)}=p$ for all $m \geq k$.

Corollary 2.9. A charging profile $p$ is stationary if and only if is optimal.
Corollary 2.9 follows from the fact that $p^{(k+1)}=p^{(k)}$ if and only if $p^{(k)} \in \mathbb{O}$, which is shown in the proof of Theorem 2.8.

Theorem 2.10. Let $p^{\mathrm{opt}}$ be an optimal charging profile and $c^{\mathrm{opt}}=p_{0}^{\mathrm{opt}} / n$ be the corresponding control signal. Then

- total load profile converges to the optimal value, i.e., $p_{0}^{(k)} \rightarrow p_{0}^{\mathrm{opt}}$ as $k \rightarrow \infty$;
- control signal converges to the optimal value, i.e., $c^{(k)} \rightarrow c^{\text {opt }}$ as $k \rightarrow \infty$;
- charging profile update vanishes, i.e., $\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\| \rightarrow 0$ as $k \rightarrow \infty$ for $i \in \mathcal{N}^{+}$.

Proof. According to Theorem 2.8, there exists a sequence $\left\{\hat{p}^{(k)}\right\}_{k \geq 1} \in \mathbb{O}$ of optimal charging profiles such that $\left\|p^{(k)}-\hat{p}^{(k)}\right\| \rightarrow 0$ as $k \rightarrow \infty$. Note that $\mathbb{O}$ is an equivalence class of $p^{\mathrm{opt}}$. Hence, $\hat{p}_{0}^{(k)}=p_{0}^{\mathrm{opt}}$ for $k \geq 1$. Therefore, $p_{0}^{(k)} \rightarrow p_{0}^{\mathrm{opt}}$ as $k \rightarrow \infty$. It follows that $c^{(k)} \rightarrow c^{\mathrm{opt}}$ as $k \rightarrow \infty$.

It follows from (2.12) that $L\left(p^{(k+1)}\right)-L\left(p^{(k)}\right) \leq-n \sum_{i=1}^{n}\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\|^{2}$ for $k \geq 1$. Besides, $\lim _{k \rightarrow \infty} L\left(p^{(k+1)}\right)-L\left(p^{(k)}\right)=0$. Hence, $\lim _{k \rightarrow \infty}\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\| \rightarrow 0$ for $i \in \mathcal{N}^{+}$.

Theorem 2.8 shows that the sequence $p^{(0)}, p^{(1)}, \ldots, p^{(k)}, \ldots$ converges to the optimal set $\mathbb{O}$, while Theorem 2.10 shows that the sequences $p_{0}^{(0)}, p_{0}^{(1)}, \ldots, p_{0}^{(k)}, \ldots$ and $c^{(0)}, c^{(1)}, \ldots, c^{(k)}, \ldots$ converge to the optimal values $p_{0}^{\mathrm{opt}}$ and $c^{\mathrm{opt}}$, respectively. Since charging profile updates $\left\|p_{i}^{(k+1)}-p_{i}^{(k)}\right\|$ vanish as $k \rightarrow \infty$ for all EVs, the objective function in (2.8) approximates the electricity cost after a certain number of iterations.

The EV update (2.8) is equivalent to $p_{i}^{(k+1)}=\operatorname{argmin}_{p_{i} \in \mathcal{F}_{i}}\left\|p_{i}-\left(p_{i}^{(k)}-c^{(k)}\right)\right\|^{2}$ for $i \in \mathcal{N}^{+}$and $k \geq 0$. Hence, Algorithm 1 can be interpreted as a gradient projection method [15, Ch. 3.3.2].

Remark 2.2 (extensions). Algorithm 1 converges in the presence of communication delay if the control signal c is scaled down [41]. Besides, Algorithm 1 can be modified to incorporate nonconvex load constraints [45].

### 2.4 Case Studies

We verify the optimality of Algorithm 1 through case studies in this section. In particular, we compare Algorithm 1 with the algorithm proposed in [75], in homogeneous and non-homogeneous cases. Homogeneous cases refer to the cases where EVs have the same $\underline{p}_{i}, \bar{p}_{i}$, and $P_{i}$ (all EVs plug in for charging at the same time, have the same deadline, need to charge the same amount of electricity, and have the same maximum charging rate); and non-homogeneous cases refer to cases where $\underline{p}_{i}$, $\bar{p}_{i}$, and $P_{i}$ are not necessarily identical for all EVs. The algorithm proposed in [75] is referred to as MCH—name initials of the authors, and Algorithm 1 is referred to as ODC for convenience.

Uncertainty about the base load and EV arrivals are not considered in this chapter, i.e., it is assumed that all EVs are available for negotiation at the beginning of the scheduling horizon, and that the coordinator predicts the base load exactly. These assumptions are relaxed in Chapter 3. Power network constraints are not considered in this chapter, i.e., voltage and line constraints may be violated and power loss is ignored. This restriction will be addressed in Chapter 4-7.

We choose the average residential load profile in the service area of South California Edison from 20:00 on February 13, 2011 to 9:00 on February 14, 2011 as the base load profile per household. According to the typical EV charging characteristics [56], we assume that an EV can be charged at any rate from 0 to 3.3 kW , after it plugs in and before its deadline. We consider the penetration level of 20 EVs in 100 households. The scheduling horizon is from 20:00 to 9:00 the next day, and is
divided into 52 slots of 15 minutes. During each time slot, the charging rate of an EV is a constant. The parameters of Algorithm MCH are chosen as $p(x)=0.15 x^{2}, c=1$, and $\delta=0.15$. The parameter of Algorithm ODC is chosen as $\epsilon=10^{-3}$.


Figure 2.4: All EVs plug in at 20:00 with deadline at 9:00 on the next day, and need to charge 10 kWh electricity. Multiple purple dash-dot curves correspond to the total load profiles in different iterations of Algorithm MCH.

Homogeneous case Although Algorithm ODC obtains optimal charging profiles irrespective of the EV specifications, we simulate the homogeneous case to compare it against Algorithm MCH. In this example, all EVs plug in at 20:00 with deadline at 9:00 the next morning, and need to charge 10 kWh electricity. Figure 2.4 shows the average total load profiles per household in each iteration of Algorithm ODC and MCH. Both algorithms converge to a valley-filling profile. Moreover, Algorithm ODC converges with a single iteration.


Figure 2.5: All EVs plug in at 20:00 with deadline at 9:00 on the next day, but need to charge different amounts of electricity that is uniformly distributed between 0 and 20 kWh .

Different electricity consumption Figure 2.5 shows the average total load profile per household at convergence of Algorithm ODC and MCH in a non-homogeneous case, where EVs need to charge different amounts of electricity. Algorithm ODC still converges to a valley-filling profile in a few iterations, while Algorithm MCH does not. The optimality proof provided in [75] does not seem to extend straightforwardly to non-homogeneous cases.


Figure 2.6: All EVs need to charge 10 kWh electricity, but plug in at different times (uniformly distributed between 20:00 and 23:00) with different deadlines (uniformly distributed between 6:00 to 9:00 on the next day).

Different plug-in times and deadlines Figure 2.6 shows the average total load profiles per household at convergence of Algorithm ODC and MCH in another non-homogeneous case, where EVs plug in at different times with different deadlines. Algorithm ODC still converges to a valleyfilling profile in a few iterations, while Algorithm MCH converges to a total load profile that is significantly lower around 6:00 to 9:00. This is because Algorithm MCH uses a penalty term to limit the deviation of the individual EV charging profiles from the average charging profile. EVs plug in at different times with different deadlines, but are forced to follow the same charging profile. Algorithm ODC changes the "deviation from the average penalty" to the "deviation from the previous iteration penalty". While preserving convergence, Algorithm ODC no longer imposes different EVs to follow a common average charging profile, therefore successfully deals with the heterogeneity in charging deadlines. In fact, Theorem 2.8 implies that Algorithm ODC always obtains optimal charging profiles, even if the EVs plug in at different times, have different deadlines, charge different amounts of electricity, and have different maximum charging rates.

### 2.5 Conclusions

We have proposed a distributed algorithm that schedules EV charging to optimally fill the valley in electricity demand. The EV charging scheduling problem has been formulated as an optimal control problem, and a gradient projection type distributed algorithm is proposed accordingly to solve the problem. The algorithm is iterative. In each iteration, each EV updates its own charging profile according to the control signal broadcast by a centralized coordinator, and the coordinator guides their updates by altering the control signal. We have proved that the algorithm converges to optimal charging profiles irrespective of the specifications of EVs.

## Chapter 3

## Real-Time Distributed Load Control

Real-time load control has the potential to compensate for the random fluctuations of renewable generation, by reducing or shifting the power consumption of electric loads in response to generation fluctuations. In this chapter, a real-time distributed algorithm that schedules deferrable loads to reduce the deviation of aggregate load (load minus renewable generation) from some externally specified target is proposed. At every time step, the algorithm minimizes the expected deviation to go with updated predictions on renewable generation and deferrable load arrivals. We prove that suboptimality of the algorithm vanishes quickly as prediction horizon expands. Further, we evaluate the algorithm via trace-based simulations.

Literature A number of distributed deferrable load control algorithms have been proposed in the literature. Some of these algorithms are evaluated based on simulations $[4,55,77]$, while some others have theoretical performance guarantees [41, 75]. In particular, the algorithm proposed in [75] is optimal if electric vehicles are identical, and the algorithm proposed in [41] achieves optimality even if electric vehicles are not identical.

However, the algorithms proposed in $[4,41,55,75,77]$ do not consider the uncertainties in renewable generation and deferrable load arrivals. In practice, only predictions of these quantities are known ahead of time, and the impact of prediction errors can be dramatic, e.g., see Figure 3.3.

Algorithms that consider the uncertainties in renewable generation or/and deferrable load arrivals have also been proposed in the literature. Most of these algorithms are evaluated with simulationbased studies, e.g., $[22,31,34]$, while some are provided with analytic performance guarantees $[28,72$, 97]. For example, the algorithm proposed in [28] proposes an algorithm that achieves the optimal competitive ratio in the case where renewable generation is precisely known (and constant). The algorithm proposed in [72] also has certain worst-case performance guarantees.

While the algorithms proposed in $[28,72,97]$ are analyzed with a "worst-case" perspective, this
chapter focuses on the "average-case" perspective to highlight the value of prediction.

Summary The goal of this chapter is to propose a real-time distributed deferrable load control algorithm that incorporates uncertain predictions on deferrable load arrivals and renewable generation. In particular, contributions of the chapter are threefold.

First, we model renewable generation prediction evolution as a Wiener filtering process [106] (see Section 3.1.1), that is able to model any zero-mean and stationary prediction error.

Second, we propose a real-time distributed algorithm (Algorithm 2) for deferrable load control in the presence of uncertainties (in Section 3.2), that reduces the deviation of aggregate load (load minus renewable generation) from some externally specified target profile. At every time step, Algorithm 2 minimizes the expected deviation to go with up-to-date predictions on deferrable load arrivals and renewable generation. A key technique is the introduction of a pseudo load, that is simulated at the centralized coordinator to represent future deferrable load arrivals.

Third, we analyze the expected deviation achieved by Algorithm 2 and provide trace-based simulations. In particular, the theorems in Section 3.3 characterize the impact of prediction inaccuracies on the expected deviation. As time horizon expands, the expected deviation approaches the optimal value (Corollary 3.7), and the performance gain of Algorithm 2 increases over the optimal open-loop control (Corollary 3.10, 3.11). Trace-based simulations in real-world settings are provided in Section 3.4 to validate the analytic results, highlighting that Algorithm 2 obtains a small suboptimality even under high uncertainties, and improves significantly over the optimal open-loop control.

### 3.1 Model Overview and Notation

This chapter studies the design and analysis of real-time deferrable load control algorithms to compensate for the random fluctuations of renewable generation. In the following we present a model for this scenario that includes renewable generation, non-deferrable loads, and deferrable loads, which are described in turn.

Throughout, we consider a discrete-time model over a finite time horizon. The time horizon is divided into $T$ time slots of equal length and indexed $1, \ldots, T$. In practice, the time horizon could be one day and the length of a time slot could be 10 minutes.

### 3.1.1 Renewable Generation and Non-Deferrable Load

We aggregate renewable generation and non-deferrable load into a single process, termed the base load $b=\{b(\tau)\}_{\tau=1}^{T}$, that is defined as the difference between non-deferrable load and renewable generation. Renewable generation like wind and solar randomly fluctuates and is difficult to predict, therefore $b$ is a stochastic process.


Figure 3.1: Diagram of the notation and structure of the model for base load, i.e., non-deferrable load minus renewable generation.

To model the uncertainty of base load, we use a causal filter based model described as follows, and illustrated in Figure 3.1. In particular, the base load at time $\tau$ is modeled as a random deviation $\delta b=\{\delta b(\tau)\}_{\tau=1}^{T}$ around its expectation $\bar{b}=\{\bar{b}(\tau)\}_{\tau=1}^{T}$. The process $\bar{b}$ is specified externally to the model, e.g., from historical data and weather report, and the process $\delta b(\tau)$ is further modeled as an uncorrelated sequence of identically distributed random variables $e=\{e(\tau)\}_{\tau=1}^{T}$ with mean 0 and variance $\sigma^{2}$, passing through a causal filter. Specifically, let $f=\{f(\tau)\}_{\tau=-\infty}^{\infty}$ denote the impulse response of this causal filter and assume that $f(0)=1$, then $f(\tau)=0$ for $\tau<0$ and

$$
\delta b(\tau)=\sum_{s=1}^{T} e(s) f(\tau-s), \quad \tau=1, \ldots, T
$$

Given the model above, at time $t=1, \ldots, T$, a prediction algorithm can estimate the sequence $e(s)$ for $s=1, \ldots, t$, and predicts $b$ as $^{1}$

$$
\begin{equation*}
b_{t}(\tau)=\bar{b}(\tau)+\sum_{s=1}^{t} e(s) f(\tau-s), \quad \tau=1, \ldots, T \tag{3.1}
\end{equation*}
$$

Note that $b_{t}(\tau)=b(\tau)$ for $\tau=1, \ldots, t$ since $f$ is causal.
This model allows for non-stationary base load through the specification of $\bar{b}$ and a broad class of models for uncertainty in the base load via $f$ and $e$. In particular, two specific filters $f$ that we consider in detail later in the paper are:

Example 3.1. A filter with finite but flat impulse response, i.e., there exists $\Delta \in(0, T)$ such that

$$
f(t)= \begin{cases}1 & \text { if } 0 \leq t<\Delta \\ 0 & \text { otherwise }\end{cases}
$$

Example 3.2. A filter with an infinite and exponentially decaying impulse response, i.e., there exists $a \in(0,1)$ such that

$$
f(t)= \begin{cases}a^{t} & \text { if } t \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

[^0]These two filters provide simple but informative examples for our discussion in Section 3.3.

### 3.1.2 Deferrable Load

To model deferrable loads we consider a setting where $n$ deferrable loads arrive over the time horizon, each requiring a certain amount of electricity by a given deadline. Further, a real-time algorithm has imperfect information about the arrival times and sizes of these deferrable loads.

More specifically, we assume a total of $n$ deferrable loads and label them in increasing order of their arrival times by $1, \ldots, n$, i.e., load $i$ arrives no later than load $i+1$ for $i=1, \ldots, n-1$. Further, let $n(t)$ denote the number of loads that arrive before (or at) time $t$ for $t=1, \ldots, T$ and fix $n(0):=0$. Thus, load $1, \ldots, n(t)$ arrive before or at time $t$ for $t=1, \ldots, T$ and $n(T)=n$.

For each deferrable load, its arrival time and deadline, as well as other constraints on its power consumption, are captured via upper and lower bounds on its possible power consumption during each time. Specifically, the power consumption of deferrable load $i$ at time $t, p_{i}(t)$, must be between given lower and upper bounds $\underline{p}_{i}(t)$ and $\bar{p}_{i}(t)$, i.e.,

$$
\begin{equation*}
\underline{p}_{i}(t) \leq p_{i}(t) \leq \bar{p}_{i}(t), \quad i=1, \ldots, n, t=1, \ldots, T . \tag{3.2}
\end{equation*}
$$

These are specified externally to the model. For example, if an electric vehicle plugs in with Level II charging then its power consumption must be within $[0,3.3] \mathrm{kW}$. However, if it is not plugged in (has either not arrived yet or has already departed) then its power consumption is 0 kW , i.e., within $[0,0] \mathrm{kW}$. Further, we assume that a deferrable load $i$ must withdraw a fixed amount of energy $P_{i}$ by its deadline, i.e.,

$$
\begin{equation*}
\sum_{t=1}^{T} p_{i}(t)=P_{i}, \quad i=1, \ldots, n \tag{3.3}
\end{equation*}
$$

Finally, the $n$ deferrable loads arrive randomly throughout the time horizon. Define

$$
\begin{equation*}
a(t):=\sum_{i=n(t-1)+1}^{n(t)} P_{i} \tag{3.4}
\end{equation*}
$$

as the total energy request of all deferrable loads that arrive at time $t$ for $t=1, \ldots, T$. We assume that $\{a(t)\}_{t=1}^{T}$ is a sequence of independent identically distributed random variables with mean $\lambda$ and variance $s^{2}$. Further, let

$$
\begin{equation*}
A(t):=\sum_{\tau=t+1}^{T} a(\tau) \tag{3.5}
\end{equation*}
$$

denote the total energy requested after time $t$ for $t=1, \ldots, T$.
In summary, at time $t=1, \ldots, T$, a real-time algorithm has full information about the deferrable loads that have arrived, i.e., $\underline{p}_{i}, \bar{p}_{i}$, and $P_{i}$ for $i=1, \ldots, n(t)$, and knows the expectation of future
deferrable load total energy request $\mathbb{E}(A(t))$. However, a real-time algorithm has no other knowledge about deferrable loads that arrive after time $t$.

### 3.1.3 The Deferrable Load Control Problem

Recall that the objective of real-time deferrable load control is to compensate for the random fluctuations in renewable generation and non-deferrable load in order to "flatten" the aggregate load $p_{0}=\left\{p_{0}(t)\right\}_{t=1}^{T}$, which is defined as

$$
\begin{equation*}
p_{0}(t)=b(t)+\sum_{i=1}^{n} p_{i}(t), \quad t=1, \ldots, T \tag{3.6}
\end{equation*}
$$

In this chapter, we focus on minimizing the variance of the aggregate load $p_{0}, V\left(p_{0}\right)$, as a measure of "flatness", that is defined as

$$
\begin{equation*}
V\left(p_{0}\right)=\frac{1}{T} \sum_{t=1}^{T}\left(p_{0}(t)-\frac{1}{T} \sum_{\tau=1}^{T} p_{0}(\tau)\right)^{2} \tag{3.7}
\end{equation*}
$$

To summarize, the optimal deferrable load control (ODLC) problem is as follows. Let $\mathcal{T}:=$ $\{1, \ldots, T\}, \mathcal{N}:=\{0, \ldots, n\}$, and define $\mathcal{N}^{+}:=\mathcal{N} \backslash\{0\}$.

$$
\begin{align*}
\text { ODLC: } \min & \sum_{t=1}^{T}\left(p_{0}(t)-\frac{1}{T} \sum_{\tau=1}^{T} p_{0}(\tau)\right)^{2} \\
\text { over } & p_{i}(t), \quad i \in \mathcal{N}, t \in \mathcal{T} \\
\text { s.t. } & p_{0}(t)=b(t)+\sum_{i=1}^{n} p_{i}(t), \quad t \in \mathcal{T} ;  \tag{3.8a}\\
& \underline{p}_{i}(t) \leq p_{i}(t) \leq \bar{p}_{i}(t), \quad i \in \mathcal{N}, t \in \mathcal{T} ;  \tag{3.8b}\\
& \sum_{t=1}^{T} p_{i}(t)=P_{i}, \quad i \in \mathcal{N} . \tag{3.8c}
\end{align*}
$$

In the above ODLC problem (3.8), the objective is simply $T$ times the variance of aggregate load, $V\left(p_{0}\right)$, and the constraints correspond to equations (3.6), (3.2), and (3.3), respectively. We chose $V\left(p_{0}\right)$ as the objective for ODLC because of its significance for microgrid operators [52]. However, additionally, it is proved in Chapter 2 that the optimal solution does not change if the objective function in (3.8) is replaced by $f\left(p_{0}\right)=\sum_{t \in \mathcal{T}} U\left(p_{0}(t)\right)$ where $U: \mathbb{R} \rightarrow \mathbb{R}$ is strictly convex. Hence, we can use $V\left(p_{0}\right)$ without loss of generality.

### 3.2 Algorithm Design

Given the optimal deferrable load control (ODLC) problem defined in (3.8), the first contribution of this chapter is to design an algorithm that solves the ODLC problem in real-time, given uncertain predictions of base load and deferrable loads.

There are two key challenges for the algorithm design. First, the algorithm has access only to uncertain predictions at any given time, i.e., at time $t$ the algorithm only knows deferrable loads 1 to $n(t)$ rather than 1 to $n$, and only knows the prediction $b_{t}$ instead of $b$ itself. Second, even if there were no uncertainty in predictions, solving the ODLC problem (3.8) requires significant computational effort when there are a large number of deferrable loads.

Motivated by these challenges, in this section we design a distributed algorithm that provides strong performance guarantees even when there are uncertainties in the predictions. The algorithm we propose is built on Algorithm 1 in Chapter 2, which is distributed but assumes exact knowledge (certainty) about base load and deferrable loads.

In this section, we adapt Algorithm 1 to the setting where there is uncertainty in base load and deferrable load predictions, while maintaining strong performance guarantees. In particular, in this section we assume that at time $t$, only the prediction $b_{t}$ is known, not $b$ itself, and only information about deferrable loads 1 to $n(t)$ and the expectation of future energy requests $\mathbb{E}(A(t))$ are known.

Algorithm statement: To adapt Algorithm 1 to deal with uncertainty, we replace the base load $b$ by its prediction $b_{t}$ in Algorithm 1.

However, dealing with the unavailability of future deferrable load information is trickier. To do this we use a pseudo deferrable load, which is simulated at the coordinator, to represent future deferrable loads. At each time $t$, we will predict the electricity demand $p_{n+1}(\tau)$ of future deferrable loads at times $\tau=t+1, \ldots, T$, and denote these forecasts by $p_{n+1}:=\left\{p_{n+1}(\tau) \mid \tau=t, \ldots, T\right\}$ with $p_{n+1}(t):=0$. As will be seen in Algorithm 2, these forecast are chosen at each time $t$ to minimize the $\ell_{2}$ norm of aggregate load, subject to the following (and other) constraints:

$$
\begin{equation*}
\sum_{\tau=t}^{T} p_{n+1}(\tau)=\mathbb{E}(A(t)) . \tag{3.9}
\end{equation*}
$$

We also assume that $p_{n+1}$ is point-wise upper and lower bounded by some upper and lower bounds $\bar{p}_{n+1}$ and $\underline{p}_{n+1}$, i.e.,

$$
\begin{equation*}
\underline{p}_{n+1}(\tau) \leq p_{n+1}(\tau) \leq \bar{p}_{n+1}(\tau), \quad \tau=t, \ldots, T . \tag{3.10}
\end{equation*}
$$

Note that $\underline{p}_{n+1}(t)=\bar{p}_{n+1}(t)=0$. The bounds $\underline{p}_{n+1}$ and $\bar{p}_{n+1}$ should be set according to historical data. Here, for simplicity, we consider them to be $\underline{p}_{n+1}(\tau)=0$ and $\bar{p}_{n+1}(\tau)=\infty$ for $\tau=t+1, \ldots, T$.

Given the above setup, the coordinator solves the following $\operatorname{ODLC}(t)$ problem at every time slot $t=1, \ldots, T$ to accommodate the availability of only partial information. Let $\mathcal{N}(t):=\{0,1, \ldots, n(t)\}$
and define $\mathcal{N}^{+}(t):=\mathcal{N}(t) \backslash\{0\}$ for $t=1,2, \ldots, T$. Let $\mathcal{T}(t):=\{t, t+1, \ldots, T\}$ for $t=1,2, \ldots, T$.

$$
\begin{align*}
\mathbf{O D L C}(t): \min & \sum_{\tau \in \mathcal{T}(t)}\left(p_{0}(\tau)-\frac{1}{T-t+1} \sum_{s=t}^{T} p_{0}(s)\right)^{2} \\
\text { over } & p_{i}(\tau), \quad i \in \mathcal{N}(t) \cup\{n+1\}, \tau \in \mathcal{T}(t) ; \\
\text { s.t. } & p_{0}(\tau)=b_{t}(\tau)+\sum_{i=1}^{n(t)} p_{i}(\tau)+p_{n+1}(\tau), \quad \tau \in \mathcal{T}(t) ;  \tag{3.11a}\\
& \underline{p}_{i}(\tau) \leq p_{i}(\tau) \leq \bar{p}_{i}(\tau), \quad i \in \mathcal{N}^{+}(t) \cup\{n+1\}, \tau \in \mathcal{T}(t) ;  \tag{3.11b}\\
& \sum_{\tau \in \mathcal{T}(t)} p_{i}(\tau)=P_{i}(t), \quad i \in \mathcal{N}^{+}(t) \cup\{n+1\} \tag{3.11c}
\end{align*}
$$

where $P_{i}(t)=P_{i}-\sum_{\tau=1}^{t-1} p_{i}(\tau)$ is the energy to be consumed at or after time $t$ for $i=1, \ldots, n(t)$; and $P_{n+1}(t)=\mathbb{E}(A(t))$ is the expected future energy request.

Now, adjusting Algorithm 1 to solve $\operatorname{ODLC}(t)$ gives Algorithm 2, which is a real-time, shrinkinghorizon control algorithm. Note that if base load prediction is exact (i.e., $b_{t}=b$ for $t=1, \ldots, T$ ) and all deferrable loads arrive at the beginning of the time horizon (i.e., $n(t)=n$ for $t=1, \ldots, T$ ), then ODLC(1) reduces to ODLC and Algorithm 2 reduces to Algorithm 1.

Algorithm 2 Deferrable load control with uncertainty
Input: At time $t$, the coordinator knows the prediction $b_{t}$ of base load and the number $n(t)$ of deferrable loads. Each deferrable load $i \in \mathcal{N}^{+}(t)$ knows its future energy request $P_{i}(t)$ and power consumption bounds ( $\bar{p}_{i}, \underline{p}_{i}$ ). The utility sets stopping criteria $\epsilon$.
Output: At time $t$, each deferrable load $i \in \mathcal{N}^{+}(t)$ computes its own $\left\{p_{i}(\tau)\right\}_{\tau=t}^{T}$.
At time slot $t=1, \ldots, T$ :
1: each old deferrable load $i \in \mathcal{N}^{+}(t-1)$ initializes its schedule $\left\{p_{i}^{(0)}(\tau)\right\}_{\tau=t}^{T}$ as the schedule it computes at time slot $t-1$;
each new deferrable load $i \in \mathcal{N}^{+}(t) \backslash \mathcal{N}^{+}(t-1)$ initializes its schedule $\left\{p_{i}^{(0)}(\tau)\right\}_{\tau=t}^{T}$ as

$$
p_{i}^{(0)}(\tau) \leftarrow 0, \quad \tau \in \mathcal{T}(t) ;
$$

2: $k \leftarrow 0$;
3: the coordinator computes pseudo load $p_{n+1}^{(k)}$ as

$$
\begin{align*}
p_{n+1}^{(k)} \leftarrow \operatorname{argmin} & \sum_{\tau \in \mathcal{T}(t)}\left(b_{t}(\tau)+\sum_{i=1}^{n(t)} p_{i}^{(k)}(\tau)+p_{n+1}(\tau)\right)^{2}  \tag{3.12}\\
\text { s.t. } \quad & \underline{p}_{n+1}(\tau) \leq p_{n+1}(\tau) \leq \bar{p}_{n+1}(\tau), \quad \tau \in \mathcal{T}(t) ; \\
& \sum_{\tau \in \mathcal{T}(t)} p_{n+1}(\tau)=P_{n+1}(t) ;
\end{align*}
$$

the coordinator then calculates control signal $c^{(k)}$ as

$$
c^{(k)}(\tau) \leftarrow \frac{1}{n(t)} p_{0}^{(k)}=\frac{1}{n(t)}\left(b_{t}(\tau)+\sum_{i=1}^{n(t)} p_{i}^{(k)}(\tau)+p_{n+1}^{(k)}(\tau)\right), \quad \tau \in \mathcal{T}(t) ;
$$

4: if $k \geq 1$ and $\left\|c^{(k)}-c^{(k-1)}\right\| \leq \epsilon$, the coordinator broadcasts a stopping signal to go to Step 7); otherwise the coordinator broadcasts $c^{(k)}$ to deferrable load $i \in \mathcal{N}^{+}(t)$;
5: each deferrable load $i \in \mathcal{N}^{+}(t)$ calculates a new charging profile $\left\{p_{i}^{(k+1)}(\tau)\right\}_{\tau=t}^{T}$ as

$$
\begin{align*}
p_{i}^{(k+1)} \leftarrow \operatorname{argmin} & \sum_{\tau \in \mathcal{T}(t)} c^{(k)}(\tau) p_{i}(\tau)+\frac{1}{2} \sum_{\tau \in \mathcal{T}(t)}\left(p_{i}(\tau)-p_{i}^{(k)}(\tau)\right)^{2}  \tag{3.13}\\
\text { s.t. } & \underline{p}_{i}(\tau) \leq p_{i}(\tau) \leq \bar{p}_{i}(\tau), \quad \tau \in \mathcal{T}(t) ; \\
& \sum_{\tau \in \mathcal{T}(t)} p_{i}(\tau)=P_{i}(t)
\end{align*}
$$

and sends $\left\{p_{i}^{k+1}(\tau)\right\}_{\tau=t}^{T}$ to the coordinator;
6: $k \leftarrow k+1$; go to Step 3);
7: each deferrable load $i \in \mathcal{N}^{+}(t)$ sets final solution $p_{i} \leftarrow p_{i}^{(k)}$ and updates $P_{i}(t+1) \leftarrow P_{i}(t)-p_{i}(t)$;

Algorithm convergence results: We provide analytic guarantees on the convergence and optimality of Algorithm 2. In particular, we prove that Algorithm 2 solves $\operatorname{ODLC}(t)$ for every time slot $t \in \mathcal{T}$. Let $\mathbb{O}(t)$ denote the set of optimal solutions to $\operatorname{ODLC}(t)$, and let

$$
\operatorname{dist}\left(\left(p_{0}, \ldots, p_{n(t)}\right), \mathbb{O}(t)\right):=\min _{\left(\hat{p}_{0}, \ldots, \hat{p}_{n(t)}, \hat{p}_{n+1}\right) \in \mathbb{O}(t)}\left\|\left(p_{0}, \ldots, p_{n(t)}\right)-\left(\hat{p}_{0}, \ldots, \hat{p}_{n(t)}\right)\right\|
$$

denote the distance from a schedule $\left(p_{0}, \ldots, p_{n(t)}\right)$ to optimal schedules $\mathbb{O}(t)$.
Theorem 3.1. For each $t \in \mathcal{T}$, the sequence of deferrable load schedules $p^{(0)}, p^{(1)}, \ldots, p^{(k)}, \ldots$ computed in Algorithm 2 converges to optimal schedules of $O D L C(t)$, i.e.,

$$
\lim _{k \rightarrow \infty} \operatorname{dist}\left(p^{(k)}, \mathbb{O}(t)\right)=0
$$

Proof. Fix an arbitrary $t \in \mathcal{T}$. For any $x=\left(p_{1}, \ldots, p_{n(t)}, p_{n+1}\right)$ satisfying (3.11b)-(3.11c), let

$$
p_{0}(x)=b_{t}+\sum_{i=1}^{n(t)} p_{i}+p_{n+1}, \quad L(x)=\left\langle p_{0}(x), p_{0}(x)\right\rangle
$$

As discussed in Section 2.1, $x^{*}$ minimizes $L$ if and only if $\left(p_{0}\left(x^{*}\right), x^{*}\right)$ solves $\operatorname{ODLC}(t)$.
Follow the proof of Theorem 2.8 to obtain

$$
\begin{equation*}
L\left(p_{1}^{(k+1)}, \ldots, p_{n(t)}^{(k+1)}, p_{n+1}^{(k)}\right) \leq L\left(p_{1}^{(k)}, \ldots, p_{n(t)}^{(k)}, p_{n+1}^{(k)}\right) \tag{3.14}
\end{equation*}
$$

for $k \geq 1$, and the equality is attained if and only if $p_{i}^{(k+1)}=p_{i}^{(k)}$ for $i \in \mathcal{N}^{+}(t)$. It follows from the first order optimality condition for optimizing (3.13) that the equality in (3.14) is attained if and only if

$$
\left\langle b_{t}+\sum_{i=1}^{n(t)} p_{i}^{(k)}+p_{n+1}^{(k)}, p_{i}^{\prime}-p_{i}^{(k)}\right\rangle \geq 0
$$

for all $i \in \mathcal{N}^{+}(t)$ and all feasible $p_{i}^{\prime}$.
According to (3.12),

$$
\begin{equation*}
L\left(p_{1}^{(k+1)}, \ldots, p_{n(t)}^{(k+1)}, p_{n+1}^{(k+1)}\right) \leq L\left(p_{1}^{(k+1)}, \ldots, p_{n(t)}^{(k+1)}, p_{n+1}^{(k)}\right) \tag{3.15}
\end{equation*}
$$

for $k \geq 0$, and the equality is attained if and only if $p_{n+1}^{(k+1)}=p_{n+1}^{(k)}$. It follows from the first order optimality condition for optimizing (3.12) that the equality in (3.15) is attained if and only if

$$
\left\langle b_{t}+\sum_{i=1}^{n(t)} p_{i}^{(k+1)}+p_{n+1}^{(k)}, p_{n+1}^{\prime}-p_{n+1}^{(k)}\right\rangle \geq 0
$$

for all feasible $p_{n+1}^{\prime}$.

It then follows that

$$
L\left(p_{1}^{(k+1)}, \ldots, p_{n(t)}^{(k+1)}, p_{n+1}^{(k+1)}\right) \leq L\left(p_{1}^{(k)}, \ldots, p_{n(t)}^{(k)}, p_{n+1}^{(k)}\right)
$$

i.e., $L\left(x^{(k+1)}\right) \leq L\left(x^{(k)}\right)$, and that the equality is attained if and only if $x^{(k+1)}=x^{(k)}$, and

$$
\left\langle b_{t}+\sum_{i=1}^{n(t)} p_{i}^{(k)}+p_{n+1}^{(k)}, p_{i}^{\prime}-p_{i}^{(k)}\right\rangle \geq 0
$$

for all feasible $x^{\prime}=\left(p_{1}^{\prime}, \ldots, p_{n(t)}^{\prime}, p_{n+1}\right)$, i.e., $x^{(k)}$ minimizes $L(x)$. Then by Lasalle's Theorem [104], we have $\operatorname{dist}\left(p^{(k)}, \mathbb{O}(t)\right) \rightarrow 0$ as $k \rightarrow \infty$.

Definition 3.1. Let $t \in \mathcal{T}$. A feasible schedule $p=\left(p_{0}, \ldots, p_{n(t)}, p_{n+1}\right)$ of $O D L C(t)$ is $t$-valleyfilling, if there exists $C(t) \in \mathbb{R}$ such that

$$
\begin{equation*}
p_{n+1}(\tau)+\sum_{i=1}^{n(t)} p_{i}(\tau)=\left[C(t)-b_{t}(\tau)\right]^{+}, \quad \tau \in \mathcal{T}(t) \tag{3.16}
\end{equation*}
$$

" $t$-valley-filling" provides a simple characterization of the optimal solutions of ODLC $(t)$. Specifically, the following corollary follows immediately from Theorem 2.2.

Corollary 3.2. Let $t \in \mathcal{T}$. If a $t$-valley-filling schedule $p=\left(p_{0}, \ldots, p_{n(t)}, p_{n+1}\right)$ exists, then $p$ solves $O D L C(t)$. Furthermore, all optimal schedules $p^{*}=\left(p_{0}^{*}, \ldots, p_{n(t)}^{*}, p_{n+1}^{*}\right)$ of $O D L C(t)$ satisfy $p_{0}^{*}=p_{0}$.

This corollary serves as the basis for the performance analysis we perform in Section 3.3. Note that $t$-valley-filling schedules tend to exist in cases where the number of deferrable loads is large.

### 3.3 Performance Evaluation

To this point, we have shown that Algorithm 2 makes optimal decisions with the information available at every time slot, i.e., it solves $\operatorname{ODLC}(t)$ at time $t$ for $t=1, \ldots, T$. However, these decisions are still suboptimal compared to what could be achieved if exact information were available. In this section, our goal is to understand the impact of uncertainty on the performance. In particular, we study 1) how the uncertainties about base load and deferrable loads impact the expected load variance obtained by Algorithm 2, and 2) what is the improvement of using the real-time control provided by Algorithm 2 over using the optimal static control.

Our answers to these questions are below. Throughout, we focus on the special, but practically relevant, case when a $t$-valley-filling schedule exists at every time $t=1, \ldots, T$. As we have mentioned previously, when the number of deferrable loads is large this is a natural assumption that holds for practical load profiles. The reason for making this assumption is that it allows us to use the
characterization of optimal schedules given in (3.16). In fact, without loss of generality, we further assume $C(t) \geq b_{t}(\tau)$ for $\tau \in \mathcal{T}(t)$, under which (3.16) implies

$$
\begin{equation*}
p_{0}(t)=C(t)=\frac{1}{T-t+1}\left(\sum_{\tau \in \mathcal{T}(t)} b_{t}(\tau)+\mathbb{E}(A(t))+\sum_{i=1}^{n(t)} P_{i}(t)\right) \tag{3.17}
\end{equation*}
$$

for $t=1, \ldots, T$. To summarize, equation (3.17) defines the model we use for the performance analysis of Algorithm 2.

The expected load variance of Algorithm 2 We start by calculating the expected load variance, $\mathbb{E}(V)$, of Algorithm 2. The goal is to understand how uncertainty about base load and deferrable loads impacts the load variance. Note that, if there are no base load prediction errors and deferrable loads arrive at the beginning of the time horizon, then Algorithm 2 obtains optimal schedules that have zero load variance. In contrast, when there are base load prediction errors and stochastic deferrable load arrivals, the expected load variance is given by the following theorem.

To state the result, recall that $\{f(t)\}_{t=-\infty}^{\infty}$ is the causal filter modeling the correlation of base load and define $F(t):=\sum_{s=0}^{t} f(s)$ for $t=0, \ldots, T$.

Theorem 3.3. Consider an instance where $O D L C(t)$ admits a t-valley-filling solution at every time $t=1, \ldots, T$. Then, the expected load variance obtained by Algorithm 2 is

$$
\begin{equation*}
\mathbb{E}(V)=\frac{s^{2}}{T} \sum_{t=2}^{T} \frac{1}{t}+\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t) \frac{T-t-1}{t+1} \tag{3.18}
\end{equation*}
$$

Theorem 3.3 explicitly and precisely states the interaction of the variability of the predictions of base load $(\sigma)$ and deferrable loads $(s)$ with the horizon length $T$. Further, it highlights the role of the impulse response of the causal filter through $F$. It follows immediately that the expected load variance $\mathbb{E}(V)$ tends to 0 as the uncertainties in base load and deferrable load arrivals vanish, i.e., $\sigma \rightarrow 0$ and $s \rightarrow 0$. Theorem 3.3 is proved in Appendix 3.C.

Corollary 3.4. Consider an instance where $O D L C(t)$ admits a $t$-valley-filling solution at every time $t=1, \ldots, T$. Then, $\mathbb{E}(V) \rightarrow 0$ as $\sigma \rightarrow 0$ and $s \rightarrow 0$.

Another remark about Theorem 3.3 is that the two terms in the expression (3.18) for the expected load variance $\mathbb{E}(V)$ correspond to the impact of uncertainties in deferrable load prediction and base load prediction, respectively. In particular, Theorem 3.3 is proved in Appendix 3.C by analyzing these two cases separately and then combining the results. Specifically, the following two lemmas are the key pieces in the proof of Theorem 3.3, but are also of interest in their own right. The lemmas are proved in Appendix 3.A and 3.B, respectively.

Lemma 3.5. Consider an instance where $O D L C(t)$ admits a $t$-valley-filling solution at every time $t=1, \ldots, T$. If there is no base load prediction error, i.e., $b_{t}=b$ for $t=1, \ldots, T$, then the expected load variance obtained by Algorithm 2 is

$$
\mathbb{E}(V)=s^{2} \frac{\sum_{t=2}^{T} \frac{1}{t}}{T} \approx s^{2} \frac{\ln T}{T}
$$

Lemma 3.6. Consider an instance where $O D L C(t)$ admits a t-valley-filling solution at every time $t=1, \ldots, T$. If there are no deferrable load arrivals after time 1 , i.e., $n(t)=n$ for $t=1, \ldots, T$, then the expected load variance obtained by Algorithm 2 is

$$
\mathbb{E}(V)=\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t) \frac{T-t-1}{t+1}
$$

Lemma 3.5 highlights that the more uncertainty in deferrable load arrivals, i.e., the larger the $s$, the larger the expected load variance $\mathbb{E}(V)$. On the other hand, the longer the time horizon $T$, the smaller the expected load variance $\mathbb{E}(V)$.

Similarly, Lemma 3.6 highlights that a larger base load prediction error, i.e., a larger $\sigma$ results in a larger expected load variance $\mathbb{E}(V)$. However, if the impulse response $\{f(t)\}_{t=-\infty}^{\infty}$ of the modeling filter of the base load decays fast enough with $t$, then the following corollary highlights that the expected load variance actually tends to 0 as time horizon $T$ increases despite the uncertainty of base load predictions. The corollary is proved in Appendix 3.D.

Corollary 3.7. Consider an instance where $O D L C(t)$ admits a $t$-valley-filling solution at every time $t=1, \ldots, T$. If there are no deferrable load arrivals after time 1, i.e., $n(t)=n$ for $t=1, \ldots, T$, and $|f(t)| \sim O\left(t^{-1 / 2-\alpha}\right)$ for some $\alpha>0$, then the expected load variance obtained by Algorithm 2 satisfies $\mathbb{E}(V) \rightarrow 0$ as $T \rightarrow \infty$.

The improvement of Algorithm 2 over static control The goal of this section is to quantify the improvement of real-time control via Algorithm 2 over the optimal static (open-loop) control. To be more specific, we compare the expected load variance $\mathbb{E}(V)$ obtained by the real-time control Algorithm 2, with the expected load variance $\mathbb{E}\left(V^{\prime}\right)$ obtained by the optimal static control, which only uses base load prediction at the beginning of the time horizon (i.e., $\bar{b}$ ) to compute deferrable load schedules. We assume $n(t)=n$ for $t=1, \ldots, T$ in this section since otherwise any static control cannot obtain a schedule for all deferrable loads. Thus, the interpretation of the results that follow is as a quantification of the value of incorporating updated based load predictions into the deferrable load controller.

To begin the analysis, note that $\mathbb{E}(V)$ for this setting is given in Lemma 3.6. Further, it can be proved that the optimal static control is to solve the ODLC problem (3.8) with $b$ replaced by $\bar{b}$ to
obtain a deferrable load schedule, and the expected load variance $\mathbb{E}\left(V^{\prime}\right)$ it obtains is given by the following lemma, which is proved in Appendix 3.E.

Lemma 3.8. Consider an instance where $O D L C$ (with $b$ replaced by $\bar{b}$ ) admits a valley-filling solution. If there is no stochastic load arrival, i.e., $n(t)=n$ for $t=1, \ldots, T$, then the expected load variance $\mathbb{E}\left(V^{\prime}\right)$ obtained by the optimal static control is

$$
\mathbb{E}\left(V^{\prime}\right)=\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1}\left(T(T-t) f^{2}(t)-F^{2}(t)\right)
$$

Next, comparing $\mathbb{E}(V)$ and $\mathbb{E}\left(V^{\prime}\right)$ given in Lemma 3.6 and 3.8 shows that Algorithm 2 always obtains a smaller expected load variance than the optimal static control. Specifically, we prove the following corollary in Appendix 3.F.

Corollary 3.9. Consider an instance where $O D L C$ (with $b$ replaced by $\bar{b}$ ) admits a valley-filling solution and $O D L C(t)$ admits a t-valley-filling solution at every time $t=1, \ldots, T$. If there is no deferrable load arrival after time 1, i.e., $n(t)=n$ for $t=1, \ldots, T$, then

$$
\mathbb{E}\left(V^{\prime}\right)-\mathbb{E}(V)=\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \frac{1}{2 t} \sum_{m=0}^{t-1} \sum_{n=0}^{t-1}(f(m)-f(n))^{2} \geq 0
$$

Corollary 3.9 highlights that Algorithm 2 is guaranteed to obtain a smaller expected load variance than the optimal static control. The next step is to quantify how much smaller $\mathbb{E}(V)$ is in comparison with $\mathbb{E}\left(V^{\prime}\right)$.

To do this we compute the ratio $\mathbb{E}\left(V^{\prime}\right) / \mathbb{E}(V)$. Unfortunately, the general expression for the ratio is too complex to provide insight, so we consider two representative cases for the impulse response $f(t)$ of the causal filter in order to obtain insights. Specifically, we consider Example 3.1 and 3.2 in Section 3.1.1. Briefly, in Example $3.1 f(t)$ is finite and in Example $3.2 f(t)$ is infinite but decays exponentially in $t$. For these two cases, the ratio $\mathbb{E}\left(V^{\prime}\right) / \mathbb{E}(V)$ is summarized in the following corollaries, which are proved in Appendix 3.G and 3.H.

Corollary 3.10. Consider an instance where $O D L C$ (with $b$ replaced by $\bar{b}$ ) admits a valley-filling solution and $O D L C(t)$ admits a t-valley-filling solution at every time $t=1, \ldots, T$. If there is no deferrable load arrival after time 1, i.e., $n(t)=n$ for $t=1, \ldots, T$, and there exists $\Delta>0$ such that

$$
f(t)= \begin{cases}1 & \text { if } 0 \leq t<\Delta \\ 0 & \text { otherwise }\end{cases}
$$

then

$$
\frac{\mathbb{E}\left(V^{\prime}\right)}{\mathbb{E}(V)}=\frac{T / \Delta}{\ln (T / \Delta)}\left(1+O\left(\frac{1}{\ln (T / \Delta)}\right)\right)
$$

Corollary 3.11. Consider an instance that ODLC (with b replaced by $\bar{b}$ ) admits a valley-filling solution and $O D L C(t)$ admits a t-valley-filling solution at every time $t=1, \ldots, T$. If there is no deferrable load arrival after time 1, i.e., $n(t)=n$ for $t=1, \ldots, T$, and there exists $a \in(0,1)$ such that

$$
f(t)= \begin{cases}a^{t} & \text { if } t \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

then

$$
\frac{\mathbb{E}\left(V^{\prime}\right)}{\mathbb{E}(V)}=\frac{1-a}{1+a} \frac{T}{\ln T}\left(1+O\left(\frac{\ln \ln T}{\ln T}\right)\right)
$$

Corollary 3.10 highlights that, in the case where $f$ is finite, if we define $\lambda=T / \Delta$ as the ratio of time horizon to filter length, then the load reduction roughly scales as $\lambda / \ln (\lambda)$. Thus, the longer the time horizon is in comparison to the filter length, the larger the expected load variance reduction we obtain from using Algorithm 2 as compared with the optimal static control.

Similarly, Corollary 3.11 highlights that, in the case where $f$ is infinite and exponentially decaying, the expected load variance reduction scales with $T$ as $T / \ln T$ with coefficient $(1-a) /(1+a)$. Thus, the smaller $a$ is, which means the faster $f$ dies out, the more load variance reduction we obtain by using real-time control. This is similar to having a smaller $\Delta$ in the previous case.

Remark 3.1. It is shown in [27] that the typical performance of Algorithm $\mathcal{2}$ is similar to the average performance of Algorithm 2.

### 3.4 Experimental results

In this section we use trace-based experiments in order to explore the generality of the analytic results in the previous section. In particular, the results in the previous section precisely characterize the expected load variance resulting from Algorithm 2 as a function of prediction uncertainties and quantify the improvement from the application of Algorithm 2 over the optimal static (openloop) controller. However, the analytic results necessarily make assumptions on the statistics of the uncertainties. Therefore, it is important to assess the performance of the algorithm using data from real-world scenarios.

### 3.4.1 Experimental setup

The numerical experiments we perform use a time horizon of 24 hours, from 20:00 to 20:00 on the following day. The time slot length is 10 minutes, which is the granularity of the data we have obtained about renewable generation.


Figure 3.2: Illustration of the traces used in the experiments. (a) shows the average residential load in the service area of Southern California Edison in 2012. (b) shows the total wind power generation of the Alberta Electric System Operator scaled to represent $20 \%$ penetration. (c) shows the normalized root-mean-square wind prediction error as a function of the time looking ahead for the model used in the experiments.

Base load Recall that base load is a combination of non-deferrable load and renewable generation. The non-deferrable load traces used in the experiments come from the average residential load in the service area of Southern California Edison in 2012 [93]. In the simulations, we assume that the non-deferrable load is precisely known so that uncertainties in the base load only come from renewable generation. In particular, non-deferrable load over the time horizon of a day is taken to be the average over the 366 days in 2012 as in Figure 3.2(a), and assumed to be known to the utility at the beginning of the time horizon. In practice, non-deferrable load at the substation feeder level can be predicted within $1-3 \%$ root-mean-square error looking 24 hours ahead [38].

The renewable generation traces we use come from the 10-minute historical data for total wind power generation of the Alberta Electric System Operator from 2004 to 2009 [6]. In the simulations, we scale the wind power generation so that its average over the 6 years corresponds to a number of penetration levels in the range between $5 \%$ and $30 \%$, and pick the wind power generation of a randomly chosen day as the renewable generation during each run. Figure $3.2(\mathrm{~b})$ shows the wind power generation for four representative days, one for each season, after scaling to $20 \%$ penetration.

We assume that the renewable generation is not precisely known until it is realized, but that a prediction of the generation, which improves over time, is available to the utility. The modeling of prediction evolution over time is according to a martingale forecasting process [50,51], which is a standard model for an unbiased prediction process that improves over time.

Specifically, the prediction model is as follows: For wind generation $w(\tau)$ at time $\tau$, the prediction error $w_{t}(\tau)-w(\tau)$ at time $t<\tau$ is the sum of a sequence of independent random variables $n_{s}(\tau)$ as

$$
w_{t}(\tau)=w(\tau)+\sum_{s=t+1}^{\tau} n_{s}(\tau), \quad 0 \leq t<\tau \leq T
$$

Here $w_{0}(\tau)$ is the wind prediction without any observation, i.e., the expected wind generation $\bar{w}(\tau)$
at the beginning of the time horizon (used by static control).
The random variables $n_{s}(\tau)$ are assumed to be Gaussian with mean 0 . Their variances are chosen as

$$
\mathbb{E}\left(n_{s}^{2}(\tau)\right)=\frac{\sigma^{2}}{\tau-s+1}, \quad 1 \leq s \leq \tau \leq T
$$

where $\sigma>0$ is such that the root-mean-square prediction error $\sqrt{\mathbb{E}\left(w_{0}(T)-w(T)\right)^{2}}$ looking $T$ time slots (i.e., 24 hours) ahead is $0 \%-22.5 \%$ of the nameplate wind generation capacity. ${ }^{2}$ According to this choice of the variances of $n_{s}(\tau)$, root-mean-square prediction error only depends on how far ahead the prediction is, as in Figure 3.2(c) in particular. This choice is motivated by [48].

Deferrable loads For simplicity, we consider the hypothetical case where all deferrable loads are electric vehicles. Since historical data for electric vehicle usage is not available, we are forced to use synthetic traces for this component of the experiments. Specifically, in the simulations the electric vehicles are considered to be identical, each requests 10 kWh electricity by a deadline 8 hours after it arrives, and each must consume power at a rate within $[0,3.3] \mathrm{kW}$ after it arrives and before its deadline.

In the simulations, the arrival process starts at 20:00 and ends at 12:00 the next day so that the deadlines of all electric vehicles lie within the time horizon of 24 hours. In each time slot during the arrival process, we assume that the number of arriving electric vehicles is uniformly distributed in $[0.8 \lambda, 1.2 \lambda$ ], where $\lambda$ is chosen so that electric vehicles (on average) account for $5 \%-30 \%$ of the non-deferrable loads.

Uncertainty about deferrable load arrivals is captured as follows. The prediction $\mathbb{E}(A(t))$ of future deferrable load total energy request is simply the arrival rate $\lambda$ times the length of the rest of the arrival process $T^{\prime}-t$ where $T^{\prime}$ is the end of the arrival process (12:00), i.e.,

$$
\mathbb{E}(A(t))=\lambda\left(T^{\prime}-t\right), \quad t=1, \ldots, T^{\prime}
$$

If $t>T^{\prime}$, i.e., the deferrable load arrival process has ended, then $\mathbb{E}(A(t))=0$.

Baselines for comparison Our goal in the simulations is to contrast the performance of Algorithm 2 with a number of common benchmarks to tease apart the impact of real-time control and the impact of different forms of uncertainty. To this end, we consider four controllers in our experiments:
(i) Offline optimal control: The controller has full knowledge about the base load and deferrable loads, and solves the ODLC problem offline. It is not realistic in practice, but serves as a benchmark for the other controllers since offline optimal control obtains the smallest possible load variance.

[^1](ii) Static control with exact deferrable load arrival information: The controller has full knowledge about deferrable loads (including those that have not arrived), but uses only the prediction of base load that is available at the beginning of the time horizon to compute a deferrable load schedule that minimizes the expected load variance. This static control is still unrealistic since a deferrable load is known only after it arrives. But, this controller corresponds to what is considered in prior works, e.g., [41, 45, 75].
(iii) Real-time control with exact deferrable load arrival information. The controller has full knowledge about deferrable loads (including those that have not arrived), and uses the prediction of base load that is available at the current time slot to update the deferrable load schedule by minimizing the expected load variance to go, i.e., Algorithm 2 with $n(t)=n$ for $t=1, \ldots, T$. The control is unrealistic since a deferrable load is known only after it arrives; however, it provides the natural comparison for case (ii) above.
(iv) Real-time control without exact deferrable load arrival information, i.e., Algorithm 2. This corresponds to the realistic scenario where only predictions are available about future deferrable loads and base loads. The comparison with case (iii) highlights the impact of the uncertainty in deferrable load arrival.

The performance measure that we show in all plots is the "suboptimality" of the controllers, which we define as

$$
\eta:=\frac{V-V^{\mathrm{opt}}}{V^{\mathrm{opt}}}
$$

where $V$ is the load variance obtained by the controller and $V^{\text {opt }}$ is the load variance obtained by the offline optimal, i.e., case (i) above. Thus, the lines in the figures correspond to cases (ii)-(iv).

### 3.4.2 Experimental results

Our experimental results focus on two main goals: (i) understanding the impact of prediction accuracy on the expected load variance obtained by deferrable load control algorithms, and (ii) contrasting the real-time (closed-loop) control of Algorithm 2 with the optimal static (open-loop) controller. We focus on the impact of three key factors: wind prediction error, the penetration of deferrable load, and the penetration of renewable energy.

The impact of prediction error To study the impact of prediction error, we fix the penetration of both renewable generation (wind) and deferrable loads at $10 \%$ of non-deferrable load, and simulate the load variance obtained under different levels of root-mean-square wind prediction errors (0\%$22.5 \%$ of the nameplate capacity looking 24 hours ahead). The results are summarized in Figure $3.3(\mathrm{a})$. It is not surprising that suboptimality of both the static and the real-time controllers that
have exact information about deferrable load arrivals is zero when the wind prediction error is 0 , since there is no uncertainty for these controllers in this case.

(a) Wind and deferrable load penetration are both $10 \%$.
(b) Wind and deferrable load penetration are both $20 \%$.

Figure 3.3: Illustration of the impact of wind prediction error on suboptimality of load variance.

As prediction error increases, the suboptimality of both the static and the real-time control increases. However, notably, the suboptimality of real-time control grows much more slowly than that of static control, and remains small $(<4.7 \%)$ if deferrable load arrivals are known, over the whole range $0 \%-22.5 \%$ of wind prediction error. At $22.5 \%$ prediction error, the suboptimality of static control is 4.2 times that of real-time control. This highlights that real-time control mitigates the influence of imprecise base load prediction over time.

Moving to the scenario where deferrable load arrivals are not known precisely, we see that the impact of this inexact information is less than $6.6 \%$ of the optimal variance. However, real-time control yields a load variance that is surprisingly resilient to the growth of wind prediction error, and eventually beats the optimal static control at around $10 \%$ wind prediction error, even though the optimal static control has exact knowledge of deferrable loads and the adaptive control does not.

As prediction error increases, the suboptimality of the real-time control with or without deferrable load arrival information gets close, i.e., the benefit of knowing additional information on future deferrable load arrivals vanishes as base load uncertainty increases. This is because the additional information is used to overfit the base load prediction error.

The same comparison is shown in Figure 3.3(b) for the case where renewable and deferrable load penetration are both $20 \%$. Qualitatively the conclusions are the same, however at this higher penetration the contrast between the resilience of adaptive control and static control is magnified, while the benefit of knowing deferrable load arrival information is minified. In particular, realtime control without arrival information beats static control with arrival information, at a lower (around $7 \%$ ) wind prediction error, and knowing deferrable load arrival information does not reduce suboptimality of real-time control with $22.5 \%$ wind prediction error.

The impact of deferrable load penetration Next, we look at the impact of deferrable load penetration on the performance of the various controllers. To do this, we fix the wind penetration level to be $20 \%$ and wind prediction error looking 24 hours ahead to be $18 \%$, and simulate the load variance obtained under different deferrable load penetration levels $(5 \%-30 \%)$. The results are summarized in Figure 3.4(a).


Figure 3.4: Suboptimality of load variance as a function of (a) deferrable load penetration and (b) wind penetration. In (a) the wind penetration is $20 \%$ and in (b) the deferrable load penetration is $20 \%$. In both, the wind prediction error looking 24 hours ahead is $18 \%$.

Not surprisingly, if future deferrable loads are known and uncertainty only comes from base load prediction error, then the suboptimality of real-time control is very small $(<11.2 \%)$ over the whole range $5 \%-30 \%$ of deferrable load penetration, while the suboptimality of static control increases with deferrable load penetration, up to as high as $166 \%$ ( 14.9 times that of real-time control) at $30 \%$ deferrable load penetration.

However, without knowing future deferrable loads, the suboptimality of real-time control increases with the deferrable load penetration. This is because a larger amount of deferrable loads introduces larger uncertainties in deferrable load arrivals. But the suboptimality remains smaller than that of static control over the whole range of $5 \%-30 \%$ of deferrable load penetration. The highest suboptimality $25.7 \%$ occurs at $30 \%$ deferrable load penetration, and is less than $1 / 6$ of the suboptimality of static control, which assumes exact deferrable load arrival information.

The impact of renewable penetration Finally, we study the impact of renewable penetration. To do this we fix the deferrable load penetration level to be $20 \%$ and the wind prediction error looking 24 hours ahead to be $18 \%$, and simulate the load variance obtained by the four test cases under different wind penetration levels ( $5 \%-25 \%$ ). The results are summarized in Figure 3.4(b).

A key observation is that if future deferrable loads are known and uncertainty only comes from base load prediction error, then the suboptimality of real-time control grows much slower than that of static control, as wind penetration level increases. As explained before, this highlights that realtime control mitigates the impact of base load prediction error over time. In fact, the suboptimality
of real-time control is small $(<15 \%)$ over the whole range of $5 \%-25 \%$ of wind penetration levels. Of course, without knowledge of future deferrable loads, the suboptimality of real-time control becomes bigger. However, it still eventually outperforms the optimal static controller at around $6 \%$ wind penetration, despite the fact that the optimal static controller is using exact information about deferrable loads.

### 3.5 Concluding remarks

We have proposed a real-time algorithm for distributed deferrable load control that can schedule a large number of deferrable loads to compensate for the random fluctuations in renewable generation. At any time, the algorithm incorporates updated predictions about deferrable loads and renewable generation to minimize the expected load variance to go. Further, we have derived an explicit expression for the expected aggregate load variance obtained by the algorithm by modeling the base load prediction updates as a Wiener filtering process. Additionally, we have highlighted the importance of the expression by using it to evaluate the improvement of real-time control over static control. Interestingly, the sub-optimality of static control is $O(T / \ln T)$ times that of real-time control in two representative cases of base load prediction updates. The qualitative insights from the analytic results were validated using trace-based simulations, which confirm that the algorithm has significantly smaller sub-optimality than the optimal static control.

## Appendix

## 3.A Proof of Lemma 3.5

When $b_{t}=b$ and $\mathbb{E}(a(t))=\lambda$ for $t=1, \ldots, T$, the model (3.17) for Algorithm 2 reduces to

$$
\begin{equation*}
p_{0}(t)=\frac{1}{T-t+1}\left(\sum_{\tau=t}^{T} b(\tau)+\lambda(T-t)+\sum_{i=1}^{n(t)} P_{i}(t)\right) \tag{3.19}
\end{equation*}
$$

for $t=1, \ldots, T$. Then

$$
\begin{aligned}
(T-t+1) p_{0}(t) & =\sum_{\tau=t}^{T} b(\tau)+\lambda(T-t)+\sum_{i=1}^{n(t)} P_{i}(t) \\
(T-t+2) p_{0}(t-1) & =\sum_{\tau=t-1}^{T} b(\tau)+\lambda(T-t+1)+\sum_{i=1}^{n(t-1)} P_{i}(t-1)
\end{aligned}
$$

for $t=2, \ldots, T$. Subtract the two equations and simplify using the fact that

$$
b(t-1)+\sum_{i=1}^{n(t-1)}\left(P_{i}(t-1)-P_{i}(t)\right)=b(t-1)+\sum_{i=1}^{n(t-1)} p_{i}(t-1)=p_{0}(t-1)
$$

and the definition of $a(t)$ to obtain

$$
p_{0}(t)-p_{0}(t-1)=\frac{1}{T-t+1}(a(t)-\lambda)
$$

for $t=2, \ldots, T$. Substituting $t=1$ into (3.19), it can be verified that $p_{0}(1)=\lambda+\sum_{\tau=1}^{T} b(\tau) / T+$ $(a(1)-\lambda) / T$, therefore

$$
p_{0}(t)=\lambda+\frac{1}{T} \sum_{\tau=1}^{T} b(\tau)+\sum_{\tau=1}^{t} \frac{1}{T-\tau+1}(a(\tau)-\lambda)
$$

for $t=1, \ldots, T$. The average aggregate load is

$$
u=\frac{1}{T} \sum_{t=1}^{T} p_{0}(t)=\lambda+\frac{1}{T}\left(\sum_{\tau=1}^{T} b(\tau)+\sum_{\tau=1}^{T}(a(\tau)-\lambda)\right)
$$

Hence,

$$
\begin{aligned}
\mathbb{E}\left(p_{0}(t)-u\right)^{2} & =\mathbb{E}\left(\sum_{\tau=1}^{t} \frac{1}{T-\tau+1}(a(\tau)-\lambda)-\frac{1}{T} \sum_{\tau=1}^{T}(a(\tau)-\lambda)\right)^{2} \\
& =\mathbb{E}\left(\sum_{\tau=1}^{t} \frac{\tau-1}{T(T-\tau+1)}(a(\tau)-\lambda)-\frac{1}{T} \sum_{\tau=t+1}^{T}(a(\tau)-\lambda)\right)^{2} \\
& =\frac{s^{2}}{T^{2}}\left(\sum_{\tau=1}^{t} \frac{(\tau-1)^{2}}{(T-\tau+1)^{2}}+T-t\right)
\end{aligned}
$$

for $t=1, \ldots, T$. The last equality holds because $(a(\tau)-\lambda)$ are independent for all $\tau$ and each of them have mean zero and variance $s^{2}$. It follows that

$$
\begin{aligned}
\mathbb{E}(V) & =\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}(d(t)-u)^{2} \\
& =\frac{s^{2}}{T^{3}}\left(\sum_{t=1}^{T} \sum_{\tau=1}^{t} \frac{(\tau-1)^{2}}{(T-\tau+1)^{2}}+\sum_{t=1}^{T}(T-t)\right) \\
& =\frac{s^{2}}{T^{3}}\left(\sum_{\tau=1}^{T} \frac{(\tau-1)^{2}}{T-\tau+1}+\sum_{t=1}^{T}(T-t)\right) \\
& =\frac{s^{2}}{T^{3}}\left(\sum_{t=1}^{T} \frac{(T-t)^{2}}{t}+\sum_{t=1}^{T} \frac{(T-t) t}{t}\right) \\
& =s^{2} \frac{\sum_{t=2}^{T} \frac{1}{t}}{T} \approx s^{2} \frac{\ln T}{T}
\end{aligned}
$$

## 3.B Proof of Lemma 3.6

In the case where no deferrable arrival after $t=1$, i.e., $n(t)=n$ for $t=1, \ldots, T$, the model (3.17) for Algorithm 2 reduces to

$$
\begin{equation*}
(T-t+1) p_{0}(t)=\sum_{\tau=t}^{T} b_{t}(\tau)+\sum_{i=1}^{n} P_{i}(t) \tag{3.20}
\end{equation*}
$$

for $t=1, \ldots, T$. Substitute $t$ by $t-1$ to obtain

$$
(T-t+2) p_{0}(t-1)=\sum_{\tau=t-1}^{T} b_{t-1}(\tau)+\sum_{i=1}^{n} P_{i}(t-1)
$$

for $t=2, \ldots, T$. Subtract the two equations to obtain

$$
\begin{aligned}
(T-t+1) p_{0}(t)-(T-t+2) p_{0}(t-1) & =\sum_{\tau=t}^{T} e(t) f(\tau-t)-b(t-1)-\sum_{i=1}^{n} p_{i}(t-1) \\
& =e(t) F(T-t)-p_{0}(t-1)
\end{aligned}
$$

which implies

$$
p_{0}(t)-p_{0}(t-1)=\frac{1}{T-t+1} e(t) F(T-t)
$$

for $t=2, \ldots, T$. Substituting $t=1$ into (3.20) and recalling the definition of $b_{t}$ in (3.1), it can be verified that

$$
p_{0}(1)=\frac{1}{T}\left(\sum_{i=1}^{n} P_{i}+\sum_{\tau=1}^{T} \bar{b}(\tau)\right)+\frac{1}{T} e(1) F(T-1)
$$

Therefore,

$$
p_{0}(t)=\frac{1}{T}\left(\sum_{i=1}^{n} P_{i}+\sum_{\tau=1}^{T} \bar{b}(\tau)\right)+\sum_{\tau=1}^{t} \frac{1}{T-\tau+1} e(\tau) F(T-\tau)
$$

for $t=1, \ldots, T$. The average aggregate load is

$$
u=\frac{1}{T}\left(\sum_{i=1}^{n} P_{i}+\sum_{t=1}^{T} \bar{b}(t)\right)+\frac{1}{T} \sum_{\tau=1}^{T} e(\tau) F(T-\tau)
$$

Hence,

$$
\begin{aligned}
\mathbb{E}\left(p_{0}(t)-u\right)^{2} & =\mathbb{E}\left(\sum_{\tau=1}^{t} \frac{1}{T-\tau+1} e(\tau) F(T-\tau)-\sum_{\tau=1}^{T} \frac{1}{T} e(\tau) F(T-\tau)\right)^{2} \\
& =\mathbb{E}\left(\sum_{\tau=1}^{t} \frac{\tau-1}{T(T-\tau+1)} e(\tau) F(T-\tau)-\sum_{\tau=t+1}^{T} \frac{1}{T} e(\tau) F(T-\tau)\right)^{2} \\
& =\frac{\sigma^{2}}{T^{2}}\left(\sum_{\tau=1}^{t} \frac{(\tau-1)^{2}}{(T-\tau+1)^{2}} F^{2}(T-\tau)+\sum_{\tau=t+1}^{T} F^{2}(T-\tau)\right)
\end{aligned}
$$

for $t=1, \ldots, T$. The last equality holds because $e(\tau)$ are uncorrelated random variables with mean zero and variance $\sigma^{2}$. It follows that

$$
\begin{aligned}
\mathbb{E}(V) & =\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left(p_{0}(t)-u\right)^{2} \\
& =\frac{\sigma^{2}}{T^{3}} \sum_{t=1}^{T}\left(\sum_{\tau=1}^{t} \frac{(\tau-1)^{2}}{(T-\tau+1)^{2}} F^{2}(T-\tau)+\sum_{\tau=t+1}^{T} F^{2}(T-\tau)\right) \\
& =\frac{\sigma^{2}}{T^{3}} \sum_{\tau=1}^{T} F^{2}(T-\tau) \frac{(\tau-1)^{2}}{T-\tau+1}+\frac{\sigma^{2}}{T^{3}} \sum_{\tau=2}^{T}(\tau-1) F^{2}(T-\tau) \\
& =\frac{\sigma^{2}}{T^{2}} \sum_{\tau=1}^{T} F^{2}(T-\tau) \frac{\tau-1}{T-\tau+1}=\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t) \frac{T-t-1}{t+1}
\end{aligned}
$$

## 3.C Proof of Theorem 3.3

Similar to the proof of Lemma 3.5 and 3.6, use the model (3.17) to obtain

$$
p_{0}(t)=\lambda+\frac{1}{T} \sum_{\tau=1}^{T} \bar{b}(\tau)+\sum_{\tau=1}^{t} \frac{1}{T-\tau+1}(e(\tau) F(T-\tau)+a(\tau)-\lambda)
$$

for $t=1, \ldots, T$ and

$$
u=\lambda+\frac{1}{T} \sum_{\tau=1}^{T} \bar{b}(\tau)+\sum_{\tau=1}^{T} \frac{1}{T}(e(\tau) F(T-\tau)+a(\tau)-\lambda)
$$

Hence,

$$
\begin{aligned}
\mathbb{E}\left[p_{0}(t)-u\right]^{2}= & \mathbb{E}\left[\sum_{\tau=1}^{t} \frac{1}{T-\tau+1}(e(\tau) F(T-\tau)+a(\tau)-\lambda)-\sum_{\tau=1}^{T} \frac{1}{T}(e(\tau) F(T-\tau)+a(\tau)-\lambda)\right]^{2} \\
= & \mathbb{E}\left[\sum_{\tau=1}^{t} \frac{1}{T-\tau+1} e(\tau) F(T-\tau)-\sum_{\tau=1}^{T} \frac{1}{T} e(\tau) F(T-\tau)\right]^{2} \\
& +\mathbb{E}\left[\sum_{\tau=1}^{t} \frac{1}{T-\tau+1}(a(\tau)-\lambda)-\sum_{\tau=1}^{T} \frac{1}{T}(a(\tau)-\lambda)\right]^{2}
\end{aligned}
$$

The first term is exactly that in Lemma 3.6, and the second term is exactly that in Lemma 3.5. Hence, the expected load variance is

$$
\mathbb{E}(V)=\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t) \frac{T-t-1}{t+1}+\frac{s^{2}}{T} \sum_{t=2}^{T} \frac{1}{t}
$$

## 3.D Proof of Corollary 3.7

If $|f(t)| \sim O\left(t^{-1 / 2-\alpha}\right)$ for some $\alpha>0$, then $|f(t)| \leq C t^{-1 / 2-\alpha}$ for some $C>0$ and all $t \geq 1$. Without loss of generality, assume that $0<\alpha<1 / 2$ and $C \geq(1-2 \alpha) /(1+2 \alpha)$. Then $F(0)=1$ and

$$
|F(t)|=\left|\sum_{\tau=0}^{t} f(\tau)\right| \leq 1+\sum_{\tau=1}^{t} C \tau^{-1 / 2-\alpha} \leq 1+C+\int_{1}^{t} C \tau^{-1 / 2-\alpha} d \tau \leq \frac{2 C}{1-2 \alpha} t^{1 / 2-\alpha}
$$

for $t=1, \ldots, T$. The last inequality holds because $C \geq(1-2 \alpha) /(1+2 \alpha)$. Therefore it follows from Lemma 3.6 that

$$
\begin{aligned}
\mathbb{E}(V) & \leq \frac{\sigma^{2}}{T} \sum_{s=0}^{T-1} F^{2}(s) \frac{1}{s+1} \\
& \leq \frac{\sigma^{2}}{T}+\frac{\sigma^{2}}{T} \sum_{s=1}^{T-1} \frac{4 C^{2}}{(1-2 \alpha)^{2}} s^{1-2 \alpha} \frac{1}{s+1} \\
& \leq \frac{\sigma^{2}}{T}+\frac{\sigma^{2}}{T} \frac{4 C^{2}}{(1-2 \alpha)^{2}} \sum_{s=1}^{T-1} \frac{1}{s^{2 \alpha}} \\
& \leq \frac{\sigma^{2}}{T}+\frac{\sigma^{2}}{T} \frac{4 C^{2}}{(1-2 \alpha)^{2}}+\frac{\sigma^{2}}{T} \frac{4 C^{2}}{(1-2 \alpha)^{2}} \int_{1}^{T-1} \frac{1}{s^{2 \alpha}} d s \\
& \leq \frac{\sigma^{2}}{T}+\frac{4 \sigma^{2} C^{2}}{(1-2 \alpha)^{2} T}+\frac{4 \sigma^{2} C^{2}}{(1-2 \alpha)^{3} T^{2 \alpha}}
\end{aligned}
$$

Hence, $\mathbb{E}(V) \rightarrow 0$ as $T \rightarrow \infty$.

## 3.E Proof of Lemma 3.8

The aggregate load $d$ obtained by the optimal static algorithm is

$$
\begin{aligned}
p_{0}(t) & =\frac{1}{T}\left(\sum_{i=1}^{n} P_{i}+\sum_{\tau=1}^{T} \bar{b}(\tau)\right)-\bar{b}(t)+b(t) \\
& =\frac{1}{T}\left(\sum_{i=1}^{n} P_{i}+\sum_{\tau=1}^{T} \bar{b}(\tau)\right)+\sum_{\tau=1}^{T} e(\tau) f(t-\tau)
\end{aligned}
$$

for $t=1, \ldots, T$. Hence,

$$
\begin{aligned}
\mathbb{E}\left(p_{0}(t)-u\right)^{2} & =\mathbb{E}\left(\sum_{\tau=1}^{T} e(\tau)\left(f(t-\tau)-\frac{1}{T} F(T-\tau)\right)\right)^{2} \\
& =\frac{\sigma^{2}}{T^{2}} \sum_{\tau=1}^{T} T^{2} f^{2}(t-\tau)-2 T f(t-\tau) F(T-\tau)+F^{2}(T-\tau)
\end{aligned}
$$

for $t=1, \ldots, T$. It follows that

$$
\begin{aligned}
\mathbb{E}\left(V^{\prime}\right) & =\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}\left(p_{0}(t)-u\right)^{2} \\
& =\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \sum_{\tau=1}^{T} f^{2}(t-\tau)-\frac{2 \sigma^{2}}{T^{2}} \sum_{\tau=1}^{T} F(T-\tau) \sum_{t=1}^{T} f(t-\tau)+\frac{\sigma^{2}}{T^{2}} \sum_{\tau=1}^{T} F^{2}(T-\tau) \\
& =\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \sum_{\tau=0}^{t-1} f^{2}(\tau)-\frac{\sigma^{2}}{T^{2}} \sum_{\tau=1}^{T} F^{2}(T-\tau) \\
& =\frac{\sigma^{2}}{T} \sum_{\tau=0}^{T-1}(T-\tau) f^{2}(\tau)-\frac{\sigma^{2}}{T^{2}} \sum_{\tau=0}^{T-1} F^{2}(\tau) \\
& =\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1}\left(T(T-t) f^{2}(t)-F^{2}(t)\right)
\end{aligned}
$$

## 3.F Proof of Corollary 3.9

Corollary 3.9 follows from Lemma 3.6 and Lemma 3.8 and the definition of $F$ :

$$
\begin{aligned}
\mathbb{E}\left(V^{\prime}\right)-\mathbb{E}(V) & =\frac{\sigma^{2}}{T} \sum_{t=0}^{T-1}(T-t) f^{2}(t)-\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t)\left(1+\frac{T-t-1}{t+1}\right) \\
& =\frac{\sigma^{2}}{T} \sum_{n=0}^{T}(T-n) f^{2}(n)-\frac{\sigma^{2}}{T} \sum_{t=0}^{T-1} \frac{1}{t+1} F^{2}(t) \\
& =\frac{\sigma^{2}}{T} \sum_{n=0}^{T} \sum_{t=n+1}^{T} f^{2}(n)-\frac{\sigma^{2}}{T} \sum_{t=0}^{T-1} \frac{1}{t+1} F^{2}(t) \\
& =\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \sum_{n=0}^{t-1} f^{2}(n)-\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \frac{1}{t}\left(\sum_{n=0}^{t-1} f(n)\right)^{2} \\
& =\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \frac{1}{t}\left[t \sum_{n=0}^{t-1} f^{2}(n)-\left(\sum_{n=0}^{t-1} f(n)\right)^{2}\right] \\
& =\frac{\sigma^{2}}{T} \sum_{t=1}^{T} \frac{1}{2 t} \sum_{m=0}^{t-1} \sum_{n=0}^{t-1}(f(m)-f(n))^{2} .
\end{aligned}
$$

## 3.G Proof of Corollary 3.10

We have

$$
F(t)= \begin{cases}t+1 & \text { if } 0 \leq t<\Delta \\ \Delta & \text { if } t \geq \Delta\end{cases}
$$

for $t=0, \ldots, T$. It follows that

$$
\begin{aligned}
\mathbb{E}(V) & =\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t) \frac{T-t-1}{t+1} \\
& =\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{\Delta-1}(t+1)^{2} \frac{T-t-1}{t+1}+\frac{\sigma^{2} \Delta^{2}}{T^{2}} \sum_{t=\Delta}^{T-1} \frac{T-t-1}{t+1} \\
& =\frac{\sigma^{2}}{T^{2}} \sum_{t=1}^{\Delta} t(T-t)+\frac{\sigma^{2} \Delta^{2}}{T^{2}} \sum_{t=\Delta+1}^{T}\left(\frac{T}{t}-1\right) \\
& \in \frac{\sigma^{2} \Delta^{2}}{T^{2}}\left[T \ln \frac{T+1}{\Delta+1}-T+\Delta, T \ln \frac{T}{\Delta}-T+\Delta+1\right] \\
& =\Delta \sigma^{2} \frac{\ln (T / \Delta)}{T / \Delta}\left(1+O\left(\frac{1}{\ln (T / \Delta)}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{E}\left(V^{\prime}\right) & =\frac{\sigma^{2}}{T} \sum_{t=0}^{T-1}(T-t) f^{2}(t)-\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{T-1} F^{2}(t) \\
& =\frac{\sigma^{2}}{T} \sum_{t=0}^{\Delta-1}(T-t)-\frac{\sigma^{2}}{T^{2}} \sum_{t=0}^{\Delta-1}(t+1)^{2}-\frac{\sigma^{2} \Delta^{2}}{T^{2}}(T-\Delta) \\
& =\Delta \sigma^{2}(1+O(\Delta / T))
\end{aligned}
$$

Hence, the expected load variance reduction is

$$
\frac{\mathbb{E}\left(V^{\prime}\right)}{\mathbb{E}(V)}=\frac{T / \Delta}{\ln (T / \Delta)}\left(1+O\left(\frac{1}{\ln (T / \Delta)}\right)\right)
$$

## 3.H Proof of Corollary 3.11

We have $F(t)=\left(1-a^{t+1}\right) /(1-a)$ for $t=0, \ldots, T$. Note that for any $\Delta \in\{1, \ldots, T\}$,

$$
\mathbb{E}(V)=\frac{\sigma^{2}}{(1-a)^{2} T^{2}} \sum_{t=1}^{T}\left(1-a^{t}\right)^{2} \frac{T-t}{t}=\frac{\sigma^{2}}{(1-a)^{2} T^{2}}(A+B)
$$

where

$$
A:=\sum_{t=1}^{\Delta} \frac{T-t}{t}\left(1-a^{t}\right)^{2}, \quad B:=\sum_{t=\Delta+1}^{T} \frac{T-t}{t}\left(1-a^{t}\right)^{2}
$$

by splitting the sum at $\Delta$. We can bound the terms $A$ and $B$ separately, on the one hand,

$$
0 \leq A \leq T \sum_{t=1}^{\Delta} \frac{1}{t} \leq T(1+\ln \Delta)
$$

On the other hand,

$$
\begin{aligned}
B & \geq\left(1-a^{\Delta+1}\right)^{2} \sum_{t=\Delta+1}^{T} \frac{T-t}{t} \\
& \geq\left(1-a^{\Delta+1}\right)^{2}\left(T \ln \frac{T+1}{\Delta+1}-T+\Delta\right) \\
& =\left(1-a^{\Delta+1}\right)^{2} T \ln T\left(1+O\left(\frac{\ln \Delta}{\ln T}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
B & \leq \sum_{t=\Delta+1}^{T} \frac{T-t}{t} \\
& \leq T \ln \frac{T}{\Delta}-T+\Delta \\
& =T \ln T\left(1+O\left(\frac{\ln \Delta}{\ln T}\right)\right)
\end{aligned}
$$

Select $\Delta=[\ln T]$ and let $T \rightarrow \infty$ to obtain

$$
T \ln T\left(1+O\left(\frac{\ln \ln T}{\ln T}\right)\right) \leq A+B \leq T \ln T\left(1+O\left(\frac{\ln \ln T}{\ln T}\right)\right)
$$

Therefore $A+B=T \ln T(1+O(\ln \ln T / \ln T))$ and it follows that

$$
\mathbb{E}(V)=\frac{\sigma^{2}}{(1-a)^{2}} \frac{\ln T}{T}\left(1+O\left(\frac{\ln \ln T}{\ln T}\right)\right)
$$

We also have

$$
\begin{aligned}
\mathbb{E}\left(V^{\prime}\right) & =\frac{\sigma^{2}}{T} \sum_{t=0}^{T-1}(T-t) a^{2 t}-\frac{\sigma^{2}}{(1-a)^{2} T^{2}} \sum_{t=1}^{T}\left(1-a^{t}\right)^{2} \\
& =\frac{\sigma^{2}}{1-a^{2}}\left[1-\frac{a^{2}\left(1-a^{2 T}\right)}{T\left(1-a^{2}\right)}\right]-\frac{\sigma^{2}}{(1-a)^{2} T}\left[1-\frac{a^{2}+2 a-2 a^{T+1}-2 a^{T+2}+a^{2+2 T}}{T\left(1-a^{2}\right)}\right] \\
& =\frac{\sigma^{2}}{1-a^{2}}\left(1+O\left(\frac{1}{T}\right)\right)
\end{aligned}
$$

Hence, the expected load variance reduction is

$$
\frac{\mathbb{E}\left(V^{\prime}\right)}{\mathbb{E}(V)}=\frac{1-a}{1+a} \frac{T}{\ln T}\left(1+O\left(\frac{\ln \ln T}{\ln T}\right)\right)
$$

## Chapter 4

## Optimal Power Flow

Distribution networks are usually multiphase and radial. To facilitate power flow computation and optimization, two semidefinite programming (SDP) relaxations of the optimal power flow problem and a linear approximation of the power flow are proposed. We prove that the first SDP relaxation is exact if and only if the second one is exact. Case studies show that the second SDP relaxation is numerically exact and that the linear approximation obtains voltages within 0.0016 per unit of their true values for the IEEE $13,34,37,123$-bus networks and a real-world 2065 -bus network.

Literature The optimal power flow (OPF) problem is nonconvex, and approximations and relaxations have been developed to solve it; see recent surveys in $[20,25,39,54,81,84]$. For convex relaxations, it is first proposed in [57] to solve OPF as a second-order cone programming for single-phase radial networks and in [10] as a semidefinite programming (SDP) for single-phase mesh networks. While numerically illustrated in [57] and [10], whether or when the convex relaxations are exact is not studied until [66]; see $[73,74]$ for a survey and references to a growing literature on convex relaxations of OPF.

Most of these works assume a single-phase network, while distribution networks are typically multiphase and unbalanced [63]. It has been observed in $[29,60]$ that a multiphase network has an equivalent single-phase circuit model where each bus-phase pair in the multiphase network is identified with a single bus in the equivalent model. Hence methods for single-phase networks can be applied to the equivalent model of a multiphase unbalanced network. This approach is taken in [33] for solving optimal power flow problems. Additionally, [33] develops distributed solutions.

Summary This chapter develops convex relaxations of OPF and a linear approximation of power flow. Solving OPF through convex relaxation offers several advantages. It provides the ability to check if a solution is globally optimal. If it is not, the solution provides a lower bound on the minimum cost and hence a bound on how far any feasible solution is from optimality. Unlike approximations, if a relaxation is infeasible, it certifies that the original OPF is infeasible.

There are three questions on convex relaxations: 1) how to compute convex relaxations efficiently, 2) how to attain numerical stability, and 3 ) when can a globally optimum of OPF be obtained by solving its convex relaxation?

To address 1), the relaxation BIM-SDP is proposed in Section 4.2 to improve the computational efficiency of a standard SDP relaxation by exploiting the radial network topology. While the standard SDP relaxation declares $O\left(n^{2}\right)$ variables where $n+1$ is the number of buses in the network, BIM-SDP only declares $O(n)$ variables and is therefore more efficient.

To address 2), the relaxation BFM-SDP is proposed in Section 4.3 to improve the numerical stability of BIM-SDP by avoiding ill-conditioned operations. BIM-SDP is ill-conditioned due to subtractions of voltages that are close in value. Using alternative variables, BFM-SDP avoids these subtractions and is therefore numerically more stable.

To partially address 3), we prove in Section 4.5 that BIM-SDP is exact if and only if BFM-SDP is exact, and empirically show in Section 4.5 that BFM-SDP is numerically exact for the IEEE 13 , $34,37,123$-bus networks and a real-world 2065-bus network. Remarkably, BIM-SDP is numerically exact only for the IEEE 13 and 37-bus networks. This highlights the numerical stability of BFMSDP.

Approximation LPF is proposed in Section 4.4 to estimate voltages and power flows. LPF is accurate when line loss is small compared with power flow and voltages are nearly balanced, i.e., the voltages of different phases have similar magnitudes and differ in angle by $\sim 120^{\circ}$. Empirically, it is presented in Section 4.5 that LPF computes voltages within 0.0016 per unit of their true values for the IEEE $13,34,37$, and 123-bus networks and a real-world 2065 -bus network.

### 4.1 Optimal Power Flow Problem

OPF in multiphase radial networks is applicable for demand response and volt/var control.

### 4.1.1 A Standard Nonlinear Power Flow Model

A distribution network is composed of buses and lines connecting these buses. It is usually multiphase and radial. There is a substation bus in the network with a fixed voltage. Index the substation bus by 0 and the other buses by $1,2, \ldots, n$. Let $\mathcal{N}=\{0,1, \ldots, n\}$ denote the set of buses and define $\mathcal{N}^{+}=\mathcal{N} \backslash\{0\}$. Each line connects an ordered pair $(i, j)$ of buses where bus $i$ lies between bus 0 and bus $j$. Let $\mathcal{E}$ denote the set of lines. Use $(i, j) \in \mathcal{E}$ and $i \rightarrow j$ interchangeably. If $i \rightarrow j$ or $j \rightarrow i$, denote $i \sim j$.

Let $a, b, c$ denote the three phases of the network, let $\Phi_{i}$ denote the phases of bus $i \in \mathcal{N}$, and let $\Phi_{i j}$ denote the phases of line $i \sim j$. For each bus $i \in \mathcal{N}$, let $V_{i}^{\phi}$ denote its phase $\phi$ complex voltage for $\phi \in \Phi_{i}$ and define $V_{i}:=\left[V_{i}^{\phi}\right]_{\phi \in \Phi_{i}}$; let $I_{i}^{\phi}$ denote its phase $\phi$ current injection for $\phi \in \Phi_{i}$
and define $I_{i}:=\left[I_{i}^{\phi}\right]_{\phi \in \Phi_{i}}$; let $s_{i}^{\phi}$ denote its phase $\phi$ complex power injection for $\phi \in \Phi_{i}$ and define $s_{i}:=\left[s_{i}^{\phi}\right]_{\phi \in \Phi_{i}}$. For each line $i \sim j$, let $I_{i j}^{\phi}$ denote the phase $\phi$ current from bus $i$ to bus $j$ for $\phi \in \Phi_{i j}$ and define $I_{i j}:=\left[I_{i j}^{\phi}\right]_{\phi \in \Phi_{i j}}$; let $z_{i j}$ denote the phase impedance matrix and define $y_{i j}:=z_{i j}^{-1}$.


Figure 4.1: Summary of notations

Some notations are summarized in Figure 4.1. Further, let superscripts denote projection to specified phases, e.g., if $\Phi_{i}=a b c$, then

$$
V_{i}^{a b}=\left(V_{i}^{a}, V_{i}^{b}\right)^{T}
$$

Fill nonexisting phase entries by 0 , e.g., if $\Phi_{i}=a b$, then

$$
V_{i}^{a b c}=\left(V_{i}^{a}, V_{i}^{b}, 0\right)^{T}
$$

Let a letter without subscripts denote a vector of the corresponding quantity, e.g., $z=\left[z_{i j}\right]_{i \sim j}$ and $s=\left[s_{i}\right]_{i \in \mathcal{N}}$.

Power flows are governed by [63]:

1) Ohm's law: $I_{i j}=y_{i j}\left(V_{i}^{\Phi_{i j}}-V_{j}^{\Phi_{i j}}\right)$ for $i \sim j$.
2) Current balance: $I_{i}=\sum_{j: i \sim j} I_{i j}^{\Phi_{i}}$ for $i \in \mathcal{N}$.
3) Power balance: $s_{i}=\operatorname{diag}\left(V_{i} I_{i}^{H}\right)$ for $i \in \mathcal{N}$.

Eliminate current variables $I_{i}$ and $I_{i j}$ to obtain the following bus injection model (BIM):

$$
\begin{equation*}
s_{i}=\sum_{j: i \sim j} \operatorname{diag}\left[V_{i}^{\Phi_{i j}}\left(V_{i}^{\Phi_{i j}}-V_{j}^{\Phi_{i j}}\right)^{H} y_{i j}^{H}\right]^{\Phi_{i}}, \quad i \in \mathcal{N} . \tag{4.1}
\end{equation*}
$$

### 4.1.2 Optimal Power Flow

OPF determines the power injection that minimizes generation cost subject to physical and operational constraints. Generation cost is separable. In particular, let $C_{i}\left(s_{i}\right): \mathbb{C}^{\left|\Phi_{i}\right|} \mapsto \mathbb{R}$ denote the generation cost at bus $i \in \mathcal{N}$, and

$$
C(s)=\sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right)
$$

is the generation cost of the network.

OPF has operational constraints on power injections and voltages besides physical constraints (4.1). First, while the substation power injection $s_{0}$ is unconstrained, a branch bus power injection $s_{i}$ can only vary within some externally specified set $\mathcal{S}_{i}$, i.e.,

$$
\begin{equation*}
s_{i} \in \mathcal{S}_{i}, \quad i \in \mathcal{N}^{+} \tag{4.2}
\end{equation*}
$$

For example, the sets $\mathcal{S}_{i}$ of two types of devices are illustrated in Figure 4.2. Note that $\mathcal{S}_{i}$ is usually not a box, and that $\mathcal{S}_{i}$ can be nonconvex or even disconnected.



Figure 4.2: The left figure illustrates the set $\mathcal{S}_{i}$ of an inverter, and the right figure illustrates the set $\mathcal{S}_{i}$ of a shunt capacitor. Note that the set $\mathcal{S}_{i}$ is usually not a box, and that $\mathcal{S}_{i}$ can be nonconvex or even disconnected.

Second, while the substation voltage $V_{0}$ is fixed and given (denote by $V_{0}^{\text {ref }}$ that is nonzero componentwise), a branch bus voltage can be regulated within a range, i.e., there exists $\left[\underline{V}_{i}^{\phi}, \bar{V}_{i}^{\phi}\right]_{i \in \mathcal{N}+, \phi \in \Phi_{i}}$ such that

$$
\begin{align*}
& V_{0}=V_{0}^{\mathrm{ref}}  \tag{4.3a}\\
& \underline{V}_{i}^{\phi} \leq\left|V_{i}^{\phi}\right| \leq \bar{V}_{i}^{\phi}, \quad i \in \mathcal{N}^{+}, \phi \in \Phi_{i} \tag{4.3b}
\end{align*}
$$

For example, if voltages must stay within $5 \%$ from their nominal values, then $0.95 \leq\left|V_{i}^{\phi}\right| \leq 1.05$ per unit.

To summarize, OPF can be formulated as

$$
\begin{aligned}
\text { OPF: } & \min \\
& \sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right) \\
\text { over } & s, V \\
\text { s.t. } & (4.1)-(4.3) .
\end{aligned}
$$

The following assumptions are made throughout this paper.

1. The network $(\mathcal{N}, \mathcal{E})$ is connected.
2. Voltage lower bounds are strictly positive, i.e.,

$$
\underline{V}_{i}^{\phi}>0, \quad i \in \mathcal{N}^{+}, \phi \in \Phi_{i}
$$

3. Bus and line phases satisfy

$$
\Phi_{i} \supseteq \Phi_{i j}=\Phi_{j}, \quad i \rightarrow j .
$$

### 4.2 Bus Injection Model Semidefinite Programming

OPF is nonconvex due to (4.1), and a standard SDP relaxation has been developed to solve it [33]. In this section we propose a different SDP relaxation, called BIM-SDP, that exploits the radial network topology to reduce the computational complexity of the standard SDP.

BIM-SDP is derived by shifting the nonconvexity from (4.1) to some rank constraints and removing the rank constraints. Let $|A|$ denote the number of elements in a set $A$, and $\mathbb{H}^{k \times k}$ denote the set of $k \times k$ complex Hermitian matrices. Let $v_{i} \in \mathbb{H}^{\left|\Phi_{i}\right| \times\left|\Phi_{i}\right|}$ for $i \in \mathcal{N}$ and $W_{i j} \in \mathbb{C}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|}$ for $i \sim j$. If these matrices satisfy

$$
\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=\left[\begin{array}{c}
V_{i}^{\Phi_{i j}} \\
V_{j}
\end{array}\right]\left[\begin{array}{c}
V_{i}^{\Phi_{i j}} \\
V_{j}
\end{array}\right]^{H}, \quad i \rightarrow j,
$$

then (4.1) is equivalent to

$$
s_{i}=\sum_{j: i \sim j} \operatorname{diag}\left[\left(v_{i}^{\Phi_{i j}}-W_{i j}\right) y_{i j}^{H}\right]^{\Phi_{i}}, \quad i \in \mathcal{N} .
$$

Lemma 4.1. Let $v_{i} \in \mathbb{H}^{\left|\Phi_{i}\right| \times\left|\Phi_{i}\right|}$ for $i \in \mathcal{N}$ and $W_{i j} \in \mathbb{C}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|}$ for $i \sim j$. If

- $v_{0}=V_{0}^{\text {ref }}\left[V_{0}^{\text {ref }}\right]^{H}$ for some $V_{0}^{\text {ref }} \in \mathbb{C}^{\left|\Phi_{0}\right|}$;
- $\operatorname{diag}\left(v_{i}\right)$ is nonzero componentwise for $i \in \mathcal{N}$;
- $W_{j i}=W_{i j}^{H}$ for $i \rightarrow j$;
- $\left[\begin{array}{cc}v_{i}^{\Phi_{i j}} & W_{i j} \\ W_{j i} & v_{j}\end{array}\right]$ is rank one for $i \rightarrow j$,
then Algorithm 3 computes the unique $V$ that satisfies $V_{0}=V_{0}^{\text {ref }}$ and

$$
\begin{array}{rlrl}
v_{i} & =V_{i} V_{i}^{H}, & i \in \mathcal{N} ; \\
W_{i j} & =V_{i}^{\Phi_{i j}}\left(V_{j}^{\Phi_{i j}}\right)^{H}, & i & \sim j . \tag{4.4b}
\end{array}
$$

Lemma 4.1 is proved in Appendix 4.A. It implies that OPF can be equivalently formulated as BIM-OPF. Let $A \succeq 0$ denote a hermitian matrix $A$ being positive semidefinte.

```
Algorithm 3 Recover \(V\) from \((v, W)\).
Input: \((v, W)\) that satisfies the conditions in Lemma 4.1.
Output: \(V\).
    \(V_{0} \leftarrow V_{0}^{\text {ref }}\)
    \(\mathcal{N}_{\text {visit }} \leftarrow\{0\} ;\)
    while \(\mathcal{N}_{\text {visit }} \neq \mathcal{N}\) do
        find \(i \rightarrow j\) such that \(i \in \mathcal{N}_{\text {visit }}\) and \(j \notin \mathcal{N}_{\text {visit }}\);
        compute
\[
\begin{aligned}
V_{j} & \leftarrow \frac{1}{\operatorname{tr}\left(v_{i}^{\Phi_{i j}}\right)} W_{j i} V_{i}^{\Phi_{i j}} ; \\
\mathcal{N}_{\text {visit }} & \leftarrow \mathcal{N}_{\text {visit }} \cup\{j\} ;
\end{aligned}
\]
```

6: end while

$$
\begin{align*}
\text { BIM-OPF: } \min & \sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right) \\
\text { over } \quad & s_{i} \in \mathbb{C}^{\left|\Phi_{i}\right|} \text { and } v_{i} \in \mathbb{H}^{\left|\Phi_{i}\right| \times\left|\Phi_{i}\right|} \text { for } i \in \mathcal{N} ; W_{i j} \in \mathbb{C}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|} \text { for } i \sim j, \\
\text { s.t. } \quad & s_{i}=\sum_{j: i \sim j} \operatorname{diag}\left[\left(v_{i}^{\Phi_{i j}}-W_{i j}\right) y_{i j}^{H}\right]^{\Phi_{i}}, \quad i \in \mathcal{N} ;  \tag{4.5a}\\
& s_{i} \in \mathcal{S}_{i}, \quad i \in \mathcal{N}^{+} ;  \tag{4.5b}\\
& v_{0}=V_{0}^{\mathrm{ref}}\left(V_{0}^{\mathrm{ref}}\right)^{H} ;  \tag{4.5c}\\
& \underline{v}_{i} \leq \operatorname{diag}\left(v_{i}\right) \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} ;  \tag{4.5d}\\
& W_{i j}=W_{j i}^{H}, \quad i \rightarrow j ;  \tag{4.5e}\\
& {\left[\begin{array}{ll}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right] \succeq 0, \quad i \rightarrow j }  \tag{4.5f}\\
& \operatorname{rank}\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=1, \quad i \rightarrow j \tag{4.5~g}
\end{align*}
$$

where the vectors $\underline{v}_{i}$ and $\bar{v}_{i}$ in (4.5d) are defined as

$$
\underline{v}_{i}:=\left[\left(\underline{V}_{i}^{\phi}\right)^{2}\right]_{\phi \in \Phi_{i}}, \bar{v}_{i}:=\left[\left(\bar{V}_{i}^{\phi}\right)^{2}\right]_{\phi \in \Phi_{i}}, \quad i \in \mathcal{N}^{+}
$$

If $C_{i}$ (in the objective) and $\mathcal{S}_{i}[$ in $(4.5 \mathrm{~g})]$ are convex, then BIM-OPF is convex except for $(4.5 \mathrm{~g})$,
and an SDP relaxation can be obtained by removing (4.5g) from BIM-OPF.

$$
\begin{aligned}
\text { BIM-SDP: } \min & \sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right) \\
\text { over } & s, v, W \\
\text { s.t. } & (4.5 \mathrm{a})-(4.5 \mathrm{f}) .
\end{aligned}
$$

Note that BIM-SDP may be nonconvex due to $C_{i}$ and $\mathcal{S}_{i}$.
If an optimal BIM-SDP solution $(s, v, W)$ satisfies $(4.5 \mathrm{~g})$, then $(s, v, W)$ also solves BIM-OPF. Furthermore, a global optimum $(s, V)$ of OPF can be recovered via Algorithm 3.

Theorem 4.2. Given an optimal solution $(s, v, W)$ of BIM-SDP that satisfies (4.5g), Algorithm 3 computes a $V$ such that $(s, V)$ solves $O P F$.

Theorem 4.2 follows directly from Lemma 4.1.
Definition 4.1. BIM-SDP is exact if every optimal solution of BIM-SDP satisfies (4.5g).
If BIM-SDP is exact, then a global optimum of OPF can be obtained by solving BIM-SDP according to Theorem 4.2.

Comparison with a Standard SDP A standard SDP relaxation of OPF has been proposed in the literature [33]. It is derived by introducing

$$
\tilde{W}=\left[\begin{array}{c}
V_{0} \\
\vdots \\
V_{n}
\end{array}\right]\left[\begin{array}{lll}
V_{1}^{H} & \ldots & V_{n}^{H}
\end{array}\right]
$$

to shift the nonconvexity from (4.1) in BIM-OPF to $\operatorname{rank} \tilde{W}=1$, and removing the rank constraint. We call this relaxation standard-SDP for ease of reference.

BIM-SDP is computationally more efficient than standard-SDP since it has fewer variables. It is straightforward to verify that there are $O(n)$ variables in BIM-SDP and $O\left(n^{2}\right)$ variables in standardSDP. Note that $n+1$ is equal to the number of buses in the network.

Standard-SDP does not exploit the radial network topology. In $\tilde{W}$, only blocks corresponding to lines $i \sim j$ appear in other constraints than $\tilde{W} \succeq 0$, i.e., if bus $i$ and bus $j$ are not connected, then block $(i, j)$ in $\tilde{W}$ only appears in $\tilde{W} \succeq 0$. Since the network is radial, $n^{2}-n$ out of the $(n+1)^{2}$ blocks in $\tilde{W}$ only appear in $\tilde{W} \succeq 0$, leaving significant potential for exploring sparsity.

Call these $n^{2}$ blocks that only appear in $\tilde{W} \succeq 0$ the $\tilde{W}$-only blocks and the other $2 n+1$ blocks the key-blocks. The purpose of having $\tilde{W}$-only blocks in the optimization is to make sure that the partial matrix specified by key-blocks can be completed to a positive semidefinite full matrix.

It is known that a partially positive semidefinite matrix has a positive semidefinite completion if and only if its underlying graph is chordal [40]. Essentially, BIM-SDP applies this technique to exploit the radial network topology.

### 4.3 BFM Semidefinite Programming

BIM-SDP is not numerically stable and a different relaxation is proposed in this section to improve the numerical stability of BIM-SDP.

### 4.3.1 Alternative Power Flow Model

We start with introducing a novel branch flow model (BFM) of power flow. BFM enhances the numerical stability of BIM (4.1). BIM (4.1) is ill-conditioned due to subtractions of $V_{i}^{\Phi_{i j}}$ and $V_{j}^{\Phi_{i j}}$ that are close in value. BFM obtains an improved numerical stability by avoiding such subtractions in the calculation of power flows (though such subtractions are still used in the calculation of voltages).

BFM is given by the following three equations.

1. Ohm's law:

$$
\begin{equation*}
V_{i}^{\Phi_{i j}}-V_{j}=z_{i j} I_{i j}, \quad i \rightarrow j . \tag{4.6}
\end{equation*}
$$

2. Definition of auxiliary variables:

$$
\begin{equation*}
\ell_{i j}=I_{i j} I_{i j}^{H}, \quad S_{i j}=V_{i}^{\Phi_{i j}} I_{i j}^{H}, \quad i \rightarrow j \tag{4.7}
\end{equation*}
$$

3. Power balance:

$$
\begin{equation*}
\sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right)+s_{j}=\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}, \quad j \in \mathcal{N} \tag{4.8}
\end{equation*}
$$

To interpret $\ell$ and $S$, note that $\operatorname{diag}\left(\ell_{i j}\right)$ denotes the magnitude squares of current $I_{i j}$, and $\operatorname{diag}\left(S_{i j}\right)$ denotes the sending-end power flow on line $i \rightarrow j$. To interpret (4.8), note that the receiving-end power flow on line $i \rightarrow j$ is

$$
\operatorname{diag}\left(V_{j} I_{i j}^{H}\right)=\operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right)
$$

BIM and BFM are equivalent in the sense that they share the same solution set $(s, V)$. More
specifically, let

$$
\begin{aligned}
& \mathbb{F}_{\mathrm{BIM}}:=\{(s, V) \mid(s, V) \text { satisfies }(4.1)\}, \\
& \mathbb{F}_{\mathrm{BFM}}:=\left\{(s, V) \left\lvert\, \begin{array}{l}
\exists(I, \ell, S) \text { such that } \\
(s, V, I, \ell, S) \text { satisfies (4.6)-(4.8) }
\end{array}\right.\right\}
\end{aligned}
$$

denote the sets of $(s, V)$ that satisfy BIM or BFM.

Theorem 4.3. The solution set $\mathbb{F}_{\text {BIM }}=\mathbb{F}_{\text {BFM }}$.

Theorem 4.3 is proved in Appendix 4.B. It implies that OPF can be equivalently formulated as follows.

$$
\begin{aligned}
\mathbf{O P F}^{\prime}: \min & \sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right) \\
\text { over } & s, V, I, \ell, S \\
\text { s.t. } & (4.2)-(4.3),(4.6)-(4.8)
\end{aligned}
$$

### 4.3.2 Branch Flow Model Semidefinite Programming

A numerically stable SDP that has a similar computational efficiency as BIM-SDP is proposed in this section. To motivate the SDP, assume (4.4a), (4.6), and (4.7) hold, then

$$
V_{j}=V_{i}^{\Phi_{i j}}-z_{i j} I_{i j}, \quad i \rightarrow j
$$

Multiply both sides by their Hermitian transposes to obtain

$$
\begin{equation*}
v_{j}=v_{i}^{\Phi_{i j}}-\left(S_{i j} z_{i j}^{H}+z_{i j} S_{i j}^{H}\right)+z_{i j} \ell_{i j} z_{i j}^{H}, \quad i \rightarrow j . \tag{4.9}
\end{equation*}
$$

Furthermore, the matrix

$$
\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right]=\left[\begin{array}{c}
V_{i}^{\Phi_{i j}} \\
I_{i j}
\end{array}\right]\left[\begin{array}{c}
V_{i}^{\Phi_{i j}} \\
I_{i j}^{H}
\end{array}\right]^{H}
$$

is positive semidefinite and rank one for $i \rightarrow j$.
Lemma 4.4. Let $v_{i} \in \mathbb{H}^{\left|\Phi_{i}\right| \times\left|\Phi_{i}\right|}$ for $i \in \mathcal{N}$. Let $S_{i j} \in \mathbb{C}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|}$ and $\ell_{i j} \in \mathbb{H}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|}$ for $i \rightarrow j$. If

- $v_{0}=V_{0}^{\mathrm{ref}}\left[V_{0}^{\mathrm{ref}}\right]^{H}$ for some $V_{0}^{\mathrm{ref}} \in \mathbb{C}^{\left|\Phi_{0}\right|}$;
- $\operatorname{diag}\left(v_{i}\right)$ is nonzero componentwise for $i \in \mathcal{N}$;
- $(v, S, \ell)$ satisfies (4.9);
- $\left[\begin{array}{cc}v_{i}^{\Phi_{i j}} & S_{i j} \\ S_{i j}^{H} & \ell_{i j}\end{array}\right]$ is rank one for $i \rightarrow j$,
then Algorithm 4 computes the unique ( $V, I$ ) that satisfies $V_{0}=V_{0}^{\mathrm{ref}}$, (4.4a), (4.6), and (4.7).

```
Algorithm 4 Recover \((V, I)\) from \((v, S, \ell)\).
Input: \((v, S, \ell)\) that satisfies the conditions in Lemma 4.4.
Output: \((V, I)\).
    \(V_{0} \leftarrow V_{0}^{\text {ref }}\)
    \(\mathcal{N}_{\text {visit }} \leftarrow\{0\}\);
    while \(\mathcal{N}_{\text {visit }} \neq \mathcal{N}\) do
        find \(i \rightarrow j\) such that \(i \in \mathcal{N}_{\text {visit }}\) and \(j \notin \mathcal{N}_{\text {visit }}\);
        compute
\[
\begin{aligned}
I_{i j} & \leftarrow \frac{1}{\operatorname{tr}\left(v_{i}^{\Phi_{i j}}\right)} S_{i j}^{H} V_{i}^{\Phi_{i j}} ; \\
V_{j} & \leftarrow V_{i}^{\Phi_{i j}}-z_{i j} I_{i j} ; \\
\mathcal{N}_{\text {visit }} & \leftarrow \mathcal{N}_{\text {visit }} \cup\{j\} ;
\end{aligned}
\]
```

end while

Lemma 4.4 is proved in Appendix 4.C. It implies that OPF' can be equivalently formulated as BFM-OPF.

$$
\begin{align*}
\text { BFM-OPF: } \min & \sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right) \\
\text { over } \quad & s_{i} \in \mathbb{C}^{\left|\Phi_{i}\right|}, v_{i} \in \mathbb{H}^{\left|\Phi_{i}\right| \times\left|\Phi_{i}\right|} \text { for } i \in \mathcal{N} ; \\
& S_{i j} \in \mathbb{C}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|}, \ell_{i j} \in \mathbb{H}^{\left|\Phi_{i j}\right| \times\left|\Phi_{i j}\right|} \text { for } i \rightarrow j, \\
\text { s.t. } & \sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right)+s_{j}=\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}, \quad j \in \mathcal{N} ;  \tag{4.10a}\\
& s_{i} \in \mathcal{S}_{i}, \quad i \in \mathcal{N}^{+} ;  \tag{4.10b}\\
& v_{0}=V_{0}^{\mathrm{ref}}\left(V_{0}^{\mathrm{ref}}\right)^{H} ;  \tag{4.10c}\\
& \underline{v}_{i} \leq \operatorname{diag}\left(v_{i}\right) \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} ;  \tag{4.10d}\\
& v_{j}=v_{i}^{\Phi_{i j}}-\left(S_{i j} z_{i j}^{H}+z_{i j} S_{i j}^{H}\right)+z_{i j} \ell_{i j} z_{i j}^{H}, \quad i \rightarrow j ;  \tag{4.10e}\\
& {\left[\begin{array}{ll}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right] \succeq 0, \quad i \rightarrow j ; }  \tag{4.10f}\\
& \operatorname{rank}\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right]=1, \quad i \rightarrow j . \tag{4.10~g}
\end{align*}
$$

If $C_{i}$ and $\mathcal{S}_{i}$ are convex, then BFM-OPF is convex except for $(4.10 \mathrm{~g})$, and an SDP relaxation
can be obtained by removing ( 4.10 g ) from BFM-OPF.

$$
\begin{aligned}
& \text { BFM-SDP: } \min \\
& \sum_{i \in \mathcal{N}} C_{i}\left(s_{i}\right) \\
& \text { over } s, v, S, \ell \\
& \text { s.t. }(4.10 \mathrm{a})-(4.10 f) .
\end{aligned}
$$

Note that BFM-SDP may not be convex due to $C_{i}$ and $\mathcal{S}_{i}$.
If an optimal BFM-SDP solution $(s, v, S, \ell)$ satisfies $(4.10 \mathrm{~g})$, then $(s, v, S, \ell)$ also solves BFMOPF. Moreover, Algorithm 4 produces a global optimum ( $s, V, I, \ell, S$ ) of OPF'.

Theorem 4.5. Given an optimal solution $(s, v, S, \ell)$ of BFM-SDP that satisfies $(4.10 \mathrm{~g})$, compute $(V, I)$ according to Algorithm 4. Then $(s, V, I, \ell, S)$ solves $O P F$ '.

Theorem 4.5 follows directly from Lemma 4.4.

Definition 4.2. BFM-SDP is exact if every optimal solution of BFM-SDP satisfies ( 4.10 g ).

If BFM-SDP is exact, then a global optimum of OPF' can be obtained by solving BFM-SDP according to Theorem 4.5.

### 4.3.3 Comparison with BIM-SDP

BFM-SDP is numerically more stability than BIM-SDP since it avoids subtractions of $v_{i}^{\Phi_{i j}}$ and $W_{i j}$ that are close in value. Meanwhile, BFM-SDP has similar computational efficiency as BIM-SDP since they have the same number of variables and constraints.

There exists a bijective map between the feasible sets of BIM-SDP and BFM-SDP that preserves the objective value. Let $\mathbb{F}_{\text {BIM-SDP }}$ and $\mathbb{F}_{\text {BFM-SDP }}$ denote the feasible sets of BIM-SDP and BFM-SDP.

Theorem 4.6. The map $f: \mathbb{F}_{B I M-S D P} \mapsto \mathbb{F}_{B F M-S D P}$ defined by $f(s, v, W)=(s, v, S, \ell)$ where

$$
\begin{aligned}
S_{i j} & =\left(v_{i}^{\Phi_{i j}}-W_{i j}\right) y_{i j}^{H}, & i \rightarrow j \\
\ell_{i j} & =y_{i j}\left(v_{i}^{\Phi_{i j}}-W_{j i}-W_{i j}+v_{j}\right) y_{i j}^{H}, & i \rightarrow j
\end{aligned}
$$

is bijective, and its inverse $g: \mathbb{F}_{B F M-S D P} \mapsto \mathbb{F}_{B I M-S D P}$ is given by $g(s, v, S, \ell)=(s, v, W)$ where

$$
W_{i j}=v_{i}^{\Phi_{i j}}-S_{i j} z_{i j}^{H}, W_{j i}=W_{i j}^{H}, \quad i \rightarrow j
$$

Theorem 4.6 is proved in Appendix 4.D. It implies that $f$ is also bijective from the optimal solutions of BIM-SDP to the optimal solutions of BFM-SDP.

Corollary 4.7. Let $f$ be as in Theorem 4.6. A point $(s, v, W)$ solves BIM-SDP if and only if $f(s, v, W)$ solves BFM-SDP.

Theorem 4.8. Let $f$ be as in Theorem 4.6. A feasible solution ( $s, v, W$ ) of BIM-SDP satisfies $(4.5 \mathrm{~g})$ if and only if the feasible solution $f(s, v, W)$ of BFM-SDP satisfies $(4.10 \mathrm{~g})$.

Theorem 4.8 is proved in Appendix 4.E. It implies that BIM-SDP is exact if and only if BFMSDP is exact.

Corollary 4.9. BIM-SDP is exact if and only if BFM-SDP is exact.

### 4.4 Linear approximation

A linear approximation of the power flow LPF is proposed in this section. It is obtained by assuming:

B1 Line losses are small, i.e., $z_{i j} \ell_{i j} \ll S_{i j}$ componentwise for $i \rightarrow j$.

B2 Voltages are nearly balanced, e.g., if $\Phi_{i}=a b c$, then

$$
\frac{V_{i}^{a}}{V_{i}^{b}} \approx \frac{V_{i}^{b}}{V_{i}^{c}} \approx \frac{V_{i}^{c}}{V_{i}^{a}} \approx e^{j 2 \pi / 3}
$$

With B1, omit the $z_{i j} \ell_{i j}$ terms in (4.8) and (4.9) to obtain

$$
\begin{array}{ll}
\sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}\right)+s_{j}=\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}, & j \in \mathcal{N} ; \\
v_{j}=v_{i}^{\Phi_{i j}}-\left(S_{i j} z_{i j}^{H}+z_{i j} S_{i j}^{H}\right), & i \rightarrow j \tag{4.11b}
\end{array}
$$

Given $s_{j}$ for $j \in \mathcal{N}^{+}$, (4.11a) determines uniquely $s_{0}$ and $\operatorname{diag}\left(S_{i j}\right)$ for $i \rightarrow j$, but not the off-diagonal entries of $S_{i j}$. B2 is used to approximate the off-diagonal entries in $S_{i j}$ with $\operatorname{diag}\left(S_{i j}\right)$. Specifically, define

$$
\alpha:=e^{-j 2 \pi / 3}, \quad \beta:=\left[\begin{array}{c}
1 \\
\alpha \\
\alpha^{2}
\end{array}\right], \quad \gamma:=\left[\begin{array}{ccc}
1 & \alpha^{2} & \alpha \\
\alpha & 1 & \alpha^{2} \\
\alpha^{2} & \alpha & 1
\end{array}\right],
$$

and assume the voltages to be balanced. Then for each line $i \rightarrow j$, each column of $S_{i j}$ is in the range space of $\beta^{\Phi_{i j}}$. It follows that if $\Lambda_{i j}=\operatorname{diag}\left(S_{i j}\right)$, let $\operatorname{Diag}\left(\Lambda_{i j}\right)$ denote a diagonal matrix with diagonal $\Lambda_{i j}$, then

$$
S_{i j}=\gamma^{\Phi_{i j}} \operatorname{diag}\left(\Lambda_{i j}\right)
$$

To summarize, (4.11) can be written as

$$
\begin{array}{ll}
\text { LPF: } & \sum_{i: i \rightarrow j} \Lambda_{i j}+s_{j}=\sum_{k: j \rightarrow k} \Lambda_{j k}^{\Phi_{j}}, \\
& j \in \mathcal{N} ; \\
S_{i j}=\gamma^{\Phi_{i j}} \operatorname{diag}\left(\Lambda_{i j}\right), & i \rightarrow j ;  \tag{4.12c}\\
& v_{j}=v_{i}^{\Phi_{i j}}-S_{i j} z_{i j}^{H}-z_{i j} S_{i j}^{H},
\end{array}
$$

Given $s_{j}$ for $j \in \mathcal{N}^{+}$and $v_{0},(4.12)$ determines uniquely $s_{0},\left(\Lambda_{i j}, S_{i j}\right)$ for $i \rightarrow j$, and $v_{j}$ for $j \in \mathcal{N}^{+}$ as

$$
\begin{array}{lr}
s_{0}=-\sum_{k \in \mathcal{N}^{+}} s_{k}^{\Phi_{0}} ; & \\
\Lambda_{i j}=-\sum_{k \in \operatorname{Down}(j)} s_{k}^{\Phi_{i j}}, & i \rightarrow j ; \\
S_{i j}=\gamma^{\Phi_{i j}} \operatorname{diag}\left(\Lambda_{i j}\right), & i \rightarrow j ; \\
v_{j}=v_{0}^{\Phi_{j}}-\sum_{(k, l) \in \mathcal{P}_{j}}\left[S_{k l} z_{k l}^{H}+z_{k l} S_{k l}^{H}\right]^{\Phi_{j}}, & j \in \mathcal{N}^{+},
\end{array}
$$

where $\mathcal{P}_{j}$ denotes the path from bus 0 to bus $j$, and $\operatorname{Down}(j)$ denotes the downstream of $j$, i.e.,

$$
\operatorname{Down}(j):=\left\{k \in \mathcal{N} \mid j \in \mathcal{P}_{k}\right\}
$$

for $j \in \mathcal{N}^{+}$.
LPF generalizes the Simplified DistFlow Equations [12] from single-phase networks to multiphase networks. While DC approximation assumes a constant voltage magnitude, ignores reactive power, and assumes $r_{i j}=0$, LPF does not.

### 4.5 Case studies

In this section, we 1) check if BIM-SDP (BFM-SDP) can be solved by the generic solver sedumi [96]; 2) compare the running times of BIM-SDP and BFM-SDP; 3) compute how close the BIM-SDP (BFM-SDP) solutions are to rank one; and 4) evaluate the accuracy of LPF for the IEEE 13, 34, 37,123 -bus networks [1] and a real-world 2065-bus network.

The test networks are modeled by BIM and BFM with the following simplifications: 1) transformers are modeled as lines with appropriate impedances; 2) circuit switches are modeled as open or short lines depending on the status of the switch; 3) regulators are modeled as having a fixed voltage (the same as the substation); 4) distributed load on a line is modeled as two identical loads located at two end buses of the line; and 5) line shunt is modeled using the $\pi$ model, assuming a
fixed impedance load at each end of the line with the impedance being half of the line shunt [63]. The real-world network locates in a residential/commercial area in Southern California. All simulations are done on a laptop with Intel Core 2 Duo CPU at $2.66 \mathrm{GHz}, 4 \mathrm{G}$ RAM, and MAC OS 10.9.2, MATLAB R_2013a.

### 4.5.1 BIM-SDP vs BFM-SDP

OPF is set up as follows. The objective is power loss, i.e.,

$$
C(s)=\sum_{i \in \mathcal{N}} \sum_{\phi \in \Phi_{i}} \operatorname{Re}\left(s_{i}^{\phi}\right)
$$

The power injection constraint (4.2) is set up such that

1. for a bus $i$ representing a shunt capacitor with nameplate capacity $\bar{q}_{i}$,

$$
\mathcal{S}_{i}=\left\{s \in \mathbb{C}^{\left|\Phi_{i}\right|} \mid \operatorname{Re}\left(s_{i}\right)=0,0 \leq \operatorname{Im}\left(s_{i}\right) \leq \bar{q}_{i}\right\}
$$

2. for a solar photovoltaic bus $i$ with real power generation $p_{i}$ and nameplate rating $\bar{s}_{i}$,

$$
\mathcal{S}_{i}=\left\{s \in \mathbb{C}^{\left|\Phi_{i}\right|}\left|\operatorname{Re}\left(s_{i}\right)=p_{i},\left|s_{i}\right| \leq \bar{s}_{i}\right\} ;\right.
$$

3. for a bus $i$ with multiple devices, $\mathcal{S}_{i}$ is the summation of the above mentioned sets. Here, the summation $A+B$ of two sets $A$ and $B$ are defined as $A+B:=\{a+b \mid a \in A, b \in B\}$.

Two choices of the voltage constraint (4.3) are considered:

1. $\underline{V}_{i}^{\phi}=0.95$ and $\bar{V}_{i}^{\phi}=1.05$ for $i \in \mathcal{N}^{+}$and $\phi \in \Phi_{i}$;
2. $\underline{V}_{i}^{\phi}=0.90$ and $\bar{V}_{i}^{\phi}=1.10$ for $i \in \mathcal{N}^{+}$and $\phi \in \Phi_{i}$.

BIM-SDP and BFM-SDP are applied to solve OPF. In particular, the generic optimization solver sedumi is used to solve them and the results are summarized in Table 4.1 and 4.2.

Table 4.1: Simulation results with $5 \%$ voltage flexibility.

| network | BIM-SDP |  |  | BFM-SDP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | time | ratio | value | time | ratio |
| IEEE 13-bus | 152.7 | 1.08 | $9.5 \mathrm{e}-9$ | 152.7 | 0.79 | $1.6 \mathrm{e}-10$ |
| IEEE 34-bus | -100.0 | 1.97 | 1.0 | $5.001 \mathrm{e}-5$ | 3.00 | 0.712 |
| IEEE 37-bus | 212.3 | 2.32 | $1.1 \mathrm{e}-8$ | 212.3 | 2.00 | $9.0 \mathrm{e}-11$ |
| IEEE 123-bus | -7140 | 6.02 | $2.2 \mathrm{e}-2$ | 229.8 | 7.55 | $0.5 \mathrm{e}-11$ |
| Rossi 2065-bus | -100.0 | 111.56 | 1.0 | 19.15 | 90.32 | $4.8 \mathrm{e}-8$ |

Table 4.2: Simulation results with $10 \%$ voltage flexibility.

| network | BIM-SDP |  |  | BFM-SDP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | time | ratio | value | time | ratio |
| IEEE 13-bus | 152.7 | 1.05 | $8.2 \mathrm{e}-9$ | 152.7 | 0.74 | $2.8 \mathrm{e}-10$ |
| IEEE 34-bus | -100.0 | 2.22 | 1.0 | 279.0 | 1.64 | $3.3 \mathrm{e}-11$ |
| IEEE 37-bus | 212.3 | 2.66 | $1.5 \mathrm{e}-8$ | 212.2 | 1.95 | $1.3 \mathrm{e}-10$ |
| IEEE 123-bus | -8917 | 7.21 | $3.2 \mathrm{e}-2$ | 229.8 | 8.86 | $0.6 \mathrm{e}-11$ |
| Rossi 2065-bus | -100.0 | 115.50 | 1.0 | 19.15 | 96.98 | $4.3 \mathrm{e}-8$ |

Table 4.1 summarizes the simulation results with $\underline{V}=0.95$ and $\bar{V}=1.05$, and Table 4.2 summarizes the simulations results with $\underline{V}=0.9$ and $\bar{V}=1.1$. Each table contains the (value, time, ratio) triple for each of the (network, relaxation) pairs. For example, in Table 4.1, the (value, time, ratio) triple for the (IEEE 13-bus, BIM-SDP) pair is (152.7, 1.08, 9.5e-9).

The entry "value" is the objective value in kW . In the above example, with $5 \%$ voltage flexibility, the minimum power loss of the IEEE 13 -bus network computed using BIM-SDP is 152.7 kW . The entry "time" is the running time in second. In the above example, with $5 \%$ voltage flexibility, it takes 1.08 s to solve BIM-SDP for the IEEE 13-bus network.

The entry "ratio" quantifies how close an SDP solution is to rank one. Due to finite numerical precision, even if BIM-SDP (BFM-SDP) is exact, its numerical solution only approximately satisfies $(4.5 \mathrm{~g})[(4.10 \mathrm{~g})]$, i.e., the matrices in $(4.5 \mathrm{~g})[(4.10 \mathrm{~g})]$ are only approximately rank one. To quantify how close the matrices are to rank one, one can compute their largest two eigenvalues $\lambda_{1}, \lambda_{2}\left(\left|\lambda_{1}\right| \geq\right.$ $\left.\left|\lambda_{2}\right| \geq 0\right)$ and look at their ratios $\left|\lambda_{2} / \lambda_{1}\right|$. The smaller the ratios, the closer the matrices are to rank one. The maximum ratio over all matrices in $(4.5 \mathrm{~g})[(4.10 \mathrm{~g})]$ is the entry "ratio". In the above example, with $5 \%$ voltage flexibility, the solution of BIM-SDP for the IEEE 13-bus network satisfies $\left|\lambda_{2} / \lambda_{1}\right| \leq 9.5 \times 10^{-9}$ for all matrices in (4.5g). Hence, BIM-SDP is numerically exact.

With $10 \%$ voltage flexibility, BFM-SDP is numerically exact for all test networks while BIM-SDP is numerically exact for only two test networks. This highlights that BFM-SDP is numerically more stable than BIM-SDP, since both SDPs should be exact simultaneously if there are infinite digits of precision. When voltage flexibility reduces to $5 \%$, the OPF problem for the IEEE 13 -bus network becomes infeasible. Consequently, BFM-SDP is not numerically exact in this case.

To summarize, BFM-SDP is numerically exact for up to 2000-bus networks when OPF is feasible, while BIM-SDP gets into numerical difficulties for as few as 34 -bus networks.

### 4.5.2 Accuracy of LPF

Now we evaluate the accuracy of LPF (4.12). In particular, given the optimal power injections computed by BFM-SDP in Section 4.5.1, we use the forward backward sweep algorithm (FBS) to obtain the real power flows and voltage magnitudes [63], use LPF to estimate the power flows and
voltage magnitudes, and compare their differences. The results are summarized in Table 4.3.

Table 4.3: Accuracy of LPF.

| network | time |  | error |  |
| :---: | :---: | :---: | :---: | :---: |
|  | FBS | LBF | $V$ (p.u.) | $S(\%)$ |
| IEEE 13-bus | 0.11 s | 0.03 s | $4.5 \mathrm{e}-4$ | 3.1 |
| IEEE 34-bus | 0.16 s | 0.02 s | $1.0 \mathrm{e}-3$ | 4.2 |
| IEEE 37-bus | 0.12 s | 0.02 s | $2.0 \mathrm{e}-4$ | 1.5 |
| IEEE 123-bus | 0.37 s | 0.07 s | $5.5 \mathrm{e}-4$ | 3.3 |
| Rossi 2065-bus | 4.73 s | 0.98 s | $1.6 \mathrm{e}-3$ | 5.3 |

It can be seen that the voltages are within 0.0016 per unit and the power flows are within $5.3 \%$ of their true values for all test networks. This highlights the accuracy of LPF (4.12).

### 4.6 Conclusions

Two convex relaxations, BIM-SDP and BFM-SDP, have been presented to solve OPF in multiphase radial networks. BIM-SDP explores the radial network topology to improve the computational efficiency of a standard SDP relaxation, and BFM-SDP avoids ill-conditioned operations to enhance the numerical stability of BIM-SDP. We have proved that BIM-SDP is exact if and only if BFM-SDP is exact.

A linear approximation LPF has been proposed to estimate the power flows and voltages in multiphase radial networks. LPF is accurate when line loss is small and voltages are nearly balanced. Case studies show that BFM-SDP is numerically exact when OPF is feasible and LPF obtains voltages within 0.0016 per unit of their true values for the IEEE $13,34,37,123$-bus networks and a real-world 2065-bus network.

## Appendix

## 4.A Proof of Lemma 4.1

We prove that Algorithm 3 computes a $V$ that satisfies $V_{0}=V_{0}^{\text {ref }}$ and (4.4). The proof of uniqueness of such $V$ is straightforward and omitted for brevity.

Let $\mathcal{N}^{(0)}:=\{0\}$ and $\mathcal{N}^{(k)}$ denote the set $\mathcal{N}_{\text {visit }}$ after iteration $k=1,2, \ldots, n$ of Algorithm 3. Let $\mathcal{E}^{(k)}:=\mathcal{E} \cap \mathcal{N}^{(k)} \times \mathcal{N}^{(k)}$ denote the edges of the subgraph induced by $\mathcal{N}^{(k)}$ for $k=0,1, \ldots, n$.

After iteration $k \geq 0$, voltage $V_{i}$ is recovered for $i \in \mathcal{N}^{(k)}$. In particular, after iteration $n, V_{i}$ is recovered for $i \in \mathcal{N}^{(n)}=\mathcal{N}$. Hence, it suffices to prove

$$
\begin{array}{lr}
v_{i}=V_{i} V_{i}^{H}, & i \in \mathcal{N}^{(k)} \\
W_{i j}=V_{i}^{\Phi_{i j}} V_{j}^{H}, W_{j i}=V_{j}\left(V_{i}^{\Phi_{i j}}\right)^{H}, & (i, j) \in \mathcal{E}^{(k)}
\end{array}
$$

for $k=0,1, \ldots, n$.
We prove (4.13) by induction. When $k=0$, (4.13) holds trivially. Assume that (4.13) holds for $k=K(0 \leq K \leq n-1)$, we prove that (4.13) holds for $k=K+1$ as follows.

Let $j=\mathcal{N}^{(k)} \backslash \mathcal{N}^{(k-1)}$. Since the network $(\mathcal{N}, \mathcal{E})$ is radial, there exists a unique $i$ such that $i \rightarrow j$. Furthermore, $i \in \mathcal{N}^{(k-1)}$. It suffices to prove

$$
v_{j}=V_{j} V_{j}^{H}, \quad W_{i j}=V_{i}^{\Phi_{i j}} V_{j}^{H}, \quad W_{j i}=V_{j}\left(V_{i}^{\Phi_{i j}}\right)^{H}
$$

Since the matrix

$$
\left[\begin{array}{ll}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]
$$

is hermitian and rank one, there exists $\alpha, \beta \in \mathbb{C}^{\left|\Phi_{i j}\right|}$ such that

$$
\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=\eta\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]\left[\begin{array}{ll}
\alpha^{H} & \beta^{H}
\end{array}\right]
$$

where $\eta= \pm 1$. Since $v_{i}^{\Phi_{i j}}=V_{i}^{\Phi_{i j}}\left(V_{i}^{\Phi_{i j}}\right)^{H} \succeq 0$ and $v_{i}^{\Phi_{i j}} \neq 0$, one has $\eta=1$ and therefore

$$
v_{i}^{\Phi_{i j}}=\alpha \alpha^{H}, \quad W_{i j}=\alpha \beta^{H}, \quad W_{j i}=\beta \alpha^{H}, \quad v_{j}=\beta \beta^{H}
$$

Furthermore, $V_{i}^{\Phi_{i j}}=\alpha \exp (\mathbf{i} \theta)$ for some $\theta \in \mathbb{R}$ since

$$
V_{i}^{\Phi_{i j}}\left(V_{i}^{\Phi_{i j}}\right)^{H}=v_{i}^{\Phi_{i j}}=\alpha \alpha^{H}
$$

It follows that

$$
V_{j}=\frac{1}{\operatorname{tr}\left(v_{i}^{\Phi_{i j}}\right)} W_{j i} V_{i}^{\Phi_{i j}}=\frac{1}{\operatorname{tr}\left(\alpha \alpha^{H}\right)} \beta \alpha^{H} \alpha \exp (\mathbf{i} \theta)=\beta \exp (\mathbf{i} \theta)
$$

Then, it is straightforward to verify that

$$
\begin{aligned}
V_{j} V_{j}^{H} & =\beta \beta^{H}=v_{j} \\
V_{i}^{\Phi_{i j}} V_{j}^{H} & =\alpha \beta^{H}=W_{i j} \\
V_{j}\left(V_{i}^{\Phi_{i j}}\right)^{H} & =\beta \alpha^{H}=W_{j i}
\end{aligned}
$$

This completes the proof that Algorithm 3 computes a $V$ that satisfies $V_{0}=V_{0}^{\text {ref }}$ and (4.4).

## 4.B Proof of Theorem 4.3

First prove $\mathbb{F}_{\text {BIM }} \subseteq \mathbb{F}_{\text {BFM }}$. Let $(s, V) \in \mathbb{F}_{\text {BIM }}$, and we want to prove $(s, V) \in \mathbb{F}_{\text {BFM }}$. Let $I_{i j}=$ $y_{i j}\left(V_{i}^{\Phi_{i j}}-V_{j}^{\Phi_{i j}}\right)$ for $i \sim j$, then $(V, I)$ satisfies (4.6). Define $(\ell, S)$ according to (4.7). It suffices to prove $(s, \ell, S)$ satisfies (4.8). This is because

$$
\begin{aligned}
\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}-\sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right) & =\sum_{k: j \rightarrow k} \operatorname{diag}\left(V_{j}^{\Phi_{j k}} I_{j k}^{H}\right)^{\Phi_{j}}-\sum_{i: i \rightarrow j} \operatorname{diag}\left(V_{j} I_{i j}^{H}\right) \\
& =\sum_{i: i \sim j} \operatorname{diag}\left(V_{j}^{\Phi_{i j}} I_{j i}^{H}\right)^{\Phi_{j}} \\
& =\sum_{i: i \sim j} \operatorname{diag}\left[V_{j}^{\Phi_{i j}}\left(V_{j}^{\Phi_{i j}}-V_{i}^{\Phi_{i j}}\right)^{H} y_{i j}^{H}\right]^{\Phi_{j}}=s_{j}
\end{aligned}
$$

for $j \in \mathcal{N}$. This completes the proof of $\mathbb{F}_{\mathrm{BIM}} \subseteq \mathbb{F}_{\mathrm{BFM}}$.
Next prove $\mathbb{F}_{\mathrm{BFM}} \subseteq \mathbb{F}_{\mathrm{BIM}}$. Let $(s, V) \in \mathbb{F}_{\mathrm{BFM}}$, and we want to prove $(s, V) \in \mathbb{F}_{\mathrm{BIM}}$. Let $(I, \ell, S)$ be such that $(s, V, I, \ell, S)$ satisfies (4.6)-(4.8). It suffices to prove $(s, V)$ satisfies (4.1). This is
because

$$
\begin{aligned}
\sum_{i: i \sim j} \operatorname{diag}\left[V_{j}^{\Phi_{i j}}\left(V_{j}^{\Phi_{i j}}-V_{i}^{\Phi_{i j}}\right)^{H} y_{i j}^{H}\right]^{\Phi_{j}} & =\sum_{k: j \rightarrow k} \operatorname{diag}\left(V_{j}^{\Phi_{j k}} I_{j k}^{H}\right)^{\Phi_{j}}-\sum_{i: i \rightarrow j} \operatorname{diag}\left(V_{j}^{\Phi_{i j}} I_{i j}^{H}\right)^{\Phi_{j}} \\
& =\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}-\sum_{i: i \rightarrow j} \operatorname{diag}\left[\left(V_{i}^{\Phi_{i j}}-z_{i j} I_{i j}\right) I_{i j}^{H}\right] \\
& =\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}-\sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right)=s_{j}
\end{aligned}
$$

for $j \in \mathcal{N}$. This completes the proof of Theorem 4.3.

## 4.C Proof of Lemma 4.4

We prove that Algorithm 4 computes a $(V, I)$ that satisfies $V_{0}=V_{0}^{\text {ref }},(4.4 \mathrm{a}),(4.6)$, and (4.7). The proof of uniqueness of such $(V, I)$ is straightforward and omitted for brevity.

Let $\mathcal{N}^{(0)}:=\{0\}$ and $\mathcal{N}^{(k)}$ denote the set $\mathcal{N}_{\text {visit }}$ after iteration $k=1,2, \ldots, n$ of Algorithm 4. Let $\mathcal{E}^{(k)}:=\mathcal{E} \cap \mathcal{N}^{(k)} \times \mathcal{N}^{(k)}$ denote the edges of the subgraph induced by $\mathcal{N}^{(k)}$ for $k=0,1, \ldots, n$.

After iteration $k \geq 0$, voltage $V_{i}$ is recovered for $i \in \mathcal{N}^{(k)}$ and current $I_{i j}$ is recovered for $(i, j) \in \mathcal{E}^{(k)}$. In particular, after iteration $n, V_{i}$ is recovered for $i \in \mathcal{N}^{(n)}=\mathcal{N}$ and $I_{i j}$ is recovered for $(i, j) \in \mathcal{E}^{(n)}=\mathcal{E}$. Hence, it suffices to prove

$$
\begin{array}{lr}
v_{i}=V_{i} V_{i}^{H}, & i \in \mathcal{N}^{(k)} ; \\
V_{i}^{\Phi_{i j}}-V_{j}=z_{i j} I_{i j}, \quad \ell_{i j}=I_{i j} I_{i j}^{H}, S_{i j}=V_{i}^{\Phi_{i j}} I_{i j}^{H}, & (i, j) \in \mathcal{E}^{(k)} \tag{4.14b}
\end{array}
$$

for $k=0,1, \ldots, n$.
We prove (4.14) by induction. When $k=0$, (4.14) holds trivially. Assume that (4.14) holds for $k=K(0 \leq K \leq n-1)$, we prove that (4.14) holds for $k=K+1$ as follows.

Let $j=\mathcal{N}^{(k)} \backslash \mathcal{N}^{(k-1)}$. Since the network $(\mathcal{N}, \mathcal{E})$ is radial, there exists a unique $i$ such that $i \rightarrow j$. Furthermore, $i \in \mathcal{N}^{(k-1)}$. It suffices to prove

$$
v_{j}=V_{j} V_{j}^{H}, V_{i}^{\Phi_{i j}}-V_{j}=z_{i j} I_{i j}, \ell_{i j}=I_{i j} I_{i j}^{H}, S_{i j}=V_{i}^{\Phi_{i j}} I_{i j}^{H}
$$

Since the matrix

$$
\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right]
$$

is hermitian and rank one, there exists $\alpha, \beta \in \mathbb{C}^{\left|\Phi_{i j}\right|}$ such that

$$
\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right]=\eta\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]\left[\begin{array}{ll}
\alpha^{H} & \beta^{H}
\end{array}\right]
$$

where $\eta= \pm 1$. Since $v_{i}^{\Phi_{i j}}=V_{i}^{\Phi_{i j}}\left(V_{i}^{\Phi_{i j}}\right)^{H} \succeq 0$ and $v_{i}^{\Phi_{i j}} \neq 0$, one has $\eta=1$ and therefore

$$
v_{i}^{\Phi_{i j}}=\alpha \alpha^{H}, \quad S_{i j}=\alpha \beta^{H}, \quad \ell_{i j}=\beta \beta^{H}
$$

Furthermore, $V_{i}^{\Phi_{i j}}=\alpha \exp (\mathbf{i} \theta)$ for some $\theta \in \mathbb{R}$ since

$$
V_{i}^{\Phi_{i j}}\left(V_{i}^{\Phi_{i j}}\right)^{H}=v_{i}^{\Phi_{i j}}=\alpha \alpha^{H}
$$

It follows that

$$
I_{i j}=\frac{1}{\operatorname{tr}\left(v_{i}^{\Phi_{i j}}\right)} S_{i j}^{H} V_{i}^{\Phi_{i j}}=\frac{1}{\operatorname{tr}\left(\alpha \alpha^{H}\right)} \beta \alpha^{H} \alpha \exp (\mathbf{i} \theta)=\beta \exp (\mathbf{i} \theta)
$$

and

$$
V_{j}=V_{i}^{\Phi_{i j}}-z_{i j} I_{i j}=\alpha \exp (\mathbf{i} \theta)-z_{i j} \beta \exp (\mathbf{i} \theta)=\left(\alpha-z_{i j} \beta\right) \exp (\mathbf{i} \theta)
$$

Then, it is straightforward to verify that

$$
\begin{aligned}
V_{j} V_{j}^{H} & =\left(\alpha-z_{i j} \beta\right)\left(\alpha-z_{i j} \beta\right)^{H}=v_{i}^{\Phi_{i j}}-\left(z_{i j} S_{i j}^{H}+S_{i j} z_{i j}^{H}\right)+z_{i j} \ell_{i j} z_{i j}^{H}=v_{j}, \\
I_{i j} I_{i j}^{H} & =\beta \beta^{H}=\ell_{i j}, \\
V_{i}^{\Phi_{i j}} I_{i j}^{H} & =\alpha \beta^{H}=S_{i j} .
\end{aligned}
$$

This completes the proof that Algorithm 4 computes a $(V, I)$ that satisfies $V_{0}=V_{0}^{\text {ref }},(4.4 \mathrm{a}),(4.6)$, and (4.7).

## 4.D Proof of Theorem 4.6

First prove that $f(s, v, W) \in \mathbb{F}_{\text {BFM-SDP }}$ for any $(s, v, W) \in \mathbb{F}_{\text {BIM-SDP. }}$. Let $(s, v, W) \in \mathbb{F}_{\text {BIM-SDP }}$, let $(s, v, S, \ell)=f(s, v, W)$, and we want to prove $(s, v, S, \ell) \in \mathbb{F}_{\text {BFM-SDP }}$.

It is straightforward that $(s, v, S, \ell)$ satisfies (4.10b)-(4.10d). The point $(s, v, S, \ell)$ satisfies (4.10a)
because

$$
S_{i j}-z_{i j} \ell_{i j}=\left(v_{i}^{\Phi_{i j}}-W_{i j}\right) y_{i j}^{H}-\left(v_{i}^{\Phi_{i j}}-W_{i j}-W_{j i}+v_{j}\right) y_{i j}^{H}=-\left(v_{j}-W_{j i}\right) y_{i j}^{H}
$$

for $i \rightarrow j$ and therefore

$$
\begin{aligned}
& \sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}-\sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right) \\
& =\sum_{k: j \rightarrow k} \operatorname{diag}\left[\left(v_{j}^{\Phi_{j k}}-W_{j k}\right) y_{j k}^{H}\right]^{\Phi_{j}}+\sum_{i: i \rightarrow j} \operatorname{diag}\left[\left(v_{j}-W_{j i}\right) y_{i j}^{H}\right] \\
& =\sum_{i: i \sim j} \operatorname{diag}\left[\left(v_{j}^{\Phi_{i j}}-W_{j i}\right) y_{j i}^{H}\right]^{\Phi_{j}}=s_{j}
\end{aligned}
$$

for $j \in \mathcal{N}$. The point $(s, v, S, \ell)$ satisfies (4.10e) because

$$
\begin{aligned}
& v_{i}^{\Phi_{i j}}-\left(S_{i j} z_{i j}^{H}+z_{i j} S_{i j}^{H}\right)+z_{i j} \ell_{i j} z_{i j}^{H} \\
& =v_{i}^{\Phi_{i j}}-\left(v_{i}^{\Phi_{i j}}-W_{i j}+v_{i}^{\Phi_{i j}}-W_{j i}\right)+v_{i}^{\Phi_{i j}}-W_{i j}-W_{j i}+v_{j} \\
& =v_{j}
\end{aligned}
$$

for $i \rightarrow j$. The point ( $s, v, S, \ell$ ) satisfies (4.10f) because

$$
\begin{align*}
& {\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right] \succeq 0 } \\
\Leftrightarrow & v_{i}^{\Phi_{i j}} \succeq 0, S_{i j} \in \mathrm{R}\left(v_{i}^{\Phi_{i j}}\right), \quad \ell_{i j} \succeq S_{i j}^{H}\left(v_{i}^{\Phi_{i j}}\right)^{+} S_{i j} \\
\Leftrightarrow & v_{i}^{\Phi_{i j}} \succeq 0, W_{i j} \in \mathrm{R}\left(v_{i}^{\Phi_{i j}}\right), v_{i}^{\Phi_{i j}}-W_{i j}-W_{j i}+v_{j} \succeq\left(v_{i}^{\Phi_{i j}}-W_{j i}\right)\left(v_{i}^{\Phi_{i j}}\right)^{+}\left(v_{i}^{\Phi_{i j}}-W_{i j}\right) \\
\Leftrightarrow & v_{i}^{\Phi_{i j}} \succeq 0, W_{i j} \in \mathrm{R}\left(v_{i}^{\Phi_{i j}}\right), v_{j} \succeq W_{j i}\left(v_{i}^{\Phi_{i j}}\right)^{+} W_{i j} \\
\Leftrightarrow & {\left[\begin{array}{ll}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right] \succeq 0 } \tag{4.15}
\end{align*}
$$

for $i \rightarrow j$. This completes the proof that $f(s, v, W) \in \mathbb{F}_{\text {BFM-SDP }}$ for any $(s, v, W) \in \mathbb{F}_{\text {BIM-SDP }}$.
Next show that $g(s, v, S, \ell) \in \mathbb{F}_{\text {BIM-SDP }}$ for any $(s, v, S, \ell) \in \mathbb{F}_{\text {BFM-SDP. }} \quad$ Let $(s, v, S, \ell) \in$ $\mathbb{F}_{\text {BFM-SDP }}$, let $g(s, v, S, \ell)=(s, v, W)$, and we want to prove $(s, v, W) \in \mathbb{F}_{\text {BIM-SDP }}$.

It is straightforward that $(s, v, W)$ satisfies (4.5b)-(4.5e). The point $(s, v, W)$ satisfies (4.5a) because

$$
\left(v_{j}-W_{j i}\right) y_{i j}^{H}=-\left(v_{i}^{\Phi_{i j}}-z_{i j} S_{i j}^{H}-v_{j}\right) y_{i j}^{H}=-\left(S_{i j} z_{i j}^{H}-z_{i j} \ell_{i j} z_{i j}^{H}\right) y_{i j}^{H}=-\left(S_{i j}-z_{i j} \ell_{i j}\right)
$$

for $i \rightarrow j$ and therefore

$$
\begin{aligned}
& \sum_{i: i \sim j} \operatorname{diag}\left[\left(v_{j}^{\Phi_{i j}}-W_{j i}\right) y_{j i}^{H}\right]^{\Phi_{j}} \\
& =\sum_{i: i \rightarrow j} \operatorname{diag}\left[\left(v_{j}-W_{j i}\right) y_{j i}^{H}\right]+\sum_{k: j \rightarrow k} \operatorname{diag}\left[\left(v_{j}^{\Phi_{j k}}-W_{j k}\right) y_{j k}^{H}\right]^{\Phi_{j}} \\
& =-\sum_{i: i \rightarrow j} \operatorname{diag}\left(S_{i j}-z_{i j} \ell_{i j}\right)+\sum_{k: j \rightarrow k} \operatorname{diag}\left(S_{j k}\right)^{\Phi_{j}}=s_{j}
\end{aligned}
$$

for $j \in \mathcal{N}$. The point $(s, v, W)$ satisfies (4.5f) due to (4.15). This completes the proof that $g(s, v, S, \ell) \in \mathbb{F}_{\text {BIM-SDP }}$ for any $(s, v, S, \ell) \in \mathbb{F}_{\text {BFM-SDP }}$.

It is straightforward to verify that $f \circ g$ and $g \circ f$ are both identity maps. This completes the proof of Theorem 4.6.

## 4.E Proof of Theorem 4.8

Let $(s, v, W) \in \mathbb{F}_{\text {BIM-SDP }}$ and $(s, v, S, \ell)=f(s, v, W)$. It suffices to prove that

$$
\operatorname{rank}\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right]=1 \Longleftrightarrow \operatorname{rank}\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=1
$$

for $i \rightarrow j$. Fix an arbitrary $i \rightarrow j$. Since $\operatorname{rank}\left(v_{i}^{\Phi_{i j}}\right) \geq 1$ by (4.5d),

$$
\begin{aligned}
& \operatorname{rank}\left[\begin{array}{cc}
v_{i}^{\Phi_{i j}} & S_{i j} \\
S_{i j}^{H} & \ell_{i j}
\end{array}\right]=1 \\
\Leftrightarrow & \operatorname{rank}\left(v_{i}^{\Phi_{i j}}\right)=1, S_{i j} \in \mathrm{R}\left(v_{i}^{\Phi_{i j}}\right), \ell_{i j}=S_{i j}^{H}\left(v_{i}^{\Phi_{i j}}\right)^{+} S_{i j} \\
\Leftrightarrow & \operatorname{rank}\left(v_{i}^{\Phi_{i j}}\right)=1, W_{i j} \in \mathrm{R}\left(v_{i}^{\Phi_{i j}}\right), v_{i}^{\Phi_{i j}}-W_{j i}-W_{i j}+v_{j}=\left(v_{i}^{\Phi_{i j}}-W_{j i}\right)\left(v_{i}^{\Phi_{i j}}\right)^{+}\left(v_{i}^{\Phi_{i j}}-W_{i j}\right) \\
\Leftrightarrow & \operatorname{rank}\left(v_{i}^{\Phi_{i j}}\right)=1, W_{i j} \in \mathrm{R}\left(v_{i}^{\Phi_{i j}}\right), v_{j}=W_{j i}\left(v_{i}^{\Phi_{i j}}\right)^{+} W_{i j} \\
\Leftrightarrow & \operatorname{rank}\left[\begin{array}{ll}
v_{i}^{\Phi_{i j}} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=1 .
\end{aligned}
$$

This completes the proof of Theorem 4.8.

## Chapter 5

## An OPF Solver

In this chapter, we derive a distributed algorithm for solving the OPF problem, and provide a suboptimality bound for the solution it obtains. Simulation results indicate that the suboptimality is within $2 \mathrm{e}-7$, and that the distributed algorithm is much more efficient to compute than the convex relaxation method, for a series of real-world networks.

Literature The OPF problem is difficult to solve since power flow is governed by nonlinear physical laws. There are three ways to deal with this challenge: 1) approximate the power flow equations (by linear or easier nonlinear equations); 2) look for local optima of the OPF problem; and 3) convexify the constraints imposed by the nonlinear physical laws. The third approach has been explored in the previous chapter, and we focus on the first two approaches in this chapter.

Power flow equations can be approximated by some linear equations known as the DC power flow equations $[7,94,95]$ if 1 ) power losses on the lines are small; 2) voltages are close to their nominal values; and 3) voltage angle differences between adjacent buses are small. With the DC power flow approximation, the OPF problem reduces to a linear programming. For transmission networks, the three assumptions are satisfied and the approach is widely used in practice. However, DC power flow equations do not consider voltages and reactive power flows, and therefore cannot be used for applications like power routing [108] and volt/var control [101]. Besides, the obtained solution may not be implementable since physical laws are not fully respected. Moreover, for distribution networks, power losses on the lines are not negligible and voltages can deviate significantly from their nominal values. Consequently, DC power flow equations are not accurate enough for distribution networks.

A number of algorithms look for a local optimum of the OPF problem. These algorithms use nonlinear power flow equations and therefore 1) can be used in applications like voltage regulation and volt/var control; 2) have physically implementable solutions; and 3) apply to both transmission and distribution networks. Representative algorithms of this kind include successive linear/quadratic programming [32], trust-region based methods [78,92], Lagrangian Newton method [11], and interior-
point methods $[21,59,100]$. Some of these algorithms, especially those based on Newton-Ralphson, are quite successful empirically. However, these algorithms may not converge, and suboptimality of their solutions is rarely characterized.

Summary The distributed algorithm presented in this chapter also seeks a local optimum of OPF. It differs from other algorithms of this kind in its 1) guaranteed convergence, 2) high computational efficiency, and 3) well-characterizable suboptimality.

The algorithm implements gradient projection in a distributed manner. In each iteration of the algorithm, derivatives of the objective function with respect to controllable variables are estimated, and then used as the negative directions to update controllable variables. Derivatives are estimated using a linear approximation of the power flow equations, and line search is adopted to determine the step sizes of the updates.

The rest of this chapter is organized as follows. A simplified OPF that illustrates the main structure of the distributed algorithm is described in Section 5.1. The algorithm is provided in Section 5.2 and numerical results are presented in Section 5.5.

### 5.1 A Simplified OPF Problem

The OPF problem in distribution networks has been described in Section 4.1. To highlight the main components of the distributed algorithm without worrying about the complication of multiple phases, we assume that the network is single-phase and radial. In particular, the bus voltages $V_{i}$, bus power injections $s_{i}$, and branch power flows $S_{i j}$ are complex scalars.

For each bus $i \in \mathcal{N}$, let $v_{i}=\left|V_{i}\right|^{2}$ denote the square of its complex voltage magnitude, e.g., if the voltage is $V_{i}=1.05 \angle 120^{\circ}$ per unit, then $v_{i}=1.05^{2}$. Note that $v_{0}$ is fixed and given. Let $p_{i}=\operatorname{Re}\left(s_{i}\right)$ and $q_{i}=\operatorname{Im}\left(s_{i}\right)$ denote the real and reactive power injections, respectively. Let $\mathcal{P}_{i}$ denote the unique path from bus 0 to bus $i$. Since the network is radial, the path $\mathcal{P}_{i}$ is well-defined. For each line $(i, j) \in \mathcal{E}$, let $\ell_{i j}=\left|I_{i j}\right|^{2}$ denote the square of the complex current magnitude, e.g., if the current is $I_{i j}=0.5 \angle 10^{\circ}$, then $\ell_{i j}=0.5^{2}$. Let $P_{i j}=\operatorname{Re}\left(S_{i j}\right)$ and $Q_{i j}=\operatorname{Im}\left(S_{i j}\right)$ denote the real and reactive power flows, respectively. Let $r_{i j}=\operatorname{Re}\left(z_{i j}\right)$ and $x_{i j}=\operatorname{Im}\left(z_{i j}\right)$ denote the resistance and reactance, respectively. Some of the notations are summarized in Figure 5.1.


Figure 5.1: Some of the notations.

The simplified OPF problem that we seek to solve is as follows.

$$
\begin{array}{ll}
\min & \sum_{i=0}^{n}\left(a_{i} p_{i}^{2}+b_{i} p_{i}\right) \\
\text { over } & p_{i} \text { and } q_{i} \text { for } i \in \mathcal{N}^{+} ; \\
& p_{0}, q_{0}, v_{i} \text { for } i \in \mathcal{N}^{+}, P_{i j}, Q_{i j} \text { and } \ell_{i j} \text { for } i \rightarrow j ; \\
\text { s.t. } & \sum_{i: i \rightarrow j}\left(P_{i j}-r_{i j} \ell_{i j}\right)+p_{j}=\sum_{k: j \rightarrow k} P_{j k}, \quad j \in \mathcal{N} ; \\
& \sum_{i: i \rightarrow j}\left(Q_{i j}-x_{i j} \ell_{i j}\right)+q_{j}=\sum_{k: j \rightarrow k} Q_{j k}, \quad j \in \mathcal{N} ; \\
& v_{i}-v_{j}=2\left(r_{i j} P_{i j}+x_{i j} Q_{i j}\right)-\left|z_{i j}\right|^{2} \ell_{i j}, \quad i \rightarrow j ; \\
& \ell_{i j}=\frac{P_{i j}^{2}+Q_{i j}^{2}}{v_{i}}, \quad i \rightarrow j ; \\
& \underline{v}_{i} \leq v_{i} \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} ; \\
& p_{i} \in\left[\underline{p}_{i}, \bar{p}_{i}\right], q_{i} \in\left[\underline{q}_{i}, \bar{q}_{i}\right], \quad i \in \mathcal{N}^{+} . \tag{5.1~g}
\end{array}
$$

The objective function (5.1a) is assumed to be separable, quadratic, and purely a function of $p$. Equations (5.1b)-(5.1e) are obtained from (4.10a), (4.10e), and (4.10g). They describe the physical laws that govern the power flow. Equation (5.1f) is the voltage regulation constraints, and equation $(5.1 \mathrm{~g})$ is the power injection constraints. The results in this chapter generalize to arbitrary convex power injection constrains other than the form described by (5.1g).

### 5.1.1 Basic and Derived Variables

The following assumption is the foundation of the algorithm developed in this chapter:
Assumption 5.1. Given the substation voltage $v_{0}$ and the branch bus power injections $s_{i}$ for $i \in \mathcal{N}^{+}$, we assume there exists a unique "practical" power flow solution ( $\left.\left[v_{i}\right]_{i \in \mathcal{N}^{+}},\left[{ }_{i j}\right]_{i \rightarrow j},\left[S_{i j}\right]_{i \rightarrow j}, s_{0}\right)$.

Here "practical" means that the voltages $v_{i}$ are close to their nominal values of 1.0 per unit. It is justified in [12] that all other power flow solutions have $v_{i} \approx 0$ for some $i \in \mathcal{N}^{+}$. In fact, Assumption 5.1 is commonly acknowledged by the industry. With this assumption, the optimization variables can be classified into two categories:

1. Basic variables that are controllable. These variables include the branch bus real and reactive power injections $p_{i}$ and $q_{i}$ for $i \in \mathcal{N}^{+}$.
2. Derived variables that are uniquely determined [by power flow equations (5.1b)-(5.1e)] after specifying the basic variables. These variables include the substation power injection $p_{0}, q_{0}$, the branch bus voltages $v_{i}$ for $i \in \mathcal{N}^{+}$, and line flows $P_{i j}, Q_{i j}, \ell_{i j}$ for $i \rightarrow j$.

Let $x=\left(p_{1}, \ldots, p_{n}, q_{1}, \ldots, q_{n}\right)$ denote all basic variables, then derived variables are functions of $x$, i.e.,

$$
\begin{array}{lr}
p_{0}=p_{0}(x), q_{0}=q_{0}(x) ; & i \in \mathcal{N}^{+} \\
v_{i}=v_{i}(x), & i \rightarrow j \\
P_{i j}=P_{i j}(x), Q_{i j}=Q_{i j}(x), \ell_{i j}=\ell_{i j}(x), & i \rightarrow{ }^{2},
\end{array}
$$

Remove derived variables to transform the OPF problem (5.1) into the following form:

$$
\begin{align*}
\min & a_{0} p_{0}^{2}(x)+b_{0} p_{0}(x)+\sum_{i=1}^{n}\left(a_{i} p_{i}^{2}+b_{i} p_{i}\right) \\
\text { over } & x \\
\text { s.t. } & \underline{v}_{i} \leq v_{i}(x) \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} ;  \tag{5.2a}\\
& \underline{p}_{i} \leq p_{i} \leq \bar{p}_{i}, \underline{q}_{i} \leq q_{i} \leq \bar{q}_{i}, \quad i \in \mathcal{N}^{+} \tag{5.2b}
\end{align*}
$$

While (5.2) is equivalent to (5.1) for radial networks under Assumption 5.1, (5.2) has much fewer optimization variables than (5.1) and is therefore potentially more efficient to compute. Furthermore, the derived variables $\left(p_{0},\left[v_{i}\right]_{i \in \mathcal{N}^{+}}\right)$will be automatically computed by power flow physics once the basic variable $x$ is computed. This motivates an iterative procedure for solving OPF: in each iteration, first update the basic variable $x$ and then let derived variables be automatically computed by power flow physics.

### 5.2 A Gradient Projection Algorithm

The algorithm that we propose to solve the OPF problem (5.2) is presented in this section. It is a gradient projection algorithm. In each iteration of the algorithm, derivatives of the modified objective function with respect to the basic variables are estimated, and then used as the negative direction of updating the basic variables. Line search is implemented to determine the step sizes of basic variable updates so as to ensure the convergence of the algorithm.

### 5.2.1 Estimation of Derivatives

One of the key reasons that the gradient projection algorithm we propose in this chapter is efficient is that the derivatives can be estimated efficiently. In this section, we first compute the derivatives exactly, and then propose an estimation of the derivatives that can be done much more efficiently.

### 5.2.1.1 Exact Derivatives

We first compute the gradients exactly. Since the network is radial, (5.1b)-(5.1e) imply

$$
\begin{align*}
& \partial_{x} P_{i j}=r_{i j} \partial_{x} \ell_{i j}-\partial_{x} p_{j}+\sum_{k: j \rightarrow k} \partial_{x} P_{j k},  \tag{5.3a}\\
& \partial_{x} Q_{i j}=x_{i j} \partial_{x} \ell_{i j}-\partial_{x} q_{j}+\sum_{k: j \rightarrow k} \partial_{x} Q_{j k},  \tag{5.3b}\\
& \partial_{x} v_{j}=\partial_{x} v_{i}-2\left(r_{i j} \partial_{x} P_{i j}+x_{i j} \partial_{x} Q_{i j}\right)+\left|z_{i j}\right|^{2} \partial_{x} \ell_{i j},  \tag{5.3c}\\
& \partial_{x} \ell_{i j}=\frac{2 P_{i j}}{v_{i}} \partial_{x} P_{i j}+\frac{2 Q_{i j}}{v_{i}} \partial_{x} Q_{i j}-\frac{\ell_{i j}}{v_{i}} \partial_{x} v_{i} \tag{5.3d}
\end{align*}
$$

for $i \rightarrow j$. Let $I$ denote the $2 \times 2$ identity matrix and remove $\partial_{x} \ell_{i j}$ to obtain

$$
\begin{aligned}
& {\left[I-\frac{2}{v_{i}}\binom{r_{i j}}{x_{i j}}\left(\begin{array}{ll}
P_{i j} & Q_{i j}
\end{array}\right)\right]\binom{\partial_{x} P_{i j}}{\partial_{x} Q_{i j}}=\sum_{k: j \rightarrow k}\binom{\partial_{x} P_{j k}}{\partial_{x} Q_{j k}}-\binom{\partial_{x} p_{j}}{\partial_{x} q_{j}}-\binom{r_{i j}}{x_{i j}} \frac{\ell_{i j}}{v_{i}} \partial_{x} v_{i}} \\
& \partial_{x} v_{j}=\left(1-\left|z_{i j}\right|^{2} \frac{\ell_{i j}}{v_{i}}\right) \partial_{x} v_{i}-2\left(r_{i j}-\left|z_{i j}\right|^{2} \frac{P_{i j}}{v_{i}}\right) \partial_{x} P_{i j}-2\left(x_{i j}-\left|z_{i j}\right|^{2} \frac{Q_{i j}}{v_{i}}\right) \partial_{x} Q_{i j}
\end{aligned}
$$

for $i \rightarrow j$. Hence, the gradients $\partial_{x}\left(P, Q, v, p_{0}, q_{0}\right)$ can be computed by Algorithm 5 .

$$
\begin{aligned}
& \text { Algorithm } 5 \text { Compute gradients } \\
& \text { Input: network graph }(\mathcal{N}, \mathcal{E}) \text {, power flow solution }(p, q, P, Q, v, \ell) \text {, stopping criterion } \epsilon . \\
& \text { Output: gradient } \partial_{x}\left(P, Q, v, p_{0}, q_{0}\right) \text { where } x=\left(p_{1}, \ldots, p_{n}, q_{1}, \ldots, q_{n}\right) . \\
& \text { 1: Initialization. } \\
& \quad \partial_{x} v_{i} \leftarrow 0 \text { for } i=0,1, \ldots, n \text {; } \\
& \text { 2: Backward sweep. } \\
& \quad \text { From the leafs } j \rightarrow k \text { to the roots } i \rightarrow j \text {, compute } \\
& \qquad\binom{\partial_{x} P_{i j}}{\partial_{x} Q_{i j}} \leftarrow\left[I-\frac{2}{v_{i}}\binom{r_{i j}}{x_{i j}}\left(\begin{array}{ll}
P_{i j} & Q_{i j}
\end{array}\right)\right]^{-1}\left[\sum_{k: j \rightarrow k}\binom{\partial_{x} P_{j k}}{\partial_{x} Q_{j k}}-\binom{\partial_{x} p_{j}}{\partial_{x} q_{j}}-\binom{r_{i j}}{x_{i j}} \frac{\ell_{i j}}{v_{i}} \partial_{x} v_{i}\right] ;
\end{aligned}
$$

## 3: Forward sweep.

From the roots $i$ to the leafs $j$, compute

$$
\partial_{x} v_{j} \leftarrow\left(1-\left|z_{i j}\right|^{2} \frac{\ell_{i j}}{v_{i}}\right) \partial_{x} v_{i}-2\left(r_{i j}-\left|z_{i j}\right|^{2} \frac{P_{i j}}{v_{i}}\right) \partial_{x} P_{i j}-2\left(x_{i j}-z_{i j}^{2} \frac{Q_{i j}}{v_{i}}\right) \partial_{x} Q_{i j}
$$

4: if update in $\partial_{x}(P, Q, v)>\epsilon$
go to 2 ;
end
5: Return value.

$$
\binom{\partial_{x} p_{0}}{\partial_{x} q_{0}} \leftarrow \sum_{k: 0 \rightarrow k}\left[I-\frac{2}{v_{0}}\binom{r_{0 k}}{x_{0 k}}\left(\begin{array}{ll}
P_{0 k} & Q_{0 k}
\end{array}\right)\right]^{-1}\left[\sum_{l: k \rightarrow l}\binom{\partial_{x} P_{k l}}{\partial_{x} Q_{k l}}-\binom{\partial_{x} p_{k}}{\partial_{x} q_{k}}-\binom{r_{0 k}}{x_{0 k}} \frac{\ell_{0 k}}{v_{0}} \partial_{x} v_{0}\right]
$$

Remark 5.1. The calculation of gradients $\partial_{x}\left(P, Q, v, p_{0}, q_{0}\right)$ in Algorithm 5 depends on the power
flow solution $\left(P, Q, v, p_{0}, q_{0}\right)$ at which the gradients are evaluated. Since it is assumed in Assumption 5.1 that the practical $\left(P, Q, v, p_{0}, q_{0}\right)$ is unique given $(p, q)$, the gradients $\partial_{x}\left(P, Q, v, p_{0}, q_{0}\right)$ is unique.

Remark 5.2. The implicit function theorem is used to derive (5.3) from (5.1b)-(5.1e). To apply the theorem, we have made the mild assumption that the gradients $\partial_{x}(P, Q, v, \ell)$ exist.

### 5.2.1.2 Approximated Derivatives

To avoid the iterative procedure described by Algorithm 5 to improve the computational efficiency, one can estimate the gradients as follows. Note that the current terms in (5.1b)-(5.1d) are much smaller than the other terms in practice, and one can estimate $(P, Q, v)$ by $(\hat{P}, \hat{Q}, \hat{v})$ defined as

$$
\begin{array}{cc}
\sum_{i: i \rightarrow j} \hat{P}_{i j}+p_{j}=\sum_{k: j \rightarrow k} \hat{P}_{j k}, & j \in \mathcal{N} \\
\sum_{i: i \rightarrow j} \hat{Q}_{i j}+q_{j}=\sum_{k: j \rightarrow k} \hat{Q}_{j k}, & j \in \mathcal{N} \\
\hat{v}_{i}-\hat{v}_{j}=2\left(r_{i j} \hat{P}_{i j}+x_{i j} \hat{Q}_{i j}\right), & i \rightarrow j
\end{array}
$$

Note that because the equations are linear, it is straightforward to obtain

$$
\begin{array}{ll}
\partial_{x} \hat{P}_{i j}=\sum_{k: j \rightarrow k} \partial_{x} \hat{P}_{j k}-\partial_{x} p_{j}, & i \rightarrow j \\
\partial_{x} \hat{Q}_{i j}=\sum_{k: j \rightarrow k} \partial_{x} \hat{Q}_{j k}-\partial_{x} q_{j}, & i \rightarrow j \\
\partial_{x} \hat{v}_{j}=\partial_{x} \hat{v}_{i}-2 r_{i j} \partial_{x} \hat{P}_{i j}-2 x_{i j} \partial_{x} \hat{Q}_{i j}, & i \rightarrow j
\end{array}
$$

since the network is radial.


Figure 5.1: The bus $i \wedge j$ denotes the joint of bus $i$ and bus $j$. The resistance $R_{i}$ denotes the total resistance of the red solid line segment.

Let $i \wedge j$ denote the joint of bus $i$ and $j$ for $i, j \in \mathcal{N}$, and let $R_{i}$ denote the total resistance from bus 0 to bus $i$ for $i \in \mathcal{N}$. See Figure 5.1 for an example. Then $\partial_{x}(\hat{P}, \hat{Q}, \hat{v})$ has the following
closed-form expression

$$
\begin{array}{lll}
\partial_{p_{k}} \hat{P}_{i j}=-\mathbf{1}_{j \in \mathcal{P}_{k}}, & \partial_{q_{k}} \hat{P}_{i j}=0, & k=1,2, \ldots, n, i \rightarrow j ; \\
\partial_{p_{k}} \hat{Q}_{i j}=0, & \partial_{q_{k}} \hat{Q}_{i j}=-\mathbf{1}_{j \in \mathcal{P}_{k}}, & k=1,2, \ldots, n, i \rightarrow j ; \\
\partial_{p_{k}} \hat{v}_{i}=2 R_{i \wedge k}, & \partial_{q_{k}} \hat{v}_{i}=2 X_{i \wedge k}, & k=1,2, \ldots, n, i \in \mathcal{N}^{+} . \tag{5.4c}
\end{array}
$$

We remark on several interesting properties of (5.4):
Remark 5.3. The derivatives $\partial_{p_{k}} v_{i}$ and $\partial_{q_{k}} v_{i}$ are symmetric in $(i, k)$, i.e., the impact of an injection on voltage is symmetric in their respective locations.

Remark 5.4. The impact on voltages of injections close to the substation is smaller; similarly, the voltages close to the substation are less sensitive to injections. This agrees with intuition.

One can approximate $\partial_{x}(P, Q, v)$ by $\partial_{x}(\hat{P}, \hat{Q}, \hat{v})$, i.e.,

$$
\partial_{x}(P, Q, v) \approx \partial_{x}(\hat{P}, \hat{Q}, \hat{v})
$$

Note that $\partial_{x}(\hat{P}, \hat{Q}, \hat{v})$ is a constant that does not depend on $(P, Q, v)$, and therefore need to be computed only once ahead of time.

Finally, one can approximate $\partial_{x}\left(p_{0}, q_{0}\right)$ as follows. Sum up (5.1b) for $j \in \mathcal{N}$ to obtain

$$
\sum_{i=0}^{n} p_{i}=\sum_{i \rightarrow j} r_{i j} \ell_{i j}=\sum_{i \rightarrow j} r_{i j} \frac{P_{i j}^{2}+Q_{i j}^{2}}{v_{i}}
$$

Hence,

$$
\begin{aligned}
\partial_{p_{i}} p_{0} & =-1+\sum_{k \rightarrow l} r_{k l} \partial_{p_{i}}\left(\frac{P_{k l}^{2}+Q_{k l}^{2}}{v_{k}}\right) \\
& =-1+\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \partial_{p_{i}} P_{k l}+\frac{2 Q_{k l}}{v_{k}} \partial_{p_{i}} Q_{k l}-\frac{\ell_{k l}}{v_{k}} \partial_{p_{i}} v_{k}\right) \\
& \approx-1+\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \partial_{p_{i}} \hat{P}_{k l}+\frac{2 Q_{k l}}{v_{k}} \partial_{p_{i}} \hat{Q}_{k l}-\frac{\ell_{k l}}{v_{k}} \partial_{p_{i}} \hat{v}_{k}\right) \\
\partial_{q_{i}} p_{0} & =\sum_{k \rightarrow l} r_{k l} \partial_{q_{i}}\left(\frac{P_{k l}^{2}+Q_{k l}^{2}}{v_{k}}\right) \\
& =\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \partial_{q_{i}} P_{k l}+\frac{2 Q_{k l}}{v_{k}} \partial_{q_{i}} Q_{k l}-\frac{\ell_{k l}}{v_{k}} \partial_{q_{i}} v_{k}\right) \\
& \approx \sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \partial_{q_{i}} \hat{P}_{k l}+\frac{2 Q_{k l}}{v_{k}} \partial_{q_{i}} \hat{Q}_{k l}-\frac{\ell_{k l}}{v_{k}} \partial_{q_{i}} \hat{v}_{k}\right)
\end{aligned}
$$

for $i=1,2, \ldots, n$. The expressions for $\partial_{x} q_{0}$ are symmetric with $r_{i j}$ replaced by $x_{i j}$.

### 5.2.2 Modified Objective Function

To enable a distributed algorithm, i.e., each bus $i$ updates its own ( $p_{i}, q_{i}$ ) locally, the constraints of OPF have better be decoupled, i.e., constraints of the form (5.2b) are easy to handle while constraints of the form (5.2a) should be avoided.

To avoid coupled constraints (5.2a), one can add a log-barrier function to the objective as

$$
L(x ; \mu)=a_{0} p_{0}^{2}(x)+b_{0} p_{0}(x)+\sum_{i=1}^{n}\left(a_{i} p_{i}^{2}+b_{i} p_{i}\right)-\underline{\mu} \sum_{i=1}^{n} \ln \left(v_{i}(x)-\underline{v}_{i}\right)-\bar{\mu} \sum_{i=1}^{n} \ln \left(\bar{v}_{i}-v_{i}(x)\right),
$$

where $\mu=(\underline{\mu}, \bar{\mu})>0$ componentwise. Note that $\underline{v}_{i} \leq v_{i}(x) \leq \bar{v}_{i}$ for $i \in \mathcal{N}^{+}$is enforced since

$$
\lim _{t \downarrow \underline{v}_{i}}-\underline{\mu} \ln \left(t-\underline{v}_{i}\right)=\infty, \quad \lim _{t \uparrow \bar{v}_{i}}-\bar{\mu} \ln \left(\bar{v}_{i}-t\right)=\infty, \quad i \in \mathcal{N}^{+}
$$

and OPF seeks to minimize $L$. Besides,

$$
\lim _{\mu \downarrow 0} L(x ; \mu)=a_{0} p_{0}^{2}(x)+b_{0} p_{0}(x)+\sum_{i=1}^{n}\left(a_{i} p_{i}^{2}+b_{i} p_{i}\right)
$$

and therefore solving OPF is similar to minimizing $L(x ; \mu)$ with small enough $\mu$.
To summarize, the distributed algorithm proposed in this chapter seeks to solve

$$
\begin{aligned}
\mathbf{O P F}(\mu): & \min \\
& L(x ; \mu) \\
& \text { over } \\
& p_{1}, \ldots, p_{n}, q_{1}, \ldots, q_{n} ; \\
& \text { s.t. } \underline{p}_{i} \leq p_{i} \leq \bar{p}_{i}, \underline{q}_{i} \leq q_{i} \leq \bar{q}_{i}, \quad i=1,2, \ldots, n
\end{aligned}
$$

for a decreasing sequence of $\mu$. In the rest of this section, we solve $\operatorname{OPF}(\mu)$ for a specific $\mu$.

### 5.2.3 Gradient Projection

There are two key steps in a gradient projection algorithm: 1) compute (or approximate) the gradients; and 2) choose a step size to update the optimization variables.

The gradients can be approximated using (5.4). In particular,

$$
\begin{align*}
\partial_{p_{i}} L= & \left(2 a_{0} p_{0}+b_{0}\right) \partial_{p_{i}} p_{0}+\left(2 a_{i} p_{i}+b_{i}\right)-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{p_{i}} v_{k} \\
= & \left(2 a_{0} p_{0}+b_{0}\right)\left[-1+\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \partial_{p_{i}} P_{k l}+\frac{2 Q_{k l}}{v_{k}} \partial_{p_{i}} Q_{k l}-\frac{\ell_{k l}}{v_{k}} \partial_{p_{i}} v_{k}\right)\right] \\
& +\left(2 a_{i} p_{i}+b_{i}\right)-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{p_{i}} v_{k} \\
\approx & \left(2 a_{0} p_{0}+b_{0}\right)\left[-1+\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \partial_{p_{i}} \hat{P}_{k l}+\frac{2 Q_{k l}}{v_{k}} \partial_{p_{i}} \hat{Q}_{k l}-\frac{\ell_{k l}}{v_{k}} \partial_{p_{i}} \hat{v}_{k}\right)\right] \\
& +\left(2 a_{i} p_{i}+b_{i}\right)-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{p_{i}} \hat{v}_{k} \\
= & -\left(2 a_{0} p_{0}+b_{0}\right)\left[1+\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \mathbf{1}_{l \in \mathcal{P}_{i}}+\frac{\ell_{k l}}{v_{k}} R_{i \wedge k}\right)\right] \\
& +\left(2 a_{i} p_{i}+b_{i}\right)-\sum_{k=1}^{n}\left[\frac{\mu}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] 2 R_{i \wedge k} \tag{5.5}
\end{align*}
$$

for $i=1,2, \ldots, n$. Similarly,

$$
\begin{equation*}
\partial_{q_{i}} L \approx-\left(2 a_{0} p_{0}+b_{0}\right) \sum_{k \rightarrow l} r_{k l}\left(\frac{2 Q_{k l}}{v_{k}} \mathbf{1}_{l \in \mathcal{P}_{i}}+\frac{\ell_{k l}}{v_{k}} X_{i \wedge k}\right)-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] 2 X_{i \wedge k} \tag{5.6}
\end{equation*}
$$

for $i=1,2, \ldots, n$.
The step size can be determined by doing a line search along the direction of $-\partial_{(p, q)} L$ (in the software implementation, the estimation of $\partial_{(p, q)} L$ in (5.5)-(5.6) is used instead), i.e., back off the step size until the modified objective function can be well-approximated by its linearization around the current solution point. Three parameters $\alpha$ (determine the back off speed, set to 0.5 in the current implementation), $\beta$ (criteria for the linearization of the objective to be accurate enough, set to 0.5 in the current implementation), and $\epsilon$ (criteria for the progress to be too slow, set to $1 \mathrm{e}-4$ in the current implementation) are needed in the line search step. In particular, the line search is described in Algorithm 6. To state the algorithm, let

$$
\prod_{C} x:=\operatorname{argmin}_{y \in C}\|y-x\|_{2}
$$

denote the (unique) projection of a point $x$ onto a non-empty compact convex set $C$.
Theorem 5.2 (well defined). Given specified input, Algorithm 6 always produces ( $p^{\prime}, q^{\prime}$, stopFlag).

Theorem 5.2 implies that Algorithm 6 is well defined.

Proof. Assume that Algorithm 6 fails to produce ( $p^{\prime}, q^{\prime}$, stopFlag) for some instance. Consider this

```
Algorithm 6 Line search
Input: back-off parameter \(\alpha \in(0,1)\), linearization parameter \(\beta \in(0,1)\), progress parameter \(\epsilon \ll 1\),
    current solution \((p, q)\), bounds \((\underline{p}, \bar{p}, \underline{q}, \bar{q}, \underline{v}, \bar{v})\), gradient \(\partial_{(p, q)} L\).
Output: update value ( \(p^{\prime}, q^{\prime}\) ), stopping flag stopFlag.
    1: \(\eta=1\), stopFlag \(=0\);
    \(\left(p^{\prime}, q^{\prime}\right) \leftarrow(p, q)-\eta \partial_{(p, q)} L ;\)
3: \(p^{\prime} \leftarrow \prod_{[\underline{p}, \bar{p}]} p^{\prime}, q^{\prime} \leftarrow \prod_{[q, \bar{q}]} q^{\prime}\);
4: run the backward-forward sweep algorithm to obtain the power flow solution \(\left(v^{\prime}, p_{0}^{\prime}, q_{0}^{\prime}\right)\) with
    respect to \(\left(p, q, v_{0}\right)\);
5: if \(v^{\prime} \notin[\underline{v}, \bar{v}]\)
        \(\eta \leftarrow \alpha \eta\), go to \(2 ;\)
    end
6: \(\Delta p \leftarrow p^{\prime}-p, \Delta q \leftarrow q^{\prime}-q\);
7: if \(\|\Delta p\|+\|\Delta q\| \leq \epsilon\)
        stopFlag \(=1\);
    else if \(L\left(p^{\prime}, q^{\prime}\right)>L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p+\partial_{q} L \cdot \Delta q\right)\)
        \(\eta \leftarrow \alpha \eta\), go to \(2 ;\)
    end
8: if \(L\left(p^{\prime}, q^{\prime}\right)>L(p, q)\)
        \(p^{\prime} \leftarrow p, q^{\prime} \leftarrow q ;\)
    end
```

instance and derive a contradiction as follows. Let the superscript $(k)$ denote the round of iteration for $k=0,1,2, \ldots$ where iteration 0 refers to the initial value, e.g., $\Delta p^{(k)}=p^{(k)}-p$ for $k \geq 1$.

Let $m>0$ denote the minimum positive number among $\left\{\left|\partial_{p_{i}} L\right|,\left|\partial_{q_{i}} L\right|: i=1,2, \ldots, n\right\}$. Note that $\partial_{p_{i}} L \cdot \Delta p_{i}^{(k)} \leq 0$ and $\partial_{q_{i}} L \cdot \Delta q_{i}^{(k)} \leq 0$ for $k \geq 1$ and $i \in \mathcal{N}^{+}$. Furthermore, $\partial_{p_{i}} L=0$ implies $\Delta p_{i}^{(k)}=0$ for $k \geq 1$ and $i \in \mathcal{N}^{+}$. Hence,

$$
\partial_{p_{i}} L \cdot \Delta p_{i}^{(k)} \leq-m\left|\Delta p_{i}^{(k)}\right|, \quad k \geq 1, i \in \mathcal{N}^{+}
$$

It follows that

$$
\partial_{p} L \cdot \Delta p^{(k)}=\sum_{i \in \mathcal{N}^{+}} \partial_{p_{i}} L \cdot \Delta p_{i}^{(k)} \leq \sum_{i \in \mathcal{N}^{+}}-m\left|\Delta p_{i}^{(k)}\right|=-m\left\|\Delta p^{(k)}\right\|_{1}
$$

for $k \geq 1$, where $\|\cdot\|_{1}$ denotes the $\ell_{1}$ norm of a vector, i.e., $\|x\|_{1}=\sum_{i=1}^{n}\left|x_{i}\right|$ for $x \in \mathbb{R}^{n}$. Similarly,
$\partial_{q} L \cdot \Delta q^{(k)} \leq-m\left\|\Delta q^{(k)}\right\|_{1}$ for $k \geq 1$. It follows that

$$
\begin{aligned}
L\left(p^{(k)}, q^{(k)}\right)= & L\left(p+\Delta p^{(k)}, q+\Delta q^{(k)}\right) \\
= & L(p, q)+\partial_{p} L \cdot \Delta p^{(k)}+\partial_{q} L \cdot \Delta q^{(k)}+o\left(\Delta p^{(k)}, \Delta q^{(k)}\right) \\
= & L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p^{(k)}+\partial_{q} L \cdot \Delta q^{(k)}\right) \\
& +(1-\beta)\left(\partial_{p} L \cdot \Delta p^{(k)}+\partial_{q} L \cdot \Delta q^{(k)}\right)+o\left(\Delta p^{(k)}, \Delta q^{(k)}\right) \\
\leq & L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p^{(k)}+\partial_{q} L \cdot \Delta q^{(k)}\right) \\
& \quad-m(1-\beta)\left(\left\|\Delta p^{(k)}\right\|_{1}+\left\|\Delta q^{(k)}\right\|_{1}\right)+o\left(\Delta p^{(k)}, \Delta q^{(k)}\right)
\end{aligned}
$$

for $k \geq 1$. When $k$ is sufficiently big, $\left\|\Delta p^{(k)}\right\|_{1}+\left\|\Delta q^{(k)}\right\|_{1}$ is sufficiently small such that

$$
o\left(\Delta p^{(k)}, \Delta q^{(k)}\right) \leq m(1-\beta)\left(\left\|\Delta p^{(k)}\right\|_{1}+\left\|\Delta q^{(k)}\right\|_{1}\right)
$$

Hence, eventually

$$
L\left(p^{(k)}, q^{(k)}\right) \leq L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p^{(k)}+\partial_{q} L \cdot \Delta q^{(k)}\right) .
$$

Then, the loop specified by Step 7) is exited and ( $p^{\prime}, q^{\prime}$, stopFlag) is produced. This contradicts the assumption that Algorithm 6 fails to produce a ( $p^{\prime}, q^{\prime}$, stopFlag) and completes the proof of Theorem 5.2.

Remark 5.5. The introduction of $\epsilon$ in the "if" branch in Step 7) is to stop the iterations when progress gets too slow, i.e., $\|\Delta p\|+\|\Delta q\| \leq \epsilon$. When this happens, stopFlag is set to 1 and iterations are stopped. Otherwise, a large number of iterations will run without updating $(p, q)$ significantly.

With the "if" branch in Step 7), it is possible that $L\left(p^{\prime}, q^{\prime}\right)>L(p, q)$. In this case, $\left(p^{\prime}, q^{\prime}\right)$ is set to $(p, q)$ to ensure that new point $\left(p^{\prime}, q^{\prime}\right)$ does not have a larger objective value than $(p, q)$.

Definition 5.1 (local optimum). A point $(p, q)$ is a local optimum for minimizing $L$ if

$$
\begin{aligned}
& \left\langle\partial_{p_{i}} L, \tilde{p}_{i}-p_{i}\right\rangle \geq 0, \quad \forall \tilde{p}_{i} \in\left(\underline{p}_{i}, \bar{p}_{i}\right), \forall i \in \mathcal{N}^{+} \\
& \left\langle\partial_{q_{i}} L, \tilde{q}_{i}-q_{i}\right\rangle \geq 0, \quad \forall \tilde{q}_{i} \in\left(\underline{q}_{i}, \bar{q}_{i}\right), \forall i \in \mathcal{N}^{+}
\end{aligned}
$$

Theorem 5.3 (stationary points). In Algorithm 6, if $\epsilon=0$, then

$$
(p, q)=\left(p^{\prime}, q^{\prime}\right) \quad \Longleftrightarrow \quad(p, q) \text { is a local optimum }
$$

Theorem 5.3 implies that a point $(p, q)$ is stationary for Algorithm 6, i.e., the output $\left(p^{\prime}, q^{\prime}\right)=$ $(p, q)$, if and only if $(p, q)$ is a local optimum of minimizing $L$.

Proof. Either $\|\Delta p\|+\|\Delta q\| \leq \epsilon=0$ or $L\left(p^{\prime}, q^{\prime}\right) \leq L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p+\partial_{q} L \cdot \Delta q\right) \leq L(p, q)$ when entering Step 8). In either case, $L\left(p^{\prime}, q^{\prime}\right) \leq L(p, q)$ and therefore

$$
p^{\prime}=\prod_{[\underline{p}, \bar{p}]}\left(p-\eta \partial_{p} L\right), \quad q^{\prime}=\prod_{[\underline{q}, \bar{q}]}\left(q-\eta \partial_{q} L\right)
$$

after exiting Algorithm 6.
$" \Leftarrow "$ : Let $(p, q)$ be a local optimum. Want to prove that $(p, q)=\left(p^{\prime}, q^{\prime}\right)$. For brevity, we present the proof of $p_{i}=p_{i}^{\prime}$ for an arbitrarily chosen $i \in \mathcal{N}^{+}$below. The proof of $q_{i}=q_{i}^{\prime}$ for an arbitrarily chosen $i \in \mathcal{N}^{+}$is similar.

Note that $p_{i}^{\prime}=\prod_{\left[\underline{p}_{i}, \bar{p}_{i}\right]}\left(p_{i}-\eta \partial_{p_{i}} L\right)$. If $\partial_{p_{i}} L=0$, then $p_{i}^{\prime}=p_{i}$. If $\partial_{p_{i}} L>0$, since

$$
\left\langle\partial_{p_{i}} L, \tilde{p}_{i}-p_{i}\right\rangle \geq 0, \quad \underline{p}_{i} \leq \tilde{p}_{i} \leq \bar{p}_{i}
$$

let $\tilde{p}_{i}=\underline{p}_{i}$ to obtain $p_{i}=\underline{p}_{i}$; consequently $p_{i}^{\prime}=p_{i}$. If $\partial_{p_{i}} L<0$, let $\tilde{p}_{i}=\bar{p}_{i}$ to obtain $p_{i}=\bar{p}_{i}$; consequently $p_{i}^{\prime}=p_{i}$. This completes the proof of " $\Leftarrow$ ".
$" \Rightarrow "$ : Assume $(p, q)=\left(p^{\prime}, q^{\prime}\right)$. Want to prove that $(p, q)$ is a local optimum. For brevity, we present the proof of

$$
\begin{equation*}
\left\langle\partial_{p_{i}} L, \tilde{p}_{i}-p_{i}\right\rangle \geq 0, \quad \underline{p}_{i} \leq \tilde{p}_{i} \leq \bar{p}_{i} \tag{5.7}
\end{equation*}
$$

for an arbitrary $i \in \mathcal{N}^{+}$. The proof of

$$
\left\langle\partial_{q_{i}} L, \tilde{q}_{i}-q_{i}\right\rangle \geq 0, \quad \underline{q}_{i} \leq \tilde{q}_{i} \leq \bar{q}_{i}
$$

for an arbitrary $i \in \mathcal{N}^{+}$is similar.
Note that $p_{i}=p_{i}^{\prime}=\prod_{\left[\underline{p}_{i}, \bar{p}_{i}\right]}\left(p_{i}-\eta \partial_{p_{i}} L\right)$. If $\partial_{p_{i}} L=0$, then (5.7) holds. If $\partial_{p_{i}} L>0$, then $p_{i}=\underline{p}_{i}$ and therefore (5.7) holds. If $\partial_{p_{i}} L<0$, then $p_{i}=\bar{p}_{i}$ and therefore (5.7) holds. This completes the proof of " $\Rightarrow$ ".

Combining " $\Leftarrow$ " and " $\Rightarrow$ " completes the proof of Theorem 5.3.
Theorem 5.4 (progress). If $\epsilon=0$, then the input $(p, q)$ and output ( $p^{\prime}, q^{\prime}$ ) of Algorithm 6 satisfy

$$
L\left(p^{\prime}, q^{\prime}\right) \leq L(p, q)
$$

The equality is attained if and only if $\left(p^{\prime}, q^{\prime}\right)=(p, q)$.

Theorems 5.3 and 5.4 imply that $L\left(p^{\prime}, q^{\prime}\right)<L(p, q)$ unless $(p, q)$ is a local optimum, in which case $\left(p^{\prime}, q^{\prime}\right)=(p, q)$.

Proof. Either $\|\Delta p\|+\|\Delta q\| \leq \epsilon=0$ or $L\left(p^{\prime}, q^{\prime}\right) \leq L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p+\partial_{q} L \cdot \Delta q\right) \leq L(p, q)$
when entering Step 8). In either case, $L\left(p^{\prime}, q^{\prime}\right) \leq L(p, q)$ and therefore $p^{\prime}=\prod_{[\underline{p}, \bar{p}]}\left(p-\eta \partial_{p} L\right)$, $q^{\prime}=\prod_{[\underline{q}, \bar{q}]}\left(q-\eta \partial_{q} L\right)$ after exiting Algorithm 6.

Let $m>0$ denote the minimum positive number among $\left\{\left|\partial_{p_{i}} L\right|,\left|\partial_{q_{i}} L\right|: i \in \mathcal{N}^{+}\right\}$. Fix an arbitrary $i \in \mathcal{N}^{+}$. Note that $\partial_{p_{i}} L \cdot \Delta p_{i} \leq 0$ and that $\partial_{p_{i}} L=0$ implies $\Delta p_{i}=0$. Hence,

$$
\partial_{p_{i}} L \cdot \Delta p_{i} \leq-m\left|\Delta p_{i}\right|
$$

Similarly, $\partial_{q_{i}} L \cdot \Delta q_{i} \leq-m\left|\Delta q_{i}\right|$ for $i \in \mathcal{N}^{+}$. It follows that either $\|\Delta p\|+\|\Delta q\|=0$, or

$$
\begin{aligned}
L\left(p^{\prime}, q^{\prime}\right) & \leq L(p, q)+\beta\left(\partial_{p} L \cdot \Delta p+\partial_{q} L \cdot \Delta q\right) \\
& =L(p, q)+\beta \sum_{i=1}^{n}\left(\partial_{p_{i}} L \cdot \Delta p_{i}+\partial_{q_{i}} L \cdot \Delta q_{i}\right) \\
& \leq L(p, q)-m \beta \sum_{i=1}^{n}\left(\left|\Delta p_{i}\right|+\left|\Delta q_{i}\right|\right) \\
& =L(p, q)-m \beta\left(\|\Delta p\|_{1}+\|\Delta q\|_{1}\right) .
\end{aligned}
$$

Hence, $L\left(p^{\prime}, q^{\prime}\right) \leq L(p, q)$ and the equality is attained if and only if $(p, q)=\left(p^{\prime}, q^{\prime}\right)$.

Remark 5.6. The gradient $\partial_{(p, q)} L$ is only approximated by (5.5) - (5.6) in the software implementation. Hence, Theorems 5.2-5.4 may not hold. However, the following conclusions can be made:

- Theorem 5.2 holds if $\epsilon>0$. This is because $\left\|\Delta p^{(k)}\right\|+\left\|\Delta q^{(k)}\right\|$ tends to 0 as $k$ tends to infinity and therefore the "if" branch in Step 7) will be chosen for sufficiently big k. Hence, with gradient $\partial_{(p, q)} L$ approximated, Algorithm 6 is still well-defined as long as $\epsilon>0$.
- Theorems 5.3 and 5.4 hold if $\partial_{(p, q)} L$ is replaced by its approximate in Definition 5.1. This is because the proofs of Theorems 5.3 and 5.4 do not rely on the fact that $\partial_{(p, q)} L$ is a gradient. However, since one has to set $\epsilon>0$ to ensure that Algorithm 6 always produces a solution, the $\epsilon=0$ condition in Theorems 5.3 and 5.4 does not hold and the conclusions do not apply.


### 5.2.4 Distributed Gradient Projection Algorithm

The distributed gradient projection algorithm is obtained by putting all the pieces in Section 5.2.15.2.3 together. It is summarized in Algorithm 7, which solves $\operatorname{OPF}(\mu)$ with different values of $\mu$. In particular, let $\mu_{1}, \mu_{2}, \ldots, \mu_{K}$ denote a sequence of $\mu$ that approaches 0 and $x=(p, q)$. Given a feasible initial point $x^{(0)}$, Algorithm 7 solves $\operatorname{OPF}\left(\mu_{1}\right)$ with initial point $x^{(0)}$ to obtain $x^{(1)}$, then solves $\operatorname{OPF}\left(\mu_{2}\right)$ with initial point $x^{(1)}$ to obtain $x^{(2)}, \ldots$, and finally solves $\operatorname{OPF}\left(\mu_{K}\right)$ with initial point $x^{(K-1)}$ to obtain the final output solution $x^{(K)}$.

### 5.2.4.1 Algorithm Statement

To solve each $\operatorname{OPF}(\mu)$, Algorithm 7 repeatedly calculates the gradient $\partial_{x} L(x ; \mu)$ and does a line search along the direction of $-\partial_{x} L$ to update $x$, until stopFlag $=1$, which indicates that numerically no further improvements can be made. Algorithm 7 is stated below.

```
Algorithm 7 A gradient decent algorithm
Input: A feasible point \((p, q)\).
Output: A numerical solution \(\left(p^{*}, q^{*}\right)\) of (5.2).
    \(p^{*}=p, q^{*}=q ;\)
    for \(\mu=\mu_{1}, \mu_{2}, \ldots, \mu_{K}\)
        do
            run backward-forward sweep to obtain the power flow solution \(\left(v^{*}, p_{0}^{*}, q_{0}^{*}\right)\) at \(\left(p^{*}, q^{*}, v_{0}\right)\);
            compute gradient \(\partial_{(p, q)} L\left(p^{*}, q^{*} ; \mu\right)\);
            run Algorithm 6 to get an updated ( \(p^{*}, q^{*}\), stopFlag);
        while stopFlag \(!=1\)
    end
```

Theorem 5.5 (inner convergence). Consider an inner loop of Algorithm 7 where $\mu$ is a fixed constant. Let $\mathbb{O}^{*}$ denote the set of local minima of $L(x ; \mu)$. If $\epsilon=0$, then the sequence $x^{(1)}, x^{(2)}, \ldots, x^{(k)}, \ldots$ of intermediate power injections computed in Algorithm 7 converges to $\mathbb{O}^{*}$, i.e.,

$$
x^{(k)} \rightarrow \mathbb{O}^{*}, \quad k \rightarrow \infty .
$$

Furthermore, when the set $\mathbb{O}^{*}$ has finitely many elements, then

$$
x^{(k)} \rightarrow x^{*}, \quad k \rightarrow \infty
$$

for some $x^{*} \in \mathbb{O}^{*}$.

Theorem 5.5 implies a local minimum of $L(x ; \mu)$ is obtained in each inner loop of Algorithm 7.
Proof. If $x^{(k)} \nrightarrow \mathbb{O}^{*}$, then there exists $\delta>0$ such that $\operatorname{dist}\left(x^{(k)}, \mathbb{O}^{*}\right)>\delta$ infinitely often. Let $\mathbb{X}:=[\underline{p}, \bar{p}] \times[\underline{q}, \bar{q}]$ denote the compact feasible set of $x$, and define

$$
A:=\left\{x \in \mathbb{X} \mid \operatorname{dist}\left(x, \mathbb{O}^{*}\right) \geq \delta\right\}
$$

Then the set $A$ is closed and therefore compact. Also define

$$
B:=\left\{x \in \mathbb{X} \mid L(x ; \mu) \leq L\left(x^{(0)} ; \mu\right)\right\} .
$$

Then the set $B$ is also closed and compact. The sequence $x^{(0)}, x^{(1)}, \ldots, x^{(k)}, \ldots$ lies in the set $C:=A \cap B$ infinitely often. Note that $C$ is compact and that $L(x ; \mu)$ has uniformly bounded first
and second derivatives on $C$.
If $x^{(k)} \in C$, then $x^{(k)} \notin \mathbb{O}^{*}$ and therefore $x^{(k+1)} \neq x^{(k)}$ by Theorem 5.3. Besides,

$$
x^{(k+1)}=\prod_{\mathbb{X}}\left(x^{(k)}-\eta^{(k)} \partial_{x} L\left(x^{(k)} ; \mu\right)\right)
$$

where $\eta^{(k)}$ is the first $\eta$ in the exponential backoff stage that satisfies

$$
L\left(x^{(k+1)} ; \mu\right) \leq L\left(x^{(k)} ; \mu\right)+\beta \partial_{x} L\left(x^{(k)} ; \mu\right) \cdot\left(x^{(k+1)}-x^{(k)}\right)
$$

There exists an $\eta_{1}>0$ such that for any $x^{(k)} \in C$ and any $\eta \in\left(0, \eta_{1}\right]$, the value $x^{\prime}$ defined as

$$
x^{\prime}=\prod_{\mathbb{X}}\left(x^{(k)}-\eta \partial_{x} L\left(x^{(k)} ; \mu\right)\right)
$$

satisfies

$$
L\left(x^{\prime} ; \mu\right) \leq L\left(x^{(k)} ; \mu\right)+\beta \partial_{x} L\left(x^{(k)} ; \mu\right) \cdot\left(x^{\prime}-x^{(k)}\right)
$$

since $\partial_{x x} L_{\mu}$ is uniformly upper bounded on $C$. Hence, if $x^{(k)} \in C$, then $\eta^{(k)}$ is lower bounded by $\eta_{0}=\alpha \eta_{1}>0$. It follows that if $x^{(k)} \in C$, then

$$
\begin{align*}
L\left(x^{(k+1)} ; \mu\right)-L\left(x^{(k)} ; \mu\right) & \leq \beta \partial_{x} L\left(x^{(k)} ; \mu\right) \cdot\left(x^{(k+1)}-x^{(k)}\right) \\
& =\beta \sum_{i=1}^{2 n} \partial_{i} L \cdot\left(\prod_{\left[\underline{x}_{i}, \bar{x}_{i}\right]}\left(x_{i}^{(k)}-\eta^{(k)} \partial_{i} L\right)-x_{i}^{(k)}\right) \\
& \leq \beta \sum_{i=1}^{2 n} \partial_{i} L \cdot\left(\prod_{\left[\underline{x}_{i}, \bar{x}_{i}\right]}\left(x_{i}^{(k)}-\eta_{0} \partial_{i} L\right)-x_{i}^{(k)}\right) \tag{5.8}
\end{align*}
$$

The expression in (5.8) is continuous in $x^{(k)}$ and nonpositive. Furthermore, it is strictly smaller than 0 since otherwise $x^{(k)} \in \mathbb{O}^{*}$, which contradicts with $\operatorname{dist}\left(x^{(k)}, \mathbb{O}^{*}\right) \geq \delta>0$. Since $C$ is compact,

$$
L\left(x^{(k+1)} ; \mu\right)-L\left(x^{(k)} ; \mu\right) \leq-\theta
$$

for some $\theta>0$.
Since the sequence $\left\{x^{(k)}: k \geq 1\right\}$ visits $C$ infinitely often, the limit

$$
\lim _{k \rightarrow \infty} L\left(x^{(k)} ; \mu\right)=-\infty
$$

This contradicts with the fact that $L(x ; \mu)$ is lower bounded on $x \in \mathbb{X}$. Hence, one must have

$$
x^{(k)} \rightarrow \mathbb{O}^{*}, \quad k \rightarrow \infty
$$

When the set $\mathbb{O}^{*}$ is finite, let $x^{* 1}, x^{* 2}, \ldots, x^{* m}$ denote all its elements and $d$ denote the minimum distance among them. There exists $r$ such that whenever $\operatorname{dist}\left(x^{(k)}, \mathbb{O}^{*}\right)<r,\left\|x^{(k+1)}-x^{(k)}\right\|<d / 3$. There exists $k_{1} \in \mathbb{N}$ such that whenever $k \geq k_{1}, \operatorname{dist}\left(x^{(k)}, \mathbb{O}^{*}\right)<\min \{r, d / 3\}$. It follows that $\left\|x^{\left(k_{1}\right)}-x^{*}\right\|<d / 3$ for an $x^{*} \in \mathbb{O}^{*}$. Then, it is not difficult to verify that $\left\|x^{\left(k_{1}+1\right)}-x^{* *}\right\|>d / 3$ for any $x^{* *} \in \mathbb{O}^{*}$ but $x^{* *} \neq x^{*}$. Hence, $\left\|x^{\left(k_{1}+1\right)}-x^{*}\right\|<d / 3$. By mathematical induction, one can show that

$$
\left\|x^{(k)}-x^{*}\right\|<d / 3, \operatorname{dist}\left(x^{(k)}, \mathbb{O}^{*} \backslash\left\{x^{*}\right\}\right)>2 d / 3, \quad k \geq k_{1}
$$

Then, since $\operatorname{dist}\left(x^{(k)}, \mathbb{O}^{*}\right) \rightarrow 0$, one must have

$$
x^{(k)} \rightarrow x^{*}
$$

This completes the proof of Theorem 5.5.

### 5.2.4.2 Distributed Implementation

An important advantage of Algorithm 7 is that it can be implemented in a distributed way. The infrastructure required to implement Algorithm 7 in a distributed way is described as follows.

- There is an agent at each branch bus $i \in \mathcal{N}^{+}$, and a coordinator at the substation bus 0 . Call the agent at bus $i$ agent $i$ for brevity.
- Agent $i$ knows the impedance $\left(r_{i j}, x_{i j}\right)$ for all $j$ such that $i \sim j$; it can measure the voltage $v_{i}$, the power flow $\left(P_{i j}, Q_{i j}\right)$, and the current $\ell_{i j}$ for all $j$ such that $i \rightarrow j$; it can control the power consumption $\left(p_{i}, q_{i}\right)$; and it can communicate with the coordinator and agent $j$ if $i \sim j$.
- The coordinator knows the impedance $\left(r_{0 j}, x_{0 j}\right)$ for all $j$ such that $0 \rightarrow j$; it can measure the voltage $v_{0}$, the substation power injection $\left(p_{0}, q_{0}\right)$, the power flow $\left(P_{0 j}, Q_{0 j}\right)$, and the current $\ell_{0 j}$ for all $j$ such that $0 \rightarrow j$; and it can communicate with all agents in the network.

Remark 5.7. To implement Algorithm 7 in a distributed way, only buses $i$ whose power injections $\left(p_{i}, q_{i}\right)$ can be controlled need to have agents. For example, if $\underline{p}_{i}=\bar{p}_{i}$ and $\underline{q}_{i}=\bar{q}_{i}$, then bus $i$ does not need to have an agent.

There are two key components in the distributed implementation of Algorithm 7: 1) compute gradient $\partial_{(p, q)} L\left(p^{*}, q^{*} ; \mu\right)$ in a distributed way; and 2) run line search (Algorithm 6) in a distributed way. For clarity, we first present these two key components before describing the distributed implementation of Algorithm 7.

Distributed gradient computation. The approximate gradients (5.5)-(5.6) can be computed in a backward forward sweep as described below.

Let down $(i):=\left\{j \in \mathcal{N} \mid i \in \mathcal{P}_{j}\right\}$ denote the buses downstream of bus $i \in \mathcal{N}$ as illustrated in Figure 5.2. Define


Backward sweep to update ( $g, h$ )

$$
\text { Forward sweep to update }(c, d, e, f)
$$

Figure 5.2: Buses down $(i)$ downstream of bus $i$ lies in the shaded region.

$$
\begin{array}{llrl}
c_{i} & =\sum_{k=1}^{n} 2 R_{i \wedge k}\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right), & & i \in \mathcal{N} ; \\
d_{i} & =\sum_{k=1}^{n} 2 X_{i \wedge k}\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right), & & i \in \mathcal{N} ; \\
e_{i} & =\sum_{k \rightarrow l} r_{k l}\left(\frac{2 P_{k l}}{v_{k}} \mathbf{1}_{l \in \mathcal{P}_{i}}+\frac{\ell_{k l}}{v_{k}} R_{i \wedge k}\right), & & i \in \mathcal{N} ; \\
f_{i} & =\sum_{k \rightarrow l} r_{k l}\left(\frac{2 Q_{k l}}{v_{k}} \mathbf{1}_{l \in \mathcal{P}_{i}}+\frac{\ell_{k l}}{v_{k}} X_{i \wedge k}\right), & & i \in \mathcal{N} .
\end{array}
$$

Then the approximate gradients (5.5)-(5.6) can be simplified as

$$
\begin{array}{ll}
\partial_{p_{i}} L=-\left(2 a_{0} p_{0}+b_{0}\right)\left(1+e_{i}\right)+\left(2 a_{i} p_{i}+b_{i}\right)-c_{i}, & i \in \mathcal{N}^{+} \\
\partial_{q_{i}} L=-\left(2 a_{0} p_{0}+b_{0}\right) f_{i}-d_{i}, & i \in \mathcal{N}^{+} \tag{5.9b}
\end{array}
$$

The centralized coordinator has access to $p_{0}$ and can broadcast $2 a_{0} p_{0}+b_{0}$ to all branch buses. Each agent $i$ knows $p_{i}$ and can easily compute $2 a_{i} p_{i}+b_{i}$. Hence, the main challenge is to compute $c_{i}, d_{i}, e_{i}, f_{i}$ in a distributed manner.

The quantities $c_{i}, d_{i}, e_{i}, f_{i}$ can be computed recursively. To derive the recursive equations, note that for each $i \rightarrow j$, one has

$$
R_{i \wedge k}-R_{j \wedge k}=-r_{i j} \mathbf{1}_{k \in \operatorname{down}(j)}
$$

and therefore

$$
\begin{aligned}
c_{i}-c_{j} & =\sum_{k=1}^{n} 2\left(R_{i \wedge k}-R_{j \wedge k}\right)\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right) \\
& =-\sum_{k=1}^{n} 2 r_{i j} \mathbf{1}_{k \in \operatorname{down}(j)}\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right) \\
& =-2 r_{i j} \sum_{k \in \operatorname{down}(j)}\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right) .
\end{aligned}
$$

Similarly,

$$
d_{i}-d_{j}=-2 x_{i j} \sum_{k \in \operatorname{down}(j)}\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right)
$$

Besides,

$$
\mathbf{1}_{l \in \mathcal{P}_{j}}-\mathbf{1}_{l \in \mathcal{P}_{i}}=\mathbf{1}_{l=j}
$$

and therefore

$$
\begin{aligned}
e_{i}-e_{j} & =\sum_{k \rightarrow l} r_{k l}\left[\frac{2 P_{k l}}{v_{k}}\left(\mathbf{1}_{l \in \mathcal{P}_{i}}-\mathbf{1}_{l \in \mathcal{P}_{j}}\right)+\frac{\ell_{k l}}{v_{k}}\left(R_{i \wedge k}-R_{j \wedge k}\right)\right] \\
& =-\sum_{k \rightarrow l} r_{k l}\left[\frac{2 P_{k l}}{v_{k}} \mathbf{1}_{l=j}+\frac{\ell_{k l}}{v_{k}} r_{i j} \mathbf{1}_{k \in \operatorname{down}(j)}\right] \\
& =-\frac{2 r_{i j} P_{i j}}{v_{i}}-r_{i j} \sum_{k \in \operatorname{down}(j)} \frac{r_{k l} \ell_{k l}}{v_{k}}
\end{aligned}
$$

Similarly,

$$
f_{i}-f_{j}=-\frac{2 r_{i j} Q_{i j}}{v_{i}}-x_{i j} \sum_{k \in \operatorname{down}(j)} \frac{r_{k l} \ell_{k l}}{v_{k}}
$$

Hence, if we define

$$
\begin{array}{rlrl}
g_{i} & =\sum_{k \in \operatorname{down}(i)}\left(\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right), & & i \in \mathcal{N}^{+} \\
h_{i} & =\sum_{k \in \operatorname{down}(i)} \frac{r_{k l} \ell_{k l}}{v_{k}}, & i \in \mathcal{N}^{+}
\end{array}
$$

then $c_{i}, d_{i}, e_{i}, f_{i}$ can be computed recursively as

$$
\begin{array}{ll}
c_{j}=c_{i}+2 r_{i j} g_{j}, & i \rightarrow j \\
d_{j}=d_{i}+2 x_{i j} g_{j}, & i \rightarrow j \\
e_{j}=e_{i}+\frac{2 r_{i j} P_{i j}}{v_{i}}+r_{i j} h_{j}, & i \rightarrow j \\
f_{j}=f_{i}+\frac{2 r_{i j} Q_{i j}}{v_{i}}+x_{i j} h_{j}, & i \rightarrow j \tag{5.10d}
\end{array}
$$

Algorithm 8 Distributed gradient computation
Input: the agent/coordinator at bus $i \in \mathcal{N}$ knows the parameter ( $\underline{\mu}, \bar{\mu}$ ) and impedance ( $r_{i j}, x_{i j}$ ) for all $j$ such that $i \sim j$; it can measure the voltage $v_{i}$, power flow $\left(P_{i j}, Q_{i j}\right)$, and current $\ell_{i j}$ for all $j$ such that $i \rightarrow j$.
Output: each agent $i \in \mathcal{N}^{+}$computes $\left(\partial_{p_{i}} L, \partial_{q_{i}} L\right)$ for $i \in \mathcal{N}^{+}$.
Backward sweep to compute $(g, h)$.
1: each agent $i \in \mathcal{N}^{+}$measures $v_{i}$ and $\ell_{i j}$ for all $j$ such that $i \rightarrow j$. On receiving $\left(g_{j}, h_{j}\right)$ from all its downstream neighbors $j$, agent $i$ computes $\left(g_{i}, h_{i}\right)$ according to

$$
\begin{equation*}
g_{i}=\frac{\underline{\mu}}{v_{i}-\underline{v}_{i}}+\frac{\bar{\mu}}{v_{i}-\bar{v}_{i}}+\sum_{j: i \rightarrow j} g_{j} ; \quad h_{i}=\sum_{j: i \rightarrow j}\left(\frac{r_{i j} \ell_{i j}}{v_{i}}+h_{j}\right) \tag{5.11}
\end{equation*}
$$

and sends $\left(g_{i}, h_{i}\right)$ to its (unique) upstream neighbor;
2: backward sweep terminates when the coordinator receives $\left(g_{j}, h_{j}\right)$ from all its downstream neighbors $j$.
Forward sweep to compute $(c, d, e, f)$.
3: the coordinator measures $v_{0}$ and $\left(P_{0 j}, Q_{0 j}\right)$ for all $j$ such that $0 \rightarrow j$, sets

$$
c_{0} \leftarrow 0, \quad d_{0} \leftarrow 0, \quad e_{0} \leftarrow 0, \quad f_{0} \leftarrow 0
$$

and sends $\left(c_{0}, d_{0}, e_{0}+2 r_{0 j} P_{0 j} / v_{0}, f_{0}+2 r_{0 j} Q_{0 j} / v_{0}\right)$ to each downstream neighbor $j$;
4: each agent $j \in \mathcal{N}^{+}$measures $v_{j}$ and $\left(P_{j k}, Q_{j k}\right)$ for all $k$ such that $j \rightarrow k$. On receiving $\left(c_{i}, d_{i}, e_{i}+\right.$ $\left.2 r_{i j} P_{i j} / v_{i}, f_{i}+2 r_{i j} Q_{i j} / v_{i}\right)$ from its (unique) upstream neighbor $i$, agent $j$ computes $c_{j}, d_{j}, e_{j}, f_{j}$ according to (5.10), and sends ( $\left.c_{j}, d_{j}, e_{j}+2 r_{j k} P_{j k} / v_{j}, f_{j}+2 r_{j k} Q_{j k} / v_{j}\right)$ to each downstream neighbor $k$;

## Compute gradients.

the coordinator broadcasts $2 a_{0} p_{0}+b_{0}$ to all agents $i \in \mathcal{N}^{+}$;
once having received $2 a_{0} p_{0}+b_{0}$ from the substation and computed ( $c_{i}, d_{i}, e_{i}, f_{i}$ ), agent $i \in \mathcal{N}^{+}$ computes $\partial_{p_{i}} L$ and $\partial_{q_{i}} L$ according to (5.9);

To summarize, the distributed gradient projection algorithm is given in Algorithm 8, where

$$
\mathcal{L}:=\left\{i \in \mathcal{N}^{+} \mid \nexists j \text { such that } i \rightarrow j\right\}
$$

denotes the set of leaf buses. It consists of three main steps:
S1 Backward sweep to compute $(g, h)$ : for each agent $i \in \mathcal{N}^{+}$, when all its downstream neighbors $j$ have computed $\left(g_{j}, h_{j}\right)$, computes $\left(g_{i}, h_{i}\right)$ according to (5.11).

S2 Forward sweep to compute $(c, d, e, f)$ : for each agent $j \in \mathcal{N}^{+}$, when its (unique) upstream neighbor $i$ has computed $\left(c_{i}, d_{i}, e_{i}+2 r_{i j} P_{i j} / v_{i}, f_{i}+2 r_{i j} Q_{i j} / v_{i}\right)$, computes $\left(c_{j}, d_{j}, e_{j}, f_{j}\right)$ as in (5.10).

S3 Compute $\partial_{(p, q)} L$ : each agent $i \in \mathcal{N}^{+}$computes $\partial_{p_{i}} L$ and $\partial_{q_{i}} L$ according to (5.9).

Distributed line search. Line search given in Algorithm 6 can also be implemented in a distributed manner, which gives rise to a distributed implementation of the inner loop of Algorithm 7. The distributed implementation is presented in Algorithm 9.

In Algorithm 9, each agent $i \in \mathcal{N}^{+}$keeps track of its last approved power injection ( $p_{i}^{\text {old }}, q_{i}^{\text {old }}$ ) and proposes tentative power injections $\left(p_{i}^{\text {new }}, q_{i}^{\text {new }}\right)$ while computing some other quantities $\left(\Delta s_{i}, \Delta L_{i}\right.$, value $\left.{ }_{i}^{\text {new }}\right)$, with which the coordinator decides whether to approve the tentative power injections.

Tentative power injection $\left(p^{\text {new }}, q^{\text {new }}\right)$ is computed by gradient projection (5.13a)-(5.13b), where the gradient is computed as in Algorithm 8 and the step size $\eta$ is controlled by the coordinator. The coordinator initializes $\eta=1$ and reduces $\eta$ by a fraction of $1-\alpha$ until voltage constraints are satisfied, i.e., $\underline{v}_{i} \leq v_{i} \leq \bar{v}_{i}$ for $i \in \mathcal{N}^{+}$, and the modified objective function is well-approximated by its linearization, i.e., $L^{\text {new }}<L^{\text {thres }}$ (see step 11 in Algorithm 9).

The coordinator decides whether to approve the tentative power injection, i.e., set ( $\left.p^{\text {old }}, q^{\text {old }}\right) \leftarrow$ ( $\left.p^{\text {new }}, q^{\text {new }}\right)$, and when to terminate Algorithm 9, i.e., set $\left(p^{\prime}, q^{\prime}\right)$. In other cases, the coordinator reduces the step size $\eta$ to $\alpha \eta$ to ask for the submission of new tentative power injection ( $\left.p^{\text {new }}, q^{\text {new }}\right)$.

The coordinator makes these decisions based on $\left(\Delta s_{i}, \Delta L_{i}\right)$ computed by the agents $i \in \mathcal{N}^{+}$. The quantity $\Delta s_{i}$ captures the update size of $\left(p_{i}, q_{i}\right)$, and $\Delta L_{i}$ is the product of gradient $\partial_{\left(p_{i}, q_{i}\right)} L$ and power injection update. In particular, if $\sum_{i \in \mathcal{N}^{+}} \Delta s_{i} \leq \epsilon$, the coordinator decides to stop the inner loop; or else if $L^{\text {new }} \leq L^{\text {old }}+\beta \sum_{i \in \mathcal{N}^{+}} \Delta L_{i}$, the coordinator decides to approve the tentative power injection, i.e., $\left(p^{\text {old }}, q^{\text {old }}\right) \leftarrow\left(p^{\text {new }}, q^{\text {new }}\right)$; or else the coordinator reduces the step size $\eta$ by a fraction of $1-\alpha$, i.e., $\eta \leftarrow \alpha \eta$.

Distributed gradient decent. Algorithm 7 can be implemented in a distributed manner by calling Algorithm 9 for a sequence $\left(\mu_{1}, \mu_{2}, \ldots, \mu_{K}\right)$ of decreasing $\mu$ as illustrated in Figure 5.3.

$$
\begin{aligned}
& \text { Distributed } \\
& \text { inner loop } \\
& \text { with } \mu_{1}
\end{aligned}
$$

$$
\begin{aligned}
& \text { Distributed } \\
& \text { inner loop } \\
& \text { with } \mu_{2}
\end{aligned}
$$



Figure 5.3: Flow chart illustrating the distributed implementation of Algorithm 7.

## Algorithm 9 Distributed inner loop

Input: each agent $i \in \mathcal{N}^{+}$knows its original power injection $\left(p_{i}, q_{i}\right)$, voltage $v_{i}$, impedance $\left(r_{i j}, x_{i j}\right)$ for neighboring lines $i \sim j$, and power flow $\left(P_{i j}, Q_{i j}\right)$ for downstream lines $i \rightarrow j$; the centralized coordinator at substation bus 0 knows algorithm parameters $\alpha, \beta, \mu$, and $\epsilon$.
Output: each agent $i \in \mathcal{N}^{+}$computes a new ( $p_{i}^{\prime}, q_{i}^{\prime}$ ).
the coordinator broadcasts $\mu$ to all agents $i \in \mathcal{N}^{+}$;
each agent $i \in \mathcal{N}^{+}$sets $\left(p_{i}^{\text {old }}, q_{i}^{\text {old }}\right) \leftarrow\left(p_{i}, q_{i}\right)$;
each agent $i \in \mathcal{N}^{+}$computes

$$
\begin{equation*}
\operatorname{value}_{i}^{\text {old }}=a_{i}\left(p_{i}^{\text {old }}\right)^{2}+b_{i} p_{i}^{\text {old }}+\underline{\mu} \ln \left(v_{i}-\underline{v}_{i}\right)+\bar{\mu} \ln \left(\bar{v}_{i}-v_{i}\right) \tag{5.12}
\end{equation*}
$$

and reports value ${ }_{i}^{\text {old }}$ to the coordinator;
4: the coordinator computes the original objective value

$$
L^{\mathrm{old}}=a_{0} p_{0}^{2}+b_{0} p_{0}+\sum_{i \in \mathcal{N}^{+}} \text {value }_{i}^{\mathrm{old}}
$$

5: run Algorithm 8 to obtain $\left(\partial_{p_{i}} L, \partial_{q_{i}} L\right)$ for each agent $i \in \mathcal{N}^{+}$;
6: the coordinator initializes the step size $\eta \leftarrow 1$;
the coordinator broadcasts $\eta$ to all agents $i \in \mathcal{N}^{+}$;
each agent $i \in \mathcal{N}^{+}$computes

$$
\begin{align*}
p_{i}^{\text {new }} & \leftarrow \prod_{\left[\underline{p}_{i}, \bar{p}_{i}\right]}\left(p_{i}^{\text {old }}-\eta \partial_{p_{i}} L\right)  \tag{5.13a}\\
q_{i}^{\text {new }} & \leftarrow \prod_{\left[\underline{q}_{i}, \bar{q}_{i}\right]}\left(q_{i}^{\text {old }}-\eta \partial_{q_{i}} L\right) ;  \tag{5.13b}\\
\Delta s_{i} & \leftarrow\left|p_{i}^{\text {new }}-p_{i}^{\text {old }}\right|+\left|q_{i}^{\text {new }}-q_{i}^{\text {old }}\right|  \tag{5.13c}\\
\Delta L_{i} & \leftarrow \partial_{p_{i}} L \cdot\left(p_{i}^{\text {new }}-p_{i}^{\text {old }}\right)+\partial_{q_{i}} L \cdot\left(q_{i}^{\text {new }}-q_{i}^{\text {old }}\right)  \tag{5.13d}\\
\text { value }_{i}^{\text {new }} & \leftarrow a_{i}\left(p_{i}^{\text {new }}\right)^{2}+b_{i} p_{i}^{\text {new }}+\underline{\mu} \ln \left(v_{i}-\underline{v}_{i}\right)+\bar{\mu} \ln \left(\bar{v}_{i}-v_{i}\right), \tag{5.13e}
\end{align*}
$$

and reports $\left(p_{i}^{\text {new }}, q_{i}^{\text {new }}, \Delta s_{i}, \Delta L_{i}\right.$, value $\left._{i}^{\text {new }}\right)$ to the coordinator;
9: network power flows stabilize to reach a steady state $\left(P, Q, v, p_{0}, q_{0}\right)$;
10: if an agent $i \in \mathcal{N}^{+}$detects $v_{i} \notin\left[\underline{v}_{i}, \bar{v}_{i}\right]$, the agent sends out a signal to the coordinator;
the coordinator sets $\eta \leftarrow \alpha \eta$, and returns to Step 7);
11: the coordinator computes

$$
\begin{aligned}
\Delta s & \leftarrow \sum_{i \in \mathcal{N}^{+}} \Delta s_{i} \\
L^{\text {new }} & \leftarrow a_{0} p_{0}^{2}+b_{0} p_{0}+\sum_{i \in \mathcal{N}^{+}} \text {value }_{i}^{\text {new }} \\
L^{\text {thres }} & \leftarrow L^{\text {old }}+\beta \sum_{i \in \mathcal{N}^{+}} \Delta L_{i}
\end{aligned}
$$

if $\Delta s \leq \epsilon$, the coordinator sends out a signal to terminate the inner loop, i.e., go to Step 13); else if $L^{\text {new }}>L^{\text {thres }}$, the coordinator sets $\eta \leftarrow \alpha \eta$, and returns to Step 7);
otherwise, the coordinator sends out a signal to update ( $p^{\text {old }}, q^{\text {old }}$ ), i.e., go to Step 12);
12: each agent $i \in \mathcal{N}^{+}$sets $p_{i}^{\text {old }} \leftarrow p_{i}^{\text {new }}, q_{i}^{\text {old }} \leftarrow q_{i}^{\text {new }}$, and returns to Step 3);
13: the coordinator sets

$$
\text { resetFlag } \leftarrow \begin{cases}1 & \text { if } L^{\text {new }}>L^{\text {old }} \\ 0 & \text { otherwise }\end{cases}
$$

and broadcasts resetFlag to all agents $i \in \mathcal{N}^{+}$;
14: each agents sets

$$
\left(p_{i}^{\prime}, q_{i}^{\prime}\right) \leftarrow \begin{cases}\left(p_{i}^{\text {old }}, q_{i}^{\text {old }}\right) & \text { if resetFlag }=1 \\ \left(p_{i}^{\text {new }}, q_{i}^{\text {new }}\right) & \text { otherwise }\end{cases}
$$

### 5.3 Performance analysis

Note that Algorithm 7 may converge to a local optimum of the OPF problem (5.2). Hence, we analyze the suboptimality of Algorithm 7 in this section.

### 5.3.1 Convexity

The OPF problem (5.1), or equivalently (5.2), is nonconvex. If they were convex, then the suboptimality gap of Algorithm 7 will be 0 . We will show in this subsection that (5.2) is "nearly" convex. Hence, the suboptimality gap of Algorithm 7 should be small.

Compute the Hessian matrix. Let $H(x ; \mu):=\partial_{x x} L(x ; \mu)$ denote the Hessian matrix defined on $\mathbb{X}:=[\underline{x}, \bar{x}]$. Let $\operatorname{diag}(a)$ denote the diagonal matrix with diagonal entries $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$, then

$$
\begin{aligned}
\frac{\partial^{2} L}{\partial p_{i} \partial p_{j}}= & \frac{\partial}{\partial p_{j}}\left\{\left(2 a_{0} p_{0}+b_{0}\right) \frac{\partial p_{0}}{\partial p_{i}}+\left(2 a_{i} p_{i}+b_{i}\right)-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \frac{\partial v_{k}}{\partial p_{i}}\right\} \\
= & \frac{\partial}{\partial p_{j}}\left\{\left(2 a_{0} p_{0}+b_{0}\right) \frac{\partial p_{0}}{\partial p_{i}}\right\}+\frac{\partial}{\partial p_{j}}\left\{2 a_{i} p_{i}+b_{i}\right\}-\frac{\partial}{\partial p_{j}}\left\{\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \frac{\partial v_{k}}{\partial p_{i}}\right\} \\
= & 2 a_{0} \frac{\partial p_{0}}{\partial p_{i}} \frac{\partial p_{0}}{\partial p_{j}}+\left(2 a_{0} p_{0}+b_{0}\right) \frac{\partial^{2} p_{0}}{\partial p_{i} \partial p_{j}}+2 a_{i} \mathbf{1}_{i=j} \\
& +\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{\left(v_{k}-\underline{v}_{k}\right)^{2}}+\frac{\bar{\mu}}{\left(v_{k}-\bar{v}_{k}\right)^{2}}\right] \frac{\partial v_{k}}{\partial p_{i}} \frac{\partial v_{k}}{\partial p_{j}}-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \frac{\partial^{2} v_{k}}{\partial p_{i} \partial p_{j}} \\
= & 2 a_{0}\left[\partial_{p} p_{0} \partial_{p}^{T} p_{0}\right]_{i j}+\left(2 a_{0} p_{0}+b_{0}\right)\left[\partial_{p p} p_{0}\right]_{i j}+2[\operatorname{diag}(a)]_{i j} \\
& +\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{\left(v_{k}-\underline{v}_{k}\right)^{2}}+\frac{\bar{\mu}}{\left(v_{k}-\bar{v}_{k}\right)^{2}}\right]\left[\partial_{p} v_{k} \partial_{p}^{T} v_{k}\right]_{i j}-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right]\left[\partial_{p p} v_{k}\right]_{i j}
\end{aligned}
$$

for $i, j=1,2, \ldots, n$. Hence,

$$
\begin{aligned}
\partial_{p p} L= & 2 a_{0} \partial_{p} p_{0} \partial_{p}^{T} p_{0}+\left(2 a_{0} p_{0}+b_{0}\right) \partial_{p p} p_{0}+2 \operatorname{diag}(a) \\
& +\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{\left(v_{k}-\underline{v}_{k}\right)^{2}}+\frac{\bar{\mu}}{\left(v_{k}-\bar{v}_{k}\right)^{2}}\right] \partial_{p} v_{k} \partial_{p}^{T} v_{k}-\sum_{k=1}^{n}\left[\frac{\mu}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{p p} v_{k} .
\end{aligned}
$$

Similarly, one can compute

$$
\begin{aligned}
\partial_{q q} L= & 2 a_{0} \partial_{q} p_{0} \partial_{q}^{T} p_{0}+\left(2 a_{0} p_{0}+b_{0}\right) \partial_{q q} p_{0} \\
& +\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{\left(v_{k}-\underline{v}_{k}\right)^{2}}+\frac{\bar{\mu}}{\left(v_{k}-\bar{v}_{k}\right)^{2}}\right] \partial_{q} v_{k} \partial_{q}^{T} v_{k}-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{q q} v_{k}
\end{aligned}
$$

and

$$
\begin{aligned}
\partial_{q p} L= & 2 a_{0} \partial_{q} p_{0} \partial_{p}^{T} p_{0}+\left(2 a_{0} p_{0}+b_{0}\right) \partial_{q p} p_{0} \\
& +\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{\left(v_{k}-\underline{v}_{k}\right)^{2}}+\frac{\bar{\mu}}{\left(v_{k}-\bar{v}_{k}\right)^{2}}\right] \partial_{q} v_{k} \partial_{p}^{T} v_{k}-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{q p} v_{k} .
\end{aligned}
$$

Recall $x=(p, q)$. It follows that the Hessian matrix

$$
\begin{align*}
H(x ; \mu)= & {\left[\begin{array}{ll}
\partial_{p p} L & \partial_{p q} L \\
\partial_{q p} L & \partial_{q q} L
\end{array}\right] } \\
= & 2 a_{0}\left[\partial_{x} p_{0}\right]\left[\partial_{x} p_{0}\right]^{T}+\left(2 a_{0} p_{0}+b_{0}\right) \partial_{x x} p_{0}+2\left[\begin{array}{cc}
\operatorname{diag}(a) & \\
& 0
\end{array}\right] \\
& +\sum_{k=1}^{n}\left(\frac{\underline{\mu}}{\left(v_{k}-\underline{v}_{k}\right)^{2}}+\frac{\bar{\mu}}{\left(v_{k}-\bar{v}_{k}\right)^{2}}\right)\left[\partial_{x} v_{k}\right]\left[\partial_{x} v_{k}\right]^{T}-\sum_{k=1}^{n}\left[\frac{\underline{\mu}}{v_{k}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}-\bar{v}_{k}}\right] \partial_{x x} v_{k} . \tag{5.14}
\end{align*}
$$

Conditions for convexity. The following conditions will be encountered in asserting the positive semidefiniteness of $H(x ; \mu)$.

C1) Quadratic coefficients are nonnegative, i.e., $a_{i} \geq 0$ for $i=0,1, \ldots, n$;
C2) Marginal cost at the substation is nonnegative, i.e., $2 a_{0} p_{0}+b_{0} \geq 0$;
C3) $p_{0}(x)$ is convex on $x \in \mathbb{X}$;
C4) $v_{k}(x)$ is concave on $x \in \mathbb{X}$ for $k=1,2, \ldots, n$.
C 1 and C 2 are satisfied in practice. To justify C 3 , consider the following $\mathrm{SOCP}_{0}(x)$ problem

$$
\begin{array}{rlrl}
\operatorname{SOCP}_{0}(p, q): & \min & p_{0} \\
\text { over } & v, \ell, P, Q, p_{0}, q_{0} ; \\
\text { s.t. } & \sum_{h: h \rightarrow i}\left(P_{h i}-r_{h i} \ell_{h i}\right)+p_{i}=\sum_{j: i \rightarrow j} P_{i j}, & & i \in \mathcal{N} ; \\
& \sum_{h: h \rightarrow i}\left(Q_{h i}-x_{h i} \ell_{h i}\right)+q_{i}=\sum_{j: i \rightarrow j} Q_{i j}, & & i \in \mathcal{N} ; \\
& v_{i}-2\left(r_{i j} P_{i j}+x_{i j} Q_{i j}\right)+\left|z_{i j}\right|^{2} \ell_{i j}=v_{j}, & & i \rightarrow j ; \\
& \ell_{i j} \geq \frac{P_{i j}^{2}+Q_{i j}^{2},}{v_{i}}, & i \rightarrow j \tag{5.15d}
\end{array}
$$

for each fixed $x=(p, q)$ in $\mathbb{X}$. $\operatorname{SOCP}_{0}(x)$ is a convex relaxation and will be explained in great detail in the next chapter. Here just note that (5.15d) is an inequality constraint while power flow constraint (5.1e) is an equality constraint. Also, we say that $\operatorname{SOCP}_{0}(x)$ is exact if every one of its
optimal solutions satisfies (5.1e). The reason we emphasize $\mathrm{SOCP}_{0}$ is that it has a close connection with C3, as formally stated in the following theorem.

Theorem 5.6. Let $C$ be convex. If $\operatorname{SOCP}_{0}(x)$ is exact for $x \in C$, then $p_{0}(x)$ is convex on $C$.

Theorem 5.6 implies that if $\operatorname{SOCP}_{0}(x)$ is exact on $\mathbb{X}$, then $p_{0}(x)$ is convex on $\mathbb{X}$.

Proof. Let $\tilde{x}=(\tilde{p}, \tilde{q}) \in C$ and $\hat{x}=(\hat{p}, \hat{q}) \in C$ be distinct. It suffices to show that the point $x:=\theta \tilde{x}+(1-\theta) \hat{x}$ satisfies $p_{0}(x) \leq \theta p_{0}(\tilde{x})+(1-\theta) p_{0}(\hat{x})$ for any $\theta \in(0,1)$.

Let $\left(\tilde{P}, \tilde{Q}, \tilde{v}, \tilde{\ell}, \tilde{p}_{0}, \tilde{q}_{0}\right)$ denote the power flow solution with respect to $\tilde{x}$, then $\tilde{p}_{0}=p_{0}(\tilde{x})$. Let $\left(\hat{P}, \hat{Q}, \hat{v}, \hat{\ell}, \hat{p}_{0}, \hat{q}_{0}\right)$ denote the power flow solution with respect to $\hat{x}$, then $\hat{p}_{0}=p_{0}(\hat{x})$. Since $p_{0}(x)$ is the optimal value of $\operatorname{SOCP}_{0}(x)$, and the point

$$
\left(P, Q, v, \ell, p_{0}, q_{0}\right)=\theta\left(\tilde{P}, \tilde{Q}, \tilde{v}, \tilde{\ell}, \tilde{p}_{0}, \tilde{q}_{0}\right)+(1-\theta)\left(\hat{P}, \hat{Q}, \hat{v}, \hat{\ell}, \hat{p}_{0}, \hat{q}_{0}\right)
$$

is feasible for $\operatorname{SOCP}_{0}(x)$, one must have

$$
p_{0}(x) \leq p_{0}=\theta \tilde{p}_{0}+(1-\theta) \hat{p}_{0}=\theta p_{0}(\tilde{x})+(1-\theta) p_{0}(\hat{x}) .
$$

This completes the proof of Theorem 5.6.

Remarkably, $\operatorname{SOCP}_{0}(x)$ is exact on $\mathbb{X}$ under mild conditions, as formalized in Theorem 5.7.

Theorem 5.7. $\operatorname{SOCP}_{0}(x)$ is exact for $x \in \mathbb{X}$ if Condition $C 1$ in Theorem 6.2 holds.

The Condition C1 in Theorem 6.2 is mild and always holds in practice with large margin, as will be elaborated in the next chapter. Hence, $\operatorname{SOCP}_{0}(x)$ is exact on $\mathbb{X}$ under mild conditions. It follows that $p_{0}(x)$ is convex on $\mathbb{X}$. The proof of Theorem 5.7 is similar to that of Theorem 6.2 and omitted for brevity.

To justify C4, consider the following $\operatorname{SOCP}_{k}(p, q)$ problem:

$$
\begin{array}{lll}
\operatorname{SOCP}_{k}(p, q): & \max & v_{k} \\
& \text { over } & v, \ell, P, Q, p_{0}, q_{0} ; \\
\text { s.t. } & \sum_{h: h \rightarrow i}\left(P_{h i}-r_{h i} \ell_{h i}\right)+p_{i}=\sum_{j: i \rightarrow j} P_{i j}, & i \in \mathcal{N} ; \\
& \sum_{h: h \rightarrow i}\left(Q_{h i}-x_{h i} \ell_{h i}\right)+q_{i}=\sum_{j: i \rightarrow j} Q_{i j}, & i \in \mathcal{N} ; \\
& v_{i}-2\left(r_{i j} P_{i j}+x_{i j} Q_{i j}\right)+\left(r_{i j}^{2}+x_{i j}^{2}\right) \ell_{i j}=v_{j}, & i \rightarrow j ; \\
& \ell_{i j} \geq \frac{P_{i j}^{2}+Q_{i j}^{2}}{v_{i}}, & i \rightarrow j \tag{5.16d}
\end{array}
$$

for each $k \in \mathcal{N}^{+}$and each $(p, q) \in \mathbb{X} . \operatorname{SOCP}_{k}(p, q)$ is a convex relaxation that will be explained in great detail in the next chapter. Here just note that (5.16d) is an inequality constraint while power flow constraint (5.1e) is an equality constraint. Also, we say that $\operatorname{SOCP}_{k}(p, q)$ is exact if every one of its optimal solutions satisfies (5.1e). The reason we emphasize $\mathrm{SOCP}_{k}$ is that it has a close connection with C 4 , as formally stated in the following theorem.

Theorem 5.8. Let $C$ be convex and $k \in \mathcal{N}^{+}$. If $\operatorname{SOCP}_{k}(x)$ is exact for $x \in C$, then $v_{k}(x)$ is concave on $C$.

Theorem 5.8 implies that if $\operatorname{SOCP}_{k}(x)$ is exact on $\mathbb{X}$, then $v_{k}(x)$ is concave on $\mathbb{X}$. The proof of Theorem 5.8 is similar to that of Theorem 5.6 and omitted for brevity.

Similar to the case of $\mathrm{SOCP}_{0}, \mathrm{SOCP}_{k}$ is also exact under mild conditions for $k \in \mathcal{N}^{+}$.
Theorem 5.9. $\operatorname{SOCP}_{k}(p, q)$ is exact for $k \in \mathcal{N}^{+}$and for $x \in \mathbb{X}$ if Condition C1 in Theorem 6.2 holds.

The Condition C1 in Theorem 6.2 is mild and always holds in practice with large margin, as will be elaborated on in the next chapter. Hence, $\operatorname{SOCP}_{k}(x)$ is exact on $\mathbb{X}$ under mild conditions. It follows that $v_{k}(x)$ is concave on $\mathbb{X}$. The proof of Theorem 5.9 is similar to that of Theorem 6.2 and omitted for brevity.

Corollary 5.10. Assume Condition C1 in Theorem 6.2 holds. Then $p_{0}(x)$ is convex on $\mathbb{X}$ and $v_{k}(x)$ is concave on $\mathbb{X}$ for $k \in \mathcal{N}^{+}$.

Corollary 5.10 implies that C 3 and C 4 hold under mild conditions that are widely satisfied in practice. This completes the justification of C1-C4.

Convexity results. The following theorem studies the region $A$ where $H(x ; \mu)$ is positive semidefinite, i.e., $L(x ; \mu)$ is locally convex.

Theorem 5.11. Assume C1-C4 hold. Then $H(x ; \mu) \succeq 0$ on

In particular, $H(x ; \mu) \succeq 0$ on $\mathbb{X}$ if $\mu=0$ or $\bar{v}=\infty$.
Note that if $\bar{v}$ equals $\infty$, then $H(x ; \mu) \succeq 0$ on $\mathbb{X}$. In general, $H(x ; \mu) \succeq 0$ on a subset $A$ of $\mathbb{X}$. The proof of Theorem 5.11 is a direct application of (5.14) and omitted for brevity.

Remark 5.8. Let $F:=\left\{x \in \mathbb{X} \mid \underline{v}_{i} \leq v_{i}(x) \leq \bar{v}_{i}\right.$ for $\left.i \in \mathcal{N}^{+}\right\}$denote the feasible set of (5.2). If the sequence $\mu_{1}, \mu_{2}, \ldots, \mu_{k}, \ldots$ of $\mu$ is chosen according to

$$
\underline{\mu}_{k}=\delta_{k}, \bar{\mu}_{k}=\delta_{k}^{2}, \quad k=1,2, \ldots,
$$

where $\lim _{k \rightarrow \infty} \delta_{k}=0$, then the difference set $F \backslash A$ vanishes as $k \rightarrow \infty$.

We would like to emphasize that Theorem 5.11 does not guarantee $L(x ; \mu)$ to be convex over $F$, though the set $A$ can be arbitrarily close to $F$ with carefully chosen $\mu$. In fact, $L(x ; \mu)$ cannot be convex over $F$ since $F$ is nonconvex.

### 5.3.2 Suboptimality

Unlike most nonlinear programming algorithms, the suboptimality of Algorithm 7 can be characterized as in the following theorem.

Theorem 5.12 (suboptimality). Assume C1-C4 hold. Let $x^{\prime}=\left(p^{\prime}, q^{\prime}\right)$ be feasible for (5.2) and $x^{*}=\left(p^{*}, q^{*}\right)$ be a local optimum of $L(x ; \mu)$. Assume the matrix $\left.\partial_{q} v\right|_{x^{*}}$ to be invertible, and define

$$
\left.\begin{array}{rl}
\partial_{q} v & :=\left[\begin{array}{lll}
\partial_{q} v_{1} & \partial_{q} v_{2} & \cdots
\end{array} \partial_{q} v_{n}\right.
\end{array}\right], ~\left[\begin{array}{c}
\left.\left(x^{\prime}-x^{*}\right)^{T} \cdot \partial_{x x} v_{1}\right|_{\theta x^{\prime}+(1-\theta) x^{*}} \cdot\left(x^{\prime}-x^{*}\right) \\
\left.\left(x^{\prime}-x^{*}\right)^{T} \cdot \partial_{x x} v_{2}\right|_{\theta x^{\prime}+(1-\theta) x^{*}} \cdot\left(x^{\prime}-x^{*}\right) \\
\vdots \\
r(\theta)
\end{array}\right], \quad \theta \in(0,1) .
$$

If $q^{\prime}+r(\theta) \in(\underline{q}, \bar{q})$ for all $\theta \in(0,1)$, then

$$
L\left(x^{*} ; \mu\right)-L\left(x^{\prime} ; \mu\right) \leq\left(2 a_{0} p_{0}^{*}+b_{0}\right) \cdot\left(\left.\partial_{q} p_{0}\right|_{x^{*}}\right)^{T} \cdot r(\eta)-a_{0}\left(p_{0}^{*}-p_{0}^{\prime}\right)^{2}
$$

for some $\eta \in(0,1)$, where $p_{0}^{*}=p_{0}\left(x^{*}\right)$ and $p_{0}^{\prime}=p_{0}\left(x^{\prime}\right)$.
Theorem 5.12 characterizes the suboptimality of an arbitrary local minimum $x^{*}$ of $L(x ; \mu)$. In particular, for any $x^{\prime}=\left(p^{\prime}, q^{\prime}\right) \in F$ that satisfies $q^{\prime}+r(\theta) \in(\underline{q}, \bar{q})$, the objective value $L\left(x^{*} ; \mu\right)$ cannot exceed $L\left(x^{\prime} ; \mu\right)$ by more than $\left.\left(2 a_{0} p_{0}^{*}+b_{0}\right) \cdot \partial_{q} p_{0}\right|_{x^{*}} \cdot r(\eta)-a_{0}\left(p_{0}^{*}-p_{0}^{\prime}\right)^{2}$.

The term $r(\theta)$ is the deviation of $v(x)$ from its linear approximation, and is in practice small for all $\theta \in(0,1)$. Hence, $x^{\prime}$ can be nearly all points in $F \cap \mathbb{X}^{\circ}$ where $\mathbb{X}^{\circ}$ denotes the interior of $\mathbb{X}$. Additionally, the derivative $\partial_{q} p_{0}$ is also small and therefore the gap $\left.\left(2 a_{0} p_{0}^{*}+b_{0}\right) \cdot \partial_{q} p_{0}\right|_{x^{*}} \cdot r(\eta)-$ $a_{0}\left(p_{0}^{*}-p_{0}^{\prime}\right)^{2} \approx-a_{0}\left(p_{0}^{*}-p_{0}^{\prime}\right)^{2}$. Hence, Theorem 5.12 roughly says that a local optimum $x^{*}$ is no worse than any strictly feasible point $x^{\prime}$.

Proof. The idea is to create a trajectory $x(\theta)$ of feasible solutions of (5.2) that approaches $x^{*}$ as $\theta \rightarrow 0$, and make use of the fact that $L\left(x^{*}\right) \leq L(x(\theta))$ for sufficiently small $\theta$.

The trajectory $x(\theta)$ is constructed using the implicit function theorem. Let $\left(v^{\prime}, p_{0}^{\prime}\right)$ and $\left(v^{*}, p_{0}^{*}\right)$ denote the power flow solutions corresponding to $x^{\prime}$ and $x^{*}$ respectively, i.e., $v^{\prime}=v\left(x^{\prime}\right), p_{0}^{\prime}=p_{0}\left(x^{\prime}\right)$,
$v^{*}=v\left(x^{*}\right), p_{0}^{*}=p_{0}\left(x^{*}\right)$. Consider the following function:

$$
f(q, \theta):=(1-\theta) v^{*}+\theta v^{\prime}-v\left[(1-\theta) p^{*}+\theta p^{\prime}, q\right] .
$$

Note that $f\left(q^{*}, 0\right)=v^{*}-v\left(p^{*}, q^{*}\right)=0$ and that the partial derivative $\partial_{q} f=-\partial_{q} v$ is full rank. Hence, there exists $q(\theta)$ near a small neighborhood $(-\eta, \eta)$ where $\eta>0$ of 0 that satisfies

$$
q(0)=q^{*}, \quad f(q(\theta), \theta)=0 .
$$

The equality $f(q(\theta), \theta)=0$ is equivalent to

$$
(1-\theta) v^{*}+\theta v^{\prime}=v\left[(1-\theta) p^{*}+\theta p^{\prime}, q(\theta)\right] .
$$

Let $v(\theta):=(1-\theta) v^{*}+\theta v^{\prime}$ and $p(\theta):=(1-\theta) p^{*}+\theta p^{\prime}$ for $\theta \in(-\eta, \eta)$, then $v(\theta)=v(p(\theta), q(\theta))$. Let $p_{0}(\theta):=p_{0}(p(\theta), q(\theta))$ for $\theta \in(-\eta, \eta)$. To this point, the trajectory $x(\theta)$ has been constructed.

Now we show that $x(\theta) \in F$ for sufficiently small $\theta$. In particular, it suffices to prove $q(\theta) \in[\underline{q}, \bar{q}]$ for sufficiently small $\theta$. It follows from

$$
0=\left.\left.\partial_{q} f\right|_{\left(q^{*}, 0\right)} \cdot \partial_{\theta} q\right|_{0}+\left.\partial_{\theta} f\right|_{\left(q^{*}, 0\right)}=-\left.\left.\partial_{q} v\right|_{x^{*}} \cdot \partial_{\theta} q\right|_{0}+v^{\prime}-v^{*}-\left.\partial_{p} v\right|_{x^{*}} \cdot\left(p^{\prime}-p^{*}\right)
$$

that

$$
\begin{aligned}
\left.\partial_{\theta} q\right|_{0} & =\left[\left.\partial_{q} v\right|_{x^{*}}\right]^{-1} \cdot\left[v^{\prime}-v^{*}-\left.\partial_{p} v\right|_{x^{*}} \cdot\left(p^{\prime}-p^{*}\right)\right] \\
& =\left[\left.\partial_{q} v\right|_{x^{*}}\right]^{-1} \cdot\left\{\left.\partial_{q} v\right|_{x^{*}} \cdot\left(q^{\prime}-q^{*}\right)+\frac{1}{2}\left[\begin{array}{c}
\left.\left(x^{\prime}-x^{*}\right)^{T} \cdot \partial_{x x} v_{1}\right|_{\nu x^{\prime}+(1-\nu) x^{*}} \cdot\left(x^{\prime}-x^{*}\right) \\
\left.\left(x^{\prime}-x^{*}\right)^{T} \cdot \partial_{x x} v_{2}\right|_{\nu x^{\prime}+(1-\nu) x^{*}} \cdot\left(x^{\prime}-x^{*}\right) \\
\vdots \\
\left.\left(x^{\prime}-x^{*}\right)^{T} \cdot \partial_{x x} v_{n}\right|_{\nu x^{\prime}+(1-\nu) x^{*}} \cdot\left(x^{\prime}-x^{*}\right)
\end{array}\right]\right\}
\end{aligned}
$$

$$
=q^{\prime}-q^{*}+r(\nu) \in(\underline{q}, \bar{q})-q^{*}
$$

for some $\nu \in(0,1)$. Therefore, by the hypothesis of the theorem,

$$
q(\theta)=q^{*}+\left.\theta \cdot \partial_{\theta} q\right|_{0}+o(\theta) \in(\underline{q}, \bar{q})
$$

for sufficiently small $\theta$.
Finally we make use of the local optimality of $L\left(x^{*}\right)$, which implies $L\left(x^{*}\right) \leq L(x(\theta))$ for suffi-
ciently small $\theta>0$. Substitute

$$
\begin{aligned}
L(x(\theta))= & a_{0} p_{0}^{2}(\theta)+b_{0} p_{0}(\theta)+\sum_{i=1}^{n} a_{i} p_{i}^{2}(\theta)+b_{i} p_{i}(\theta)-\sum_{i=1}^{n}\left[\underline{\mu} \ln \left(v_{i}(\theta)-\underline{v}_{i}\right)+\bar{\mu} \ln \left(\bar{v}_{i}-v_{i}(\theta)\right)\right] \\
\leq & a_{0} p_{0}^{2}(\theta)+b_{0} p_{0}(\theta)+(1-\theta)\left(\sum_{i=1}^{n} a_{i}\left[p_{i}^{*}\right]^{2}+b_{i} p_{i}^{*}\right)+\theta\left(\sum_{i=1}^{n} a_{i}\left[p_{i}^{\prime}\right]^{2}+b_{i} p_{i}^{\prime}\right) \\
& -(1-\theta) \sum_{i=1}^{n}\left[\underline{\mu} \ln \left(v_{i}^{*}-\underline{v}_{i}\right)+\bar{\mu} \ln \left(\bar{v}_{i}-v_{i}^{*}\right)\right]-\theta \sum_{i=1}^{n}\left[\underline{\mu} \ln \left(v_{i}^{\prime}-\underline{v}_{i}\right)+\bar{\mu} \ln \left(\bar{v}_{i}-v_{i}^{\prime}\right)\right] \\
& (1-\theta) L\left(x^{*}\right)+\theta L\left(x^{\prime}\right)+a_{0} p_{0}^{2}(\theta)+b_{0} p_{0}(\theta)-(1-\theta)\left[a_{0}\left(p_{0}^{*}\right)^{2}+b_{0} p_{0}^{*}\right]-\theta\left[a_{0}\left(p_{0}^{\prime}\right)^{2}+b_{0} p_{0}^{\prime}\right]
\end{aligned}
$$

to obtain

$$
\theta\left[L\left(x^{*}\right)-L\left(x^{\prime}\right)\right] \leq a_{0} p_{0}^{2}(\theta)+b_{0} p_{0}(\theta)-a_{0}\left(p_{0}^{*}\right)^{2}-b_{0} p_{0}^{*}+\theta\left[a_{0}\left(p_{0}^{*}\right)^{2}+b_{0} p_{0}^{*}-a_{0}\left(p_{0}^{\prime}\right)^{2}-b_{0} p_{0}^{\prime}\right]
$$

for sufficiently small $\theta>0$. Take the gradient with respect to $\theta$ at $\theta=0$ to obtain that

$$
\begin{aligned}
L\left(x^{*}\right)-L\left(x^{\prime}\right) \leq & \left(2 a_{0} p_{0}^{*}+b_{0}\right) \cdot\left[\left.\partial_{p} p_{0}\right|_{x^{*}} \cdot\left(p^{\prime}-p^{*}\right)+\left.\partial_{q} p_{0}\right|_{x^{*}} \cdot\left(q^{\prime}-q^{*}+r(\nu)\right)\right] \\
& +a_{0}\left(p_{0}^{*}\right)^{2}+b_{0} p_{0}^{*}-a_{0}\left(p_{0}^{\prime}\right)^{2}-b_{0} p_{0}^{\prime} .
\end{aligned}
$$

Due to the convexity of $p_{0}(x)$, one has

$$
p_{0}^{\prime}-p_{0}^{*} \geq\left.\partial_{p} p_{0}\right|_{x^{*}} \cdot\left(p^{\prime}-p^{*}\right)+\left.\partial_{q} p_{0}\right|_{x^{*}} \cdot\left(q^{\prime}-q^{*}\right)
$$

and therefore

$$
\begin{aligned}
L\left(x^{*}\right)-L\left(x^{\prime}\right) & \leq\left(2 a_{0} p_{0}^{*}+b_{0}\right) \cdot\left[p_{0}^{\prime}-p_{0}^{*}+\left.\partial_{q} p_{0}\right|_{x^{*}} \cdot r(\nu)\right]+a_{0}\left(p_{0}^{*}\right)^{2}+b_{0} p_{0}^{*}-a_{0}\left(p_{0}^{\prime}\right)^{2}-b_{0} p_{0}^{\prime} \\
& =\left.\left(2 a_{0} p_{0}^{*}+b_{0}\right) \cdot \partial_{q} p_{0}\right|_{x^{*}} \cdot r(\nu)-a_{0}\left(p_{0}^{*}-p_{0}^{\prime}\right)^{2} .
\end{aligned}
$$

This completes the proof of Theorem 5.12.

### 5.4 Multiphase Networks

The objective function to minimize is

$$
L(x ; \mu)=\sum_{\phi \in \Phi_{0}} a\left(p_{0}^{\phi}(x)\right)^{2}+b p_{0}^{\phi}(x)-\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\underline{\mu} \ln \left(v_{k}^{\phi}-\underline{v}_{k}\right)+\bar{\mu} \ln \left(\bar{v}_{k}-v_{k}^{\phi}\right)\right) .
$$

Hence, to compute $\partial_{x} L$, it suffices to compute $\partial_{x} p_{0}^{\phi}$ and $\partial_{x} v_{k}^{\phi}$ for each $k \in \mathcal{N}^{+}$and each $\phi \in\{a, b, c\}$.
We estimate $\partial_{x} \phi_{0}^{\phi}$ and $\partial_{x} v_{k}^{\phi}$ for each $k \in \mathcal{N}^{+}$and each $\phi \in\{a, b, c\}$ using the linearized power
flow equations (4.12) repeated below:

$$
\begin{array}{ll}
\sum_{i: i \rightarrow j} \Lambda_{i j}+s_{j}=\sum_{k: j \rightarrow k} \Lambda_{j k}^{\Phi_{j}}, & j \in \mathcal{N} ; \\
S_{i j}=\gamma^{\Phi_{i j}} \operatorname{diag}\left(\Lambda_{i j}\right), & i \rightarrow j ; \\
v_{j}=v_{i}^{\Phi_{i j}}-S_{i j} z_{i j}^{H}-z_{i j} S_{i j}^{H}, & i \rightarrow j
\end{array}
$$

In particular, let $\Lambda_{i j}=P_{i j}+\mathbf{i} Q_{i j}$ for $i \rightarrow j$, then (here we take the positive direction of $s$ as being load)

$$
\begin{aligned}
\frac{\partial}{\partial p_{i}^{\varphi}} P_{k l}^{\phi} & =\mathbf{1}_{\phi=\varphi} \mathbf{1}_{i \in \operatorname{down}(l)}, & \frac{\partial}{\partial q_{i}^{\varphi}} P_{k l}^{\phi} & =0, \\
& \frac{\partial}{\partial q_{i}^{\varphi}} Q_{k l}^{\phi} & =\mathbf{1}_{\phi=\varphi} \mathbf{1}_{i \in \operatorname{down}(l)}, & \\
\frac{\partial}{\partial p_{i}^{\varphi}} Q_{k l}^{\phi} & =0, & & i \in \mathcal{N}^{+}, k \rightarrow l, \varphi \rightarrow l, \varphi \in \Phi_{i}, \phi \in \Phi_{k l} ; \\
\frac{\partial}{\partial p_{i}^{\varphi}} p_{0}^{\phi} & =\mathbf{1}_{\phi=\varphi}, & \frac{\partial}{\partial q_{i}^{\varphi}} p_{0}^{\phi} & =0,
\end{aligned}
$$

Hence, we are left to compute $\partial_{x} v_{k}^{\phi}$ for $k \in \mathcal{N}^{+}$and $\phi \in \Phi_{k}$.
To compute $\partial_{x} v_{k}^{\phi}$, noting that

$$
v_{j}^{\phi}=v_{i}^{\phi}-\sum_{\varphi \in \Phi_{i j}}\left(S_{i j}^{\phi \varphi} \overline{z_{i j}^{\phi \varphi}}+z_{i j}^{\phi \varphi} \overline{S_{i j}^{\phi \varphi}}\right)
$$

and that $S_{i j}^{\phi \varphi}=\Lambda_{i j}^{\varphi} \alpha^{\phi-\varphi}$ for $\phi, \varphi \in \Phi_{i j}$ (use $a=0, b=1$, and $c=2$ when performing $\phi-\varphi$ ), one obtains

$$
\begin{aligned}
\frac{\partial}{\partial p_{k}^{\xi}} v_{j}^{\phi} & =\frac{\partial}{\partial p_{k}^{\xi}} v_{i}^{\phi}-\sum_{\varphi \in \Phi_{i j}}\left(\overline{z_{i j}^{\phi \varphi}} \frac{\partial}{\partial p_{k}^{\xi}} S_{i j}^{\phi \varphi}+z_{i j}^{\phi \varphi} \frac{\partial}{\partial p_{k}^{\xi}} \overline{S_{i j}^{\phi \varphi}}\right) \\
& =\frac{\partial}{\partial p_{k}^{\xi}} v_{i}^{\phi}-\sum_{\varphi \in \Phi_{i j}}\left(\overline{z_{i j}^{\phi \varphi}} \alpha^{\phi-\varphi} \frac{\partial}{\partial p_{k}^{\xi}} \Lambda_{i j}^{\varphi}+z_{i j}^{\phi \varphi} \alpha^{\varphi-\phi} \frac{\partial}{\partial p_{k}^{\xi}} \overline{\Lambda_{i j}^{\varphi}}\right) \\
& =\frac{\partial}{\partial p_{k}^{\xi}} v_{i}^{\phi}-\sum_{\varphi \in \Phi_{i j}}\left(\overline{z_{i j}^{\phi \varphi}} \alpha^{\phi-\varphi}+z_{i j}^{\phi \varphi} \alpha^{\varphi-\phi}\right) \mathbf{1}_{\xi=\varphi} \mathbf{1}_{k \in \operatorname{down}(j)} \\
& =\frac{\partial}{\partial p_{k}^{\xi}} v_{i}^{\phi}-\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{i j}} \mathbf{1}_{k \in \operatorname{down}(j)}
\end{aligned}
$$

for $i \rightarrow j, \phi \in \Phi_{i j}, k \in \mathcal{N}^{+}$, and $\xi \in \Phi_{k}$. Sum up over the path $\mathcal{P}_{l}$ to obtain that

$$
\frac{\partial}{\partial p_{k}^{\xi}} v_{l}^{\phi}=-\sum_{(i, j) \in \mathcal{P}_{l}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{i j}} \mathbf{1}_{k \in \operatorname{down}(j)}
$$

for $k \in \mathcal{N}^{+}, \xi \in \Phi_{k}, l \in \mathcal{N}^{+}$, and $\phi \in \Phi_{l}$. Substitute variables to obtain that

$$
\frac{\partial}{\partial p_{i}^{\xi}} v_{k}^{\phi}=-\sum_{(s, t) \in \mathcal{P}_{k}}\left(\overline{z_{s t}^{\phi \xi}} \alpha^{\phi-\xi}+z_{s t}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{s t}} \mathbf{1}_{i \in \operatorname{down}(t)}
$$

for $i \in \mathcal{N}^{+}, \xi \in \Phi_{i}, k \in \mathcal{N}^{+}$, and $\phi \in \Phi_{k}$. Then,

$$
\begin{aligned}
\frac{\partial}{\partial p_{i}^{\xi}} v_{k}^{\phi}-\frac{\partial}{\partial p_{j}^{\xi}} v_{k}^{\phi} & =\sum_{(s, t) \in \mathcal{P}_{k}}\left(\overline{z_{s t}^{\phi \xi}} \alpha^{\phi-\xi}+z_{s t}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{s t}}\left(\mathbf{1}_{j \in \operatorname{down}(t)}-\mathbf{1}_{i \in \operatorname{down}(t)}\right) \\
& =\sum_{(s, t) \in \mathcal{P}_{k}}\left(\overline{z_{s t}^{\phi \xi}} \alpha^{\phi-\xi}+z_{s t}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{s t}} \mathbf{1}_{j=t} \\
& =\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{k \in \operatorname{down}(j)}
\end{aligned}
$$

for $i \rightarrow j, \xi \in \Phi_{i j}, k \in \mathcal{N}^{+}$, and $\phi \in \Phi_{k}$.
Similarly, one has

$$
\begin{aligned}
\frac{\partial}{\partial q_{k}^{\xi}} v_{j}^{\phi} & =\frac{\partial}{\partial q_{k}^{\xi}} v_{i}^{\phi}-\sum_{\varphi \in \Phi_{i j}}\left(\overline{z_{i j}^{\phi \varphi}} \frac{\partial}{\partial q_{k}^{\xi}} S_{i j}^{\phi \varphi}+z_{i j}^{\phi \varphi} \frac{\partial}{\partial q_{k}^{\xi}} \overline{S_{i j}^{\phi \varphi}}\right) \\
& =\frac{\partial}{\partial q_{k}^{\xi}} v_{i}^{\phi}-\sum_{\varphi \in \Phi_{i j}}\left(\overline{z_{i j}^{\phi \varphi}} \alpha^{\phi-\varphi} \frac{\partial}{\partial q_{k}^{\xi}} \Lambda_{i j}^{\varphi}+z_{i j}^{\phi \varphi} \alpha^{\varphi-\phi} \frac{\partial}{\partial q_{k}^{\xi}} \overline{\Lambda_{i j}^{\varphi}}\right) \\
& =\frac{\partial}{\partial q_{k}^{\xi}} v_{i}^{\phi}-\mathbf{i} \sum_{\varphi \in \Phi_{i j}}\left(\overline{z_{i j}^{\phi \varphi}} \alpha^{\phi-\varphi}-z_{i j}^{\phi \varphi} \alpha^{\varphi-\phi}\right) \mathbf{1}_{\xi=\varphi} \mathbf{1}_{k \in \operatorname{down}(j)} \\
& =\frac{\partial}{\partial q_{k}^{\xi}} v_{i}^{\phi}-\mathbf{i}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{i j}} \mathbf{1}_{k \in \operatorname{down}(j)}
\end{aligned}
$$

for $i \rightarrow j, \phi \in \Phi_{i j}, k \in \mathcal{N}^{+}$, and $\xi \in \Phi_{k}$. Sum up over the path $\mathcal{P}_{l}$ to obtain that

$$
\frac{\partial}{\partial q_{k}^{\xi}} v_{l}^{\phi}=-\mathbf{i} \sum_{(i, j) \in \mathcal{P}_{l}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{i j}} \mathbf{1}_{k \in \operatorname{down}(j)}
$$

for $k \in \mathcal{N}^{+}, \xi \in \Phi_{k}, l \in \mathcal{N}^{+}$, and $\phi \in \Phi_{l}$. Substitute variables to obtain that

$$
\frac{\partial}{\partial q_{i}^{\xi}} v_{k}^{\phi}=-\mathbf{i} \sum_{(s, t) \in \mathcal{P}_{k}}\left(\overline{z_{s t}^{\phi \xi}} \alpha^{\phi-\xi}-z_{s t}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{s t}} \mathbf{1}_{i \in \operatorname{down}(t)}
$$

for $i \in \mathcal{N}^{+}, \xi \in \Phi_{i}, k \in \mathcal{N}^{+}$, and $\phi \in \Phi_{k}$. Then,

$$
\begin{aligned}
\frac{\partial}{\partial q_{i}^{\xi}} v_{k}^{\phi}-\frac{\partial}{\partial q_{j}^{\xi}} v_{k}^{\phi} & =\mathbf{i} \sum_{(s, t) \in \mathcal{P}_{k}}\left(\overline{z_{s t}^{\phi \xi}} \alpha^{\phi-\xi}-z_{s t}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{s t}}\left(\mathbf{1}_{j \in \operatorname{down}(t)}-\mathbf{1}_{i \in \operatorname{down}(t)}\right) \\
& =\mathbf{i} \sum_{(s, t) \in \mathcal{P}_{k}}\left(\overline{z_{s t}^{\phi \xi}} \alpha^{\phi-\xi}-z_{s t}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{\xi \in \Phi_{s t}} \mathbf{1}_{j=t} \\
& =\mathbf{i}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{k \in \operatorname{down}(j)}
\end{aligned}
$$

for $i \rightarrow j, \xi \in \Phi_{i j}, k \in \mathcal{N}^{+}$, and $\phi \in \Phi_{k}$.
Now, the gradient $\partial_{x} L$ can be estimated as follows.

$$
\begin{aligned}
\frac{\partial}{\partial p_{i}^{\xi}} L & =\sum_{\phi \in \Phi_{0}}\left(2 a p_{0}^{\phi}+b\right) \frac{\partial}{\partial p_{i}^{\xi}} p_{0}^{\phi}-\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right) \frac{\partial}{\partial p_{i}^{\xi}} v_{k}^{\phi} \\
& \approx 2 a p_{0}^{\xi}+b-\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right) \frac{\partial}{\partial p_{i}^{\xi}} v_{k}^{\phi} \\
\frac{\partial}{\partial q_{i}^{\xi}} L & =\sum_{\phi \in \Phi_{0}}\left(2 a p_{0}^{\phi}+b\right) \frac{\partial}{\partial q_{i}^{\xi}} p_{0}^{\phi}-\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right) \frac{\partial}{\partial q_{i}^{\xi}} v_{k}^{\phi} \\
& \approx-\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right) \frac{\partial}{\partial q_{i}^{\xi}} v_{k}^{\phi}
\end{aligned}
$$

for $i \in \mathcal{N}^{+}$and $\xi \in \Phi_{i}$. Then, the difference across lines are

$$
\begin{aligned}
\frac{\partial}{\partial p_{i}^{\xi}} L-\frac{\partial}{\partial p_{j}^{\xi}} L & =\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right)\left(\frac{\partial}{\partial p_{j}^{\xi}} v_{k}^{\phi}-\frac{\partial}{\partial p_{i}^{\xi}} v_{k}^{\phi}\right) \\
& =-\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right)\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{k \in \operatorname{down}(j)} \\
& =-\sum_{\phi \in \Phi_{j}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \sum_{k \in \operatorname{down}(j)} \mathbf{1}_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right) \\
\frac{\partial}{\partial q_{i}^{\xi}} L-\frac{\partial}{\partial q_{j}^{\xi}} L & =\sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right)\left(\frac{\partial}{\partial q_{j}^{\xi}} v_{k}^{\phi}-\frac{\partial}{\partial q_{i}^{\xi}} v_{k}^{\phi}\right) \\
& =-\mathbf{i} \sum_{k=1}^{n} \sum_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right)\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \mathbf{1}_{k \in \operatorname{down}(j)} \\
& =-\mathbf{i} \sum_{\phi \in \Phi_{j}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) \sum_{k \in \operatorname{down}(j)} \mathbf{1}_{\phi \in \Phi_{k}}\left(\frac{\mu}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right)
\end{aligned}
$$

for $i \rightarrow j$ and $\xi \in \Phi_{i j}$. Define

$$
g_{j}^{\phi}:=\sum_{k \in \operatorname{down}(j)} \mathbf{1}_{\phi \in \Phi_{k}}\left(\frac{\underline{\mu}}{v_{k}^{\phi}-\underline{v}_{k}}+\frac{\bar{\mu}}{v_{k}^{\phi}-\bar{v}_{k}}\right)
$$

for $j \in \mathcal{N}^{+}$and $\phi \in \Phi_{j}$, then

$$
\begin{aligned}
\frac{\partial}{\partial p_{j}^{\xi}} L & =\frac{\partial}{\partial p_{i}^{\xi}} L+\sum_{\phi \in \Phi_{j}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) g_{j}^{\phi} \\
\frac{\partial}{\partial q_{j}^{\xi}} L & =\frac{\partial}{\partial q_{i}^{\xi}} L+\mathbf{i} \sum_{\phi \in \Phi_{j}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) g_{j}^{\phi}
\end{aligned}
$$

for $i \rightarrow j$ and $\xi \in \Phi_{i j}$.
To summarize, the gradient can be estimated using the following backward-forward sweep method:

$$
\begin{aligned}
g_{i}^{\phi} & =\frac{\underline{\mu}}{v_{i}^{\phi}-\underline{v}_{i}}+\frac{\bar{\mu}}{v_{i}^{\phi}-\bar{v}_{i}}+\sum_{j: i \rightarrow j} g_{j}^{\phi}, & & i \rightarrow j, \phi \in \Phi_{i} \\
\frac{\partial}{\partial p_{j}^{\xi}} L & =\frac{\partial}{\partial p_{i}^{\xi}} L+\sum_{\phi \in \Phi_{j}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}+z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) g_{j}^{\phi}, & & i \rightarrow j, \xi \in \Phi_{j} \\
\frac{\partial}{\partial q_{j}^{\xi}} L & =\frac{\partial}{\partial q_{i}^{\xi}} L+\mathbf{i} \sum_{\phi \in \Phi_{j}}\left(\overline{z_{i j}^{\phi \xi}} \alpha^{\phi-\xi}-z_{i j}^{\phi \xi} \alpha^{\xi-\phi}\right) g_{j}^{\phi}, & & i \rightarrow j, \xi \in \Phi_{j}
\end{aligned}
$$

### 5.5 Numerical Results

We evaluate the accuracy and efficiency of Algorithm 7 for a number of balanced test networks in this section. In particular, we use the convex relaxation approach to obtain the global optimal value of (5.1), and check by how much does the objective value obtained by Algorithm 7 deviate from the global optimal value. The convex relaxation is solved by CVX [49] and [96], and its execution time is used as a benchmark to investigate the efficiency of Algorithm 7. All simulations use matlab 7.9.0.529 (64-bit) with toolbox cvx 1.21 on Mac OS X 10.7 .5 with 2.66 GHz Intel Core 2 Due CPU and 4 GB 1067 MHz DDR3 memory.

### 5.5.1 Test Networks

The test networks include a 47-bus network [35], a 56-bus network [37], and subnetworks of a 2065bus network. These networks are all in the service territory of Southern California Edison (SCE), a utility company in California, USA [2]. Topologies of the 47 -bus network and the 56 -bus network are given in Figure 5.1 with parameters provided in Table 5.1 and 5.2.

### 5.5.2 OPF Setup

The following OPF setup is used throughout this section.

1. The objective is to minimize power loss in the network.
2. The power injection constraints are as follows. For each bus $i \in \mathcal{N}^{+}$, there may be multiple devices including loads, capacitors, and PV panels. Assume that there is a total of $D_{i}$ such


Figure 5.1: Topologies of the SCE 47-bus and 56-bus networks [ 35,37 ].
devices and label them by $1,2, \ldots, D_{i}$. Let $s_{i, d}=p_{i, d}+\mathbf{i} q_{i, d}$ denote the power injection of device $d$ for $d=1,2, \ldots, D_{i}$. If device $d$ is a load with given real and reactive power consumptions $p$ and $q$, then we impose

$$
\begin{equation*}
s_{i, d}=-p-\mathbf{i} q . \tag{5.17}
\end{equation*}
$$

If device $d$ is a load with given peak apparent power $s_{\text {peak }}$, then we impose

$$
\begin{equation*}
s_{i, d}=-s_{\text {peak }} \exp (j \theta) \tag{5.18}
\end{equation*}
$$

where $\theta=\cos ^{-1}(0.9)$, i.e, power injection $s_{i, d}$ is considered to be a constant, obtained by assuming a power factor of 0.9 at peak apparent power. If device $d$ is a capacitor with nameplate $\bar{q}$, then we impose

$$
\begin{equation*}
\operatorname{Re}\left(s_{i, d}\right)=0 \text { and } 0 \leq \operatorname{Im}\left(s_{i, d}\right) \leq \bar{q} . \tag{5.19}
\end{equation*}
$$

Table 5.1: Line impedances, peak spot load, and nameplate ratings of capacitors and PV generators of the 47-bus network.

| Line Data |  |  |  | Network Data |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Line Data |  |  |  | Line Data |  |  |  | Load Data |  | Load Data |  | PV Generators |  |
| $\begin{aligned} & \text { From } \\ & \text { Bus } \end{aligned}$ | $\begin{aligned} & \hline \text { To } \\ & \text { Bus } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{R} \\ & (\Omega) \end{aligned}$ | $\mathrm{X}$ $(\Omega)$ | From <br> Bus | $\begin{aligned} & \text { To } \\ & \text { Bus } \end{aligned}$ | R <br> ( $\Omega$ ) | X <br> $(\Omega)$ | $\begin{aligned} & \text { From } \\ & \text { Bus } \end{aligned}$ | $\begin{aligned} & \text { To } \\ & \text { Bus } \end{aligned}$ | R <br> ( $\Omega$ ) | X $(\Omega)$ | $\begin{aligned} & \text { Bus } \\ & \text { No } \end{aligned}$ | $\begin{aligned} & \text { Peak } \\ & \text { MVA } \end{aligned}$ | Bus No | $\begin{aligned} & \text { Peak } \\ & \text { MVA } \end{aligned}$ | $\begin{aligned} & \text { Bus } \\ & \text { No } \end{aligned}$ | Nameplate Capacity |
| 1 | 2 | 0.259 | 0.808 | 8 | 41 | 0.107 | 0.031 | 21 | 22 | 0.198 | 0.046 | 1 | 30 | 34 | 0.2 |  |  |
| 2 | 13 | 0 | 0 | 8 | 35 | 0.076 | 0.015 | 22 | 23 | 0 |  | 11 | 0.67 | 36 | 0.27 | 13 | 1.5 MW |
| 2 | 3 | 0.031 | 0.092 | 8 | 9 | 0.031 | 0.031 | 27 | 31 | 0.046 | 0.015 | 12 | 0.45 | 38 | 0.45 | 17 | 0.4 MW |
| 3 | 4 | 0.046 | 0.092 | 9 | 10 | 0.015 | 0.015 | 27 | 28 | 0.107 | 0.031 | 14 | 0.89 | 39 | 1.34 | 19 | 1.5 MW |
| 3 | 14 | 0.092 | 0.031 | 9 | 42 | 0.153 | 0.046 | 28 | 29 | 0.107 | 0.031 | 16 | 0.07 | 40 | 0.13 | 23 | 1 MW |
| 3 | 15 | 0.214 | 0.046 | 10 | 11 | 0.107 | 0.076 | 29 | 30 | 0.061 | 0.015 | 18 | 0.67 | 41 | 0.67 | 24 | 2 MW |
| 4 | 20 | 0.336 | 0.061 | 10 | 46 | 0.229 | 0.122 | 32 | 33 | 0.046 | 0.015 | 21 | 0.45 | 42 | 0.13 |  |  |
| 4 | 5 | 0.107 | 0.183 | 11 | 47 | 0.031 | 0.015 | 33 | 34 | 0.031 | 0.010 | 22 | 2.23 | 44 | 0.45 | Shun | Capacitors |
| 5 | 26 | 0.061 | 0.015 | 11 | 12 | 0.076 | 0.046 | 35 | 36 | 0.076 | 0.015 | 25 | 0.45 | 45 | 0.2 | Bus | Nameplate |
| 5 | 6 | 0.015 | 0.031 | 15 | 18 | 0.046 | 0.015 | 35 | 37 | 0.076 | 0.046 | 26 | 0.2 | 46 | 0.45 | No. | Capacity |
| 6 | 27 | 0.168 | 0.061 | 15 | 16 | 0.107 | 0.015 | 35 | 38 | 0.107 | 0.015 | 28 | 0.13 |  |  |  |  |
| 6 | 7 | 0.031 | 0.046 | 16 | 17 | 0 | 0 | 42 | 43 | 0.061 | 0.015 | 29 | 0.13 | $V_{\text {ba }}$ | $=12 \mathrm{kV}$ | 1 | 6.0 MVAR |
| 7 | 32 | 0.076 | 0.015 | 18 | 19 | 0 | 0 | 43 | 44 | 0.061 | 0.015 | 30 | 0.2 | $S_{\text {bas }}$ | $=1 \mathrm{MVA}$ | 3 | 1.2MVAR |
| 7 | 8 | 0.015 | 0.015 | 20 | 21 | 0.122 | 0.092 | 43 | 45 | 0.061 | 0.015 | 31 | 0.07 | $V_{\text {sub }}$ | $=12.35 \mathrm{kV}$ | 37 | 1.8MVAR |
| 8 | 40 | 0.046 | 0.015 | 20 | 25 | 0.214 | 0.046 |  |  |  |  | 32 | 0.13 |  |  | 47 | 1.8MVAR |
| 8 | 39 | 0.244 | 0.046 | 21 | 24 | 0 | 0 |  |  |  |  | 33 | 0.27 |  |  |  |  |

Table 5.2: Line impedances, peak spot load, and nameplate ratings of capacitors and PV generators of the 56 -bus network.

| Network Data |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Line Data |  |  |  | Line Data |  |  |  | Line Data |  |  |  | Load Data |  | Load Data |  | Load Data |  |
| $\begin{aligned} & \text { From } \\ & \text { Bus. } \end{aligned}$ | $\begin{aligned} & \hline \text { To } \\ & \text { Bus. } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{R} \\ & (\Omega) \end{aligned}$ | $\begin{aligned} & \mathrm{X} \\ & (\Omega) \end{aligned}$ | $\begin{aligned} & \hline \text { From } \\ & \text { Bus. } \end{aligned}$ | $\begin{aligned} & \hline \text { To } \\ & \text { Bus. } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{R} \\ & (\Omega) \end{aligned}$ | $\begin{aligned} & \hline \mathrm{X} \\ & (\Omega) \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { From } \\ & \text { Bus. } \end{aligned}$ | $\begin{aligned} & \hline \text { To } \\ & \text { Bus. } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{R} \\ & (\Omega) \end{aligned}$ | $\begin{aligned} & \hline \mathrm{X} \\ & (\Omega) \\ & \hline \end{aligned}$ | Bus No. | $\begin{aligned} & \hline \text { Peak } \\ & \text { MVA } \end{aligned}$ | Bus No. | $\begin{aligned} & \text { Peak } \\ & \text { MVA } \end{aligned}$ | $\begin{aligned} & \hline \text { Bus } \\ & \text { No. } \end{aligned}$ | Peak MVA |
| 1 | 2 | 0.160 | 0.388 | 20 | 21 | 0.251 | 0.096 | 39 | 40 | 2.349 | 0.964 | 3 | 0.057 | 29 | 0.044 | 52 | 0.315 |
| 2 | 3 | 0.824 | 0.315 | 21 | 22 | 1.818 | 0.695 | 34 | 41 | 0.115 | 0.278 | 5 | 0.121 | 31 | 0.053 | 54 | 0.061 |
| 2 | 4 | 0.144 | 0.349 | 20 | 23 | 0.225 | 0.542 | 41 | 42 | 0.159 | 0.384 | 6 | 0.049 | 32 | 0.223 | 55 | 0.055 |
| 4 | 5 | 1.026 | 0.421 | 23 | 24 | 0.127 | 0.028 | 42 | 43 | 0.934 | 0.383 | 7 | 0.053 | 33 | 0.123 | 56 | 0.130 |
| 4 | 6 | 0.741 | 0.466 | 23 | 25 | 0.284 | 0.687 | 42 | 44 | 0.506 | 0.163 | 8 | 0.047 | 34 | 0.067 |  | t Cap |
| 4 | 7 | 0.528 | 0.468 | 25 | 26 | 0.171 | 0.414 | 42 | 45 | 0.095 | 0.195 | 9 | 0.068 | 35 | 0.094 | Bus | Mvar |
| 7 | 8 | 0.358 | 0.314 | 26 | 27 | 0.414 | 0.386 | 42 | 46 | 1.915 | 0.769 | 10 | 0.048 | 36 | 0.097 | 19 | 0.6 |
| 8 | 9 | 2.032 | 0.798 | 27 | 28 | 0.210 | 0.196 | 41 | 47 | 0.157 | 0.379 | 11 | 0.067 | 37 | 0.281 | 21 | 0.6 |
| 8 | 10 | 0.502 | 0.441 | 28 | 29 | 0.395 | 0.369 | 47 | 48 | 1.641 | 0.670 | 12 | 0.094 | 38 | 0.117 | 30 | 0.6 |
| 10 | 11 | 0.372 | 0.327 | 29 | 30 | 0.248 | 0.232 | 47 | 49 | 0.081 | 0.196 | 14 | 0.057 | 39 | 0.131 | 53 | 0.6 |
| 11 | 12 | 1.431 | 0.999 | 30 | 31 | 0.279 | 0.260 | 49 | 50 | 1.727 | 0.709 | 16 | 0.053 | 40 | 0.030 | Ph | ovoltaic |
| 11 | 13 | 0.429 | 0.377 | 26 | 32 | 0.205 | 0.495 | 49 | 51 | 0.112 | 0.270 | 17 | 0.057 | 41 | 0.046 | Bus | Capacity |
| 13 | 14 | 0.671 | 0.257 | 32 | 33 | 0.263 | 0.073 | 51 | 52 | 0.674 | 0.275 | 18 | 0.112 | 42 | 0.054 |  |  |
| 13 | 15 | 0.457 | 0.401 | 32 | 34 | 0.071 | 0.171 | 51 | 53 | 0.070 | 0.170 | 19 | 0.087 | 43 | 0.083 | 45 | 5MW |
| 15 | 16 | 1.008 | 0.385 | 34 | 35 | 0.625 | 0.273 | 53 | 54 | 2.041 | 0.780 | 22 | 0.063 | 44 | 0.057 |  |  |
| 15 | 17 | 0.153 | 0.134 | 34 | 36 | 0.510 | 0.209 | 53 | 55 | 0.813 | 0.334 | 24 | 0.135 | 46 | 0.134 | $V_{\text {ba }}$ | $=12 \mathrm{kV}$ |
| 17 | 18 | 0.971 | 0.722 | 36 | 37 | 2.018 | 0.829 | 53 | 56 | 0.141 | 0.340 | 25 | 0.100 | 47 | 0.045 | $S_{\text {ba }}$ | $=1 \mathrm{MVA}$ |
| 18 | 19 | 1.885 | 0.721 | 34 | 38 | 1.062 | 0.406 |  |  |  |  | 27 | 0.048 | 48 | 0.196 | $Z_{\text {b }}$ | $=144 \Omega$ |
| 4 | 20 | 0.138 | 0.334 | 38 | 39 | 0.610 | 0.238 |  |  |  |  | 28 | 0.038 | 50 | 0.045 |  |  |

If device $d$ is a PV panel with nameplate $\bar{s}$ and real power generation $p_{i}$, then we impose

$$
\begin{equation*}
\operatorname{Re}\left(s_{i, d}\right)=p_{i} \text { and }\left|s_{i, d}\right| \leq \bar{s} \tag{5.20}
\end{equation*}
$$

The power injection at bus $i$ is

$$
s_{i}=\sum_{d=1}^{D_{i}} s_{i, d}
$$

where $s_{i, d}$ satisfies one of (5.17)-(5.20).
3. The voltage regulation constraint is considered to be $0.95^{2} \leq v_{i} \leq 1.05^{2}$ for $i \in \mathcal{N}^{+}$.

### 5.5.3 Results

Numerical results are summarized in Table 5.3. It can be seen that Algorithm 7 obtains $70 \times$ speed up over using the generic convex program solver CVX/sedumi, at the cost of a suboptimality gap within numerical precision, for large-scale networks. Note that Algorithm 7 is run in series rather than in parallel due to the limitation of our simulation platform. The speed up can be even more significant once parallel implementation is completed.

Table 5.3: Objective values and CPU times of CVX and IPM

| $\#$ \# bus | CVX |  | IPM |  | error | speedup |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | obj | time(s) | obj | time(s) |  |  |
| 42 | 10.4585 | 6.5267 | 10.4585 | 0.2679 | $-0.0 \mathrm{e}-7$ | 24.36 |
| 56 | 34.8989 | 7.1077 | 34.8989 | 0.3924 | $+0.2 \mathrm{e}-7$ | 18.11 |
| 111 | 0.0751 | 11.3793 | 0.0751 | 0.8529 | $+5.4 \mathrm{e}-6$ | 13.34 |
| 190 | 0.1394 | 20.2745 | 0.1394 | 1.9968 | $+3.3 \mathrm{e}-6$ | 10.15 |
| 290 | 0.2817 | 23.8817 | 0.2817 | 4.3564 | $+1.1 \mathrm{e}-7$ | 5.48 |
| 390 | 0.4292 | 29.8620 | 0.4292 | 2.9405 | $+5.4 \mathrm{e}-7$ | 10.16 |
| 490 | 0.5526 | 36.3591 | 0.5526 | 3.0072 | $+2.9 \mathrm{e}-7$ | 12.09 |
| 590 | 0.7035 | 43.6932 | 0.7035 | 4.4655 | $+2.4 \mathrm{e}-7$ | 9.78 |
| 690 | 0.8546 | 51.9830 | 0.8546 | 3.2247 | $+0.7 \mathrm{e}-7$ | 16.12 |
| 790 | 0.9975 | 62.3654 | 0.9975 | 2.6228 | $+0.7 \mathrm{e}-7$ | 23.78 |
| 890 | 1.1685 | 67.7256 | 1.1685 | 2.0507 | $+0.8 \mathrm{e}-7$ | 33.03 |
| 990 | 1.3930 | 74.8522 | 1.3930 | 2.7747 | $+1.0 \mathrm{e}-7$ | 26.98 |
| 1091 | 1.5869 | 83.2236 | 1.5869 | 1.0869 | $+1.2 \mathrm{e}-7$ | 76.57 |
| 1190 | 1.8123 | 92.4484 | 1.8123 | 1.2121 | $+1.4 \mathrm{e}-7$ | 76.27 |
| 1290 | 2.0134 | 101.0380 | 2.0134 | 1.3525 | $+1.6 \mathrm{e}-7$ | 74.70 |
| 1390 | 2.2007 | 111.0839 | 2.2007 | 1.4883 | $+1.7 \mathrm{e}-7$ | 74.64 |
| 1490 | 2.4523 | 122.1819 | 2.4523 | 1.6372 | $+1.9 \mathrm{e}-7$ | 74.83 |
| 1590 | 2.6477 | 157.8238 | 2.6477 | 1.8021 | $+2.0 \mathrm{e}-7$ | 87.58 |
| 1690 | 2.8441 | 147.6862 | 2.8441 | 1.9166 | $+2.1 \mathrm{e}-7$ | 77.06 |
| 1790 | 3.0495 | 152.6081 | 3.0495 | 2.0603 | $+2.1 \mathrm{e}-7$ | 74.07 |
| 1890 | 3.8555 | 160.4689 | 3.8555 | 2.1963 | $+1.9 \mathrm{e}-7$ | 73.06 |
| 1990 | 4.1424 | 171.8137 | 4.1424 | 2.3586 | $+1.9 \mathrm{e}-7$ | 72.84 |

### 5.6 Conclusions

A gradient projection type algorithm, Algorithm 7, has been derived for solving OPF. Algorithm 7 has a distributed implementation, and its suboptimality bound has been derived. Simulation results indicate that a serial implementation of Algorithm 7 obtains $70 \times$ speed up over the convex relaxation approach, at essentially no loss of optimality, for a number of real-world test networks.

## Chapter 6

## Exact Convex Relaxation for Single-Phase Radial Networks

We study sufficient conditions for a convex relaxation of the OPF problem to be exact in this chapter. In particular, we focus on single-phase radial networks, and prove that a second-order cone program is exact under a mild condition after shrinking the OPF feasible set slightly. The condition can be checked a priori, and holds for the IEEE 13, 34, 37, 123-bus networks and two real-world networks.

Literature Solving OPF through semidefinite relaxation is first proposed in [57] as a second-order cone program (SOCP) for radial networks and in [10] as a semidefinite program (SDP) for general networks in a bus injection model. It is first proposed in $[35,36]$ as an SOCP for radial networks in the branch flow model of $[13,14]$. While these convex relaxations have been illustrated numerically in [57] and [10], whether or when they are exact is first studied in [66] (i.e., when an optimal solution of the original OPF problem can be recovered from every optimal solution of an SDP relaxation). Exploiting graph sparsity to simplify the SDP relaxation of OPF is first proposed in $[9,58]$ and analyzed in $[17,79]$. These relaxations are equivalent for radial networks in the sense that there is a bijective map between their feasible sets [17]. The SOCP relaxation, however, has a much lower computational complexity. We will hence focus on the SOCP relaxation in this paper.

Convex relaxations may not be exact [19, 69,80$]$. For radial networks, three types of sufficient conditions have been developed in the literature that guarantee their exactness. They are not necessary in general but have implications on allowable power injections, voltage magnitudes, or voltage angles:

1. Power injections: These conditions require that not both constraints on real and reactive power injections be binding at both ends of a line [16, 35, 36, 91, 109].
2. Voltage angles: These conditions require that the voltage angles across each line be sufficiently close [65,68]. This is needed also for stability reasons.
3. Voltages magnitudes: These conditions require that the upper bounds on voltage magnitudes not be binding [41, 42, 71]. They can be enforced through affine constraints on power injections. This paper generalizes these results.

Summary The goal of this chapter is to show that after modifying the OPF problem for radial networks slightly, the corresponding SOCP relaxation is exact under a mild condition that can be checked a priori. In particular, contributions of this chapter are threefold.

First, we prove in Theorem 6.2 that if voltage upper bounds do not bind at optimality, then the SOCP relaxation is exact under a mild condition. The condition can be checked a priori and holds for the IEEE 13, 34, 37, 123-bus networks and two real-world networks. The condition has a physical interpretation that all upstream reverse power flows increase if the power loss on a line is reduced.

Second, in Section 6.3 we modify the OPF problem by limiting power injections to a region where voltage upper bounds do not bind so that the SOCP relaxation is exact under the aforementioned condition. We illustrate that this only eliminates power injections from the original feasible set that are close to voltage upper bounds. Examples exist where the SOCP relaxation is not exact without this modification.

Third, we prove in Theorem 6.8 that the result in this paper unifies and generalizes the results in [41, 42].

The rest of this chapter is organized as follows. The OPF problem and the SOCP relaxation are introduced in Section 6.1, and a sufficient condition for exactness is provided in Section 6.2. The condition consists of two parts, C 1 and C 2 . Since C2 cannot be checked a priori, we propose in Section 6.3 a modified OPF problem that always satisfies C2 and therefore its SOCP relaxation is exact under C1. We compare C1 with prior works in Section 6.4 and show in Section 6.5 that C1 holds with large margin for a number of test networks.

### 6.1 The optimal power flow problem

### 6.1.1 Power flow model

A distribution network is composed of buses and lines connecting these buses, and is usually radial. The root of the network is a substation bus that connects to the transmission network. It has a fixed voltage and redistributes the bulk power it receives from the transmission network to other buses. Index the substation bus by 0 and the other buses by $1, \ldots, n$. Let $\mathcal{N}:=\{0, \ldots, n\}$ denote the collection of all buses and define $\mathcal{N}^{+}:=\mathcal{N} \backslash\{0\}$. Each line connects an ordered pair $(i, j)$ of buses where bus $j$ lies on the unique path from bus $i$ to bus 0 . Let $\mathcal{E}$ denote the collection of all lines, and abbreviate $(i, j) \in \mathcal{E}$ by $i \rightarrow j$ whenever convenient. Note that the orientation of lines in this chapter is opposite to the orientation adopted in Chapter 4 and 5 , to ease the proofs of theorems.

For each bus $i \in \mathcal{N}$, let $v_{i}$ denote the square of the magnitude of its complex voltage, e.g., if the voltage is $1.05 \angle 120^{\circ}$ per unit, then $v_{i}=1.05^{2}$. The substation voltage $v_{0}$ is fixed and given. Let $s_{i}=p_{i}+\mathbf{i} q_{i}$ denote the power injection of bus $i$ where $p_{i}$ and $q_{i}$ denote the real and reactive power injections, respectively. Let $\mathcal{P}_{i}$ denote the unique path from bus $i$ to bus 0 . Since the network is radial, the path $\mathcal{P}_{i}$ is well-defined. For each line $(i, j) \in \mathcal{E}$, let $z_{i j}=r_{i j}+\mathbf{i} x_{i j}$ denote its impedance. Let $\ell_{i j}$ denote the square of the magnitude of the complex current from bus $i$ to bus $j$, e.g., if the current is $0.5 \angle 10^{\circ}$, then $\ell_{i j}=0.5^{2}$. Let $S_{i j}=P_{i j}+\mathbf{i} Q_{i j}$ denote the sending-end power flow from bus $i$ to bus $j$ where $P_{i j}$ and $Q_{i j}$ denote the real and reactive power flow, respectively. Some of the notations are summarized in Fig. 6.1. We use a letter without subscripts to denote a vector of the corresponding quantities, e.g., $v=\left(v_{i}\right)_{i \in \mathcal{N}^{+}}, \ell=\left(\ell_{i j}\right)_{(i, j) \in \mathcal{E}}$. Note that subscript 0 is not included in nodal quantities such as $v$ and $s$. For a complex number $a \in \mathbb{C}$, let $\bar{a}$ denote the conjugate of $a$.


Figure 6.1: Some of the notations.

Given the network $(\mathcal{N}, \mathcal{E})$, the impedance $z$, and the substation voltage $v_{0}$, the other variables $\left(s, S, v, \ell, s_{0}\right)$ are described by the branch flow model for radial networks [13, 14]:

$$
\begin{array}{ll}
S_{i j}=s_{i}+\sum_{h: h \rightarrow i}\left(S_{h i}-z_{h i} \ell_{h i}\right), & \forall(i, j) \in \mathcal{E} \\
0=s_{0}+\sum_{h: h \rightarrow 0}\left(S_{h 0}-z_{h 0} \ell_{h 0}\right) ; & \forall(i, j) \in \mathcal{E} \\
v_{i}-v_{j}=2 \operatorname{Re}\left(\bar{z}_{i j} S_{i j}\right)-\left|z_{i j}\right|^{2} \ell_{i j}, & \forall(i, j) \in \mathcal{E} \\
\ell_{i j}=\frac{\left|S_{i j}\right|^{2}}{v_{i}}, & \tag{6.1d}
\end{array}
$$

### 6.1.2 The OPF problem

We consider the following controllable devices in a distribution network: distributed generators, inverters, controllable loads such as electric vehicles and smart appliances, and shunt capacitors. For application examples, in volt/var control, reactive power injection of inverters and shunt capacitors are controlled to regulate voltages; in demand response, real power consumption of controllable loads is reduced or shifted. Mathematically, power injection $s$ is the control variable, and the other variables $\left(S, v, \ell, s_{0}\right)$ are determined by the power flow laws in (6.1) once $s$ is specified.

The power injection $s_{i}$ of a bus $i \in \mathcal{N}^{+}$is constrained to be in a pre-specified set $\mathcal{S}_{i}$, i.e.,

$$
\begin{equation*}
s_{i} \in \mathcal{S}_{i}, \quad i \in \mathcal{N}^{+} \tag{6.2}
\end{equation*}
$$

The set $\mathcal{S}_{i}$ for some controllable devices are:

- If $s_{i}$ represents a shunt capacitor with nameplate capacity $\bar{q}_{i}>0$, then

$$
\mathcal{S}_{i}=\left\{s \in \mathbb{C} \mid \operatorname{Re}(s)=0, \operatorname{Im}(s)=0 \text { or } \bar{q}_{i}\right\} .
$$

Note that $\mathcal{S}_{i}$ is nonconvex and disconnected in this case.

- If $s_{i}$ represents a solar panel with generation capacity $\bar{p}_{i}$, that is connected to the grid through an inverter with nameplate capacity $\bar{s}_{i}$, then

$$
\mathcal{S}_{i}=\left\{s \in \mathbb{C}\left|0 \leq \operatorname{Re}(s) \leq \bar{p}_{i},|s| \leq \bar{s}_{i}\right\}\right.
$$

- If $s_{i}$ represents a controllable load with constant power factor $\eta$, whose real power consumption can vary continuously from $-\bar{p}_{i}$ to $-\underline{p}_{i}\left(\right.$ here $\left.\underline{p}_{i} \leq \bar{p}_{i} \leq 0\right)$, then

$$
\mathcal{S}_{i}=\left\{s \in \mathbb{C} \mid \underline{p}_{i} \leq \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s)=\sqrt{1-\eta^{2}} \operatorname{Re}(s) / \eta\right\}
$$

Note that $s_{i}$ can represent the aggregate power injection of multiple such devices with an appropriate $\mathcal{S}_{i}$, and that the set $\mathcal{S}_{i}$ is not necessarily convex or connected.

An important goal of control is to regulate the voltages to lie within pre-specified lower and upper bounds $\underline{v}_{i}$ and $\bar{v}_{i}$, i.e.,

$$
\begin{equation*}
\underline{v}_{i} \leq v_{i} \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} \tag{6.3}
\end{equation*}
$$

For example, if voltages must not deviate by more than $5 \%$ from their nominal values, then $0.95^{2} \leq$ $v_{i} \leq 1.05^{2}$ per unit. We consider the control objective

$$
\begin{equation*}
C\left(s, s_{0}\right)=\sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right) \tag{6.4}
\end{equation*}
$$

where $f_{i}: \mathbb{R} \rightarrow \mathbb{R}$ denotes the generation cost at bus $i$ for $i \in \mathcal{N}$. If $f_{i}(x)=x$ for $i \in \mathcal{N}$, then $C$ is the total power loss on the network.

The OPF problem seeks to minimize the generation cost (6.4), subject to power flow constraints
(6.1), power injection constraints (6.2), and voltage constraints (6.3):

$$
\begin{align*}
\text { OPF: } \min & \sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right) \\
\text { over } & s, S, v, \ell, s_{0} \\
\text { s.t. } \quad & S_{i j}=s_{i}+\sum_{h: h \rightarrow i}\left(S_{h i}-z_{h i} \ell_{h i}\right), \quad \forall(i, j) \in \mathcal{E} ;  \tag{6.5a}\\
& 0=s_{0}+\sum_{h: h \rightarrow 0}\left(S_{h 0}-z_{h 0} \ell_{h 0}\right) ;  \tag{6.5b}\\
& v_{i}-v_{j}=2 \operatorname{Re}\left(\bar{z}_{i j} S_{i j}\right)-\left|z_{i j}\right|^{2} \ell_{i j}, \quad \forall(i, j) \in \mathcal{E} ;  \tag{6.5c}\\
& \ell_{i j}=\frac{\left|S_{i j}\right|^{2}}{v_{i}}, \quad \forall(i, j) \in \mathcal{E} ;  \tag{6.5d}\\
& s_{i} \in \mathcal{S}_{i}, \quad i \in \mathcal{N}^{+} ;  \tag{6.5e}\\
& \underline{v}_{i} \leq v_{i} \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} . \tag{6.5f}
\end{align*}
$$

The following assumptions are made throughout this paper.
A1 The network $(\mathcal{N}, \mathcal{E})$ is a tree. Distribution networks are usually radial.

A2 The substation voltage $v_{0}$ is fixed and given. In practice, $v_{0}$ can be modified several times a day, and therefore can be considered as a given constant at the timescale of OPF.

A3 Line resistances and reactances are strictly positive, i.e., $r_{i j}>0$ and $x_{i j}>0$ for $(i, j) \in \mathcal{E}$. This holds in practice because lines are passive (consume power) and inductive.

A4 Voltage lower bounds are strictly positive, i.e., $\underline{v}_{i}>0$ for $i \in \mathcal{N}^{+}$. In practice, $\underline{v}_{i}$ is slightly below 1 per unit.

The equality constraint ( 6.5 d ) is nonconvex, and one can relax it to inequality constraints to obtain the following second-order cone programming (SOCP) relaxation [36]:

$$
\begin{align*}
\mathbf{S O C P}: \min & \sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right) \\
\text { over } & s, S, v, \ell, s_{0} \\
\text { s.t. } \quad & (6.5 \mathrm{a})-(6.5 \mathrm{c}),(6.5 \mathrm{e})-(6.5 \mathrm{f}) ; \\
& \ell_{i j} \geq \frac{\left|S_{i j}\right|^{2}}{v_{i}}, \quad \forall(i, j) \in \mathcal{E} . \tag{6.6}
\end{align*}
$$

Note that SOCP is not necessarily convex, since we allow $f_{i}$ to be nonconvex and $\mathcal{S}_{i}$ to be nonconvex. Nonetheless, we call it SOCP for brevity.

If an optimal SOCP solution $w=\left(s, S, v, \ell, s_{0}\right)$ is feasible for OPF, i.e., $w$ satisfies $(6.5 \mathrm{~d})$, then $w$ is a global optimum of OPF. This motivates the following definition.

Definition 6.1. $S O C P$ is exact if every of its optimal solutions satisfies (6.5d).

### 6.2 A sufficient condition

We now provide a sufficient condition that ensures SOCP is exact. It motivates a modified OPF problem in Section 6.3.

### 6.2.1 Statement of the condition

We start with introducing the notations that will be used in the statement of the condition. One can ignore the $\ell$ terms in (6.1a) and (6.1c) to obtain the Linear DistFlow Model [13, 14]:

$$
\begin{gathered}
S_{i j}=s_{i}+\sum_{h: h \rightarrow i} S_{h i}, \quad \forall(i, j) \in \mathcal{E} ; \\
v_{i}-v_{j}=2 \operatorname{Re}\left(\bar{z}_{i j} S_{i j}\right), \quad \forall(i, j) \in \mathcal{E}
\end{gathered}
$$

Let $(\hat{S}, \hat{v})$ denote the solution of the Linear DistFlow model, then

$$
\begin{aligned}
\hat{S}_{i j}(s)=\sum_{h: i \in \mathcal{P}_{h}} s_{h}, & \forall(i, j) \in \mathcal{E} ; \\
\hat{v}_{i}(s):=v_{0}+2 \sum_{(j, k) \in \mathcal{P}_{i}} \operatorname{Re}\left(\bar{z}_{j k} \hat{S}_{j k}(s)\right), & \forall i \in \mathcal{N}
\end{aligned}
$$

as in Fig. 6.1. Physically, $\hat{S}_{i j}(s)$ denotes the sum of power injections $s_{h}$ towards bus 0 that go through line $(i, j)$. Note that $(\hat{S}(s), \hat{v}(s))$ is affine in $s$, and equals $(S, v)$ if and only if line loss $z_{i j} \ell_{i j}$ is 0 for $(i, j) \in \mathcal{E}$. For two complex numbers $a, b \in \mathbb{C}$, let $a \leq b$ denote $\operatorname{Re}(a) \leq \operatorname{Re}(b)$


Figure 6.1: Illustration of $\hat{S}_{i j}$ and $\hat{v}_{i}$. The shaded region is downstream of bus $i$, and contains the buses $\left\{h: i \in \mathcal{P}_{h}\right\}$. Quantity $\hat{S}_{i j}(s)$ is defined to be the sum of bus injections in the shaded region. The dashed lines constitute the path $\mathcal{P}_{i}$ from bus $i$ to bus 0 . Quantity $\hat{v}_{i}(s)$ is defined as $v_{0}$ plus the terms $2 \operatorname{Re}\left(\bar{z}_{j k} \hat{S}_{j k}(s)\right)$ over the dashed path.
and $\operatorname{Im}(a) \leq \operatorname{Im}(b)$. For two vectors $a, b$ of the same dimension, let $a \leq b$ denote componentwise inequality. Define $<,>$, and $\geq$ similarly.

Lemma 6.1. If $\left(s, S, v, \ell, s_{0}\right)$ satisfies (6.1a)-(6.1c) and $\ell \geq 0$ componentwise, then $S \leq \hat{S}(s)$ and $v \leq \hat{v}(s)$.

Lemma 6.1 implies that $\hat{v}(s)$ and $\hat{S}(s)$ provide upper bounds on $v$ and $S$. It is proved in Appendix 6.A. Let $\hat{P}(s)$ and $\hat{Q}(s)$ denote the real and imaginary parts of $\hat{S}(s)$, respectively. Then

$$
\begin{array}{ll}
\hat{P}_{i j}(s=p+\mathbf{i} q)=\hat{P}_{i j}(p)=\sum_{h: i \in \mathcal{P}_{h}} p_{h}, & (i, j) \in \mathcal{E} \\
\hat{Q}_{i j}(s=p+\mathbf{i} q)=\hat{Q}_{i j}(q)=\sum_{h: i \in \mathcal{P}_{h}} q_{h}, \quad(i, j) \in \mathcal{E}
\end{array}
$$

Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that

$$
\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}
$$

for $i \in \mathcal{N}^{+}$as in Fig. 6.2, i.e., $\operatorname{Re}\left(s_{i}\right)$ and $\operatorname{Im}\left(s_{i}\right)$ are upper bounded by $\bar{p}_{i}$ and $\bar{q}_{i}$, respectively. Define $a^{+}:=\max \{a, 0\}$ for $a \in \mathbb{R}$. Let $I:=\operatorname{diag}(1,1)$ denote the $2 \times 2$ identity matrix, and define


Figure 6.2: We assume that $\mathcal{S}_{i}$ lies in the left bottom corner of $\left(\bar{p}_{i}, \bar{q}_{i}\right)$, but do not assume that $\mathcal{S}_{i}$ is convex or connected.

$$
u_{i j}:=\binom{r_{i j}}{x_{i j}}, \quad \underline{A}_{i j}:=I-\frac{2}{\underline{v}_{i}}\binom{r_{i j}}{x_{i j}}\left(\begin{array}{ll}
\hat{P}_{i j}^{+}(\bar{p}) & \hat{Q}_{i j}^{+}(\bar{q})
\end{array}\right)
$$

for $(i, j) \in \mathcal{E}$. For each $i \in \mathcal{N}^{+},\left(i, j_{1}\right) \in \mathcal{E}$ and $\left(i, j_{2}\right) \in \mathcal{E}$ implies $j_{1}=j_{2}$, and therefore we can abbreviate $u_{i j}$ and $\underline{A}_{i j}$ by $u_{i}$ and $\underline{A}_{i}$, respectively, without ambiguity.

Further, let $\mathcal{L}:=\{l \in \mathcal{N} \mid \nexists k \in \mathcal{N}$ such that $k \rightarrow l\}$ denote the collection of leaf buses in the network. For a leaf bus $l \in \mathcal{L}$, let $n_{l}+1$ denote the number of buses on path $\mathcal{P}_{l}$, and suppose

$$
\mathcal{P}_{l}=\left\{l_{n_{l}} \rightarrow l_{n_{l}-1} \rightarrow \ldots \rightarrow l_{1} \rightarrow l_{0}\right\}
$$

with $l_{n_{l}}=l$ and $l_{0}=0$ as in Fig. 6.3. Let

$$
\mathcal{S}_{\text {volt }}:=\left\{s \in \mathbb{C}^{n} \mid \hat{v}_{i}(s) \leq \bar{v}_{i} \text { for } i \in \mathcal{N}^{+}\right\}
$$

denote the power injection region where $\hat{v}(s)$ is upper bounded by $\bar{v}$. Since $v \leq \hat{v}(s)$ (Lemma 6.1),


Figure 6.3: The shaded region denotes the collection $\mathcal{L}$ of leaf buses, and the path $\mathcal{P}_{l}$ of a leaf bus $l \in \mathcal{L}$ is illustrated by a dashed line.
the set $\mathcal{S}_{\text {volt }}$ is a power injection region where voltage upper bounds do not bind.
The following theorem provides a sufficient condition that guarantees the exactness of SOCP.

Theorem 6.2. Assume that $f_{0}$ is strictly increasing, and that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq$ $\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then $S O C P$ is exact if the following conditions hold:
$C 1 \underline{A}_{l_{s}} \underline{A}_{l_{s+1}} \cdots \underline{A}_{l_{t-1}} u_{l_{t}}>0$ for any $l \in \mathcal{L}$ and any $s, t$ such that $1 \leq s \leq t \leq n_{l} ;$
C2 every optimal SOCP solution $w=\left(s, S, v, \ell, s_{0}\right)$ satisfies $s \in \mathcal{S}_{\text {volt }}$.
Theorem 6.2 implies that if C 2 holds, i.e., optimal power injections lie in the region $\mathcal{S}_{\text {volt }}$ where voltage upper bounds do not bind, then SOCP is exact under C1. C2 depends on SOCP solutions and cannot be checked a priori. This drawback motivates us to modify OPF such that C2 always holds and therefore the corresponding SOCP is exact under C1, as will be discussed in Section 6.3.

We illustrate the proof idea of Theorem 6.2 via a 3-bus linear network in Fig. 6.4. The proof


Figure 6.4: A 3-bus linear network.
for general radial networks is provided in Appendix 6.B. Assume C 1 and C 2 hold. If SOCP is not exact, then there exists an optimal SOCP solution $w=\left(s, S, v, \ell, s_{0}\right)$ that violates (6.5d). We will construct another feasible point $w^{\prime}=\left(s^{\prime}, S^{\prime}, v^{\prime}, \ell^{\prime}, s_{0}^{\prime}\right)$ of SOCP that has a smaller objective value than $w$, contradicting the optimality of $w$ and implying SOCP is exact.

There are two ways ( 6.5 d ) gets violated: 1 ) ( 6.5 d ) is violated on line $(1,0)$; or 2$)(6.5 \mathrm{~d})$ is satisfied on line $(1,0)$ but violated on line $(2,1)$. To illustrate the proof idea, we focus on the second case,
i.e., the case where $\ell_{10}=\left|S_{10}\right|^{2} / v_{1}$ and $\ell_{21}>\left|S_{21}\right|^{2} / v_{2}$. In this case, the construction of $w^{\prime}$ is

$$
\begin{aligned}
\text { Initialization: } & s^{\prime}=s, S_{21}^{\prime}=S_{21} \\
\text { Forward sweep: } & \ell_{21}^{\prime}=\left|S_{21}^{\prime}\right|^{2} / v_{2} \\
& S_{10}^{\prime}=S_{21}^{\prime}-z_{21} \ell_{21}^{\prime}+s_{1}^{\prime} ; \\
& \ell_{10}^{\prime}=\left|S_{10}^{\prime}\right|^{2} / v_{1} \\
& S_{0,-1}^{\prime}=S_{10}^{\prime}-z_{10} \ell_{10}^{\prime} ; \\
\text { Backward sweep: } & v_{1}^{\prime}=v_{0}+2 \operatorname{Re}\left(\bar{z}_{10} S_{10}^{\prime}\right)-\left|z_{10}\right|^{2} \ell_{10}^{\prime} ; \\
& v_{2}^{\prime}=v_{1}^{\prime}+2 \operatorname{Re}\left(\bar{z}_{21} S_{21}^{\prime}\right)-\left|z_{21}\right|^{2} \ell_{21}^{\prime}
\end{aligned}
$$

where $S_{0,-1}^{\prime}=-s_{0}^{\prime}$. The construction consists of three steps:
S1 In the initialization step, $s^{\prime}$ and $S_{21}^{\prime}$ are initialized as the corresponding values in $w$.

S2 In the forward sweep step, $\ell_{k, k-1}^{\prime}$ and $S_{k-1, k-2}^{\prime}$ are recursively constructed for $k=2,1$ by alternatively applying ( 6.5 d ) (with $v^{\prime}$ replaced by $v$ ) and ( 6.5 a$) /(6.5 \mathrm{~b})$. This recursive construction updates $\ell^{\prime}$ and $S^{\prime}$ alternatively along the path $\mathcal{P}_{2}$ from bus 2 to bus 0 , and is therefore called a forward sweep.

S3 In the backward sweep step, $v_{k}^{\prime}$ is recursively constructed for $k=1,2$ by applying ( 6.5 c ). This recursive construction updates $v^{\prime}$ along the negative direction of $\mathcal{P}_{2}$ from bus 0 to bus 2 , and is therefore called a backward sweep.

One can show that $w^{\prime}$ is feasible for SOCP and has a smaller objective value than $w$. This contradicts the optimality of $w$, and therefore SOCP is exact.

Remark 6.1. Theorem 6.2 still holds if there is an additional power injection constraint $s \in \mathcal{S}$ in OPF, where $\mathcal{S}$ can be an arbitrary set. This is because we set $s^{\prime}=s$ in the construction of $w^{\prime}$, and therefore $s \in \mathcal{S}$ implies $s^{\prime} \in \mathcal{S}$. Hence, an additional constraint $s \in \mathcal{S}$ does not affect the fact that $w^{\prime}$ is feasible for SOCP and has a smaller objective value than $w$.

### 6.2.2 Interpretation of C1

We illustrate C1 through a linear network as in Figure 6.5. The collection of leaf buses is a singleton $\mathcal{L}=\{n\}$, and the path from the only leaf bus $n$ to bus 0 is $\mathcal{P}_{n}=\{n \rightarrow n-1 \rightarrow \cdots \rightarrow 1 \rightarrow 0\}$. Then, C1 takes the form

$$
\underline{A}_{s} \underline{A}_{s+1} \cdots \underline{A}_{t-1} u_{t}>0, \quad 1 \leq s \leq t \leq n
$$

That is, given any network segment $(s-1, t)$ where $1 \leq s \leq t \leq n$, the multiplication $\underline{A}_{s} \underline{A}_{s+1} \cdots \underline{A}_{t-1}$ of $\underline{A}$ over the segment $(s-1, t-1)$ times $u_{t}$ is strictly positive.


Figure 6.5: A linear network for the interpretation of Condition C1.

C1 only depends on SOCP parameters $(r, x, \bar{p}, \bar{q}, \underline{v})$. It can be checked a priori and efficiently since $\underline{A}$ and $u$ are simple functions of $(r, x, \bar{p}, \bar{q}, \underline{v})$ that can be computed in $O(n)$ time and there are no more than $n(n+1) / 2$ inequalities in C 1 .

Proposition 6.3. If $(\bar{p}, \bar{q}) \leq\left(\bar{p}^{\prime}, \bar{q}^{\prime}\right)$ and C1 holds for $\left(r, x, \bar{p}^{\prime}, \bar{q}^{\prime}, \underline{v}\right)$, then C1 also holds for $(r, x, \bar{p}, \bar{q}, \underline{v})$.

Proposition 6.3 implies that if C 1 holds for a set of power injections, then C 1 also holds for smaller power injections. It is proved in Appendix 6.C.

Proposition 6.4. If $(\bar{p}, \bar{q}) \leq 0$, then C1 holds.
Proposition 6.4 implies that if every bus only consumes real and reactive power, then C 1 holds. This is because when $(\bar{p}, \bar{q}) \leq 0$, the quantities $\hat{P}_{i j}(\bar{p}) \leq 0, \hat{Q}_{i j}(\bar{q}) \leq 0$ for $(i, j) \in \mathcal{E}$. It follows that $\underline{A}_{i}=I$ for $i \in \mathcal{N}^{+}$. Hence, $\underline{A}_{l_{s}} \cdots \underline{A}_{l_{t-1}} u_{l_{t}}=u_{l_{t}}>0$ for any $l \in \mathcal{L}$ and any $s, t$ such that $1 \leq s \leq t \leq n_{l}$.

For practical parameter ranges of ( $r, x, \bar{p}, \bar{q}, \underline{v}$ ), line resistance and reactance $r_{i j}, x_{i j} \ll 1$ per unit for $(i, j) \in \mathcal{E}$, line flows $\hat{P}_{i j}(\bar{p}), \hat{Q}_{i j}(\bar{q})$ are on the order of 1 per unit for $(i, j) \in \mathcal{E}$, and voltage lower bound $\underline{v}_{i} \approx 1$ per unit for $i \in \mathcal{N}^{+}$. Hence, $\underline{A}_{i}$ is close to $I$ for $i \in \mathcal{N}^{+}$, and therefore C1 is likely to hold. As will be seen in Section 6.5, C 1 holds for several test networks, including those with big ( $\bar{p}, \bar{q}$ ) (high penetration of distributed generation).

C1 has a physical interpretation. Recall that $S_{k, k-1}$ denotes the reverse power flow on line $(k, k-1)$ for $k=1, \ldots, n$ and introduce $S_{0,-1}:=-s_{0}$ for convenience. If the power loss on a line is reduced, it is natural that all upstream reverse power flows will increase. More specifically, the power loss on line $(t, t-1)$ where $t \in\{1,2, \ldots, n\}$ is reduced if the current $\ell_{t, t-1}$ is reduced by $-d \ell_{t, t-1}>0$. When power loss gets smaller, reverse power flow $S_{s-1, s-2}$ is likely to increase, i.e., $d S_{s-1, s-2}>0$, for $s=1,2, \ldots, t$.

Let $d S_{s-1, s-2}=d P_{s-1, s-2}+\mathbf{i} d Q_{s-1, s-2}>0$ for $s=1, \ldots, t$. It can be verified that

$$
\left(d P_{t-1, t-2} \quad d Q_{t-1, t-2}\right)^{T}=-u_{t} d \ell_{t, t-1}
$$

and one can compute from (6.1) the Jacobian matrix

$$
A_{k}:=\left(\begin{array}{cc}
\frac{\partial P_{k-1, k-2}}{\partial P_{k, k-1}} & \frac{\partial P_{k-1, k-2}}{\partial Q_{k, k-1}} \\
\frac{\partial Q_{k-1, k-2}}{\partial P_{k, k-1}} & \frac{\partial Q_{k-1, k-2}}{\partial Q_{k, k-1}}
\end{array}\right)=I-\frac{2}{v_{k}}\binom{r_{k, k-1}}{x_{k, k-1}}\left(\begin{array}{ll}
P_{k, k-1} & Q_{k, k-1}
\end{array}\right)
$$

for $k=1, \ldots, n$. Therefore

$$
\left(d P_{s-1, s-2} \quad d Q_{s-1, s-2}\right)^{T}=-A_{s} A_{s+1} \cdots A_{t-1} u_{t} d \ell_{t, t-1}
$$

for $s=1, \ldots, t$. Then, $d S_{s-1, s-2}>0$ implies

$$
\begin{equation*}
A_{s} A_{s+1} \cdots A_{t-1} u_{t}>0 \tag{6.7}
\end{equation*}
$$

for $s=1,2, \ldots, t$. Note that $\underline{A}_{k}$ is obtained by replacing $(P, Q, v)$ in $A_{k}$ by $\left(\hat{P}^{+}(\bar{p}), \hat{Q}^{+}(\bar{q}), \underline{v}\right)$ (so that $\underline{A}_{k}$ only depends on SOCP parameters), and then (6.7) becomes C1.

### 6.3 A modified OPF problem

The condition C2 in Theorem 6.2 depends on SOCP solutions and cannot be checked a priori. It can, however, be enforced by the additional constraint

$$
\begin{equation*}
s \in \mathcal{S}_{\mathrm{volt}} \tag{6.8}
\end{equation*}
$$

on OPF. Condition (6.8) is equivalent to $n$ affine constraints on $s, \hat{v}_{i}(s) \leq \bar{v}_{i}$ for $i \in \mathcal{N}^{+}$. Since $v_{i} \leq \hat{v}_{i}(s)$ (Lemma 6.1), the constraints $v_{i} \leq \bar{v}_{i}$ in (6.5f) become redundant after imposing (6.8). To summarize, the modified OPF problem is

$$
\begin{align*}
\text { OPF-m: } \min & \sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right) \\
\text { over } & s, S, v, \ell, s_{0} \\
\text { s.t. } & (6.5 \mathrm{a})-(6.5 \mathrm{e}) ; \\
& \underline{v}_{i} \leq v_{i}, \hat{v}_{i}(s) \leq \bar{v}_{i}, \quad i \in \mathcal{N}^{+} . \tag{6.9}
\end{align*}
$$

A modification to OPF is necessary to ensure an exact SOCP, since otherwise examples exist where SOCP is not exact. Remarkably, the feasible sets of OPF-m and OPF are similar since $\hat{v}_{i}(s)$ is close to $v_{i}$ in practice $[13,14,101]$.

One can relax (6.5d) to (6.6) to obtain the corresponding SOCP relaxation for OPF-m:

$$
\begin{aligned}
\text { SOCP-m: } \min & \sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right) \\
\text { over } & s, S, v, \ell, s_{0} \\
\text { s.t. } & (6.5 \mathrm{a})-(6.5 \mathrm{c}),(6.6),(6.5 \mathrm{e}),(6.9)
\end{aligned}
$$

Note again that SOCP-m is not necessarily convex, since we allow $f_{i}$ and $\mathcal{S}_{i}$ to be nonconvex.
Since OPF-m is obtained by imposing additional constraint (6.8) on OPF, it follows immediately from Remark 6.1 that SOCP-m relaxation is exact under C1-a mild condition that can be checked a priori.

Theorem 6.5. Assume that $f_{0}$ is strictly increasing, and that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq$ $\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then SOCP-m is exact if C1 holds.

The next result implies that SOCP (SOCP-m) has at most one optimal solution if it is convex and exact. The theorem is proved in Appendix 6.D.

Theorem 6.6. If $f_{i}$ is convex for $i \in \mathcal{N}, \mathcal{S}_{i}$ is convex for $i \in \mathcal{N}^{+}$, and SOCP (SOCP-m) is exact, then SOCP (SOCP-m) has at most one optimal solution.

The proof of Theorem 6.6 also implies that the feasible set of OPF (OPF-m) is hollow, as stated in the following corollary.

Corollary 6.7. Let $\tilde{x}=\left(\tilde{s}, \tilde{S}, \tilde{v}, \tilde{\ell}, \tilde{v}_{0}\right)$ and $\hat{x}=\left(\hat{s}, \hat{S}, \hat{v}, \hat{\ell}, \hat{v}_{0}\right)$ be two distinct feasible points of OPF (OPF-m), then any convex combination of $\tilde{x}$ and $\hat{x}$ cannot be feasible for OPF (OPF-m), i.e., the point $x=\theta \tilde{x}+(1-\theta) \hat{x}$ is infeasible for OPF (OPF-m) for any $\theta \in(0,1)$.

The proof of Corollary 6.7 is similar to that of Theorem 6.6 and omitted for brevity.

### 6.4 Connection with prior results

Theorem 6.2 unifies and generalizes the results in [41,42] due to Theorem 6.8 proved in Appendix 6.E. Theorem 6.8 below says that C1 holds if at least one of the followings hold: 1) Every bus only consumes real and reactive power; 2) lines share the same resistance to reactance ratio; 3) The buses only consume real power and the resistance to reactance ratio increases as lines branch out from the substation; 4) The buses only consume reactive power and the resistance to reactance ratio decreases as lines branch out from the substation; 5) upper bounds $\hat{P}^{+}(\bar{p}), \hat{Q}^{+}(\bar{q})$ on reverse power flows are sufficiently small. Let

$$
\mathcal{E}^{\prime}:=\{(i, j) \in \mathcal{E} \mid i \notin \mathcal{L}\}
$$

denote the set of all non-leaf lines.

Theorem 6.8. Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then C1 holds if any one of the following statements is true:

1) $\hat{S}_{i j}(\bar{p}+i \bar{q}) \leq 0$ for $(i, j) \in \mathcal{E}^{\prime}$.
2) $r_{i j} / x_{i j}$ is identical for $(i, j) \in \mathcal{E}$; and $\underline{v}_{i}-2 r_{i j} \hat{P}_{i j}^{+}(\bar{p})-2 x_{i j} \hat{Q}_{i j}^{+}(\bar{q})>0$ for $(i, j) \in \mathcal{E}^{\prime}$.
3) $r_{i j} / x_{i j} \geq r_{j k} / x_{j k}$ whenever $i \rightarrow j, j \rightarrow k$; and $\hat{P}_{i j}(\bar{p}) \leq 0, \underline{v}_{i}-2 x_{i j} \hat{Q}_{i j}^{+}(\bar{q})>0$ for $(i, j) \in \mathcal{E}^{\prime}$.
4) $r_{i j} / x_{i j} \leq r_{j k} / x_{j k}$ whenever $i \rightarrow j, j \rightarrow k$; and $\hat{Q}_{i j}(\bar{q}) \leq 0, \underline{v}_{i}-2 r_{i j} \hat{P}_{i j}^{+}(\bar{p})>0$ for $(i, j) \in \mathcal{E}^{\prime}$.
5) $\left[\begin{array}{cc}\prod_{(k, l) \in \mathcal{P}_{j}} 1-\frac{2 r_{k l} \hat{P}_{k l}^{+}(\bar{p})}{\underline{v}_{k}} & -\sum_{(k, l) \in \mathcal{P}_{j}} \frac{2 r_{k l} \hat{Q}_{k l}^{+}(\bar{q})}{\underline{v}_{k}} \\ -\sum_{(k, l) \in \mathcal{P}_{j}} \frac{2 x_{k l} \hat{P}_{k l}^{+}(\bar{p})}{\underline{v}_{k}} & \prod_{(k, l) \in \mathcal{P}_{j}} 1-\frac{2 x_{k l} \hat{Q}_{k l}^{+}(\bar{q})}{\underline{v}_{k}}\end{array}\right]\left[\begin{array}{l}r_{i j} \\ x_{i j}\end{array}\right]>0$ for $(i, j) \in \mathcal{E}$.

The results in $[41,42]$ say that, if there are no voltage upper bounds, i.e., $\bar{v}=\infty$, then SOCP is exact if any one of 1$)-5$ ) holds. Since C 2 holds automatically when $\bar{v}=\infty$ and C1 holds if any one of 1 ) -5 ) holds (Theorem 6.8), the results in $[41,42]$ follow from Theorem 6.2. Besides, the following corollary follows immediately from Theorems 6.5 and 6.8.

Corollary 6.9. Assume that $f_{0}$ is strictly increasing, and that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then $S O C P-m$ is exact if any one of 1)-5) holds.

### 6.5 Case Studies

In this section, we use six test networks to demonstrate that

1. SOCP is simpler computationally than SDP.
2. C1 holds. We define C1 margin that quantifies how well C1 is satisfied, and show that the margin is big.
3. The feasible sets of OPF and OPF-m are similar. We define modification gap that quantifies the difference between the feasible sets of OPF and OPF-m, and show that this gap is small.

### 6.5.1 Test networks

The test networks include IEEE 13, 34, 37, 123-bus networks [1] and two real-world networks [35,37] in the service territory of Southern California Edison (SCE), a utility company in California, USA [2].

Table 6.1: DG penetration, C1 margins, modification gaps, and computation times for different test networks.

|  | DG penetration | numerical precision | SOCP time | SDP time | C1 margin | estimated modification gap |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IEEE 13-bus | $0 \%$ | $10^{-10}$ | 0.5162 s | 0.3842 s | 27.6762 | 0.0362 |
| IEEE 34-bus | $0 \%$ | $10^{-10}$ | 0.5772 s | 0.5157 s | 20.8747 | 0.0232 |
| IEEE 37-bus | $0 \%$ | $10^{-9}$ | 0.5663 s | 1.6790 s | $+\infty$ | 0.0002 |
| IEEE 123-bus | $0 \%$ | $10^{-8}$ | 2.9731 s | 32.6526 s | 52.9636 | 0.0157 |
| SCE 47-bus | $56.6 \%$ | $10^{-8}$ | 0.7265 s | 2.5932 s | 2.5416 | 0.0082 |
| SCE 56-bus | $130.4 \%$ | $10^{-9}$ | 1.0599 s | 6.0573 s | 1.2972 | 0.0053 |

The IEEE networks are unbalanced three-phase radial networks with some devices (regulators, circuit switches, transformers, and distributed loads) not modeled in (6.1). Therefore we modify the IEEE networks as follows.

1. Assume that each bus has three phases and split its load uniformly among the three phases.
2. Assume that the three phases are decoupled so that the network becomes three identical single phase networks.
3. Model closed circuit switches as shorted lines and ignore open circuit switches. Model regulators as multiplying the voltages by fixed constants (set to 1.08 in the simulations). Model transformers as lines with appropriate impedances. Model the distributed load on a line as two identical spot loads located at two ends of the line.

The SCE networks, a 47-bus network and a 56-bus network, are shown in Fig. 5.1 with parameters given in Tables 5.1 and 5.2.

These networks have increasing penetration of distributed generation (DG) as listed in Table 6.1. While the IEEE networks do not have any DG, the SCE 47-bus network has $56.6 \%$ DG penetration (6.4MW nameplate DG capacity against 11.3MVA peak spot load), and the SCE 56 -bus network has $130.4 \%$ DG penetration (5MW nameplate DG capacity against 3.835 MVA peak spot load).

### 6.5.2 SOCP is more efficient to compute than SDP

We compare the computation times of SOCP and SDP for the test networks, and summarize the results in Table 6.1. All simulations in this paper use matlab 7.9.0.529 (64-bit) with toolbox cvx 1.21 on Mac OS X 10.7 .5 with 2.66 GHz Intel Core 2 Due CPU and 4 GB 1067 MHz DDR3 memory.

We use the following OPF setup throughout the simulations.

1. The objective is to minimize power loss in the network.
2. The power injection constraints are as follows. For each bus $i \in \mathcal{N}^{+}$, there may be multiple devices including loads, capacitors, and PV panels. Assume that there is a total of $D_{i}$ such devices and label them by $1,2, \ldots, D_{i}$. Let $s_{i, d}$ denote the power injection of device $d$ on bus
$i$ for $d=1,2, \ldots, D_{i}$. If device $d$ is a load with given real and reactive power consumptions $p$ and $q$, then we impose

$$
\begin{equation*}
s_{i, d}=-p-\mathbf{i} q \tag{6.10}
\end{equation*}
$$

If device $d$ is a load with given peak apparent power $s_{\text {peak }}$, then we impose

$$
\begin{equation*}
s_{i, d}=-s_{\text {peak }} \exp (j \theta) \tag{6.11}
\end{equation*}
$$

where $\theta=\cos ^{-1}(0.9)$, i.e, power injection $s_{i, d}$ is considered to be a constant, obtained by assuming a power factor of 0.9 at peak apparent power. If device $d$ is a capacitor with nameplate $\bar{q}$, then we impose

$$
\begin{equation*}
\operatorname{Re}\left(s_{i, d}\right)=0 \text { and } 0 \leq \operatorname{Im}\left(s_{i, d}\right) \leq \bar{q} . \tag{6.12}
\end{equation*}
$$

If device $d$ is a PV panel with nameplate $\bar{s}$, then we impose

$$
\begin{equation*}
\operatorname{Re}\left(s_{i, d}\right) \geq 0 \text { and }\left|s_{i, d}\right| \leq \bar{s} \tag{6.13}
\end{equation*}
$$

The power injection at bus $i$ is

$$
s_{i}=\sum_{d=1}^{D_{i}} s_{i, d}
$$

where $s_{i, d}$ satisfies one of (6.10)-(6.13).
3. The voltage regulation constraint is considered to be $0.9^{2} \leq v_{i} \leq 1.1^{2}$ for $i \in \mathcal{N}^{+}$. Note that we choose a small voltage lower bound 0.9 so that OPF is feasible for all test networks. We choose a big voltage upper bound 1.1 such that Condition C2 holds and therefore SDP/SOCP is exact under C 1 .



Figure 6.1: Comparison of the computation times for SOCP and SDP.

The computation times of SDP and SOCP for different test networks are summarized in Fig. 6.1. The number of buses determines the number of constraints and variables in the optimization, and therefore reflects the problem size. Network topology also affects the computation time. As the number of buses increases, the computation time of SOCP scales up much more slowly than that
of SDP and their ratio increases dramatically. Hence SOCP is much more efficient than SDP for medium to large networks.

SOCP and SDP can only be solved to certain numerical precisions. The best numerical precision we obtain without applying pre-conditioning techniques are listed in Table 6.1.

### 6.5.3 C1 holds with a large margin

In this section, we show that C1 holds with a large margin for all test networks. Noting that C1 becomes more difficult to hold as $(\bar{p}, \bar{q})$ increases (Proposition 6.3), one can increase $\bar{p}, \bar{q}$ until C 1 fails. More specifically, let $p_{i}^{\mathrm{fix}}$ and $q_{i}^{\mathrm{fix}}$ denote the fixed real and reactive loads at bus $i \in \mathcal{N}^{+}$, let $\mathrm{PV}_{i}$ and $\mathrm{Cap}_{i}$ denote the nameplate capacities of the photovoltaic panels and the shunt capacitors at bus $i \in \mathcal{N}^{+}$, and define

$$
\begin{array}{ll}
\bar{p}_{i}(\eta):=p_{i}^{\mathrm{fix}}+\eta \cdot \mathrm{PV}_{i}, & i \in \mathcal{N}^{+}, \eta \geq 0 \\
\bar{q}_{i}(\eta):=q_{i}^{\mathrm{fix}}+\eta \cdot\left(\mathrm{PV}_{i}+\mathrm{Cap}_{i}\right), & i \in \mathcal{N}^{+}, \eta \geq 0
\end{array}
$$

When $\eta=0$, one has $(\bar{p}(\eta), \bar{q}(\eta)) \leq 0$ and therefore C 1 holds according to Proposition 6.4. According to Proposition 6.3, there exists a unique $\eta^{*} \in \mathbb{R}^{+} \cup\{+\infty\}$ such that

$$
\begin{align*}
& \eta<\eta^{*} \Rightarrow \mathrm{C} 1 \text { holds for }(r, x, \bar{p}(\eta), \bar{q}(\eta), \underline{v})  \tag{6.14a}\\
& \eta>\eta^{*} \Rightarrow \mathrm{C} 1 \text { does not hold for }(r, x, \bar{p}(\eta), \bar{q}(\eta), \underline{v}) \tag{6.14b}
\end{align*}
$$

Definition 6.2. C1 margin is defined as the unique $\eta^{*} \geq 0$ that satisfies (6.14).
Physically, $\eta^{*}$ is the multiple by which one can scale up distributed generation (PVs) and shunt capacitors before C 1 fails to hold. Noting that $\bar{p}=\bar{p}(1)$ and $\bar{q}=\bar{q}(1)$, C 1 holds for $(r, x, \bar{p}, \bar{q}, \underline{v})$ if and only if $\eta^{*}>1$ (ignore the corner case where $\eta^{*}=1$ ). The larger $\eta^{*}$ is, the "more easily" C1 holds.

The C1 margins of different test networks are summarized in Table 6.1. The minimum C1 margin is 1.30 , meaning that one can scale up distributed generation and shunt capacitors by 1.30 times before C1 fails to hold. C1 margin of the IEEE 37-bus network is $+\infty$, and this is because there is neither distributed generation nor shunt capacitors in the network.

The C1 margin is above 20 for all IEEE networks, but much smaller for SCE networks. This is because SCE networks have big $\bar{p}$ and $\bar{q}$ (due to big $\mathrm{PV}_{i}$ and $\mathrm{Cap}_{i}$ ) that make C1 more difficult to hold. However, note that the SCE 56-bus network already has a DG penetration of over $130 \%$, and that one can still scale up its DG by a factor of 1.30 times before C1 breaks down. This highlights that C 1 is a mild condition.

### 6.5.4 The feasible sets of OPF and OPF-m are similar

In this section, we show that OPF-m eliminates some feasible points of OPF that are close to the voltage upper bounds for all test networks. To present the result, let $\mathcal{F}_{\mathrm{OPF}}$ denote the feasible set of OPF, let $\|\cdot\|_{\infty}$ denote the $\ell_{\infty}$ norm, ${ }^{1}$ and let

$$
\begin{equation*}
\varepsilon:=\max \|\hat{v}(s)-v\|_{\infty} \text { s.t. }\left(s, S, v, \ell, s_{0}\right) \in \mathcal{F}_{\mathrm{OPF}} \tag{6.15}
\end{equation*}
$$

denote the maximum deviation of $v$ from its linear approximation $\hat{v}(s)$ over all OPF feasible points $\left(s, S, v, \ell, s_{0}\right)$.


Figure 6.2: Feasible sets of OPF- $\varepsilon$, OPF-m, and OPF. The point $w$ is feasible for OPF but not for OPF-m.

The value $\varepsilon$ quantifies the difference between the feasible sets of OPF and OPF-m. Consider the OPF problem with a stricter voltage upper bound constraint:

$$
\begin{aligned}
\text { OPF- } \varepsilon: & \min \\
& \sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right) \\
\text { over } & s, S, v, \ell, s_{0} \\
\text { s.t. } & (6.5 \mathrm{a})-(6.5 \mathrm{e}) \\
& \underline{v}_{i} \leq v_{i} \leq \bar{v}_{i}-\varepsilon, \quad i \in \mathcal{N}^{+} .
\end{aligned}
$$

The feasible set $\mathcal{F}_{\mathrm{OPF}-\varepsilon}$ of $\mathrm{OPF}-\varepsilon$ is contained in $\mathcal{F}_{\mathrm{OPF}}$. Hence, for every $\left(s, S, \ell, v, s_{0}\right) \in \mathcal{F}_{\mathrm{OPF}-\varepsilon} \subseteq$ $\mathcal{F}_{\text {OPF }}$, one has

$$
\hat{v}_{i}(s) \leq v_{i}+\|\hat{v}(s)-v\|_{\infty} \leq \bar{v}_{i}-\varepsilon+\varepsilon=\bar{v}_{i}, \quad i \in \mathcal{N}^{+}
$$

by (6.15). It follows that $\mathcal{F}_{\mathrm{OPF}-\varepsilon} \subseteq \mathcal{F}_{\mathrm{OPF}-\mathrm{m}}$ and therefore

$$
\mathcal{F}_{\mathrm{OPF}-\varepsilon} \subseteq \mathcal{F}_{\mathrm{OPF}-\mathrm{m}} \subseteq \mathcal{F}_{\mathrm{OPF}}
$$

as illustrated in Fig. 6.2.
If $\varepsilon$ is small, then $\mathcal{F}_{\text {OPF-m }}$ is similar to $\mathcal{F}_{\text {OPF }}$. Any point $w$ that is feasible for OPF but infeasible for OPF-m is close to the voltage upper bound since $v_{i}>\bar{v}_{i}-\varepsilon$ for some $i \in \mathcal{N}^{+}$. Such points are perhaps undesirable for robust operation.

[^2]Definition 6.3. The value $\varepsilon$ defined in (6.15) is called the modification gap.

We demonstrate that the modification gap $\varepsilon$ is small for all test networks through Monte-Carlo simulations. Note that $\varepsilon$ is difficult to compute since the objective function in (6.15) is not concave and the constraints in (6.15) are not convex. We choose 1000 samples of $s$, calculate the corresponding $\left(S, v, \ell, s_{0}\right)$ by solving the power flow equations (6.1a)-(6.1d) (using the forward backward sweep algorithm [63]) for each $s$, and compute $\varepsilon(s):=\|\hat{v}(s)-v\|_{\infty}$ if $\left(s, S, v, \ell, s_{0}\right) \in \mathcal{F}_{\text {OpF }}$. We use the maximum $\varepsilon(s)$ over the 1000 samples as an estimate for $\varepsilon$. The estimated modification gap $\varepsilon^{\text {set }}$ we obtained for different test networks are listed in Table 6.1. For example, $\varepsilon^{\text {set }}=0.0362$ for the IEEE 13 -bus network, in which case the voltage constraints are $0.81 \leq v_{i} \leq 1.21$ for OPF and $0.81 \leq v_{i} \leq 1.1738$ for OPF- $\varepsilon$ (assuming $\varepsilon=\varepsilon^{\text {set }}$ ).

### 6.6 Conclusion

We have proved that SOCP is exact if conditions C1 and C2 hold. C1 can be checked a priori, and has the physical interpretation that upstream power flows should increase if the power loss on a line is reduced. C 2 requires that optimal power injections lie in a region $\mathcal{S}_{\text {volt }}$ where voltage upper bounds do not bind. We have proposed a modified OPF problem that includes the additional constraint that power injections lie in $\mathcal{S}_{\text {volt }}$, such that the corresponding SOCP relaxation is exact under C1. We have also proved that SOCP has at most one optimal solution if it is convex and exact. These results unify and generalize our prior works [41, 42]. Empirical studies show that C1 holds with a large margin and that the feasible sets of OPF and OPF-m are close, for the IEEE 13, $34,37,123$-bus networks and two real-world networks.

## Appendix

## 6.A Proof of Lemma 6.1

Let $\left(s, S, v, \ell, s_{0}\right)$ satisfy (6.1a)-(6.1c) and $\ell \geq 0$ componentwise. It follows from (6.1a) that

$$
S_{i j}=s_{i}+\sum_{h: h \rightarrow i}\left(S_{h i}-z_{h i} \ell_{h i}\right) \leq s_{i}+\sum_{h: h \rightarrow i} S_{h i}
$$

for $(i, j) \in \mathcal{E}$. On the other hand, $\hat{S}_{i j}(s)$ is the solution of

$$
\hat{S}_{i j}=s_{i}+\sum_{h: h \rightarrow i} \hat{S}_{h i}, \quad(i, j) \in \mathcal{E}
$$

By induction from the leaf lines, one can show that

$$
S_{i j} \leq \hat{S}_{i j}(s), \quad(i, j) \in \mathcal{E}
$$

It follows from (6.1c) that

$$
v_{i}-v_{j}=2 \operatorname{Re}\left(\bar{z}_{i j} S_{i j}\right)-\left|z_{i j}\right|^{2} \ell_{i j} \leq 2 \operatorname{Re}\left(\bar{z}_{i j} S_{i j}\right) \leq 2 \operatorname{Re}\left(\bar{z}_{i j} \hat{S}_{i j}(s)\right)
$$

for $(i, j) \in \mathcal{E}$. Sum up the inequalities over $\mathcal{P}_{i}$ to obtain

$$
v_{i}-v_{0} \leq 2 \sum_{(j, k) \in \mathcal{P}_{i}} \operatorname{Re}\left(\bar{z}_{j k} \hat{S}_{j k}(s)\right)
$$

i.e., $v_{i} \leq \hat{v}_{i}(s)$, for $i \in \mathcal{N}$.

## 6.B Proof of Theorem 6.2

The proof idea of Theorem 6.2 has been illustrated via a 3 -bus linear network in Section 6.2.1. Now we present the proof of Theorem 6.2 for general radial networks. Assume that $f_{0}$ is strictly increasing, and that C1 and C2 hold. If SOCP is not exact, then there exists an optimal SOCP solution
$w=\left(s, S, v, \ell, s_{0}\right)$ that violates (6.5d). We will construct another feasible point $w^{\prime}=\left(s^{\prime}, S^{\prime}, v^{\prime}, \ell^{\prime}, s_{0}^{\prime}\right)$ of SOCP that has a smaller objective value than $w$. This contradicts the optimality of $w$, and therefore SOCP is exact.

## Construction of $w^{\prime}$

The construction of $w^{\prime}$ is as follows. Since $w$ violates (6.5d), there exists a leaf bus $l \in \mathcal{L}$ with $m \in$ $\left\{1, \ldots, n_{l}\right\}$ such that $w$ satisfies $(6.5 \mathrm{~d})$ on $\left(l_{1}, l_{0}\right), \ldots,\left(l_{m-1}, l_{m-2}\right)$ and violates $(6.5 \mathrm{~d})$ on $\left(l_{m}, l_{m-1}\right)$. Without loss of generality, assume $l_{k}=k$ for $k=0, \ldots, m$ as in Fig. 6.B.1. Then

$$
\begin{align*}
\ell_{m, m-1} & >\frac{\left|S_{m, m-1}\right|^{2}}{v_{m}}  \tag{6.16a}\\
\ell_{k, k-1} & =\frac{\left|S_{k, k-1}\right|^{2}}{v_{k}}, \quad k=1, \ldots, m-1 \tag{6.16b}
\end{align*}
$$



Figure 6.B.1: Bus $l$ is a leaf bus, with $l_{k}=k$ for $k=0, \ldots, m$. Equality (6.5d) is satisfied on $[0, m-1]$, but violated on $[m-1, m]$.

One can then construct $w^{\prime}=\left(s^{\prime}, S^{\prime}, v^{\prime}, \ell^{\prime}, s_{0}^{\prime}\right)$ as in Algorithm 10. The construction consists of three steps:

S1 In the initialization step, $s^{\prime}, \ell^{\prime}$ outside path $\mathcal{P}_{m}$, and $S^{\prime}$ outside path $\mathcal{P}_{m-1}$ are initialized as the corresponding values in $w$. Since $s^{\prime}=s$, the point $w^{\prime}$ satisfies (6.5e). Furthermore, since $\ell_{i j}^{\prime}=\ell_{i j}$ for $(i, j) \notin \mathcal{P}_{m}$ and $S_{i j}^{\prime}=S_{i j}$ for $(i, j) \notin \mathcal{P}_{m-1}$, the point $w^{\prime}$ also satisfies (6.5a) for $(i, j) \notin \mathcal{P}_{m-1}$.

S2 In the forward sweep step, $\ell_{k, k-1}^{\prime}$ and $S_{k-1, k-2}^{\prime}$ are recursively constructed for $k=m, \ldots, 1$ by alternatively applying (6.5d) (with $v^{\prime}$ replaced by $v$ ) and (6.5a)/(6.5b). Hence, $w^{\prime}$ satisfies (6.5a) for $(i, j) \in \mathcal{P}_{m-1}$ and (6.5b).

S3 In the backward sweep step, $v_{i}^{\prime}$ is recursively constructed from bus 0 to leaf buses by applying (6.5c) consecutively. Hence, the point $w^{\prime}$ satisfies (6.5c).

The point $w^{\prime}$ satisfies another important property given below.
Lemma 6.10. The point $w^{\prime}$ satisfies $\ell_{i j}^{\prime} \geq\left|S_{i j}^{\prime}\right|^{2} / v_{i}$ for $(i, j) \in \mathcal{E}$.

```
Algorithm 10 Construct a feasible point
Input: an optimal SOCP solution \(w=\left(s, S, v, \ell, s_{0}\right)\) that violates (6.5d), a leaf bus \(l \in \mathcal{L}\) with
    \(1 \leq m \leq n_{l}\) such that (6.16) holds (assume \(l_{k}=k\) for \(k=0, \ldots, m\) without loss of generality).
Output: \(w^{\prime}=\left(s^{\prime}, S^{\prime}, v^{\prime}, \ell^{\prime}, s_{0}^{\prime}\right)\).
    Initialization. Construct \(s^{\prime}, \ell^{\prime}\) outside \(\mathcal{P}_{m}\), and \(S^{\prime}\) outside \(\mathcal{P}_{m-1}\).
    keep \(s\) : \(s^{\prime} \leftarrow s\);
    keep \(\ell\) outside path \(\mathcal{P}_{m}: \ell_{i j}^{\prime} \leftarrow \ell_{i j}\) for \((i, j) \notin \mathcal{P}_{m}\);
    keep \(S\) outside path \(\mathcal{P}_{m-1}: S_{i j}^{\prime} \leftarrow S_{i j}\) for \((i, j) \notin \mathcal{P}_{m-1}\);
    Forward sweep. Construct \(\ell^{\prime}\) on \(\mathcal{P}_{m}, S^{\prime}\) on \(\mathcal{P}_{m-1}\), and \(s_{0}^{\prime}\).
    for \(k=m, m-1, \ldots, 1\)
        \(\ell_{k, k-1}^{\prime} \leftarrow \frac{\left|S_{k, k-1}^{\prime}\right|^{2}}{v_{k}} ;\)
        \(S_{k-1, k-2}^{\prime} \leftarrow s_{k-1} \mathbf{1}_{k \neq 1}+\sum_{j: j \rightarrow k-1}\left(S_{j, k-1}^{\prime}-z_{j, k-1} \ell_{j, k-1}^{\prime}\right) ;\)
    end
    \(s_{0}^{\prime} \leftarrow-S_{0,-1}^{\prime}\);
    Backward sweep. Construct \(v^{\prime}\).
    \(v_{0}^{\prime} \leftarrow v_{0}\);
    \(\mathcal{N}_{\text {visit }} \leftarrow\{0\} ;\)
    while \(\mathcal{N}_{\text {visit }} \neq \mathcal{N}\)
        find \(i \notin \mathcal{N}_{\text {visit }}\) and \(j \in \mathcal{N}_{\text {visit }}\) such that \(i \rightarrow j\);
        \(v_{i}^{\prime} \leftarrow v_{j}^{\prime}+2 \operatorname{Re}\left(\bar{z}_{i j} S_{i j}^{\prime}\right)-\left|z_{i j}\right|^{2} \ell_{i j}^{\prime} ;\)
        \(\mathcal{N}_{\text {visit }} \leftarrow \mathcal{N}_{\text {visit }} \cup\{i\} ;\)
    end
```

Proof. When $(i, j) \notin \mathcal{P}_{m}$, it follows from Step S1 that $\ell_{i j}^{\prime}=\ell_{i j} \geq\left|S_{i j}\right|^{2} / v_{i}=\left|S_{i j}^{\prime}\right|^{2} / v_{i}$. When $(i, j) \in \mathcal{P}_{m}$, it follows from Step $S 2$ that $\ell_{i j}^{\prime}=\left|S_{i j}^{\prime}\right|^{2} / v_{i}$. This completes the proof of Lemma 6.10.

Lemma 6.10 implies that if $v^{\prime} \geq v$, then $w^{\prime}$ satisfies (6.6).

## Feasibility and Superiority of $w^{\prime}$

We will show that $w^{\prime}$ is feasible for SOCP and has a smaller objective value than $w$. This result follows from Claims 6.11 and 6.12.

Claim 6.11. If C1 holds, then $S_{k, k-1}^{\prime}>S_{k, k-1}$ for $k=0, \ldots, m-1$ and $v^{\prime} \geq v$.
Claim 6.11 is proved later in this appendix. Here we illustrate with Fig. 6.B. 2 that $S_{k, k-1}^{\prime}>$ $S_{k, k-1}$ for $k=0, \ldots, m-1$ seems natural to hold. Note that $S_{m, m-1}^{\prime}=S_{m, m-1}$ and that $\ell_{m, m-1}^{\prime}=$


Figure 6.B.2: Illustration of $S_{k, k-1}^{\prime}>S_{k, k-1}$ for $k=0, \ldots, m-1$.
$\left|S_{m, m-1}^{\prime}\right|^{2} / v_{m}=\left|S_{m, m-1}\right|^{2} / v_{m}<\ell_{m, m-1}$. Define $\Delta w=\left(\Delta s, \Delta S, \Delta v, \Delta \ell, \Delta s_{0}\right)=w^{\prime}-w$, then
$\Delta \ell_{m, m-1}<0$ and therefore

$$
\begin{equation*}
\Delta S_{m-1, m-2}=\Delta S_{m, m-1}-z_{m, m-1} \Delta \ell_{m, m-1}=-z_{m, m-1} \Delta \ell_{m, m-1}>0 \tag{6.17}
\end{equation*}
$$

Intuitively, after increasing $S_{m-1, m-2}$, upstream reverse power flow $S_{k, k-1}$ is likely to increase for $k=0, \ldots, m-2 . \mathrm{C} 1$ is a condition that ensures $S_{k, k-1}$ to increase for $k=0, \ldots, m-1$.

Claim 6.12. If C2 holds, then $v^{\prime} \leq \bar{v}$.
Proof. If C2 holds, then it follows from Lemma 6.1 that $v^{\prime} \leq \hat{v}\left(s^{\prime}\right)=\hat{v}(s) \leq \bar{v}$.
It follows from Claims 6.11 and 6.12 that $\underline{v} \leq v \leq v^{\prime} \leq \bar{v}$, and therefore $w^{\prime}$ satisfies (6.5f). Besides, it follows from Lemma 6.10 that $\ell_{i j}^{\prime} \geq\left|S_{i j}^{\prime}\right|^{2} / v_{i} \geq\left|S_{i j}^{\prime}\right|^{2} / v_{i}^{\prime}$ for $(i, j) \in \mathcal{E}$, i.e., $w^{\prime}$ satisfies (6.6). Hence, $w^{\prime}$ is feasible for SOCP. Furthermore, $w^{\prime}$ has a smaller objective value than $w$ because

$$
\sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}^{\prime}\right)\right)-\sum_{i \in \mathcal{N}} f_{i}\left(\operatorname{Re}\left(s_{i}\right)\right)=f_{0}\left(-\operatorname{Re}\left(S_{0,-1}^{\prime}\right)\right)-f_{0}\left(-\operatorname{Re}\left(S_{0,-1}\right)\right)<0
$$

This contradicts with the optimality of $w$, and therefore SOCP is exact. To complete the proof, we are left to prove Claim 6.11.

## Proof of Claim 6.11

Assume C1 holds. First show that $\Delta S_{k, k-1}>0$ for $k=0, \ldots, m-1$. Recall that $S=P+\mathbf{i} Q$ and that $u_{i}=\left(r_{i j} x_{i j}\right)^{T}$. It follows from (6.17) that

$$
\left[\begin{array}{c}
\Delta P_{m-1, m-2} \\
\Delta Q_{m-1, m-2}
\end{array}\right]=-u_{m} \Delta \ell_{m, m-1}>0
$$

For any $k \in\{1, \ldots, m-1\}$, one has

$$
\Delta S_{k-1, k-2}=\Delta S_{k, k-1}-z_{k, k-1} \Delta \ell_{k, k-1}=\Delta S_{k, k-1}-z_{k, k-1} \frac{\left|S_{k, k-1}^{\prime}\right|^{2}-\left|S_{k, k-1}\right|^{2}}{v_{k}}
$$

which is equivalent to

$$
\left[\begin{array}{l}
\Delta P_{k-1, k-2} \\
\Delta Q_{k-1, k-2}
\end{array}\right]=B_{k}\left[\begin{array}{l}
\Delta P_{k, k-1} \\
\Delta Q_{k, k-1}
\end{array}\right]
$$

where

$$
B_{k}=I-\frac{2}{v_{k}}\left[\begin{array}{l}
r_{k, k-1} \\
x_{k, k-1}
\end{array}\right]\left[\begin{array}{ll}
\frac{P_{k, k-1}+P_{k, k-1}^{\prime}}{2} & \left.\frac{Q_{k, k-1}+Q_{k, k-1}^{\prime}}{2}\right] . . . ~
\end{array}\right.
$$

Hence, one has

$$
\left[\begin{array}{c}
\Delta P_{k-1, k-2} \\
\Delta Q_{k-1, k-2}
\end{array}\right]=-B_{k} B_{k+1} \cdots B_{m-1} u_{m} \Delta \ell_{m, m-1}
$$

for $k=1, \ldots, m$. To prove $\Delta S_{k, k-1}>0$ for $k=0, \ldots, m-1$, it suffices to show that $B_{k} \cdots B_{m-1} u_{m}>$ 0 for $k=1, \ldots, m$.

C1 implies that $\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}>0$ when $1 \leq s \leq t \leq m$. One also has $B_{k}-\underline{A}_{k}=u_{k} b_{k}^{T}$ where

$$
b_{k}=\left[\begin{array}{l}
\frac{2 \hat{P}_{k, k-1}^{+}(\bar{p})}{\hat{v}_{k}}-\frac{P_{k, k-1}+P_{k, k-1}^{\prime}}{v_{k}} \\
\frac{2 \hat{Q}_{k, k-1}^{+}(\bar{q})}{\underline{v}_{k}}-\frac{Q_{k, k-1}+Q_{k, k-1}^{\prime}}{v_{k}}
\end{array}\right] \geq 0
$$

for $k=1, \ldots, m-1$. To show that $B_{k} \cdots B_{m-1} u_{m}>0$ for $k=1, \ldots, m$, we prove the following lemma.

Lemma 6.13. Given $m \geq 1$ and $d \geq 1$. Let $\underline{A}_{1}, \ldots, \underline{A}_{m-1}, A_{1}, \ldots, A_{m-1} \in \mathbb{R}^{d \times d}$ and $u_{1}, \ldots, u_{m} \in$ $\mathbb{R}^{d}$ satisfy

- $\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}>0$ when $1 \leq s \leq t \leq m$;
- there exists $b_{k} \in \mathbb{R}^{d}$ that satisfies $b_{k} \geq 0$ and $A_{k}-\underline{A}_{k}=u_{k} b_{k}^{T}$, for $k=1, \ldots, m-1$.

Then

$$
\begin{equation*}
A_{s} \cdots A_{t-1} u_{t}>0 \tag{6.18}
\end{equation*}
$$

when $1 \leq s \leq t \leq m$.
Proof. We prove that (6.18) holds when $1 \leq t \leq s \leq m$ by mathematical induction on $t-s$.
i) When $t-s=0$, one has $A_{s} \cdots A_{t-1} u_{t}=u_{t}=\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}>0$.
ii) Assume that (6.18) holds when $t-s=0,1, \ldots, K(0 \leq K \leq m-2)$. When $t-s=K+1$, one has

$$
\begin{aligned}
& A_{s} \cdots A_{k} \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t} \\
& =A_{s} \cdots A_{k-1} \underline{A}_{k} \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t}+A_{s} \cdots A_{k-1}\left(A_{k}-\underline{A}_{k}\right) \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t} \\
& =A_{s} \cdots A_{k-1} \underline{A}_{k} \cdots \underline{A}_{t-1} u_{t}+A_{s} \cdots A_{k-1} u_{k} b_{k}^{T} \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t} \\
& =A_{s} \cdots A_{k-1} \underline{A}_{k} \cdots \underline{A}_{t-1} u_{t}+\left(b_{k}^{T} \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t}\right) A_{s} \cdots A_{k-1} u_{k}
\end{aligned}
$$

for $k=s, \ldots, t-1$. Since $b_{k} \geq 0$ and $\underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t}>0$, the term $b_{k}^{T} \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t} \geq 0$. According to induction hypothesis, $A_{s} \cdots A_{k-1} u_{k}>0$. Hence,

$$
A_{s} \cdots A_{k} \underline{A}_{k+1} \cdots \underline{A}_{t-1} u_{t} \geq A_{s} \cdots A_{k-1} \underline{A}_{k} \cdots \underline{A}_{t-1} u_{t}
$$

for $k=s, \ldots, t-1$. By substituting $k=t-1, \ldots, s$ in turn, one obtains

$$
A_{s} \cdots A_{t-1} u_{t} \geq A_{s} \cdots A_{t-2} \underline{A}_{t-1} u_{t} \geq \cdots \geq \underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}>0
$$

i.e., (6.18) holds when $t-s=K+1$.

According to i) and ii), (6.18) holds when $t-s=0, \ldots, m-1$. This completes the proof of Lemma 6.13.

Lemma 6.13 implies that $B_{s} \cdots B_{t-1} u_{t}>0$ when $1 \leq s \leq t \leq m$. In particular, $B_{k} \cdots B_{m-1} u_{m}>$ 0 for $k=1, \ldots, m$, and therefore $\Delta S_{k, k-1}>0$ for $k=0, \ldots, m-1$.

Next show that $v^{\prime} \geq v$. Noting that $\Delta S_{i j}=0$ for $(i, j) \notin \mathcal{P}_{m-1}$ and $\Delta \ell_{i j}=0$ for $(i, j) \notin \mathcal{P}_{m}$, it follows from (6.5c) that

$$
\Delta v_{i}-\Delta v_{j}=2 \operatorname{Re}\left(\bar{z}_{i j} \Delta S_{i j}\right)-\left|z_{i j}\right|^{2} \Delta \ell_{i j}=0
$$

for $(i, j) \notin \mathcal{P}_{m}$. When $(i, j) \in \mathcal{P}_{m}$, one has $(i, j)=(k, k-1)$ for some $k \in\{1, \ldots, m\}$, and therefore

$$
\begin{aligned}
\Delta v_{i}-\Delta v_{j} & =2 \operatorname{Re}\left(\bar{z}_{k, k-1} \Delta S_{k, k-1}\right)-\left|z_{k, k-1}\right|^{2} \Delta \ell_{k, k-1} \\
& \geq \operatorname{Re}\left(\bar{z}_{k, k-1} \Delta S_{k, k-1}\right)-\left|z_{k, k-1}\right|^{2} \Delta \ell_{k, k-1} \\
& =\operatorname{Re}\left(\bar{z}_{k, k-1}\left(\Delta S_{k, k-1}-z_{k, k-1} \Delta \ell_{k, k-1}\right)\right) \\
& =\operatorname{Re}\left(\bar{z}_{k, k-1} \Delta S_{k-1, k-2}\right)>0
\end{aligned}
$$

Hence, $\Delta v_{i} \geq \Delta v_{j}$ whenever $(i, j) \in \mathcal{E}$. Add the inequalities over path $\mathcal{P}_{i}$ to obtain $\Delta v_{i} \geq \Delta v_{0}=0$ for $i \in \mathcal{N}^{+}$, i.e., $v^{\prime} \geq v$. This completes the proof of Claim 6.11.

## 6.C Proof of Proposition 6.3

Let $\underline{A}$ and $\underline{A}^{\prime}$ denote the matrices with respect to $(\bar{p}, \bar{q})$ and $\left(\bar{p}^{\prime}, \bar{q}^{\prime}\right)$, respectively, i.e., let

$$
\begin{aligned}
& \underline{A}_{i}^{\prime}=I-\frac{2}{\underline{v}_{i}} u_{i}\left(\hat{P}_{i j}^{+}\left(\bar{p}^{\prime}\right) \hat{Q}_{i j}^{+}\left(\bar{q}^{\prime}\right)\right), \quad(i, j) \in \mathcal{E} \\
& \underline{A}_{i}=I-\frac{2}{\underline{v}_{i}} u_{i}\left(\hat{P}_{i j}^{+}(\bar{p}) \hat{Q}_{i j}^{+}(\bar{q})\right), \quad(i, j) \in \mathcal{E}
\end{aligned}
$$

When $(\bar{p}, \bar{q}) \leq\left(\bar{p}^{\prime}, \bar{q}^{\prime}\right)$, one has $\underline{A}_{l_{k}}-\underline{A}_{l_{k}}^{\prime}=u_{l_{k}} b_{l_{k}}^{T}$ where

$$
b_{l_{k}}=\frac{2}{\underline{v}_{l_{k}}}\left[\begin{array}{l}
\hat{P}_{l_{k} l_{k-1}}^{+}\left(\bar{p}^{\prime}\right)-\hat{P}_{l_{l^{\prime} l_{k-1}}}^{+}(\bar{p}) \\
\hat{Q}_{l_{k} l_{k-1}}^{+}\left(\bar{q}^{\prime}\right)-\hat{Q}_{l_{k} l_{k-1}}^{+}(\bar{q})
\end{array}\right] \geq 0
$$

for any $l \in \mathcal{L}$ and any $k \in\left\{1 \ldots, n_{l}\right\}$.
If $\underline{A}_{l_{s}}^{\prime} \cdots \underline{A}_{l_{t-1}}^{\prime} u_{l_{t}}>0$ for any $l \in \mathcal{L}$ and any $s, t$ such that $1 \leq s \leq t \leq n_{l}$, then it follows from Lemma 6.13 that $\underline{A}_{l_{s}} \cdots \underline{A}_{l_{t-1}} u_{l_{t}}>0$ for any $l \in \mathcal{L}$ any $s, t$ such that $1 \leq s \leq t \leq n_{l}$. This completes the proof of Proposition 6.3.

## 6.D Proof of Theorem 6.6

In this appendix, we prove that SOCP has at most a unique solution under the conditions in Theorem 6.6. The proof for SOCP-m is similar and omitted for brevity.

Assume that $f_{i}$ is convex for $i \in \mathcal{N}, \mathcal{S}_{i}$ is convex for $i \in \mathcal{N}^{+}$, SOCP is exact, and SOCP has at least one solution. Let $\tilde{w}=\left(\tilde{s}, \tilde{S}, \tilde{v}, \tilde{\ell}, \tilde{s}_{0}\right)$ and $\hat{w}=\left(\hat{s}, \hat{S}, \hat{v}, \hat{\ell}, \hat{s}_{0}\right)$ denote two arbitrary SOCP solutions. It suffices to show that $\tilde{w}=\hat{w}$.

Since SOCP is exact, $\tilde{v}_{i} \tilde{\ell}_{i j}=\left|\tilde{S}_{i j}\right|^{2}$ and $\hat{v}_{i} \hat{\ell}_{i j}=\left|\hat{S}_{i j}\right|^{2}$ for $(i, j) \in \mathcal{E}$. Define $w:=(\tilde{w}+\hat{w}) / 2$. Since SOCP is convex, $w$ also solves SOCP. Hence, $v_{i} \ell_{i j}=\left|S_{i j}\right|^{2}$ for $(i, j) \in \mathcal{E}$. Substitute $v_{i}=\left(\tilde{v}_{i}+\hat{v}_{i}\right) / 2$, $\ell_{i j}=\left(\tilde{\ell}_{i j}+\hat{\ell}_{i j}\right) / 2$, and $S_{i j}=\left(\tilde{S}_{i j}+\hat{S}_{i j}\right) / 2$ to obtain

$$
\hat{S}_{i j} \tilde{S}_{i j}^{H}+\tilde{S}_{i j} \hat{S}_{i j}^{H}=\hat{v}_{i} \tilde{i}_{i j}+\tilde{v}_{i} \hat{l}_{i j}
$$

for $(i, j) \in \mathcal{E}$, where the superscript $H$ stands for hermitian transpose. The right hand side

$$
\hat{v}_{i} \tilde{\ell}_{i j}+\tilde{v}_{i} \hat{\ell}_{i j}=\hat{v}_{i} \frac{\left|\tilde{S}_{i j}\right|^{2}}{\tilde{v}_{i}}+\tilde{v}_{i} \frac{\left|\hat{S}_{i j}\right|^{2}}{\hat{v}_{i}} \geq 2\left|\tilde{S}_{i j}\right|\left|\hat{S}_{i j}\right|,
$$

and the equality is attained if and only if $\left|\tilde{S}_{i j}\right| / \tilde{v}_{i}=\left|\hat{S}_{i j}\right| / \hat{v}_{i}$. The left hand side

$$
\hat{S}_{i j} \tilde{S}_{i j}^{H}+\tilde{S}_{i j} \hat{S}_{i j}^{H} \leq 2\left|\tilde{S}_{i j}\right|\left|\hat{S}_{i j}\right|,
$$

and the equality is attained if and only if $\angle \hat{S}_{i j}=\angle \tilde{S}_{i j}$. Hence, $\tilde{S}_{i j} / \tilde{v}_{i}=\hat{S}_{i j} / \hat{v}_{i}$ for $(i, j) \in \mathcal{E}$.
Introduce $\hat{v}_{0}:=\tilde{v}_{0}:=v_{0}$ and define $\eta_{i}:=\hat{v}_{i} / \tilde{v}_{i}$ for $i \in \mathcal{N}$, then $\eta_{0}=1$ and $\hat{S}_{i j}=\eta_{i} \tilde{S}_{i j}$ for $(i, j) \in \mathcal{E}$. Hence,

$$
\hat{\ell}_{i j}=\frac{\left|\hat{S}_{i j}\right|^{2}}{\hat{v}_{i}}=\frac{\left|\eta_{i} \tilde{S}_{i j}\right|^{2}}{\eta_{i} \tilde{v}_{i}}=\eta_{i} \frac{\left|\tilde{S}_{i j}\right|^{2}}{\tilde{v}_{i}}=\eta_{i} \tilde{\ell}_{i j}
$$

and therefore

$$
\eta_{j}=\frac{\hat{v}_{j}}{\tilde{v}_{j}}=\frac{\hat{v}_{i}-2 \operatorname{Re}\left(z_{i j}^{H} \hat{S}_{i j}\right)+\left|z_{i j}\right|^{2} \hat{\ell}_{i j}}{\tilde{v}_{i}-2 \operatorname{Re}\left(z_{i j}^{H} \tilde{S}_{i j}\right)+\left|z_{i j}\right|^{2} \tilde{\ell}_{i j}}=\eta_{i}
$$

for $(i, j) \in \mathcal{E}$. Since the network $(\mathcal{N}, \mathcal{E})$ is connected, $\eta_{i}=\eta_{0}=1$ for $i \in \mathcal{N}$. This implies $\hat{w}=\tilde{w}$ and completes the proof of Theorem 6.6.

## 6.E Proof of Theorem 6.8

Theorem 6.8 follows from Claims 6.14-6.18.

Claim 6.14. Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then C1 holds if $\hat{S}_{i j}(\bar{p}+\boldsymbol{i} \bar{q}) \leq 0$ for $(i, j) \in \mathcal{E}^{\prime}$.

Proof. If $\hat{S}_{i j}(\bar{p}+\mathbf{i} \bar{q}) \leq 0$ for $(i, j) \in \mathcal{E}^{\prime}$, then $\underline{A}_{l_{k}}=I$ for $l \in \mathcal{L}$ and $k \in\left\{1 \ldots, n_{l}-1\right\}$. It follows that $\underline{A}_{l_{s}} \cdots \underline{A}_{l_{t-1}} u_{l_{t}}=u_{l_{t}}>0$ for $l \in \mathcal{L}$ and $s, t$ such that $1 \leq s \leq t \leq n_{l}$, i.e., C1 holds.

Claim 6.15. Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then C1 holds if 1) $r_{i j} / x_{i j}$ is identical for $(i, j) \in \mathcal{E}$; and 2) $\underline{v}_{i}-2 r_{i j} \hat{P}_{i j}^{+}(\bar{p})-2 x_{i j} \hat{Q}_{i j}^{+}(\bar{q})>0$ for $(i, j) \in \mathcal{E}^{\prime}$.

Proof. Assume the conditions in Claim 6.15 hold. Fix an arbitrary $l \in \mathcal{L}$, and assume $l_{k}=k$ for $k=0, \ldots, n_{l}$ without loss of generality. Fix an arbitrary $t \in\left\{1, \ldots, n_{l}\right\}$, and define $\left(\alpha_{s} \beta_{s}\right)^{T}:=$ $\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}$ for $s=1, \ldots, t$. Then it suffices to prove that $\alpha_{s}>0$ and $\beta_{s}>0$ for $s=1, \ldots, t$. In particular, we prove

$$
\begin{equation*}
\alpha_{s}>0, \beta_{s}>0, \alpha_{s} / \beta_{s}=r_{10} / x_{10} \tag{6.19}
\end{equation*}
$$

inductively for $s=t, t-1, \ldots, 1$. Define $\eta:=r_{10} / x_{10}$ and note that $r_{i j} / x_{i j}=\eta$ for all $(i, j) \in \mathcal{E}$.
i) When $s=t$, one has $\alpha_{s}=r_{t, t-1}, \beta_{s}=x_{t, t-1}$, and $\alpha_{s} / \beta_{s}=\eta$. Therefore (6.19) holds.
ii) Assume that (6.19) holds for $s=k(2 \leq k \leq t)$, then

$$
\left[\begin{array}{ll}
\alpha_{k} & \beta_{k}
\end{array}\right]^{T}=c\left[\begin{array}{ll}
\eta & 1
\end{array}\right]^{T}
$$

for some $c \in\{c \in \mathbb{R} \mid c>0\}$. Abbreviate $r_{k-1, k-2}$ by $r, x_{k-1, k-2}$ by $x, \hat{P}_{k-1, k-2}^{+}(\bar{p})$ by $P$, and $\hat{Q}_{k-1, k-2}^{+}(\bar{q})$ by $Q$ for convenience. Then

$$
\underline{v}_{k-1}-2 r P-2 x Q>0
$$

and it follows that

$$
\begin{aligned}
{\left[\begin{array}{c}
\alpha_{k-1} \\
\beta_{k-1}
\end{array}\right] } & =\left(I-\frac{2}{\underline{v}_{k-1}}\left[\begin{array}{l}
r \\
x
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]\right)\left[\begin{array}{c}
\alpha_{k} \\
\beta_{k}
\end{array}\right] \\
& =\left(I-\frac{2}{\underline{v}_{k-1}} x\left[\begin{array}{l}
\eta \\
1
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]\right) c\left[\begin{array}{l}
\eta \\
1
\end{array}\right] \\
& =c\left[\begin{array}{l}
\eta \\
1
\end{array}\right]-\frac{2}{\underline{v}_{k-1}} c\left[\begin{array}{l}
\eta \\
1
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right] x\left[\begin{array}{l}
\eta \\
1
\end{array}\right] \\
& =\left[\begin{array}{l}
\alpha_{k} \\
\beta_{k}
\end{array}\right]-\frac{2}{\underline{v}_{k-1}}\left[\begin{array}{l}
\alpha_{k} \\
\beta_{k}
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]\left[\begin{array}{l}
r \\
x
\end{array}\right] \\
& =\left(1-\frac{2}{\underline{v}_{k-1}}(r P+x Q)\right)\left[\begin{array}{c}
\alpha_{k} \\
\beta_{k}
\end{array}\right] \\
& =\frac{1}{\underline{v}_{k-1}}\left(\underline{v}_{k-1}-2 r P-2 x Q\right)\left[\begin{array}{l}
\alpha_{k} \\
\beta_{k}
\end{array}\right]>0
\end{aligned}
$$

and $\alpha_{k-1} / \beta_{k-1}=\alpha_{k} / \beta_{k}=\eta$. Hence, (6.19) holds for $s=k-1$.
According to i) and ii), (6.19) holds for $s=t, t-1 \ldots, 1$. This completes the proof of Claim 6.15.
Claim 6.16. Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then C1 holds if 1) $r_{i j} / x_{i j} \geq r_{j k} / x_{j k}$ whenever $(i, j),(j, k) \in \mathcal{E}$; and 2) $\hat{P}_{i j}(\bar{p}) \leq 0$, $\underline{v}_{i}-2 x_{i j} \hat{Q}_{i j}^{+}(\bar{q})>0$ for all $(i, j) \in \mathcal{E}^{\prime}$.

Proof. Assume the conditions in Claim 6.16 hold. Fix an arbitrary $l \in \mathcal{L}$, and assume $l_{k}=k$ for $k=0, \ldots, n_{l}$ without loss of generality. Fix an arbitrary $t \in\left\{1, \ldots, n_{l}\right\}$, and define $\left(\alpha_{s} \beta_{s}\right)^{T}:=$ $\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}$ for $s=1, \ldots, t$. Then it suffices to prove that $\alpha_{s}>0$ and $\beta_{s}>0$ for $s=1, \ldots, t$. In particular, we prove

$$
\begin{equation*}
\alpha_{s}>0, \beta_{s}>0, \alpha_{s} / \beta_{s} \geq r_{t, t-1} / x_{t, t-1} \tag{6.20}
\end{equation*}
$$

inductively for $s=t, t-1, \ldots, 1$. Define $\eta:=r_{t, t-1} / x_{t, t-1}$ and note that $r_{s, s-1} / x_{s, s-1} \leq \eta$ for $s=1,2, \ldots, t$.
i) When $s=t$, one has $\alpha_{s}=r_{t, t-1}, \beta_{s}=x_{t, t-1}$, and $\alpha_{s} / \beta_{s}=\eta$. Therefore (6.20) holds.
ii) Assume that (6.20) holds for $s=k(2 \leq k \leq t)$, then

$$
\alpha_{k} \geq \eta \beta_{k}>0
$$

Abbreviate $r_{k-1, k-2}$ by $r, x_{k-1, k-2}$ by $x, \hat{P}_{k-1, k-2}^{+}(\bar{p})$ by $P$, and $\hat{Q}_{k-1, k-2}^{+}(\bar{q})$ by $Q$ for conve-
nience. Then

$$
P=0, \quad \underline{v}_{k}-2 x Q>0
$$

and it follows that

$$
\begin{aligned}
{\left[\begin{array}{c}
\alpha_{k-1} \\
\beta_{k-1}
\end{array}\right] } & =\left(I-\frac{2}{\underline{v}_{k-1}}\left[\begin{array}{l}
r \\
x
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]\right)\left[\begin{array}{c}
\alpha_{k} \\
\beta_{k}
\end{array}\right] \\
& =\left[\begin{array}{c}
\alpha_{k} \\
\beta_{k}
\end{array}\right]-\frac{2}{\underline{v}_{k-1}}\left[\begin{array}{l}
r \\
x
\end{array}\right] Q \beta_{k}
\end{aligned}
$$

Hence,

$$
\beta_{k-1}=\beta_{k}-\frac{2 x Q}{\underline{v}_{k-1}} \beta_{k}=\frac{1}{\underline{v}_{k-1}}\left(\underline{v}_{k-1}-2 x Q\right) \beta_{k}>0
$$

Then,

$$
\alpha_{k-1}=\alpha_{k}-\frac{2 r Q}{\underline{v}_{k-1}} \beta_{k} \geq\left(\eta-\frac{2 r Q}{\underline{v}_{k-1}}\right) \beta_{k} \geq \eta\left(1-\frac{2 x Q}{\underline{v}_{k-1}}\right) \beta_{k}=\eta \beta_{k-1}>0
$$

The second inequality is due to $r / x \leq \eta$. Hence, (6.20) holds for $s=k-1$.
According to i) and ii), (6.20) holds for $s=t, t-1, \ldots, 1$. This completes the proof of Claim 6.16.
Claim 6.17. Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then C1 holds if 1) $r_{i j} / x_{i j} \leq r_{j k} / x_{j k}$ whenever $(i, j),(j, k) \in \mathcal{E}$; and 2) $\hat{Q}_{i j}(\bar{q}) \leq 0$, $\underline{v}_{i}-2 r_{i j} \hat{P}_{i j}^{+}(\bar{p})>0$ for all $(i, j) \in \mathcal{E}^{\prime}$.

Proof. The proof of Claim 6.17 is similar to that of Claim 6.16 and omitted for brevity.
Claim 6.18. Assume that there exist $\bar{p}_{i}$ and $\bar{q}_{i}$ such that $\mathcal{S}_{i} \subseteq\left\{s \in \mathbb{C} \mid \operatorname{Re}(s) \leq \bar{p}_{i}, \operatorname{Im}(s) \leq \bar{q}_{i}\right\}$ for $i \in \mathcal{N}^{+}$. Then C1 holds if

$$
\left[\begin{array}{cc}
\prod_{(k, l) \in \mathcal{P}_{j}} c_{k l} & -\sum_{(k, l) \in \mathcal{P}_{j}} d_{k l}  \tag{6.21}\\
-\sum_{(k, l) \in \mathcal{P}_{j}} e_{k l} & \prod_{(k, l) \in \mathcal{P}_{j}} f_{k l}
\end{array}\right]\left[\begin{array}{l}
r_{i j} \\
x_{i j}
\end{array}\right]>0, \quad(i, j) \in \mathcal{E}
$$

where $c_{k l}:=1-2 r_{k l} \hat{P}_{k l}^{+}(\bar{p}) / \underline{v}_{k}, d_{k l}:=2 r_{k l} \hat{Q}_{k l}^{+}(\bar{q}) / \underline{v}_{k}, e_{k l}:=2 x_{k l} \hat{P}_{k l}^{+}(\bar{p}) / \underline{v}_{k}$, and $f_{k l}:=1-$ $2 x_{k l} \hat{Q}_{k l}^{+}(\bar{q}) / \underline{v}_{k}$.

The following lemma is used in the proof of Claim 6.18.
Lemma 6.19. Given $i \geq 1$; $c$, $d$, $e, f \in \mathbb{R}^{i}$ such that $0<c \leq 1, d \geq 0, e \geq 0$, and $0<f \leq 1$
componentwise; and $u \in \mathbb{R}^{2}$ that satisfies $u>0$. If

$$
\left[\begin{array}{cc}
\prod_{j=1}^{i} c_{j} & -\sum_{j=1}^{i} d_{j}  \tag{6.22}\\
-\sum_{j=1}^{i} e_{j} & \prod_{j=1}^{i} f_{j}
\end{array}\right] u>0
$$

then

$$
\left[\begin{array}{cc}
c_{j} & -d_{j}  \tag{6.23}\\
-e_{j} & f_{j}
\end{array}\right] \cdots\left[\begin{array}{cc}
c_{i} & -d_{i} \\
-e_{i} & f_{i}
\end{array}\right] u>0
$$

for $j=1, \ldots, i$.
Proof. Lemma 6.19 can be proved by mathematical induction on $i$.
i) When $i=1$, Lemma 6.19 is trivial.
ii) Assume that Lemma 6.19 holds for $i=K(K \geq 1)$. When $i=K+1$, if

$$
\left[\begin{array}{cc}
\prod_{j=1}^{i} c_{j} & -\sum_{j=1}^{i} d_{j} \\
-\sum_{j=1}^{i} e_{j} & \prod_{j=1}^{i} f_{j}
\end{array}\right] u>0
$$

one can prove that (6.23) holds for $j=1, \ldots, K+1$ as follows.
First prove that (6.23) holds for $j=2, \ldots, K+1$. The idea is to construct some $c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime} \in$ $\mathbb{R}^{K}$ and apply the induction hypothesis. The construction is

$$
\begin{array}{ll}
c^{\prime}=\left(c_{2}, c_{3}, \ldots, c_{K+1}\right), & d^{\prime}=\left(d_{2}, d_{3}, \ldots, d_{K+1}\right), \\
e^{\prime}=\left(e_{2}, e_{3}, \ldots, e_{K+1}\right), & f^{\prime}=\left(f_{2}, f_{3}, \ldots, f_{K+1}\right)
\end{array}
$$

Clearly, $c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}$ satisfies $0<c^{\prime} \leq 1, d^{\prime} \geq 0, e^{\prime} \geq 0,0<f^{\prime} \leq 1$ componentwise and

$$
\left[\begin{array}{cc}
\prod_{j=1}^{K} c_{j}^{\prime} & -\sum_{j=1}^{K} d_{j}^{\prime} \\
-\sum_{j=1}^{K} e_{j}^{\prime} & \prod_{j=1}^{K} f_{j}^{\prime}
\end{array}\right] u=\left[\begin{array}{cc}
\prod_{j=2}^{K+1} c_{j} & -\sum_{j=2}^{K+1} d_{j} \\
-\sum_{j=2}^{K+1} e_{j} & \prod_{j=2}^{K+1} f_{j}
\end{array}\right] u \geq\left[\begin{array}{cc}
\prod_{j=1}^{K+1} c_{j} & -\sum_{j=1}^{K+1} d_{j} \\
-\sum_{j=1}^{K+1} e_{j} & \prod_{j=1}^{K+1} f_{j}
\end{array}\right] u>0
$$

Apply the induction hypothesis to obtain that

$$
\left[\begin{array}{cc}
c_{j}^{\prime} & -d_{j}^{\prime} \\
-e_{j}^{\prime} & f_{j}^{\prime}
\end{array}\right] \cdots\left[\begin{array}{rr}
c_{K}^{\prime} & -d_{K}^{\prime} \\
-e_{K}^{\prime} & f_{K}^{\prime}
\end{array}\right] u>0
$$

for $j=1, \ldots, K$, i.e., (6.23) holds for $j=2, \ldots, K+1$.
Next prove that (6.23) holds for $j=1$. The idea is still to construct some $c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime} \in \mathbb{R}^{K}$ and apply the induction hypothesis. The construction is

$$
\begin{array}{lr}
c^{\prime}=\left(c_{1} c_{2}, c_{3}, \ldots, c_{K+1}\right), & d^{\prime}=\left(d_{1}+d_{2}, d_{3}, \ldots, d_{K+1}\right), \\
e^{\prime}=\left(e_{1}+e_{2}, e_{3}, \ldots, e_{K+1}\right), & f^{\prime}=\left(f_{1} f_{2}, f_{3}, \ldots, f_{K+1}\right)
\end{array}
$$

Clearly, $c^{\prime}, d^{\prime}, e^{\prime}, f^{\prime}$ satisfies $0<c^{\prime} \leq 1, d^{\prime} \geq 0, e^{\prime} \geq 0,0<f^{\prime} \leq 1$ componentwise and

$$
\left[\begin{array}{cc}
\prod_{j=1}^{K} c_{j}^{\prime} & -\sum_{j=1}^{K} d_{j}^{\prime} \\
-\sum_{j=1}^{K} e_{j}^{\prime} & \prod_{j=1}^{K} f_{j}^{\prime}
\end{array}\right] u=\left[\begin{array}{cc}
\prod_{j=1}^{K+1} c_{j} & -\sum_{j=1}^{K+1} d_{j} \\
-\sum_{j=1}^{K+1} e_{j} & \prod_{j=1}^{K+1} f_{j}
\end{array}\right] u>0
$$

Apply the induction hypothesis to obtain

$$
\begin{aligned}
v_{2}^{\prime} & :=\left[\begin{array}{cc}
c_{2}^{\prime} & -d_{2}^{\prime} \\
-e_{2}^{\prime} & f_{2}^{\prime}
\end{array}\right] \ldots\left[\begin{array}{cc}
c_{K}^{\prime} & -d_{K}^{\prime} \\
-e_{K}^{\prime} & f_{K}^{\prime}
\end{array}\right] u>0, \\
v_{1}^{\prime} & :=\left[\begin{array}{cc}
c_{1}^{\prime} & -d_{1}^{\prime} \\
-e_{1}^{\prime} & f_{1}^{\prime}
\end{array}\right] \ldots\left[\begin{array}{cc}
c_{K}^{\prime} & -d_{K}^{\prime} \\
-e_{K}^{\prime} & f_{K}^{\prime}
\end{array}\right] u>0 .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
{\left[\begin{array}{cc}
c_{1} & -d_{1} \\
-e_{1} & f_{1}
\end{array}\right] \ldots\left[\begin{array}{cc}
c_{K+1} & -d_{K+1} \\
-e_{K+1} & f_{K+1}
\end{array}\right] u } & =\left[\begin{array}{cc}
c_{1} & -d_{1} \\
-e_{1} & f_{1}
\end{array}\right]\left[\begin{array}{cc}
c_{2} & -d_{2} \\
-e_{2} & f_{2}
\end{array}\right] v_{2}^{\prime} \\
& =\left[\begin{array}{cc}
c_{1} c_{2}+d_{1} e_{2} & -c_{1} d_{2}-d_{1} f_{2} \\
-e_{1} c_{2}-f_{1} e_{2} & f_{1} f_{2}+e_{1} d_{2}
\end{array}\right] v_{2}^{\prime} \\
& \geq\left[\begin{array}{cc}
c_{1} c_{2} & -d_{2}-d_{1} \\
-e_{1}-e_{2} & f_{1} f_{2}
\end{array}\right] v_{2}^{\prime} \\
& =\left[\begin{array}{cc}
c_{1}^{\prime} & -d_{1}^{\prime} \\
-e_{1}^{\prime} & f_{1}^{\prime}
\end{array}\right] v_{2}^{\prime} \\
& =v_{1}^{\prime}>0,
\end{aligned}
$$

i.e., (6.23) holds for $j=1$.

To this end, we have proved that (6.23) holds for $j=1, \ldots, K+1$, i.e., Lemma 6.19 also holds for $i=K+1$.

According to i) and ii), Lemma 6.19 holds for $i \geq 1$.

Proof of Claim 6.18. Fix an arbitrary $l \in \mathcal{L}$, and assume $l_{k}=k$ for $k=0, \ldots, n_{l}$ without loss of generality. Fix an arbitrary $t \in\left\{1, \ldots, n_{l}\right\}$, then it suffices to prove that $\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}>0$ for $s=1, \ldots, t$. Denote $r_{k}:=r_{k, k-1}$ and $S_{k}:=S_{k, k-1}$ for $k=1, \ldots, t$ for brevity.

Substitute $(i, j)=(k, k-1)$ in (6.21) to obtain

$$
\left[\begin{array}{cc}
\prod_{s=1}^{k-1}\left(\begin{array}{cc}
1-\frac{2 r_{s} \hat{P}_{s}^{+}}{\underline{v}_{s}}
\end{array}\right) & -\sum_{s=1}^{k-1} \frac{2 r_{s} \hat{Q}_{s}^{+}}{\underline{v}_{s}}  \tag{6.24}\\
-\sum_{s=1}^{k-1} \frac{2 x_{s} \hat{P}_{s}^{+}}{\underline{v}_{s}} & \prod_{s=1}^{k-1}\left(1-\frac{2 x_{s} \hat{Q}_{s}^{+}}{\underline{v}_{s}}\right)
\end{array}\right]\left[\begin{array}{l}
r_{k} \\
x_{k}
\end{array}\right]>0
$$

for $k=1, \ldots, t$. Hence,

$$
\prod_{s=1}^{k-1}\left(1-\frac{2 r_{s} \hat{P}_{s}^{+}}{\underline{v}_{s}}\right) r_{k}>\sum_{s=1}^{k-1} \frac{2 r_{s} \hat{Q}_{s}^{+}(\bar{q})}{\underline{v}_{s}} x_{k} \geq 0
$$

for $k=1, \ldots, t$. It follows that $1-2 r_{k} \hat{P}_{k}^{+} / \underline{v}_{k}>0$ for $k=1, \ldots, t-1$. Similarly, $1-2 x_{k} \hat{Q}_{k}^{+} / \underline{v}_{k}>0$ for $k=1, \ldots, t-1$. Then, substitute $k=t$ in (6.24) and apply Lemma 6.19 to obtain

$$
\left[\begin{array}{cc}
1-\frac{2 r_{s} \hat{P}_{s}^{+}}{\underline{v}_{s}} & -\frac{2 r_{s} \hat{Q}_{s}^{+}}{\underline{v}_{s}} \\
-\frac{2 x_{s} \hat{P}_{s}^{+}}{\underline{v}_{s}} & 1-\frac{2 x_{s} \hat{Q}_{s}^{+}}{\underline{v}_{s}}
\end{array}\right] \cdots\left[\begin{array}{cc}
1-\frac{2 r_{t-1} \hat{P}_{t-1}^{+}(\bar{p})}{\underline{v}_{t-1}} & -\frac{2 r_{t-1} \hat{Q}_{t-1}^{+}(\bar{q})}{\underline{v}_{t-1}} \\
-\frac{2 x_{t-1} \hat{P}_{t-1}^{+}(\bar{p})}{\underline{v}_{t-1}} & 1-\frac{2 x_{t-1}^{+}(\bar{p})}{\underline{v}_{t-1}}
\end{array}\right]\left[\begin{array}{l}
r_{t} \\
x_{t}
\end{array}\right]>0
$$

for $s=1, \ldots, t$, i.e., $\underline{A}_{s} \cdots \underline{A}_{t-1} u_{t}>0$ for $s=1, \ldots, t$. This completes the proof of Claim 6.18.

## Chapter 7

## Exact Convex Relaxation for Single-Phase Direct Current Networks

We study the OPF problem in direct current (DC) networks in this chapter. An SOCP relaxation is considered for solving the OPF problem. We prove that the SOCP relaxation is exact if either (1) voltage upper bounds do not bind; or (2) voltage upper bounds are uniform and power injection lower bounds are negative. Based on (1), a modified OPF problem is proposed, whose corresponding SOCP is guaranteed to be exact. We also prove that SOCP has at most one optimal solution if it is exact. Finally, we discuss how to improve numerical stability and how to include line constraints.

### 7.1 Introduction

Direct current (DC) networks (e.g., DC-microgrids) have the following advantages over alternative current (AC) networks [61, 89, 90]. 1) Some devices, e.g., photovoltaic panels, wind turbines, electric vehicles, electronic appliances, and fuel cells, are more easily integrated with DC networks than AC networks. These devices are either DC in nature or have a different frequency than the main grid. 2) DC microgrids are robust to voltage sags and frequency deviations in the main grid. This is because DC voltages are easy to stabilize and there is no frequency synchronization for DC networks. 3) System efficiency can be higher for DC networks because conversion losses of inverters can be avoided. This is why modern data centers use DC networks.

The optimal power flow (OPF) problem determines power generations/demands that minimize certain objectives such as generation cost or power loss [24]. It is one of the fundamental problems in power system operations. This paper focuses on the OPF problem in DC networks.

The OPF problem is difficult to solve since power flow is governed by nonlinear physical laws. There are three approaches to deal with this challenge: 1) approximate the power flow equations (by linear or easier nonlinear equations); 2) look for local optima of the OPF problem; and 3) convexify
the constraints imposed by nonlinear power flow laws. After a brief introduction of the first two approaches, we will focus on the third approach.

Power flow equations can be approximated by some linear equations ${ }^{1}$ if 1) power losses on the lines are small; 2) voltages are close to their nominal values; and 3) voltage angle differences between adjacent buses are small. With the linear power flow approximation, the OPF problem reduces to a linear programming [94]. For transmission networks, the three assumptions are satisfied and the approach is widely used in practice. However, the linear power flow approximation does not consider voltages and reactive power flows, and therefore cannot be used for applications like voltage regulation and volt/var control. Besides, the obtained solution may not be implementable since physical laws are not fully respected. Moreover, for distribution networks, power losses on the lines are not negligible and voltages can deviate significantly from their nominal values. Consequently, the linear power flow approximation is not accurate enough for distribution networks.

A number of algorithms look for local optima of the OPF problem. These algorithms use nonlinear power flow equations and therefore 1) can be used in applications like voltage regulation and volt/var control; 2) have physically implementable solutions; 3) apply to both transmission and distribution networks. Representative algorithms of this kind include successive linear/quadratic programming [32], trust-region based methods [78], Lagrangian Newton method [11], and interiorpoint methods [100]. Some of these algorithms, especially those based on Newton-Ralphson, are quite successful empirically. However, these algorithms may not converge to global optimal solutions.

The convexification approach is the focus of this paper. The idea is to optimize the OPF objective over a convex superset of the OPF feasible set (which is nonconvex). The resulting optimization problem, referred to as a convex relaxation, can be solved much more efficiently. Furthermore, if the optimal solution of a convex relaxation lies in the OPF feasible set, then it must solve the OPF problem. In such cases, the convex relaxation is called exact.

There are three central problems in pursuing the convexification approach:

1. Exact relaxation: When can a global optimum of the OPF problem be obtained by solving its relaxation?
2. Efficient computation: How to design computationally efficient algorithms that scale to large problem sizes?
3. Numerical stability: How to attain numerical stability especially for ill-conditioned problem instances?

Significant effort has been devoted in the literature to address Problem 1), and sufficient conditions have been derived to guarantee the exactness of the SDP relaxation for special networks such as radial

[^3]networks and DC networks; see $[73,74]$ for a tutorial with extensive references. To address Problem $2),[9,58]$ exploit graph sparsity to simplify the SDP relaxation based on the chordal extension theory $[40,82,83]$. One of the main difficulties is to choose a chordal extension of the network graph that minimizes the resulting problem size, and effective techniques have been proposed in [79]. Another direction to deal with computational complexity is through distributed algorithms. To address Problem 3), note that the SDP relaxation requires taking differences of voltages at neighboring buses. These voltages are close in practice and therefore taking their differences is numerically unstable. The SOCP relaxation proposed in [36] for radial networks avoids such subtractions and has an improved numerically stability.

Summary of contributions: The goal of this paper is to propose a convex relaxation of the OPF problem for DC networks, study its exactness, and improve its numerical stability. In particular, contributions of this paper are threefold.

First, we propose a second-order cone programming (SOCP) relaxation of the OPF problem for DC networks. The SOCP relaxation exploits network sparsity to improve computational efficiency of the standard SDP relaxation, but is less likely to be exact than the SDP relaxation for mesh networks [17].

Second, we prove that the SOCP relaxation is exact if either 1) voltage upper bounds do not bind; or 2) voltage upper bounds are uniform and power injection lower bounds are negative. In a DC microgrid, voltage upper bounds do not bind if there are no distributed generators, and are usually uniform. Besides, power injection lower bounds are nonpositive if generators are allowed to be turned off. Based on 1), we impose additional constraints on the OPF problem such that its SOCP relaxation is always exact. These constraints restrict power injections such that voltage upper bounds do not bind.

Third, we improve numerical stability of the SOCP relaxation by adopting alternative variables. The SOCP relaxation is ill-conditioned since it requires subtractions of numerically close voltages. By adopting different variables, such subtractions can be avoided and numerical stability can be improved.

The rest of the chapter is organized as follows. The OPF problem is formulated in Section 7.2 and an SOCP relaxation is introduced in Section 7.3. Section 7.4 provides sufficient conditions for the exactness of the SOCP relaxation, and Section 7.5 proposes a modified OPF problem that always has an exact SOCP relaxation. Section 7.6 describes how to improve numerical stability and how to include line constraints, and Section 7.7 provides numerical studies.

### 7.2 The Optimal Power Flow Problem

This paper studies the optimal power flow (OPF) problem in direct current (DC) networks, and is applicable for demand response and voltage regulation. In the following we present a model that incorporates nonlinear power flow.

### 7.2.1 Power Flow Model

A DC network is composed of buses and lines connecting these buses. It can be either radial or mesh. There is a swing bus in the network with a fixed voltage. Index the swing bus by 0 and the other buses by $1, \ldots, n$. Let $\mathcal{N}:=\{0, \ldots, n\}$ denote the collection of all buses and define $\mathcal{N}^{+}:=\mathcal{N} \backslash\{0\}$. Each line connects a pair $\{i, j\}$ of buses. Let $\mathcal{E}$ denote the collection of all lines and abbreviate $\{i, j\} \in \mathcal{E}$ by $i \sim j$.

For each bus $i \in \mathcal{N}$, let $V_{i}$ denote its voltage, $I_{i}$ denote its current injection, and $p_{i}$ denote its power injection. For each line $i \sim j$, let $y_{i j}$ denote its admittance, $I_{i j}$ denote the current from bus $i$ to bus $j$, and define $z_{i j}:=1 / y_{i j}$. In a DC network, $V_{i}, I_{i}, p_{i}, y_{i j}, z_{i j}$, and $I_{i j}$ are all real numbers.


Figure 7.1: Summary of notations.

Some notations are summarized in Fig. 7.1. Further, we use a letter without subscripts to denote a vector of the corresponding quantities, e.g., $V=\left[V_{i}\right]_{i \in \mathcal{N}}, y=\left[y_{i j}\right]_{i \sim j}$.

Power flows are governed by the following physical laws:

- Ohm's Law: $I_{i j}=y_{i j}\left(V_{i}-V_{j}\right)$ for $\{i, j\} \in \mathcal{E}$;
- Current balance: $I_{i}=\sum_{j: j \sim i} I_{i j}$ for $i \in \mathcal{N}$;
- Power balance: $p_{i}=V_{i} I_{i}$ for $i \in \mathcal{N}$.

By eliminating current variables, one obtains

$$
\begin{equation*}
p_{i}=V_{i} \sum_{j: j \sim i}\left(V_{i}-V_{j}\right) y_{i j}, \quad i \in \mathcal{N} \tag{7.1}
\end{equation*}
$$

We use (7.1) to model the power flow in this paper.

### 7.2.2 The Optimal Power Flow Problem

The OPF problem determines power injection $p$ that minimizes the total generation cost, subject to physical and operational constraints.

The total generation cost is assumed separable. In particular, let $f_{i}\left(p_{i}\right): \mathbb{R} \rightarrow \mathbb{R}$ denote the generation cost of bus $i$ for $i \in \mathcal{N}$. Then the total generation cost is

$$
\begin{equation*}
C(p)=\sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \tag{7.2}
\end{equation*}
$$

Note that if $f_{i}(x)=x$ for $i \in \mathcal{N}$, then (7.2) reduces to the total power loss.
Besides the physical power flow constraint (7.1), the OPF problem has operational constraints on power injections and voltages.

First, while the substation power injection $p_{0}$ is unconstrained, the power injection $p_{i}$ of a branch bus $i \in \mathcal{N}^{+}$can only vary within some externally specified set $\mathcal{P}_{i}$ :

$$
\begin{equation*}
p_{i} \in \mathcal{P}_{i}, \quad i \in \mathcal{N}^{+} \tag{7.3}
\end{equation*}
$$

For example, if bus $i$ represents an inelastic load with power demand $d_{i}$, then $\mathcal{P}_{i}$ is a singleton

$$
\mathcal{P}_{i}=\left\{-d_{i}\right\} ;
$$

if bus $i$ represents a controllable load that can be turned on and off (while it is turned on, it consumes $d_{i}$ amount of power), then $\mathcal{P}_{i}$ contains two distinct points

$$
\mathcal{P}_{i}=\left\{0,-d_{i}\right\} ;
$$

if bus $i$ represents a generator that can generate any amount of power between 0 and its capacity $C_{i}$, then $\mathcal{P}_{i}$ is an interval

$$
\mathcal{P}_{i}=\left[0, C_{i}\right]
$$

Note that the set $\mathcal{P}_{i}$ can be nonconvex.
Second, the substation voltage $V_{0}$ is fixed and given (denote by $V_{0}^{\text {ref }}>0$ ), and the magnitudes of branch bus voltages need to be regulated within a narrow range, i.e., there exists $\underline{V}_{i}$ and $\bar{V}_{i}$ for $i \in \mathcal{N}^{+}$such that

$$
\begin{align*}
& V_{0}=V_{0}^{\mathrm{ref}}  \tag{7.4a}\\
& \underline{V}_{i} \leq V_{i} \leq \bar{V}_{i}, \quad i \in \mathcal{N}^{+} \tag{7.4b}
\end{align*}
$$

For example, if voltages must not deviate by over $5 \%$ from their nominal values, then $0.95 \leq V_{i} \leq 1.05$ per unit [3].

There are other constraints in a real-world OPF problem, e.g., line constraints and security constraints. How to include line constraints will be discussed in Section 7.6.2. In DC microgrids, line constraints typically do not bind since distribution networks are often over-provisioned. Security constraints are ignored for simplicity.

To summarize, the OPF problem can be formulated as

$$
\begin{aligned}
\text { OPF: } \min & \sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \\
\text { over } & p, V \\
\text { s.t. } & p_{i}=V_{i} \sum_{j: j \sim i}\left(V_{i}-V_{j}\right) y_{i j}, \quad i \in \mathcal{N} ; \\
& p_{i} \in \mathcal{P}_{i}, \quad i \in \mathcal{N}^{+} ; \\
& V_{0}=V_{0}^{\text {ref } ;} \\
& \underline{V}_{i} \leq V_{i} \leq \bar{V}_{i}, \quad i \in \mathcal{N}^{+} .
\end{aligned}
$$

The following assumptions are made throughout this work.

A1) The network $(\mathcal{N}, \mathcal{E})$ is connected.

A2) Line admittance $y_{i j}>0$ for $\{i, j\} \in \mathcal{E}$. In practice, $y>0$ since lines are lossy.

A3) Voltage lower bound $\underline{V}_{i}>0$ for $i \in \mathcal{N}^{+}$. In practice, $\underline{V}$ is slightly below 1 .

### 7.3 An SOCP Relaxation

A second-order cone programming (SOCP) relaxation has been proposed to solve the OPF problem for radial networks [91]. We propose using it to solve the OPF problem for DC networks, which can be mesh.

The SOCP relaxation seeks to overcome the nonconvexity in (7.1). It is derived through two steps: (a) transform OPF to shift the nonconvexity in (7.1) to a rank constraint, and (b) remove the rank constraint.

Transform OPF: Introduce slack variables

$$
\begin{gather*}
v_{i}=V_{i}^{2}, \quad i \in \mathcal{N}  \tag{7.5a}\\
W_{i j}=V_{i} V_{j},  \tag{7.5b}\\
i \sim j
\end{gather*}
$$

Then, (7.1) is transformed to a linear equality constraint

$$
p_{i}=\sum_{j: j \sim i}\left(v_{i}-W_{i j}\right) y_{i j}, \quad i \in \mathcal{N}
$$

in $(p, v, W)$. For each line $i \sim j$ where $i<j$, the $2 \times 2$ matrix

$$
\left[\begin{array}{cc}
v_{i} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=\left[\begin{array}{l}
V_{i} \\
V_{j}
\end{array}\right]\left[\begin{array}{ll}
V_{i} & V_{j}
\end{array}\right]
$$

is rank one (assuming $V_{i} \neq 0$ ) and positive semidefinite.
The following lemma provides the theoretical foundation of transforming OPF. Let

$$
\begin{aligned}
A \succeq 0 & \stackrel{\text { def }}{\Longleftrightarrow} A \text { is positive semidefinite, } \\
i \rightarrow j & \stackrel{\text { def }}{\Longleftrightarrow} i \sim j \& i<j, \\
x \in \mathbb{R}^{+} & \stackrel{\text { def }}{\Longleftrightarrow} x \geq 0 .
\end{aligned}
$$

Lemma 7.1. Given $v_{i}>0$ for $i \in \mathcal{N}$ and $W_{i j} \in \mathbb{R}^{+}$for $i \rightarrow j$, let $W_{j i}=W_{i j}$ for $i \rightarrow j$. If

$$
\operatorname{rank}\left[\begin{array}{cc}
v_{i} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right] \leq 1
$$

for $i \rightarrow j$, then there exists a unique $V$ that satisfies $V_{0}=\sqrt{v_{0}}$ and (7.5). Furthermore, such $V$ is given by

$$
V_{i}=\sqrt{v_{i}}, \quad i \in \mathcal{N} .
$$

The lemma is proved in Appendix 7.A.

Lemma 7.1 immediately implies that OPF is equivalent to

$$
\begin{array}{ll}
\text { OPF': } \min & \sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \\
\text { over } & p_{i} \in \mathbb{R}, v_{i} \in \mathbb{R} \text { for } i \in \mathcal{N} ; \\
& W_{i j} \in \mathbb{R}^{+} \text {for } i \sim j, \\
\text { s.t. } & p_{i}=\sum_{j: j \sim i}\left(v_{i}-W_{i j}\right) y_{i j}, \quad i \in \mathcal{N} ; \\
& p_{i} \in \mathcal{P}_{i}, \quad i \in \mathcal{N}^{+} ; \\
& v_{0}=\left[V_{0}^{\text {ref }}\right]^{2} ; \\
& \underline{V}_{i}^{2} \leq v_{i} \leq \bar{V}_{i}^{2}, \quad i \in \mathcal{N}^{+} ; \\
& W_{i j}=W_{j i}, \quad i \rightarrow j ; \\
& {\left[\begin{array}{cc}
v_{i} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right] \succeq 0, \quad i \rightarrow j ;} \\
& \operatorname{rank}\left[\begin{array}{cc}
v_{i} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]=1, \quad i \rightarrow j . \tag{7.6g}
\end{array}
$$

Note that the nonconvexity in (7.1) (in OPF) is transformed to the nonconvexity in (7.6g) (in OPF').
Remove rank constraint: The following SOCP relaxation can be obtained by removing the nonconvex rank constraint ( 7.6 g ) in OPF'.

$$
\begin{aligned}
\mathbf{S O C P}: \min & \sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \\
\text { over } & p, v, W \\
\text { s.t. } & (7.6 \mathrm{a})-(7.6 \mathrm{f}) .
\end{aligned}
$$

Note that SOCP may not be convex since $f_{i}$ (in the objective) and $\mathcal{P}_{i}$ (in (7.6b)) may not be convex. Nonetheless, we call it second-order cone programming for convenience.

Exact SOCP relaxation: If an optimal SOCP solution $(p, v, W)$ satisfies $(7.6 \mathrm{~g})$, then $(p, v, W)$ also solves OPF'. Furthermore, compute $V$ as

$$
V_{i} \leftarrow \sqrt{v}_{i}, \quad i \in \mathcal{N},
$$

then it can be shown that $(p, V)$ solves OPF. This motivates the definition of an exact SOCP relaxation as follows.

Definition 7.1. $S O C P$ is exact, provided that every optimal $S O C P$ solution satisfies (7.6g).
When SOCP is exact, one can obtain a global optimum of the nonconvex OPF problem by solving a convex SOCP program (assuming $f_{i}$ and $\mathcal{P}_{i}$ are convex).

Related work: An SDP relaxation has been proposed in literature via the same two steps: transformation and relaxation [10]. In the transformation step, slack variable

$$
\tilde{W}:=\left[\begin{array}{c}
V_{0} \\
\vdots \\
V_{n}
\end{array}\right]\left[\begin{array}{lll}
V_{0} & \cdots & V_{n}
\end{array}\right]
$$

is introduced and the nonconvexity in (7.1) (in OPF) is transformed to the nonconvexity in

$$
\operatorname{rank} \tilde{W}=1
$$

In the relaxation step, the rank constraint $\operatorname{rank} \tilde{W}=1$ is removed, but a positive semidefinite constraint $\tilde{W} \succeq 0$ needs to be kept. We refer to this relaxation as SDP hereafter.

SDP enlarges the feasible set of OPF to a smaller convex superset than that of SOCP, and is therefore more likely to be exact [17]. However, we propose SOCP over SDP for DC networks for the following two reasons:
a) SOCP is much more efficient to compute than SDP;
b) SOCP is exact under existing conditions that guarantee the exactness of SDP.

To demonstrate (a), note that SDP introduces an $(n+1) \times(n+1)$ matrix $\tilde{W}$ and therefore the number of variables in SDP is $O\left(n^{2}\right)$. For a given set $A$, let

$$
|A| \quad \Longleftrightarrow \quad \text { number of elements in } A .
$$

SOCP introduces $|\mathcal{E}| 2 \times 2$ matrices and therefore the number of variables in SOCP is $O(|\mathcal{E}|)$. Power networks are usually sparse, i.e., $|\mathcal{E}| \ll n^{2}$. Hence, SOCP has fewer optimization variables than SDP and is therefore more efficient.

To demonstrate (b), we review existing conditions that guarantee the exactness of SDP/SOCP. The conditions are summarized in Propositions 7.2 and 7.3 , and follow directly from a more general result in [64, Theorem 3.1].

Proposition 7.2 ( [66]). If there exists $\bar{p}_{i}$ such that $\mathcal{P}_{i}=\left(-\infty, \bar{p}_{i}\right]$ for $i \in \mathcal{N}^{+}$, and $f_{i}$ is strictly increasing for $i \in \mathcal{N}$, then $S D P$ is exact.

Proposition 7.3 ( [67]). If there exists $\bar{p}_{i}$ such that $\mathcal{P}_{i}=\left(-\infty, \bar{p}_{i}\right]$ for $i \in \mathcal{N}^{+}$, and $f_{i}$ is strictly increasing for $i \in \mathcal{N}$, then $S O C P$ is exact.

The conditions in Propositions 7.2 and 7.3 are the same, which completes the demonstration of (b).

### 7.4 Sufficient Conditions for Exact Relaxation

Two sufficient conditions that guarantee the exactness of SOCP are provided in this section. One condition (Theorem 7.4) requires nonbinding voltage upper bounds, and the other condition (Theorem 7.5) requires uniform voltage upper bound.

Theorem 7.4. SOCP is exact provided that

- $\bar{V}_{i}=\infty$ for $i \in \mathcal{N}^{+}$;
- $f_{0}$ is strictly increasing.

Theorem 7.4 is proved in Appendix 7.B. Note that voltage upper bounds do not bind if there are no distributed generators like photovoltaic panels.

Theorem 7.4 still holds if (7.6b) is generalized to

$$
\begin{equation*}
\left(p_{1}, \ldots, p_{n}\right) \in \mathcal{P} \tag{7.6b’}
\end{equation*}
$$

where $\mathcal{P}$ can be arbitrary, since the proof of Theorem 7.4 does not require any structure on $\mathcal{P}$.
Theorem 7.5. SOCP is exact provided that

- $0<V_{0}^{\mathrm{ref}} \leq \bar{V}_{1}=\cdots=\bar{V}_{n}$;
- there exists $\underline{p}_{i}, \bar{p}_{i}$ such that $\underline{p}_{i}<0$ and $\mathcal{P}_{i}=\left[\underline{p}_{i}, \bar{p}_{i}\right]$ for $i \in \mathcal{N}^{+}$;
- $f_{i}$ is strictly increasing for $i \in \mathcal{N}$.

Theorem 7.5 implies that if voltage upper bounds are uniform and (7.6b) is a collection of box constraints with negative lower bounds, then SOCP is exact. It is proved in Appendix 7.C. Voltage upper bounds are usually uniform for distribution networks. If SOCP is convex with a closed feasible set, then there exists $\underline{p}_{i}, \bar{p}_{i} \in \mathbb{R} \cup\{ \pm \infty\}$ such that $\mathcal{P}_{i}=\left[\underline{p}_{i}, \bar{p}_{i}\right]$ for $i \in \mathcal{N}^{+}$. Further, $\underline{p}_{i} \leq 0$ if generators can be turned off.

Theorem 7.6. If SOCP is convex and exact, then it has at most one optimal solution.

Theorem 7.6 implies that if $f_{i}$ and $\mathcal{P}_{i}$ are convex, and SOCP is exact, then SOCP has at most one optimal solution. It is proved in Appendix 7.D, and still holds if (7.6b) is generalized to (7.6b') with $\mathcal{P}$ being convex.

### 7.5 A Modified OPF Problem

A modified OPF problem that always has an exact SOCP relaxation is proposed in this section.
The modified OPF problem is motivated by Theorem 7.4. The idea is to impose additional constraints on $\left(p_{1}, \ldots, p_{n}\right)$ such that $v_{i} \leq \bar{V}_{i}^{2}$ in (7.6d) do not bind and therefore $\bar{V}$ is effectively $\infty$. More specifically, an affine function $\hat{v}_{i}\left(p_{1}, \ldots, p_{n}\right)$ that upper bounds $v_{i}$ is derived. An additional constraint

$$
\begin{equation*}
\hat{v}_{i}\left(p_{1}, \ldots, p_{n}\right) \leq \bar{V}_{i}^{2}, \quad i \in \mathcal{N}^{+} \tag{7.7}
\end{equation*}
$$

is imposed on OPF' such that $v_{i} \leq \bar{V}_{i}^{2}$ does not bind.

### 7.5.1 Derive $\hat{v}_{i}\left(p_{1}, \ldots, p_{n}\right)$

First derive the affine functions $\hat{v}_{i}\left(p_{1}, \ldots, p_{n}\right)$. Let

$$
\begin{equation*}
P_{i j}:=\left(v_{i}-W_{i j}\right) y_{i j}, \quad i \sim j \tag{7.8}
\end{equation*}
$$

denote the sending-end power flow from bus $i$ to bus $j$, and

$$
\begin{equation*}
\ell_{i j}:=\left|I_{i j}\right|^{2}, \quad i \rightarrow j \tag{7.9}
\end{equation*}
$$

denote the magnitude square of the current on $i \sim j$, then

$$
\begin{align*}
p_{i}=\sum_{j: j \sim i} P_{i j}, & i \in \mathcal{N}^{+} ;  \tag{7.10a}\\
P_{i j}+P_{j i}=z_{i j} \ell_{i j}, & i \rightarrow j ;  \tag{7.10b}\\
v_{i}-v_{j}=z_{i j}\left(P_{i j}-P_{j i}\right), & i \rightarrow j . \tag{7.10c}
\end{align*}
$$

Given the swing bus voltage $v_{0}$, branch bus power injection $\left(p_{1}, \ldots, p_{n}\right)$, and line current $\ell$, then (7.10) is a collection of $n+2|\mathcal{E}|$ linear equations on $n+2|\mathcal{E}|$ variables $v_{1}, \ldots, v_{n}$ and $P_{i j}$ for $i \sim j$.

Lemma 7.7. Given $v_{0}$, $p_{i}$ for $i \in \mathcal{N}^{+}$, and $\ell_{i j}$ for $i \rightarrow j$. There exists a unique ( $\left[P_{i j}\right]_{i \sim j},\left[v_{i}\right]_{i \in \mathcal{N}^{+}}$) that satisfies (7.10a)-(7.10c).

Lemma 7.7 implies that $P_{i j}$ and $v_{i}$ are linear functions in $\left(v_{0},\left[p_{i}\right]_{i \in \mathcal{N}^{+}},\left[\ell_{i j}\right]_{i \rightarrow j}\right)$. It is proved in Appendix 7.E.

Definition 7.2. Given $v_{0}$, denote the unique solution $\left(\left[P_{i j}\right]_{i \sim j},\left[v_{i}\right]_{i \in \mathcal{N}^{+}}\right)$to (7.10a)-(7.10c) as a
function of $\left(\left[p_{i}\right]_{i \in \mathcal{N}^{+}},\left[\ell_{i j}\right]_{i \rightarrow j}\right)$ by

$$
\begin{aligned}
\hat{P}_{i j}\left(\left[p_{i}\right]_{i \in \mathcal{N}^{+}},\left[\ell_{i j}\right]_{i \rightarrow j}\right), & i \sim j ; \\
\hat{v}_{i}\left(\left[p_{i}\right]_{i \in \mathcal{N}^{+}},\left[\ell_{i j}\right]_{i \rightarrow j}\right), & i \in \mathcal{N}^{+} .
\end{aligned}
$$

Two examples, one for a two-bus network (in Fig. 7.1(a)) and one for a three-bus network (in Fig. 7.1(b)), are used to illustrate $\hat{P}_{i j}$ and $\hat{v}_{i}$.


Figure 7.1: Two example networks.

Example 7.1. For the two-bus network in Fig. 7.1(a), (7.10) is

$$
\begin{aligned}
& p_{1}=P_{10}, P_{01}+P_{10}=z_{01} \ell_{01}, \\
& v_{0}-v_{1}=z_{01}\left(P_{01}-P_{10}\right) .
\end{aligned}
$$

Given $v_{0}$, the affine functions $\hat{P}_{01}, \hat{P}_{10}, \hat{v}_{1}$ are

$$
\begin{aligned}
\hat{P}_{10}\left(p_{1}, \ell_{01}\right) & =p_{1}, \\
\hat{P}_{01}\left(p_{1}, \ell_{01}\right) & =z_{01} \ell_{01}-P_{10}, \\
\hat{v}_{1}\left(p_{1}, \ell_{01}\right) & =v_{0}+2 z_{01} p_{1}-z_{01}^{2} \ell_{01} .
\end{aligned}
$$

Example 7.2. For the three-bus network in Fig. 7.1(b), (7.10) is

$$
\begin{aligned}
& p_{1}=P_{10}+P_{12}, p_{2}=P_{20}+P_{21}, \\
& P_{01}+P_{10}=z_{01} \ell_{01}, v_{0}-v_{1}=z_{01}\left(P_{01}-P_{10}\right), \\
& P_{02}+P_{20}=z_{02} \ell_{02}, v_{0}-v_{2}=z_{02}\left(P_{02}-P_{20}\right), \\
& P_{12}+P_{21}=z_{12} \ell_{12}, v_{1}-v_{2}=z_{12}\left(P_{12}-P_{21}\right) .
\end{aligned}
$$

Assume $z_{01}=z_{02}=z_{12}=0.01$ for brevity. Given $v_{0}$, abbreviate $\left(p_{1}, p_{2}\right)$ by $p$ and $\left(\ell_{01}, \ell_{02}, \ell_{12}\right)$ by
$\ell$, then the affine functions $\hat{P}_{01}, \hat{P}_{10}, \hat{P}_{02}, \hat{P}_{20}, \hat{P}_{12}, \hat{P}_{21}, \hat{v}_{1}, \hat{v}_{2}$ are

$$
\begin{aligned}
& \hat{P}_{01}(p, \ell)=-\frac{2}{3} p_{1}-\frac{1}{3} p_{2}+\frac{5}{600} \ell_{01}+\frac{1}{600} \ell_{02}+\frac{1}{200} \ell_{12}, \\
& \hat{P}_{10}(p, \ell)=\frac{2}{3} p_{1}+\frac{1}{3} p_{2}+\frac{1}{600} \ell_{01}-\frac{1}{600} \ell_{02}-\frac{1}{200} \ell_{12}, \\
& \hat{P}_{02}(p, \ell)=-\frac{1}{3} p_{1}-\frac{2}{3} p_{2}+\frac{1}{600} \ell_{01}+\frac{5}{600} \ell_{02}+\frac{1}{200} \ell_{12}, \\
& \hat{P}_{20}(p, \ell)=\frac{1}{3} p_{1}+\frac{2}{3} p_{2}-\frac{1}{600} \ell_{01}+\frac{1}{600} \ell_{02}-\frac{1}{200} \ell_{12}, \\
& \hat{P}_{12}(p, \ell)=\frac{1}{3} p_{1}-\frac{1}{3} p_{2}-\frac{1}{600} \ell_{01}+\frac{1}{600} \ell_{02}+\frac{1}{200} \ell_{12}, \\
& \hat{P}_{21}(p, \ell)=-\frac{1}{3} p_{1}+\frac{1}{3} p_{2}+\frac{1}{600} \ell_{01}-\frac{1}{600} \ell_{02}+\frac{1}{200} \ell_{12}, \\
& \hat{v}_{1}(p, \ell)=v_{0}+\frac{1}{75} p_{1}+\frac{1}{150} p_{2}-\frac{1}{15000} \ell_{01}-\frac{1}{30000} \ell_{02}-\frac{1}{10000} \ell_{12}, \\
& \hat{v}_{2}(p, \ell)=v_{0}+\frac{1}{150} p_{1}+\frac{1}{75} p_{2}-\frac{1}{30000} \ell_{01}-\frac{1}{15000} \ell_{02}-\frac{1}{10000} \ell_{12} .
\end{aligned}
$$

The following lemma shows that $\hat{v}$ is decreasing in $\ell$. Let the operator $\geq$ denote componentwise.
Lemma 7.8. If $\ell \geq \ell^{\prime}$, then $\hat{v}_{i}(p, \ell) \leq \hat{v}_{i}\left(p, \ell^{\prime}\right)$ for $i \in \mathcal{N}^{+}$.
Lemma 7.8 implies that $\hat{v}_{i}(p, \ell)$ is decreasing in $\ell$. The lemma is proved in Appendix 7.F. In Examples 7.1 and 7.2, it can be seen that the coefficients of $\ell$ in $\hat{v}$ are negative.

Since current magnitude square $\ell \geq 0$, one obtains

$$
\hat{v}_{i}(p, \ell) \leq \hat{v}_{i}(p, 0), \quad i \in \mathcal{N}^{+}
$$

The left hand side is the real voltage $v_{i}$, and the right hand side is the affine function in $p$ that we aim for.

Definition 7.3. Define affine functions $\hat{v}_{i}\left(\left[p_{i}\right]_{i \in \mathcal{N}^{+}}\right)$as

$$
\hat{v}_{i}\left(\left[p_{i}\right]_{i \in \mathcal{N}^{+}}\right)=\left.\hat{v}_{i}\left(\left[p_{i}\right]_{i \in \mathcal{N}^{+}},\left[\ell_{i j}\right]_{i \rightarrow j}\right)\right|_{\ell=0}, \quad i \in \mathcal{N}^{+}
$$

In Example 7.1,

$$
\hat{v}_{1}\left(p_{1}\right)=v_{0}+2 z_{01} p_{1}
$$

In Example 7.2,

$$
\begin{aligned}
& \hat{v}_{1}\left(p_{1}, p_{2}\right)=v_{0}+\frac{1}{75} p_{1}+\frac{1}{150} p_{2} \\
& \hat{v}_{2}\left(p_{1}, p_{2}\right)=v_{0}+\frac{1}{150} p_{1}+\frac{1}{75} p_{2}
\end{aligned}
$$

As having been discussed, $\hat{v}_{i}(p)$ upper bounds $v_{i}$.
Corollary 7.9. Let $(p, v, W)$ be feasible for $S O C P$, then $v_{i} \leq \hat{v}_{i}(p)$ for $i \in \mathcal{N}^{+}$.
The corollary is proved in Appendix 7.G.

### 7.5.2 Impose Additional Constraint

If additional constraint (7.7) is imposed on SOCP, then it follows from Corollary 7.9 that the constraints $v_{i} \leq \bar{V}_{i}^{2}$ in (7.6d) do not bind, and therefore $\bar{V}_{i}$ is effectively $\infty$. To summarize, the modified OPF problem is

$$
\begin{align*}
\text { OPF'- } \mathbf{m}: \min & \sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \\
\text { over } & p, v, W \\
\text { s.t. } & (7.6 \mathrm{a})-(7.6 \mathrm{c}) \\
& \underline{V}_{i}^{2} \leq v_{i}, \hat{v}_{i}(p) \leq \bar{V}_{i}^{2}, \quad i \in \mathcal{N}^{+} ;  \tag{7.11}\\
& (7.6 \mathrm{e})-(7.6 \mathrm{~g})
\end{align*}
$$

Removing rank constraint (7.6g) gives the following relaxation

$$
\begin{aligned}
& \text { SOCP-m: } \min \\
& \sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \\
& \text { over } p, v, W \\
& \text { s.t. }(7.6 \mathrm{a})-(7.6 \mathrm{c}),(7.11),(7.6 \mathrm{e})-(7.6 \mathrm{f})
\end{aligned}
$$

Note that SOCP-m may not be convex since $f_{i}$ (in the objective) and $\mathcal{P}_{i}$ (in ( 7.6 b ) may not be convex. Nonetheless, we call it second-order cone programming for convenience.

Recall that Theorem 7.4 holds for the more general power injection constraint ( 7.6 b '), and note that (7.7) is a special case of $(7.6 \mathrm{~b})$. It follows that SOCP-m is always exact.

Theorem 7.10. $S O C P-m$ is exact if $f_{0}$ is strictly increasing.

Theorem 7.10 still holds if (7.6b) is generalized to (7.6b') with $\mathcal{P}$ being arbitrary.

### 7.6 Extensions

### 7.6.1 Improve Numerical Stability

SOCP is ill-conditioned since (7.6a) requires subtractions of numerically close $v_{i}$ and $W_{i j}$. One can avoid such subtractions by adopting alternative variables to improve the numerical stability of

SOCP. In particular, adopt variables $p, v, P, \ell$ as in the following convex relaxation:

$$
\begin{array}{ll}
\text { stable-SOCP: } \min & \sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right) \\
\text { over } & p_{i} \in \mathbb{R}, v_{i} \in \mathbb{R} \text { for } i \in \mathcal{N} ; \\
& P_{i j} \in \mathbb{R} \text { for } i \sim j, \quad \ell_{i j} \in \mathbb{R} \text { for } i \rightarrow j ; \\
\text { s.t. } & p_{i}=\sum_{j: j \sim i} P_{i j}, \quad i \in \mathcal{N} ; \\
& p_{i} \in \mathcal{P}_{i}, \quad i \in \mathcal{N}^{+} ; \\
& v_{0}=\left[V_{0}^{\text {ref }}\right]^{2} ; \\
& \underline{V}_{i}^{2} \leq v_{i} \leq \bar{V}_{i}^{2}, \quad i \in \mathcal{N}^{+} ; \\
& P_{i j}+P_{j i}=z_{i j} \ell_{i j}, \quad i \rightarrow j ; \\
& v_{i}-v_{j}=z_{i j}\left(P_{i j}-P_{j i}\right), \quad i \rightarrow j ; \\
& \ell_{i j} \geq \frac{P_{i j}^{2}}{v_{i}}, \quad i \rightarrow j .
\end{array}
$$

Theorem 7.11. SOCP and stable-SOCP are equivalent, i.e., there exists a one-to-one map between the feasible set of SOCP and the feasible set of stable-SOCP.

Let $\mathcal{F}_{\text {SOCP }}$ and $\mathcal{F}_{\text {stable-SOCP }}$ denote the feasible sets of SOCP and stable-SOCP, respectively. Then the map

$$
f:(p, v, W) \mapsto(p, v, P, \ell)
$$

given by

$$
\begin{aligned}
P_{i j}=\left(v_{i}-W_{i j}\right) y_{i j}, & i \rightarrow j ; \\
\ell_{i j}=y_{i j}^{2}\left(v_{i}-W_{i j}-W_{j i}+v_{j}\right), & i \rightarrow j
\end{aligned}
$$

can be verified to be one-to-one from $\mathcal{F}_{\text {SOCP }}$ to $\mathcal{F}_{\text {stable-SOCP }}$.

### 7.6.2 Include Line Constraints

Noting that line constraints are not considered in the main text, we discuss how to include line constraints in this section.

Line constraints impose that line currents should not exceed certain thresholds, i.e., there exists $\bar{I}_{i j}$ for $i \rightarrow j$ such that

$$
\left|I_{i j}\right| \leq \bar{I}_{i j} .
$$

It can be considered by adding constraints

$$
y_{i j}^{2}\left(v_{i}-W_{i j}-W_{j i}+v_{j}\right) \leq \bar{I}_{i j}^{2}, \quad i \rightarrow j
$$

to SOCP/SOCP-m, or adding constraints

$$
\ell_{i j} \leq \bar{I}_{i j}^{2}, \quad i \rightarrow j
$$

to stable-SOCP. But Theorems 7.4, 7.5, and 7.10 do not apply after adding these constraints.
One way to maintain some of the theoretical guarantees is to impose the line constraints in terms of power flows instead. In particular, $\left|I_{i j}\right| \leq \bar{I}_{i j}$ is equivalent to $\left|P_{i j}\right| \leq V_{i} \bar{I}_{i j}$. Assuming that $V_{i}$ is close to its nominal value, $\left|P_{i j}\right| \leq V_{i} \bar{I}_{i j}$ can be approximated by $\left|P_{i j}\right| \leq \bar{P}_{i j}$ for some $\bar{P}_{i j} \in \mathbb{R}$. Since $\hat{P}_{i j}(p)$ provides an approximation of $P_{i j},\left|P_{i j}\right| \leq \bar{P}_{i j}$ can be further approximated by $\left|\hat{P}_{i j}(p)\right| \leq \bar{P}_{i j}$.

Hence, one can impose

$$
\begin{equation*}
\left|\hat{P}_{i j}(p)\right| \leq \bar{P}_{i j}, \quad i \rightarrow j \tag{7.12}
\end{equation*}
$$

as an approximation of the line constraints to SOCP/SOCP-m/stable-SOCP. Since (7.12) is a constraint on $p$, Theorem 7.4 and 7.10 still hold after imposing the approximated line constraints (7.12).

### 7.7 Case Study

We empirically evaluate the exactness and computational efficiency of SOCP in this section. All simulations are done on a laptop with Intel Core 2 Duo CPU at $2.66 \mathrm{GHz}, 4 \mathrm{G}$ RAM, and Mac OS X 10.7.5.

More specifically, we check whether SOCP is exact, and compare its computation time with that of the SDP relaxation proposed in [10], for several test networks. SOCP and SDP are solved via CVX [49], and the test networks are modified from the matlab toolbox matpower by ignoring line reactances and reactive power flows. The results are summarized in Table 7.1.

Table 7.1: Exactness and computational efficiency of SOCP.

| network | SDP time | SOCP time | ratio |
| :---: | :---: | :---: | :---: |
| case6ww | 1.1 s | 1.1 s | $3.4 \mathrm{e}-13$ |
| case9 | 1.2 s | 1.4 s | $9.6 \mathrm{e}-10$ |
| case14 | 1.7 s | 1.3 s | $1.3 \mathrm{e}-9$ |
| case_ieee30 | 1.4 s | 1.1 s | $2.1 \mathrm{e}-8$ |
| case39 | 1.4 s | 1.2 s | $7.9 \mathrm{e}-12$ |

The first column of Table 7.1 lists where the network data comes from. In particular, it provides the names of the ".m" files where the network data is stored (these files can be found in the folder
of the matlab toolbox matpower). For example, the data for a 6-bus network is stored in file "case6ww.m", and the data for a 9-bus network is stored in file "case9.m".

For each network, the following numbers are presented:

1. SDP time: the computation time of SDP.
2. SOCP time: the computation time of SOCP.
3. ratio: used to quantify the exactness of SOCP.

The "ratio" column quantifies how numerically exact SOCP is. At a numerical SOCP solution $(p, v, W)$, which can be slightly different from the real SOCP solution $\left(p^{*}, v^{*}, W^{*}\right)$, a $2 \times 2$ matrix

$$
W\{i, j\}=\left[\begin{array}{cc}
v_{i} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]
$$

can be obtained for each line $i \rightarrow j$. Let $\lambda_{i j}^{1}, \lambda_{i j}^{2}$ denote its two eigenvalues and assume $\left|\lambda_{i j}^{1}\right| \geq$ $\left|\lambda_{i j}^{2}\right| \geq 0$.

Assume SOCP is exact, i.e., $\operatorname{rank}\left(W^{*}\{i, j\}\right)=1$ for $i \rightarrow j$. If there are infinite digits of precision, i.e., $(p, v, W)=\left(p^{*}, v^{*}, W^{*}\right)$, then $\operatorname{rank}(W\{i, j\})=\operatorname{rank}\left(W^{*}\{i, j\}\right)=1$ and therefore $\lambda_{i j}^{2}=0$ for $i \rightarrow j$. It follows that the ratio $\left|\lambda_{i j}^{2}\right| /\left|\lambda_{i j}^{1}\right|=0$.

Due to finite digits of precision, the ratio $\left|\lambda_{i j}^{2}\right| /\left|\lambda_{i j}^{1}\right|$ is not exactly 0 . The smaller ratio, the closer is $W\{i, j\}$ to rank one. And the column "ratio" lists upper bounds on the ratios $\left|\lambda_{i j}^{2}\right| /\left|\lambda_{i j}^{1}\right|$ over all $i \rightarrow j$. For example, for the 6 -bus network specified in case 6 ww .m, the ratios $\left|\lambda_{i j}^{2}\right| /\left|\lambda_{i j}^{1}\right|$ are upper bounded by $3.4 \mathrm{e}-13$.

It can be seen from the "ratio" column that SOCP is exact for all test networks. Furthermore, it can be seen from the "SDP time" and "SOCP time" columns that SOCP is more computationally efficient than SDP.

### 7.8 Conclusion

We have proposed an SOCP relaxation of the OPF problem for DC networks that is more computationally efficient than the standard SDP relaxation. We have proved that the SOCP relaxation is exact if either (1) voltage upper bounds do not bind, or (2) voltage upper bounds are uniform and power injections have box constraints with negative lower bounds. We have also proved that the SOCP relaxation has at most one optimal solution if it is convex and exact.

We have proposed a modified OPF problem that always has an exact SOCP relaxation. The modified OPF problem is motivated by (1) and obtained by imposing additional constraints on power injections such that voltage upper bounds do not bind.

We have discussed how to improve the numerical stability of SOCP-by adopting alternative variables to avoid ill-conditioned numerical operations. We have also discussed how to include line constraints: after adding some approximate line constraints, some of the theoretical guarantees remain unchanged.

## Appendix

## 7.A Proof of Lemma 7.1

Existence Let $V_{i}=\sqrt{v_{i}}$ for $i \in \mathcal{N}$. It suffices to show that $V$ satisfies $V_{0}=\sqrt{v_{0}}$ and (7.5).
It is straightforward to check that $V$ satisfies $V_{0}=\sqrt{v_{0}}$ and (7.5a). The matrices

$$
\left[\begin{array}{cc}
v_{i} & W_{i j} \\
W_{j i} & v_{j}
\end{array}\right]
$$

are not full rank, and therefore

$$
v_{i} v_{j}-W_{i j} W_{j i}=0, \quad i \rightarrow j
$$

Since $W_{i j} \geq 0$, one has

$$
\begin{aligned}
W_{i j} & =\sqrt{W_{i j}^{2}}=\sqrt{W_{i j} W_{j i}} \\
& =\sqrt{v_{i} v_{j}}=V_{i} V_{j}
\end{aligned}
$$

for $i \sim j$, i.e., $V$ satisfies (7.5b). This completes the proof of existence.

Uniqueness Let $\tilde{V}$ denote an arbitrary solution to $\tilde{V}_{0}=\sqrt{v}_{0}$ and (7.5). It suffices to show that $\tilde{V}_{i}=\sqrt{v_{i}}$ for $i \in \mathcal{N}$.

Assume $\tilde{V}_{i} \neq \sqrt{v_{i}}$ for some $i \in \mathcal{N}$, then it follows from (7.5a) that $\tilde{V}_{i}=-\sqrt{v_{i}}<0$. For any $j$ such that $i \sim j$, one has $0 \leq W_{i j}=\tilde{V}_{i} \tilde{V}_{j}$ and therefore $\tilde{V}_{j} \leq 0$. It follows that $\tilde{V}_{j}<0$ since $\tilde{V}_{j}^{2}=v_{j} \neq 0$. Such propagation (when $\tilde{V}_{i}<0$, one has $\tilde{V}_{j}<0$ for all neighboring $j$ ) can continue and eventually one has $\tilde{V}_{0}<0$ since the network is connected. This contradicts with the assumption that $\tilde{V}_{0}=\sqrt{v_{0}} \geq 0$. Hence, $\tilde{V}_{i}=\sqrt{v_{i}}$ for $i \in \mathcal{N}$, which completes the proof of uniqueness.

## 7.B Proof of Theorem 7.4

Assume the conditions in Theorem 7.4 hold. We will show that for any SOCP feasible point $(p, v, W)$ that violates $(7.6 \mathrm{~g})$, there exists another SOCP feasible point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ that has a smaller objective
value than $(p, v, W)$. Hence, every SOCP solution must satisfy (7.6g), i.e., SOCP is exact.
Construction of $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is based on Lemmas 7.12 and 7.13.
Lemma 7.12. Let $(p, v, W)$ be feasible for $S O C P$ and violate ( 7.6 g ) on some $i \rightarrow j$ where $i, j \neq 0$. Then there exists $\left(p, v^{\prime}, W^{\prime}\right)$ that

- satisfies (7.6a), (7.6e), (7.6f);
- satisfies

$$
v_{k}^{\prime} \begin{cases}=v_{k} & k \neq i, j \\ >v_{k} & k=i, j\end{cases}
$$

- violates $(7.6 \mathrm{~g})$ for all $k \rightarrow l$ such that $\{k, l\} \cap\{i, j\} \neq \emptyset$.

Furthermore, if $\bar{V}_{k}=\infty$ for $k \in \mathcal{N}^{+}$, then $\left(p, v^{\prime}, W^{\prime}\right)$ is feasible for SOCP.
Lemma 7.12 implies that violation of $(7.6 \mathrm{~g})$ propagates to neighboring lines: if there exists an SOCP solution $(p, v, W)$ that violates $(7.6 \mathrm{~g})$ on some line $i \rightarrow j$, then there exists an SOCP solution $\left(p, v^{\prime}, W^{\prime}\right)$ that violates $(7.6 \mathrm{~g})$ on all neighboring lines of $i \rightarrow j$.

Proof. Let $(p, v, W)$ be feasible for SOCP and violate ( 7.6 g ) on $i \rightarrow j$ where $i, j \neq 0$. Since $(p, v, W)$ satisfies (7.6f), one has $0 \leq W_{i j} \leq \sqrt{v_{i} v_{j}}$. Since $(p, v, W)$ violates $(7.6 \mathrm{~g})$ on $i \rightarrow j$, one has $W_{i j} \neq \sqrt{v_{i} v_{j}}$. Hence,

$$
W_{i j}<\sqrt{v_{i} v_{j}}
$$

Pick $\epsilon \in\left(0, \sqrt{v_{i} v_{j}}-W_{i j}\right)$, construct $v^{\prime}$ as

$$
v_{k}^{\prime}= \begin{cases}v_{k}+\frac{y_{i j}}{\sum_{l: l \sim k} y_{k l}} \epsilon & k=i, j  \tag{7.13}\\ v_{k} & \text { otherwise }\end{cases}
$$

and construct $W^{\prime}$ as

$$
W_{k l}^{\prime}= \begin{cases}W_{k l}+\epsilon & \text { if }\{k, l\}=\{i, j\} \\ W_{k l} & \text { otherwise }\end{cases}
$$

We will show that $\left(p, v^{\prime}, W^{\prime}\right)$ is as required in Lemma 7.12.
It follows immediately from (7.13) that $v_{k}^{\prime}=v_{k}$ if $k \neq i, j$ and $v_{k}^{\prime}>v_{k}$ if $k=i, j$. The point ( $p, v^{\prime}, W^{\prime}$ ) satisfies (7.6a) because

$$
\sum_{l: k \sim l}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: k \sim l}\left(v_{k}-W_{k l}\right) y_{k l}+\sum_{l: k \sim l} \frac{y_{i j}}{\sum_{l: l \sim k} y_{k l}} \epsilon y_{k l}-\epsilon y_{i j}=\sum_{l: k \sim l}\left(v_{k}-W_{k l}\right) y_{k l}=p_{k}
$$

for $k=i, j$, and

$$
\sum_{l: k \sim l}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: k \sim l}\left(v_{k}-W_{k l}\right) y_{k l}=p_{k}
$$

for $k \neq i, j$. The point $\left(p, v^{\prime}, W^{\prime}\right)$ satisfies (7.6e) because

$$
W_{k l}^{\prime}-W_{l k}^{\prime}=W_{k l}-W_{l k}=0
$$

for $k \rightarrow l$. The point $\left(p, v^{\prime}, W^{\prime}\right)$ satisfies (7.6f) because

$$
W_{k l}^{\prime}=W_{k l} \in\left[0, \sqrt{v_{k} v_{l}}\right] \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}^{\prime}}\right]
$$

for $\{k, l\} \neq\{i, j\}$, and

$$
W_{k l}^{\prime}=W_{k l}+\epsilon \in\left[\epsilon, \sqrt{v_{k} v_{l}}\right) \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}^{\prime}}\right]
$$

for $\{k, l\}=\{i, j\}$. It follows that $\left|W_{k l}^{\prime}\right| \leq \sqrt{v_{k} v_{l}}$ for $k \rightarrow l$. In particular, for $k \rightarrow l$ such that $\{k, l\} \cap\{i, j\} \neq \emptyset$,

$$
\left|W_{k l}^{\prime}\right| \leq \sqrt{v_{k} v_{l}}<\sqrt{v_{k}^{\prime} v_{l}^{\prime}}
$$

We have shown that $\left(p, v^{\prime}, W^{\prime}\right)$ is as required in Lemma 7.12. When $\bar{V}_{k}=\infty$ for $k \in \mathcal{N}^{+}$, it is straightforward that $\left(p, v^{\prime}, W^{\prime}\right)$ is feasible for SOCP. This completes the proof of Lemma 7.12.

Lemma 7.13. Let $(p, v, W)$ be feasible for $S O C P$ and violate ( 7.6 g ) on some $0 \rightarrow i$. Then there exists $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ that

- satisfies (7.6a), (7.6e), (7.6f);
- satisfies

$$
v_{k}^{\prime} \begin{cases}>v_{k} & k=i \\ =v_{k} & k \neq i\end{cases}
$$

- satisfies $p_{0}^{\prime}<p_{0}$ and $p_{i}^{\prime}=p_{i}$ for $i \in \mathcal{N}^{+}$.

Furthermore, if $\bar{V}_{k}=\infty$ for $k \in \mathcal{N}^{+}$, then $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is feasible for SOCP; if $f_{0}$ is strictly increasing, then $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ has a smaller objective value than $(p, v, W)$.

Lemma 7.13 implies that every $S O C P$ solution satisfies $(7.6 \mathrm{~g})$ on all neighboring lines of the swing bus: for any SOCP feasible point $(p, v, W)$ that violates $(7.6 \mathrm{~g})$ on some neighboring line $0 \rightarrow i$ of the swing bus 0 , there exists an SOCP feasible point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ with a smaller objective value and therefore $(p, v, W)$ cannot be optimal.

Proof. Let $(p, v, W)$ be feasible for SOCP and violate $(7.6 \mathrm{~g})$ on some $0 \rightarrow i$. Since $(p, v, W)$ satisfies (7.6f), one has $0 \leq W_{0 i} \leq \sqrt{v_{0} v_{i}}$. Since $(p, v, W)$ violates $(7.6 \mathrm{~g})$ on $0 \rightarrow i$, one has $W_{0 i} \neq \sqrt{v_{0} v_{i}}$. Hence,

$$
W_{0 i}<\sqrt{v_{0} v_{i}}
$$

Pick $\epsilon \in\left(0, \sqrt{v_{0} v_{i}}-W_{0 i}\right)$, construct $v^{\prime}$ as

$$
v_{k}^{\prime}= \begin{cases}v_{k}+\frac{y_{0 i}}{\sum_{h: h \sim k} y_{k h}} \epsilon & k=i  \tag{7.14}\\ v_{k} & \text { otherwise }\end{cases}
$$

construct $W^{\prime}$ as

$$
W_{k l}^{\prime}= \begin{cases}W_{k l}+\epsilon & \text { if }\{k, l\}=\{0, i\} \\ W_{k l} & \text { otherwise }\end{cases}
$$

and construct $p^{\prime}$ as

$$
p_{k}^{\prime}=\sum_{l: l \sim k}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}, \quad k \in \mathcal{N} .
$$

We will show that $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is as required in Lemma 7.13.
It follows immediately from (7.14) that $v_{k}^{\prime}=v_{k}$ if $k \neq i$ and $v_{k}^{\prime}>v_{k}$ if $k=i$. The point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ satisfies (7.6a) according to the construction of $p^{\prime}$. The point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ satisfies (7.6e) because

$$
W_{k l}^{\prime}-W_{l k}^{\prime}=W_{k l}-W_{l k}=0
$$

for $k \rightarrow l$. The point $\left(p, v^{\prime}, W^{\prime}\right)$ satisfies (7.6f) because

$$
W_{k l}^{\prime}=W_{k l} \in\left[0, \sqrt{v_{k} v_{l}}\right] \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}^{\prime}}\right]
$$

for $\{k, l\} \neq\{0, i\}$, and

$$
W_{k l}^{\prime}=W_{k l}+\epsilon \in\left[\epsilon, \sqrt{v_{k} v_{l}}\right) \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}^{\prime}}\right]
$$

for $\{k, l\}=\{0, i\}$. One can prove that $p_{i}^{\prime}=p_{i}$ for $i \in \mathcal{N}^{+}$as in Lemma 7.12, and

$$
p_{0}^{\prime}=\sum_{k: k \sim 0}\left(v_{0}^{\prime}-W_{0 k}^{\prime}\right) y_{0 k}=\sum_{k: k \sim 0}\left(v_{0}-W_{0 k}\right) y_{0 k}-y_{0 i} \epsilon<p_{0}
$$

We have shown that $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is as required in Lemma 7.13. When $\bar{V}_{k}=\infty$ for $k \in \mathcal{N}^{+}$, it is straightforward that $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is feasible for SOCP. When $f_{0}$ is strictly increasing, it is straightforward that $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ has a smaller objective value than $(p, v, W)$. This completes the proof of Lemma 7.13.

Combining Lemmas 7.12 and 7.13 gives the proof of Theorem 7.4. Assume there exists an SOCP solution $(p, v, W)$ that violates $(7.6 \mathrm{~g})$. By repeating the construction described in Lemma 7.12, one can find an SOCP solution $\left(p, v^{\prime}, W^{\prime}\right)$ that violates $(7.6 \mathrm{~g})$ on some neighboring line $0 \rightarrow i$ of the swing bus 0 since the network is connected. By Lemma 7.13, this contradicts the optimality of $(p, v, W)$. Hence, every SOCP solution must satisfy (7.6g), i.e., SOCP is exact. This completes the
proof of Theorem 7.4.

## 7.C Proof of Theorem 7.5

Assume the conditions in Theorem 7.5 hold. We will show that for any SOCP feasible point $(p, v, W)$ that violates $(7.6 \mathrm{~g})$, there exists another SOCP feasible point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ that has a smaller objective value than $(p, v, W)$. Hence, every SOCP solution must satisfy (7.6g), i.e., SOCP is exact.

Construction of $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is based on Lemmas 7.14-7.17.
Lemma 7.14. Assume the conditions in Theorem 7.5 hold and let $(p, v, W)$ be feasible for SOCP. If $p_{i}=\underline{p}_{i}$ for some $i \in \mathcal{N}^{+}$, then $v_{i}<\bar{V}_{i}^{2}$.

Lemma 7.14 implies that power injection lower bound $\underline{p}$ and voltage upper bounds cannot bind simultaneously: if the constraint $p_{i} \geq \underline{p}_{i}$ is binding at some bus $i \in \mathcal{N}^{+}$, then $v_{i} \leq \bar{V}_{i}^{2}$ cannot bind at bus $i$.

Proof. When $p_{i}=\underline{p}_{i}<0$, one has

$$
0>\underline{p}_{i}=p_{i}=\sum_{j: j \sim i}\left(v_{i}-W_{i j}\right) y_{i j}
$$

and therefore $\left(v_{i}-W_{i j}\right) y_{i j}<0$ for some $j \in \mathcal{N}$. It follows from $(7.6 \mathrm{~g})$ that $W_{i j} \leq \sqrt{v_{i} v_{j}}$ and therefore

$$
v_{i}<W_{i j} \leq \sqrt{v_{i} v_{j}} \quad \Rightarrow \quad v_{i}<v_{j} \leq \bar{V}_{j}^{2}=\bar{V}_{i}^{2}
$$

This completes the proof of Lemma 7.14.
Lemma 7.15. Assume the conditions in Theorem 7.5 hold and let $(p, v, W)$ be feasible for SOCP. If

- $(p, v, W)$ violates $(7.6 \mathrm{~g})$ on some $i \rightarrow j$;
- $p_{i}>\underline{p}_{i}, p_{j}>\underline{p}_{j}$ (introduce $\underline{p}_{0}=-\infty$ since $p_{0}$ is unconstrained),
then there exists $\left(p^{\prime}, v, W^{\prime}\right)$ that
- satisfies (7.6a)-(7.6f);
- satisfies

$$
p_{k}^{\prime} \begin{cases}<p_{k} & \text { if } k=i, j \\ =p_{k} & \text { otherwise }\end{cases}
$$

Lemma 7.15 implies that if an SOCP solution violates $(7.6 \mathrm{~g})$ on some $i \rightarrow j$, it must satisfy $p_{i}=\underline{p}_{i}$ or $p_{j}=\underline{p}_{j}$.

Proof. Since $(p, v, W)$ satisfies (7.6f), $0 \leq W_{i j} \leq \sqrt{v_{i} v_{j}}$. Since $(p, v, W)$ violates $(7.6 \mathrm{~g})$ on $i \rightarrow j$, $W_{i j} \neq \sqrt{v_{i} v_{j}}$. Hence, $W_{i j}<\sqrt{v_{i} v_{j}}$.

Pick an $\epsilon>0$ such that

$$
\epsilon<\min \left\{\frac{p_{i}-\underline{p}_{i}}{y_{i j}}, \frac{p_{j}-\underline{p}_{j}}{y_{i j}}, \sqrt{v_{i} v_{j}}-W_{i j}\right\}
$$

construct $W^{\prime}$ as

$$
W_{k l}^{\prime}= \begin{cases}W_{k l}+\epsilon & \text { if }\{k, l\}=\{i, j\} \\ W_{k l} & \text { otherwise }\end{cases}
$$

and construct $p^{\prime}$ as

$$
p_{k}^{\prime}=\sum_{l: l \sim k}\left(v_{k}-W_{k l}^{\prime}\right) y_{k l}, \quad k \in \mathcal{N}
$$

We will show that $\left(p^{\prime}, v, W^{\prime}\right)$ is as required in Lemma 7.15.
The point $\left(p^{\prime}, v, W^{\prime}\right)$ satisfies (7.6a) according to the construction of $p^{\prime}$. When $k \neq i, j$, one has

$$
p_{k}^{\prime}=\sum_{l: l \sim k}\left(v_{k}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: l \sim k}\left(v_{k}-W_{k l}\right) y_{k l}=p_{k}
$$

When $k=i, j$, one has

$$
p_{k}^{\prime}=\sum_{l: l \sim k}\left(v_{k}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: l \sim k}\left(v_{k}-W_{k l}\right) y_{k l}-y_{i j} \epsilon=p_{k}-y_{i j} \epsilon \in\left(\underline{p}_{k}, \bar{p}_{k}\right) .
$$

Hence, $\left(p^{\prime}, v, W^{\prime}\right)$ satisfies (7.6b) and

$$
p_{k}^{\prime} \begin{cases}<p_{k} & \text { if } k=i, j \\ =p_{k} & \text { otherwise }\end{cases}
$$

The point $\left(p^{\prime}, v, W^{\prime}\right)$ satisfies (7.6e) because

$$
W_{k l}^{\prime}-W_{l k}^{\prime}=W_{k l}-W_{l k}=0
$$

for $k \rightarrow l$. The point $\left(p^{\prime}, v, W^{\prime}\right)$ satisfies (7.6f) because

$$
W_{k l}^{\prime}=W_{k l} \in\left[0, \sqrt{v_{k} v_{l}}\right]
$$

when $\{k, l\} \neq\{i, j\}$ and

$$
W_{k l}^{\prime}=W_{k l}+\epsilon \in\left[0, \sqrt{v_{k} v_{l}}\right)
$$

when $\{k, l\}=\{i, j\}$. This completes the proof of Lemma 7.15.
Lemma 7.16. Assume the conditions in Theorem 7.5 hold and let $(p, v, W)$ be feasible for SOCP. If

- $(p, v, W)$ violates $(7.6 \mathrm{~g})$ on some $i \rightarrow j$ where $i, j \neq 0$;
- $\left(p_{i}=\underline{p}_{i} \& p_{j}>\underline{p}_{j}\right)$ or $\left(p_{i}>\underline{p}_{i} \& p_{j}=\underline{p}_{j}\right)$,
then there exists $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ that
- satisfies (7.6a)-(7.6f);
- satisfies

$$
\sum_{i \in \mathcal{N}} f_{i}\left(p_{i}^{\prime}\right)<\sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right)
$$

Lemmas 7.15 and 7.16 imply that every SOCP solution, if violating $(7.6 \mathrm{~g})$ on some $i \rightarrow j$ where $i, j \neq 0$, must satisfy $p_{i}=\underline{p}_{i}$ and $p_{j}=\underline{p}_{j}$.

Proof. We present the proof for the case where

$$
p_{i}=\underline{p}_{i} \text { and } p_{j}>\underline{p}_{j} .
$$

The proof for the case where $p_{i}>\underline{p}_{i}$ and $p_{j}=\underline{p}_{j}$ is similar and omitted for brevity. As discussed in Lemma 7.15, one has

$$
W_{i j}<\sqrt{v_{i} v_{j}}
$$

It follows from Lemma 7.14 that

$$
v_{i}<\bar{V}_{i}^{2}
$$

Pick an $\epsilon>0$ such that

$$
\epsilon<\min \left\{\frac{p_{j}-\underline{p}_{j}}{y_{i j}}, \sqrt{v_{i} v_{j}}-W_{i j}, \frac{\sum_{k: k \sim i} y_{k i}}{y_{i j}}\left(\bar{V}_{i}^{2}-v_{i}\right)\right\}
$$

then

$$
p_{j}-y_{i j} \epsilon>\underline{p}_{j}, \quad W_{i j}+\epsilon<\sqrt{v_{i} v_{j}}, \quad v_{i}+\frac{y_{i j}}{\sum_{k: k \sim i} y_{k i}} \epsilon<\bar{V}_{i}^{2}
$$

Construct $W^{\prime}$ as

$$
W_{k l}^{\prime}= \begin{cases}W_{k l}+\epsilon & \text { if }\{k, l\}=\{i, j\} \\ W_{k l} & \text { otherwise }\end{cases}
$$

construct $v^{\prime}$ as

$$
v_{k}^{\prime}= \begin{cases}v_{k}+\frac{y_{i j}}{\sum_{l: l \sim k} y_{k l}} \epsilon & \text { if } k=i \\ v_{k} & \text { otherwise }\end{cases}
$$

and construct $p^{\prime}$ as

$$
p_{k}^{\prime}=\sum_{l: l \sim k}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}, \quad k \in \mathcal{N}
$$

We will show that $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ is as required in Lemma 7.16.
The point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ satisfies (7.6a) according to the construction of $p^{\prime}$. When $k \neq i, j$, one has

$$
p_{k}^{\prime}=\sum_{l: l \sim k}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: l \sim k}\left(v_{k}-W_{k l}\right) y_{k l}=p_{k}
$$

Besides, one has

$$
\begin{aligned}
p_{i}^{\prime} & =\sum_{k: k \sim i}\left(v_{i}^{\prime}-W_{k i}^{\prime}\right) y_{k i} \\
& =\sum_{k: k \sim i}\left(v_{i}-W_{k i}\right) y_{k i}+\left(v_{i}^{\prime}-v_{i}\right) \sum_{k: k \sim i} y_{k i}-y_{i j} \epsilon \\
& =\sum_{k: k \sim i}\left(v_{i}-W_{k i}\right) y_{k i}=p_{i} \\
p_{j}^{\prime} & =\sum_{k: k \sim j}\left(v_{j}^{\prime}-W_{k j}^{\prime}\right) y_{k j} \\
& =\sum_{k: k \sim j}\left(v_{j}-W_{k j}\right) y_{k j}-y_{i j} \epsilon \\
& =p_{j}-y_{i j} \epsilon \in\left(\underline{p}_{j}, \bar{p}_{j}\right)
\end{aligned}
$$

Hence, ( $p^{\prime}, v^{\prime}, W^{\prime}$ ) satisfies (7.6b) and

$$
p_{k}^{\prime} \begin{cases}<p_{k} & \text { if } k=j \\ =p_{k} & \text { otherwise }\end{cases}
$$

It follows that $\sum_{i \in \mathcal{N}} f_{i}\left(p_{i}^{\prime}\right)<\sum_{i \in \mathcal{N}} f_{i}\left(p_{i}\right)$. Note that

$$
v_{k}^{\prime} \begin{cases}>v_{k} & \text { if } k=i \\ =v_{k} & \text { otherwise }\end{cases}
$$

and $v_{i}^{\prime}<\bar{V}_{i}^{2}$, the point $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ satisfies (7.6c) and (7.6d). The point ( $p^{\prime}, v, W^{\prime}$ ) satisfies (7.6e) because

$$
W_{k l}^{\prime}-W_{l k}^{\prime}=W_{k l}-W_{l k}=0
$$

for $k \rightarrow l$. The point ( $p^{\prime}, v, W^{\prime}$ ) satisfies (7.6f) because

$$
W_{k l}^{\prime}=W_{k l} \in\left[0, \sqrt{v_{k} v_{l}}\right] \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}}\right]
$$

when $\{k, l\} \neq\{i, j\}$ and

$$
W_{i j}^{\prime}=W_{i j}+\epsilon \in\left[0, \sqrt{v_{i} v_{j}}\right) \subseteq\left[0, \sqrt{v_{i}^{\prime} v_{j}^{\prime}}\right] .
$$

This completes the proof of Lemma 7.16.
Lemma 7.17. Assume the conditions in Theorem 7.5 hold and let $(p, v, W)$ be feasible for SOCP. If

- $(p, v, W)$ violates $(7.6 \mathrm{~g})$ on some $i \rightarrow j$ where $i, j \neq 0$;
- $p_{i}=\underline{p}_{i}$ and $p_{j}=\underline{p}_{j}$,
then there exists ( $p, v^{\prime}, W^{\prime}$ ) that
- satisfies (7.6a)-(7.6f);
- violates ( 7.6 g ) for $k \rightarrow l$ such that $\{k, l\} \cap\{i, j\} \neq \emptyset$.

Lemmas 7.15-7.17 imply that violation of (7.6g) propagates to neighboring lines: if there exists an SOCP solution that violates $(7.6 \mathrm{~g})$ on some $i \rightarrow j$ where $i, j \neq 0$, then there exists an SOCP solution that violates ( 7.6 g ) on all neighboring lines $k \rightarrow l$ of $i \rightarrow j$.

Proof. As discussed in Lemma 7.15, one has

$$
W_{i j}<\sqrt{v_{i} v_{j}} .
$$

It follows from Lemma 7.14 that

$$
v_{i}<\bar{V}_{i}^{2}, v_{j}<\bar{V}_{j}^{2} .
$$

Pick an $\epsilon>0$ such that

$$
\epsilon<\min \left\{\sqrt{v_{i} v_{j}}-W_{i j}, \frac{\sum_{k: k \sim i} y_{k i}}{y_{i j}}\left(\bar{V}_{i}^{2}-v_{i}\right), \frac{\sum_{k: k \sim j} y_{k j}}{y_{i j}}\left(\bar{V}_{j}^{2}-v_{j}\right)\right\},
$$

then

$$
W_{i j}+\epsilon<\sqrt{v_{i} v_{j}}, \quad v_{i}+\frac{y_{i j}}{\sum_{k: k \sim i} y_{k i}} \epsilon<\bar{V}_{i}^{2}, \quad v_{j}+\frac{y_{i j}}{\sum_{k: k \sim j} y_{k j}} \epsilon<\bar{V}_{j}^{2} .
$$

Construct $W^{\prime}$ as

$$
W_{k l}^{\prime}= \begin{cases}W_{k l}+\epsilon & \text { if }\{k, l\}=\{i, j\} \\ W_{k l} & \text { otherwise }\end{cases}
$$

and construct $v^{\prime}$ as

$$
v_{k}^{\prime}= \begin{cases}v_{k}+\frac{y_{i j}}{\sum_{l: l \sim k} y_{k l}} \epsilon & \text { if } k=i, j \\ v_{k} & \text { otherwise }\end{cases}
$$

We will show that $\left(p, v^{\prime}, W^{\prime}\right)$ is as required in Lemma 7.17.
It is straightforward to check that the point $\left(p, v^{\prime}, W^{\prime}\right)$ satisfies (7.6c) and (7.6d). The point ( $p, v^{\prime}, W^{\prime}$ ) satisfies (7.6a) because

$$
\sum_{l: k \sim l}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: k \sim l}\left(v_{k}-W_{k l}\right) y_{k l}+\sum_{l: k \sim l} \frac{y_{i j}}{\sum_{l: l \sim k} y_{k l}} \epsilon y_{k l}-\epsilon y_{i j}=\sum_{l: k \sim l}\left(v_{k}-W_{k l}\right) y_{k l}=p_{k}
$$

for $k=i, j$, and

$$
\sum_{l: k \sim l}\left(v_{k}^{\prime}-W_{k l}^{\prime}\right) y_{k l}=\sum_{l: k \sim l}\left(v_{k}-W_{k l}\right) y_{k l}=p_{k}
$$

for $k \neq i, j$. The point $\left(p, v^{\prime}, W^{\prime}\right)$ satisfies (7.6e) because

$$
W_{k l}^{\prime}-W_{l k}^{\prime}=W_{k l}-W_{l k}=0
$$

for $k \rightarrow l$. The point $\left(p, v^{\prime}, W^{\prime}\right)$ satisfies (7.6f) because

$$
W_{k l}^{\prime}=W_{k l} \in\left[0, \sqrt{v_{k} v_{l}}\right] \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}^{\prime}}\right]
$$

for $\{k, l\} \neq\{i, j\}$, and

$$
W_{k l}^{\prime}=W_{k l}+\epsilon \in\left[\epsilon, \sqrt{v_{k} v_{l}}\right) \subseteq\left[0, \sqrt{v_{k}^{\prime} v_{l}^{\prime}}\right]
$$

for $\{k, l\}=\{i, j\}$. It follows that $\left|W_{k l}^{\prime}\right| \leq \sqrt{v_{k} v_{l}}$ for $k \rightarrow l$. In particular, for $k \rightarrow l$ such that $\{k, l\} \cap\{i, j\} \neq \emptyset$,

$$
\left|W_{k l}^{\prime}\right| \leq \sqrt{v_{k} v_{l}}<\sqrt{v_{k}^{\prime} v_{l}^{\prime}}
$$

This completes the proof of Lemma 7.17.
Combining Lemmas 7.14-7.17 gives the proof of Theorem 7.5. Assume the conditions in Theorem 7.5 hold. If SOCP is not exact, then there exists an SOCP solution $(p, v, W)$ that violates $(7.6 \mathrm{~g})$ on some $i \rightarrow j$.

According to Lemmas 7.15-7.16, one must have $p_{i}=\underline{p}_{i}$ and $p_{j}=\underline{p}_{j}$ since otherwise $(p, v, W)$ cannot be optimal for SOCP (introduce $\underline{p}_{0}=-\infty$ since $p_{0}$ is unconstrained).

According to Lemma 7.17 , there exists an $\operatorname{SOCP}$ solution $\left(p^{\prime}, v^{\prime}, W^{\prime}\right)$ that violates $(7.6 \mathrm{~g})$ on all
neighboring lines $k \rightarrow l$ of $i \rightarrow j$. Since the network $(\mathcal{N}, \mathcal{E})$ is connected, one can continue such propagation to obtain an SOCP solution that violates $(7.6 \mathrm{~g})$ on some neighboring line $0 \rightarrow k$ of the swing bus 0 . Then,

$$
p_{0}=\underline{p}_{0}=-\infty \notin \mathbb{R}
$$

This contradicts with $p_{0} \in \mathbb{R}$. Hence, SOCP is exact. This completes the proof of Theorem 7.5.

## 7.D Proof of Theorem 7.6

Assume that SOCP is convex, exact, and has at least one solution. Let $\tilde{w}=(\tilde{p}, \tilde{v}, \tilde{W})$ and $\hat{w}=$ $(\hat{p}, \hat{v}, \hat{W})$ be two SOCP solutions. It suffices to prove $\tilde{w}=\hat{w}$.

Let $w:=(p, v, W):=(\tilde{w}+\hat{w}) / 2$ be the average of $\tilde{w}$ and $\hat{w}$. Since SOCP is convex, $w$ is optimal for SOCP. Since SOCP is exact, the points $\tilde{w}, \hat{w}$, and $w$ all satisfy ( 7.6 g ), i.e.,

$$
\begin{align*}
\tilde{v}_{i} \tilde{v}_{j} & =\tilde{W}_{i j}^{2}  \tag{7.15a}\\
\hat{v}_{i} \hat{v}_{j} & =\hat{W}_{i j}^{2}  \tag{7.15b}\\
v_{i} v_{j} & =W_{i j}^{2} \tag{7.15c}
\end{align*}
$$

for $i \rightarrow j$. Substitute $v=(\tilde{v}+\hat{v}) / 2, W=(\tilde{W}+\hat{W}) / 2$ in (7.15c), and simplify using (7.15a) and (7.15b) to obtain

$$
\tilde{v}_{i} \hat{v}_{j}+\hat{v}_{i} \tilde{v}_{j}=2 \tilde{W}_{i j} \hat{W}_{i j}, \quad i \rightarrow j
$$

It follows that

$$
\tilde{v}_{i} \hat{v}_{j}+\hat{v}_{i} \tilde{v}_{j}=2 \sqrt{\tilde{v}_{i} \tilde{v}_{j} \hat{v}_{i} \hat{v}_{j}} \leq \tilde{v}_{i} \hat{v}_{j}+\hat{v}_{i} \tilde{v}_{j}
$$

for $i \rightarrow j$. The inequality attains equality, and therefore

$$
\frac{\hat{v}_{i}}{\tilde{v}_{i}}=\frac{\hat{v}_{j}}{\tilde{v}_{j}}, \quad i \rightarrow j
$$

Let $\eta_{i}:=\hat{v}_{i} / \tilde{v}_{i}$ denote the ratio of $\hat{v}_{i}$ to $\tilde{v}_{i}$ for $i \in \mathcal{N}$, then $\eta_{0}=1$ and $\eta_{i}=\eta_{j}$ if $i \rightarrow j$. Since the network is connected, $\eta_{i}=1$ for $i \in \mathcal{N}$. Hence, $\hat{v}=\tilde{v}$. Then, it follows from (7.15) that

$$
\hat{W}_{i j}=\sqrt{\hat{v}_{i} \hat{v}_{j}}=\sqrt{\tilde{v}_{i} \tilde{v}_{j}}=\tilde{W}_{i j}, \quad i \rightarrow j
$$

We have shown that $(\hat{v}, \hat{W})=(\tilde{v}, \tilde{W})$. It follows immediately that $\hat{p}=\tilde{p}$ and therefore $\hat{w}=\tilde{w}$.

## 7.E Proof of Lemma 7.7.

Fix ( $v_{0}, p, \ell$ ) and let $e:=|\mathcal{E}|$ denote the number of lines. Then (7.10a)-(7.10c) collect $n+2 e$ linear equations in $n+2 e$ variables $\left(v_{i}\right)_{i \in \mathcal{N}+}$ and $\left(P_{i j}\right)_{i \sim j}$. To show the uniqueness of $(v, P)$ satisfying (7.10a)-(7.10c), it suffices to prove that (7.10a)-(7.10c) are linearly independent, i.e., if the coefficients of $v_{i}$ and $P_{i j}$ for all $i$ and all $i \sim j$ in

$$
\sum_{i \in \mathcal{N}^{+}} a_{i}\left(\sum_{j: j \sim i} P_{i j}\right)+\sum_{i \rightarrow j} b_{i j}\left(P_{i j}+P_{j i}\right)+\sum_{i \rightarrow j} c_{i j}\left[v_{i}-v_{j}-z_{i j}\left(P_{i j}-P_{j i}\right)\right]
$$

are 0 , then $(a, b, c)=0$.
Introduce $a_{0}:=0$ for convenience. For each $i \rightarrow j$, the coefficients of $P_{i j}$ and $P_{j i}$ being 0 implies

$$
\begin{align*}
& 0=a_{i}+b_{i j}-z_{i j} c_{i j},  \tag{7.16a}\\
& 0=a_{j}+b_{i j}+z_{i j} c_{i j} . \tag{7.16b}
\end{align*}
$$

It follows that

$$
c_{i j}=\frac{y_{i j}}{2}\left(a_{i}-a_{j}\right), \quad i \rightarrow j .
$$

Hence, $a=0$ implies $c=0$, and it further follows from (7.16a) that $b=0$. Therefore, it suffices to prove that $a=0$.

Let $\mathcal{A}:=\operatorname{argmax}_{i \in \mathcal{N}} a_{i}$ denote the set of buses $i$ where $a_{i}$ is maximized. Since $a_{0}=0, a=0$ is equivalent to $\mathcal{A}=\mathcal{N}$. Since the network $(\mathcal{N}, \mathcal{E})$ is connected and $\mathcal{A} \neq \emptyset$, to prove $\mathcal{A}=\mathcal{N}$, it suffices to show

$$
i \in \mathcal{A} \& i \sim j \quad \Rightarrow \quad j \in \mathcal{A} .
$$

For $i \in \mathcal{N}^{+}$, the coefficient of $v_{i}$ being 0 implies

$$
\begin{aligned}
0 & =\sum_{j: i \rightarrow j} c_{i j}-\sum_{h: h \rightarrow i} c_{h i} \\
\Rightarrow \quad 0 & =\sum_{j: i \rightarrow j} \frac{y_{i j}}{2}\left(a_{i}-a_{j}\right)-\sum_{h: h \rightarrow i} \frac{y_{h i}}{2}\left(a_{h}-a_{i}\right) \\
\Rightarrow \quad 0 & =\sum_{j: i \sim j} y_{i j}\left(a_{i}-a_{j}\right) .
\end{aligned}
$$

If $i \in \mathcal{A}$ and $i \sim j$, then

$$
0=\sum_{k: i \sim k} y_{i k}\left(a_{i}-a_{k}\right) \geq y_{i j}\left(a_{i}-a_{j}\right) \geq 0 .
$$

Hence, $a_{j}=a_{i}$ and therefore $j \in \mathcal{A}$. This completes the proof of Lemma 7.7.

## 7.F Proof of Lemma 7.8.

Let $\ell \geq \ell^{\prime}$. Define $\Delta v_{0}:=0$ and

$$
\begin{aligned}
\Delta v_{i} & :=\hat{v}_{i}\left(p, \ell^{\prime}\right)-\hat{v}_{i}(p, \ell), \quad i \in \mathcal{N}^{+} \\
\Delta P_{i j} & :=\hat{P}_{i j}\left(p, \ell^{\prime}\right)-\hat{P}_{i j}(p, \ell), \quad i \sim j
\end{aligned}
$$

Let $\mathcal{A}:=\operatorname{argmin}_{i \in \mathcal{N}} \Delta v_{i}$ denote the set of buses $i$ where $\Delta v_{i}$ is minimized. If $0 \in \mathcal{A}$, then $\Delta v_{i} \geq$ $\Delta v_{0}=0$, i.e., $\hat{v}_{i}\left(p, \ell^{\prime}\right) \geq \hat{v}_{i}(p, \ell)$ for $i \in \mathcal{N}^{+}$. Hence, it suffices to prove that $0 \in \mathcal{A}$.

We prove $0 \in \mathcal{A}$ by contradiction. Assume $0 \notin \mathcal{A}$. Let $\mathcal{B}$ denotes a nonempty connected component of $\mathcal{A}$, then $0 \notin \mathcal{B}$. Whenever $i \sim j, i \sim \mathcal{B}$, and $j \notin \mathcal{B}$, one has $j \notin \mathcal{A}$ (otherwise $j \in \mathcal{B}$ by the definition of a connected component). Therefore $\Delta v_{i}<\Delta v_{j}\left(\right.$ since $\Delta v_{i}$ is minimized in $\left.\mathcal{A}\right)$ and it follows that

$$
0>\Delta v_{i}-\Delta v_{j}=z_{i j}\left(\Delta P_{i j}-\Delta P_{j i}\right)=2 z_{i j} \Delta P_{i j}-z_{i j}^{2}\left(\ell_{i j}^{\prime}-\ell_{i j}\right) \geq 2 z_{i j} \Delta P_{i j}
$$

Hence, $\Delta P_{i j}<0$ for all $i \sim j$ such that $i \in \mathcal{B}$ and $j \notin \mathcal{B}$.
It follows that

$$
\begin{aligned}
0 & =\sum_{i \in \mathcal{B}} p_{i}-\sum_{i \in \mathcal{B}} p_{i} \\
& =\sum_{i \in \mathcal{B}} \sum_{j: j \sim i} \hat{P}_{i j}\left(p, \ell^{\prime}\right)-\sum_{i \in \mathcal{B}} \sum_{j: j \sim i} \hat{P}_{i j}(p, \ell) \\
& =\sum_{i \in \mathcal{B}} \sum_{j: j \sim i} \Delta P_{i j} \\
& =\sum_{i \in \mathcal{B}}\left(\sum_{j \in \mathcal{B}: j \sim i} \Delta P_{i j}+\sum_{j \notin \mathcal{B}: j \sim i} \Delta P_{i j}\right) \\
& =\sum_{i \sim j, i \in \mathcal{B}, j \notin \mathcal{B}} \Delta P_{i j}+\sum_{i \sim j, i \in \mathcal{B}, j \in \mathcal{B}} \Delta P_{i j} \\
& <\sum_{i \sim j, i \in \mathcal{B}, j \in \mathcal{B}} \Delta P_{i j} \\
& =\frac{1}{2} \sum_{i \sim j, i \in \mathcal{B}, j \in \mathcal{B}}\left(\Delta P_{i j}+\Delta P_{j i}\right) \\
& =\frac{1}{2} \sum_{i \sim j, i \in \mathcal{B}, j \in \mathcal{B}} z_{i j}\left(\ell_{i j}^{\prime}-\ell_{i j}\right) \leq 0
\end{aligned}
$$

which is a contradiction. Hence, $0 \in \mathcal{A}$. This completes the proof of Lemma 7.8.

## 7.G Proof of Corollary 7.9

Let $(p, v, W)$ be feasible for SOCP, and define $P$ and $\ell$ according to (7.8) and (7.9). It is straightforward to check that the point $(p, v, \ell)$ satisfies (7.10a)-(7.10c) and therefore

$$
v_{i}=\hat{v}_{i}(p, \ell), \quad i \in \mathcal{N}^{+}
$$

Since $(v, W)$ satisfies (7.6f), one has $\left|W_{i j}\right| \leq \sqrt{v_{i} v_{j}}$ and therefore

$$
\ell_{i j}=y_{i j}^{2}\left(v_{i}-W_{i j}-W_{j i}+v_{j}\right) \geq y_{i j}^{2}\left(\sqrt{v_{i}}-\sqrt{v_{j}}\right)^{2} \geq 0
$$

for $i \rightarrow j$, i.e., $\ell \geq 0$. It follows that $\hat{v}_{i}(p, 0) \geq \hat{v}_{i}(p, \ell)$, i.e., $\hat{v}_{i}(p) \geq v_{i}$, for $i \in \mathcal{N}^{+}$.
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[^0]:    ${ }^{1}$ This prediction algorithm is a Wiener filter [106].

[^1]:    ${ }^{2}$ Average wind generation is $15 \%$ of the nameplate capacity, so the root-mean-square prediction error looking $T$ time slots ahead is $0 \%-150 \%$ the average wind generation.

[^2]:    ${ }^{1}$ The $\ell_{\infty}$ norm of a vector $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ is defined as $\|x\|_{\infty}:=\max \left\{\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right\}$.

[^3]:    ${ }^{1}$ Known as "DC" linear power flow equations. But this "DC" does not refer to direct current as described in this paper.

