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ABSTRACT 

This is a two-part thesis concerning the motion of a test 

particle in a bath. In part one we use an expansion of the operator 

PLeit(l-P)LLP to shape the Zwanzig equation into a generalized 

Fokker-Planck equation which involves a diffusion tensor depending 

on the test particle's momentum and the time. 

In part two the resultant equation is studied in some detail 

for the case of test particle motion in a weakly coupled Lorentz Gas. 

The diffusion tensor for this system is considered. Some of its 

properties are calculated; it is computed explicitly for the case 

of a Gaussian potential of interaction. 

The equation for the test particle distribution function can 

be put into the form of an inhomogeneous Schroedinger equation. 

The term corresponding to the potential energy in the Schroedinger 

equation is considered. Its structure is studied, and some of its 

simplest features are used to find the Green's function in the 

limiting situations of low density and long time. 
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I. INTRODUCTION 

The N -body problem is one of the oldest and most challenging 

problems in science. Consider N particles in a volume 0 . Let 

these particles interact with one another by means of a specified 

potential energy. Given an initial condition, find the resulting motion. 

In this thesis we concern ourselves with some of the modern 

techniques that have been developed to deal with such a system. We 

consider a system governed by Newtonian mechanics. All forces 

are central. All speeds are non-relativistic. In particular, we 

are concerned with following the motion of a single particle in this 

N -body system. 

Up until quite recently we have had to rely on the Boltzmann 

equation to furnish us with this kind of information. Now, important 

new work has been done which may enable us to probe deeper than 

the Boltzmann equation has allowed. This is, then, our general 

area of investigation. 



- lb -

A. General Background 

We begin with Hamilton's formulation of Newtonian mechanics~!) 

Denote the set of all coordinates in an N-particle system by 

Q = [gl' g 2 , ... , g,N} , the set of momenta by P = fEl' ... , EN} and 

I.= [gl' ... , g,N,El' ... •EN}. If the Hamiltonian is H(P, Q), the 

equations of motion can be expressed as 

and 
dP oH 
dt = - ao 

Any function of the q(t).'s and p(t). 's in this system is called a 
- 1 - 1 

dynamical variable. 

2 
energy E· /2m. , and 

1 1 

Examples are the momentum p., the kinetic 
N -1 

the one-particle density 2: o3 (!:.-g.)o 3
(E-E·)· 

i=l 1 1 
If 

A and B are dynamical variables, the Poisson bracket of A and B is 

N 

[A, B] =I (;:. . :: -::. . ::.) 
i = 1 -1 1 -1 1 

Hamilton's equations can be expressed as 

dQ 
dt = [Q, H] 

dP 
dt=[P,H] . 

From the chain rule for differentiation one can see that 

dA aA 
dt = ot + [A' H] . 

The Poisson bracket formulation of classical mechanics is 

also useful in describing the evolution of distribution functions. An 

ensemble of N-particle systems is a set of identical N particle 

systems, prepared in a prescribed way. For an ensemble of systems 

3 3 3 3 
define P(9, 1, ... ,9,N'El•···•EN't)d ~h···d g,Nd ::e1 ... d EN to be the 
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nwnber of systems in the ensemble which at time t, have positions 

and momenta in a differential volwne element of phase space about 1. 

Liouville's Theorem(!) states that 

dp(Q, P) 
dt = 0 . 

That is, 

8p(Q, P) 
tit = -[ p, H] ' 

The N-particle distribution function, p(Q, P, t), often contains 

more information than we need to understand a particular system. 

An especially useful function in this regard is the one particle distri­

bution function f(g 1, El' t) defined as J d 3~Jz· .. d 3
9.Nd

3-e2 ... d
3

ENp(Q,_E, t~ 
Note that f may also be given in terms of a dynamical variable: 

f(ql' E. 1, t) = s d 3 .9..~ ... d 3 E.~ p (Q~ ~ 0) 0 3 (.9..1 (t) -.9..'1) 0 3 (E. 1 (t) -.E_'l) . 

The Poisson bracket can be regarded as a linear operator in a 

vector space of dynamical variables A. We can define the Liouville 

(or Poisson bracket) operator L by 

LA = -i[A, H] 

Then 

8p(Q p t) 
-' -' - -. L (Q P t) at - 1 P -' -' 

The formulation of classical mechanics in a Hilbert space, 

with dynamical variables as vectors and the Liouville operator as a 

self adjoint linear transformation was accomplished by B. Koopman(Z) 

and J. von Newnann< 3 >. For our purposes, let it suffice to say that 

this formulation is extensive and complete. There are several 
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possible inner products that one can use. All operations which one 

normally performs in a Hilbert space are justified in this space, the 

proofs are contained in the works of these two authors. With the 

equation 

a o (9..p . . .• .E.N· t > 
at = -iL~~~· · · · • 12N• t) 

and the initial condition 

0(.9..p .. . • .E.N• 0) = p(~!J· ...• EN• t=O) • 

we have 

( -itL ) p .9..p . . . • .E.N• t) = e o (_s I' . . . • EN• 0 

The mean value of a dynamical variable A at time t is 

(A(t)) = JA(I', t)p(I', t=O)d
3g_

1 
... d 3.E.N 

Since A(t) = eitL A(O). and L is self adjoint 

r 3 3 (A(t)) = JA(i,t=O)p(I',t)d g_
1 
... d .E.N 

This formula is useful in connection with autocorrelation 

functions. The autocorrelation of variable A is simply (A (O)A (t)). 

All autocorrelation functions can be computed by using the definition 

given above. Some special autocorrelation functions can also be 

computed by finding a distribution function subject to particular initial 

conditions. 

In the work that follows we will assume that all distribution 

functions vanish as any argument becomes extremely large. We also 

confine ourselves to time-independent Hamiltonians so that the Liouville 

operator becomes 

I 
p. 

'L -l. ]. = -m. 
]. 

i 

a + )' F .(~-~) 
• aq. ..._, -i.j ap. ap. · 

-l. i<j -]. -J 
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B. The Zwanzig Equation 

In the early 60's Robert Zwanzig( 4 ) extended Koopman's work 

by utilizing still other Hilbert space ideas. A projection operator P 

is one which satisfies the property that 

2 p = p. 

Zwanzig noticed that starting with the Liouville equation for a yet 

unspecified projection operator, a new equation may be obtained by 

projecting the old one 

i :t p(I_, t) = Lp([, t) 

Thus, 

i :t Pp([_, t) = PLp([, t) . 

Similarly, 

i ;t ( I - P) p ([, t) = ( 1 - P) L p ([, t) . 

Now, 

PLp([, t) = PLPp([, t) + PL(l-P)p([, t) 

and 

(1-P)Lp([,t) = (1-P)LPp([,t) + (1-P)L(l-P)p([_,t). 

Designating Pp(I', t) as p (I', t), and (1-P)p([, t) as p (I', t). We can 
- II- J. -

rewrite our two equations as 

PLp (I', t) + PLp (I', t) 
II- .l.-

(1-P)Lp (I', t) + ( 1-P)Lp (I', t) 
II- J.- • 
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Introducing the Laplace Transform in t 

CD 

'Y I -st t{s) = dte f(t) 
0 

l sp (1, s) - p (r, t=o)J = PLp (r, s) + PLp (1, s) L II- II- II- .L. -

and 

i[s'P (r, s) - p (r, t=o)J = (1-P)Lp (r, s) + (1-P)L'"'"'p (r, s) .L.- .L.- II- .L.-

From the second equation we see that 

[s+i(l-P)L]p.L.(I_, s) = -i(l-P)Lp
11

(I_, s) + (1-P)p(I_,t=O) 

This gives us p.L. (I_, s) in terms of p (I_, s) and the initial 
II 

condition, p(I_, t=O). Substituting this into the first equation 

ir sp (r, s) - p (I., t=o)J __ II - II 

= PLp (r, s) + PL +.(ll P)L [(1-P)p(r, t=O)- i(l-P)p (r, s)] 
II- S 1 - - 11-

Tr i ~ 1 
= P.t..t 1-s+i(l-P)L (1-P)Ljp 11 (I_, s)+PLs+i(l-P)L(l-P)p([,t= O) 

Simplifying and Laplace transforming back into t 

ap (r, t) t 
11

- = -iPLPp(I_, t) +I d-r iPLe-i'T"(l-P)Li(l-P)LPp(!:_, t--r) at 0 

-PiLe-it( l-P)L ( 1-P) p(r, t=O) . 

Known as the Zwanzig equation, this equation has some surprising 

and interesting features. It is exact. That is, it is nothing more than 

the Liouville equation for a portion of p projected into a particular 

subspace. It tells us that the time behavior of the projected portion of 

the N -particle distribution function is governed by a system with 
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t 

s d T K (!::_, T) p ([, t - ,-) 
0 

clearly demonstrates that the present behavior of the system is subject 

to the integrated evolution. 

The equation is nearly closed 

a 
~t p (r, t) = o1 p (r, t) + o2 p.J..([, t=O) 
v II- II-

However, the innocent-looking term involving p (r, t=O) is difficult . 
.J..-

Prigogine(5) called this term the "destruction fragment 11 • Most 

investigators assume at one point or other that it is small, or rapidly 

becomes small compared to the other terms( 6 ). 

In both the destruction fragment term and the 110 It term there 
1 

appears the operator e-it( l-P)L. The physical meaning of this 

important factor appears somewhat obscure. We do understand 

This operator is that which describes the time evolution of the 

-itL 
e 

N -particle system. B t 
-it(l-P)L? u e . We shall investigate this in the 

course of our work. 

An example of an application of the Zwanzig equation uses the 

particular projection operator 

(c) 

If we single out particle number one to be a test-particle, and 

consider particles 2 through N as a kind of 11bath11 we can rewrite 

the projection operator as 
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In the late 1960's Corngold(?} showed that the use of this 

particular projection operator shapes the Zwanzig equation into a 

Generalized Fokker-Planck equation. The Zwanzig equation becomes 

where 

and 

iJ = (F (r)e-it(1-P)LF (r}) 
-1- -1- B 

E= (F (r)e-it(1-P)L\F .{r) . 13Ej) 
-1- L lJ - m. B 

1 
l3=k'f· 

B 

j =2 J 

This is nearly in the form of the classic Fokker-P1anck 

equation( 8 ). The appearance of the destruction fragment adds an 

additional term not found in the usual theory. There are other 

differences. Unlike the ordinary Fokker -Planck equation this is exact. 

Note that the ! and E coefficients which are merely numbers in the 

ordinary Fokker-Planck equation are now operators in q 1, p
1 

and t. 

We return to this equation later in our study. 

Another application of the Zwanzig equation is an expression 

for autocorrelation functions. Consider the autocorrelation function 

(A(O)A(t)) = l!f(t) with 1jr(O) = 1. Using his own projection operator 

techniques, 

where 

Zwanzig(
4

)( 9 ) was able to show that 

d~it) = -f d,-K(T)1jr(t-,-) 
0 

II -A] 
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(~ {t=O)eir{l-P)L ~ {t=O)) 
K { T) = ---=-=------.--:---:-c~-:-::-.......--=:...:.._--

(A{O)A{O)) 

We will make use of this formula in the course of our investigation. 

Just as projection operator techniques can lead to Generalized 

Fokker-Planck equations, they lead to Generalized Langevin equations 

as well. The most important of these is associated with the work of 

I:.:r M .(10) 
:-:1. or1 . 

Mori studied equations formed by the projection operator 

A = A{t=O) . 

This is a particularly interesting projection operator for, PA(t) is the 

autocorrelation function of A. 

Using this projection operator Mori was able to derive an exact 

equation of motion for A (t). We consider the case A{t) being real 

dA{t) It 
dt = ioA{t) - dT K{r)A{t- T) + F{t) 

0 

(AL•A) 
0 = (A•A) = 0 for A real. 

(!'{o). ei r{ 1-~)L!'(t)) 
K{T) = (A • A) 

F{t) is called the fluctuating force and is defined by 

F{t) = eit{ 1-P)L { 1-P)iLA . 

Mori showed that the Generalized Langevin equation simplified 

under certain conditions. By projecting P onto the equation of motion 
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for A(t), we obtain an equation for the autocorrelation function of A. 

The autocorrelation function equation obtained in this manner is the 

same as the Zwanzig equation for autocorrelation functions . Just as 

in Zwanzig 1 s autocorrelation function equation, the destruction 

fragment term vanishes. 

Our investigation is concerned with still another projection 

operator. The projection operator we study here is of interest in that 

it leads to a Generalized Fokker-Planck Equation in which the destruc -

tion fragment vanishes independent of assumptions about whether the 

solution to the equation is or is not an autocorrelation function. We 

make contact with two important kinetic equations derived recently and 

described below. The solution is then studied in detail for the case of 

a Lorentz Gas. 

C. Important Special Cases 

Recent work by Forster and Martin(ll), Mazenko(lZ) -and 

Boley and Desai ( 
13

)has been concerned with generalized kinetic equations 

for autocorrelation functions. These are limiting cases of the general 

forms presented above. In the thermodynamic limit( 
14

), the distri -

bution function itself as well as the other terms we study all depend 

parametrically on the density of the system and the strength of the 

interaction between particles. Forster and Martin systematically 

expanded all pertinent quantities in the interaction strengths and 

arrived at a tractable result by considering only terms of second and 

lower orders. Mazenko and Boley did the same for density. In 
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classical systems it turns out that the weakly coupled system is a 

special case of the low density system. 

All of the equations discussed so far are quite general. For 

example, there are no constraints as to the mass that each particle 

must have. The problem we will be considering in Parts II-IV is the 

test particle problem. One particle is distinguished in some way from 

all of the other particles and is referred to as the test particle. All 

of the other particles are taken to be the same as each other . These 

are the "bath" particles. When the mass of the test particle is 

much larger than the mass of a bath particle we have a Brownian 

system. When the mass of the test particle is much smaller than 

the mass of a bath particle we have a Lorentz Gas. (lS) 

A particularly interesting description of Brownian motion has 

been developed by Lebowitz(l 6 )(l?) and his co-workers. They have 

demonstrated that the distribution function for the test particle obeys 

the Fokker -Planck like-equation 

t 
af(u, t) J a 

at = o d'!" a~ G(t-1") 

Mazo(lB) has investigated some of the properties of the solution to 

this equation. 

It is most important to note that the kernel G(t) depends only 

on time, not on momentum or space. We hope to show in the course 

of our investigation that this is a severely restrictive model, 

physically unreasonable except in the case of a Brownian particle. In 

Mazo' s work G(t) is "modelled" in order to arrive at analytical results. 
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The LorentzGas limit has received much less attention. 

However, J. Van Leeuwen and A. Weijland, have published some 

interesting work on this problem. Their paper, Non Analytic Behavior 

of the Diffusion Coefficient of a Lorentz Gas ( 19 ) is concerned with the 

Lorentz Gas with m 1. ht/rn.. = 0, and the interaction between 1g neavy 

particles being that of hard spheres. Their final goal is to derive 

from first principles a density expansion for the mutual diffusion 

coefficient. Since the terms in this expansion begin to diverge 

2 
logarithmically after the n term, they are addressing themselves 

to a difficult problem. 

Our work is concerned with a different aspect of Lorentz Gas 

motion. As far as our investigation of the literature has taken us, we 

are unable to findmuch further new work on Lorentz Gas motion. 
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II. A NEW FORM OF THE Z WA NZIG EOUA TION 

A. Introduction 

In this section we shall work with a particularly simple form 

of the Zwanzig equation. We achieve this form by choosing a projection 

operator which causes the destruction fragment to vanish. The result-

ing equation is of the form 

a f (E.l, t) Jt J 3 I o I I 

8t = d'T d E. 1 (£1' £, 'T)f(E_, t-'T) 
0 

0
1 

is then studied in detail. Its low density limit is shown to be 

entirely equivalent to the self-correlation part of the Mazenko kernel for 

solutions uniform in the spatial variable, while its weak coupling limit 

is equivalent to the self-correlation part of the Forster-Martin kernel 

uniform in space. 

B. A Judicious Choice of P 

Consider a spatially uniform system such as a liquid or gas. 

Let 

M(p.) = 
J 

!! 2 
(_L 'f -l3p. /2m. 

2rrm.J e J J 
J 

where j refers to particle j and 13 = 1 /kB T. This is the famous 

Maxwell-Boltzmann distribution. Let U(Q) be the potential energy of 

interaction for the system, taken to be pairwise additive. We will 

N 3 3 N-1 3 3 
denote by d Q = d g 1 ... d gN and d P = d Ez· .. d E.N. p0 (Q) is 

defined to be e-13U(Q) /J dNQ e-13U(Q) . p
0
(!) will be defined as 
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N 
1T M(p.) e- f3U(Q) /J dNQ e- f3U(Q). This is the canonical distribution 
j =l J 

function. 

Then 

Choose P to be 

N J N N-1 P = Jf M(pJ.)p 0 (Q) d Qd P . 
J=Z 

The Zwanzig equation i s 

t 
B[P~~,t)] = -iPLPp(~,t) + s d,-PiLe-i'f(l-P)LiLPp([,t-'f) 

0 

Consider 

-iPLe-it(l-P)L(l-P)p(~, t =O). 

(

N 
E· 8 

Pi LP = P ) ..:::L • -!:> - + F. .__. m. ug. -J 
j =l J J 

. ~)p 
8_E . 

J 

Then since 

PiLP becomes 

Which leaves upon integrating over dN -l p 
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Hence, since 

PiLP vanishes. 

With PiLP = 0 our original equation becomes 

a [P~~, t)] = f d-rPiLe -iT(l-P)L iLP p(!:., t- T) 
0 

- Pi L e -it ( l - p) L ( 1 - P) p (!:., t = 0 ) . 

Furthermore, for the destruction fragment 

N J N N-1 
(1-P)p(L t=O) = p([, t=O) - j~Z M(pj)p 0 (Q) d Qd Pp([, t=O) 

N J N 1 N 
= p([, t=O) - IT M(p. )p

0
(Q) d - P f[E.l' t=OJ IT M(p. ) 

j = 2 J j =2 J 

N 
= p([, t=O) - f(E.l' t=O) lf M(p.)p

0
(Q) . 

j=2 J 

For a test particle problem, we take the initial ensemble to be 

N 
f(E

1
) TT M(p.)p

0
(Q) which causes the destruction fragment to vanish. 

j=2 J 

The Zwanzig equation becomes 

a[Pp (I', t)] 
at = f d T Pi L e -iT ( l - p) L i LP p ([, t- T) 

0 

The left hand side is proportional to f(E_
1

, t). We now consider 

properties of the kernel PLe-iT(l - P)LLP in some detail. 



- 15 -

C. A Study of the Operator PL eit(l-P)L LP 

We begin by Laplace transforming the operator into s space. 

That is, we study 

1 
p L s - i ( 1 - P) L LP 

Recalling the operator identity 

1 
PL s-i(l-P)L LP 

1 
= PL s-iL+iPL LP 

= PTr~L-~LiPL 'L!'PL]LP. ~- s -1 s -1 s -1 1 

Continuing in this manner 

= PTr~L -~LiPL~L+~LiPL~LiPL~L- + ... ]LP .t..t.s-1 S-1 S-1 S-1 S-1 S-1 

= PL~LLP-P~LiP~LLP+P~LiPL ~LiPL~LLP- ... S-1 S-1 S-1 S-1 S-1 S-1 
[II-A] 

Note that 

PLeitL LP = f :t PLeitLP 

which implies (since PLP = 0) that 

1 1 1 1 
PL~L LP = -:-s PL~L P = -s iPL~LP s -1 1 s -1 s -1 

Putting this back into equation [II-A] we get 

1 1 1 1 1 
PL '(l P)L LP = PL----;--LLP+-PL~L LPPL~LLP S-1 - S-1 S S-1 S-1 

1 1 1 1 1 
+- P L ----;--L LP-P L ----;--L LP P L~L LP + . . . S S-1 S S-1 S-1 
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Now consider PL~L LP in t space; PL eitL LP. 
s -1 

PL 1tLLP = PL 1 +·tL-~+· 3~+~-. [ 22 33 44 J 
e 1 2! 1 3! 4! ... 

2 . 3 t
2 

4 = PL P+1tPL P-Z!PL P+ ... 

But for a homogeneous isotropic medium 

PL2n+lp = 0 

as follows: 

Recall that 

iL = \'~j • ~+F. • Q 

0 
) L\rn. uq. -J uE.j • 

j J J 

We showed earlier in this chapter that 

where 

LP 

When the product is expanded, each term contains M gradient 

operators in .9. operating on U(Q) and p 0 (Q) (which is also a function 

of U). Since U is invariant under-coordinate reflection, it is clear 
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that those terms with the odd nwnber of gradients vanish upon inte-

gration. 

Thus 

PLeitL LP = PL 2p - t2 PL 4p t4 6 2! + 4! PL p + . .. 

and expansion of such terms as 

1 1 1 1 1 
- P L ----:--L LP - P L ----:--L LP P L ----:--L LP 
S S-1 S S-1 S-1 

2m produces products of operators of the form PL P. Thus 

PLeit( l-P)L LP is composed of building blocks of the form PL Zk P. 

Our investigation focuses on these operators. One of the easy 

fundamental properties of PL Zk P concerns the L immediately 

following the leftmost P. 

PL
2
kp is related to 

N 

J
dNQJdN-lPLL2k-11TM( .) (Q) _ PJ Po_ 

j=2 

Again we make use of the fact that 

IN (E· a a) iL = ..:J. • --+F. • -- . m. aq, -J a-g. 
j=l J J J 

Due to the boundary conditions, the a tag. part is integrated 
J 

out by the P operator to yield zero. Similarly for j other than 1, 

the momenturp.-dependent part of L: F. • a tap_. will yield a zero contri-
j J J 

bution. This leads us to the conclusion that the L immediately 

following the leftmost P must be - iF 
1 

• a /ap_
1 

and 
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2k 
Consider now the rightmost L in PL Pljr(I). We are then 

interested in the behavior of 

Since iLp
0

([_) = 0, 

iLP1jr(I_) 
1\r(J?.l) 

= Po(I)iL M(pl) 

a 1\r (J?.l) 
= Po(DF 1 • aEl M(pl) 

P o (C) [ a f3E 1 J 
=M(pl) Fl • aEl + Fl • ml 1\r(J?.l) 

We .have shown, then, that 

PL2kp = -P [(Fl•-aa )L2k-2 (Fl ·(-aa + f3El))] p. 
E1 ~ E1 ml 

We introduce the notation f(x) = O(k) where k is a parameter . 

f(x) is O(k) for x in a specified interval, if there exists some constant 

M such that !f(x) I ~Mk for all x in the interval.(d)If we denote t h e 

interaction strength between all particles by A., then PL
2
kp is O(A. 2 ). 

. itL QO • 2n 2 itL 2 
Smce PLe LP = 2:: P[1tL] L P, PLe LP is O(A. ) , and 

n =O 

PLeit(l-P)LLP = PLeitLLP + O(A. 4 ). 

If we would take the thermodynamic limit, where N-+QO and 0 -+QO 

in such a way that ~ = n, PLeitLLP would also have a density 

dependence. To extract the appropriate dependence we will make use 

of the Binary Collision Expansion. ( 
14H20

) 



Define 

and 

where 
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1 
G(s) = s-iL 

N 
\ p. a 

iLo = L ~- • aS4 
i=l 

1 

and 01 is a specified pair of particles. For our convenience we will 

choose 01 to be particle one, the test particle, and particle two, some 

specified bath particle; 01
1 

= 1, 012 = 2. The binary collision expansion 

is concerned with expanding the full N- particle time evolution operator 

1 
-- in terms of the G 's, and binary collision operators T . s-iL 01 01 

T operating on a function of r describes that motion in which 
01 -

all particles stream freely except for the pair 01 which collide. The 

T 's were first used in connection with fluid motion by Zwanzig.(l
4

) 
01 

In his paper Method of Finding the Density Expansion of Transport 

Coefficients in Gases, he discusses many of the important properties 

of these operators. A form of the binary collision expansion is 

G(s)=G (s)+ }' G TAG+ 
0' '-' 01 I-' 0' 

J3 
J3;l01 

G TAG T G 
01 I-' 01 y 01 

+ ... . . 

As one can see, the higher order terms involve progressively more 

collision operators. 

1 
With this insight into the behavior of G(s), PL--:--L LP s -1 

becomes 



- 20 -

1 Po(I.> J N N-I a 1 (13£1 a ) 
PL----:--L LP = M( ) d Qd P-!:>- • F 1 ----:--L F 1 • --+ -!:>-

s-1 p 1 - -uE.l - S-1 - m
1 

uE.l 

Consider 

s dNQ F 1 s -~L F 1 Po(Q) = s dNQ F 1 Ga(s)F 1 Po(Q) 

+ JdNQ L FIGaT13GoE.l Po(Q) 

13 

+ ..... 

[II-B] 

Working with this kind of expression Kawasaki and Oppenheim(20) 

were able to show that 

JdNQF
1

GO'(s)F
1

p
0

(Q) is O(n) 

JdNQ L F 1GO'(s)T
13

(s)GO'(s)F 1 p0 (Q) is O(n
2

) 

13 

and all other terms are of higher order in density. Since it is readily 

verified that all other quantities appearing in [li-B] for PL~L LP h a ve s -1 

leading order 1 in density, 

1 
PL----:--L LP is O(n) s -1 

and hence PL___;_L LP is O(n'A 
2

). As a result, if we wish to examine s -1 

either the low density (n-+ 0) or weakly coupled ('A -+ 0) form of 

PLeit( l - P)LLP, we deal with 
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p 0 <!:_) Jd NQdN- lp F ._a_ ------,1 ...----..---------..-~ 
M(pl) - - -1 aEl .L "F ( a a ) s-1 0 -1---QI• ap- --a--

Q'l E.o-2 

(
13E a ) P (r) J X F • __ 1 + -- __Q__=._ dNQdN -lp 

-1 m an M(p ) - -1 J::.l 1 

This is, then, PLeit( l-P)LLP to O(nA 2 ). Using the approximation we 

can study the low density or weak coupling form of Generalized Kinetic 

Equations. 

Inserting this expression into the Zwanzig equation then yields 

With this form of the Zwanzig equation we are now in a position 

to make contact with the equations of Forster and Martin} ll) Boley, 
1 

.) 

and Mazenko.( 12)In the Forster-Martin equation, the integral kernel 

is proportional to precisely nA 
2 

Since we have already seen that 

each F 
1

, contributes a power of A to our kernel we must consider 

it[ La+ F 12 ·(a~ -a~ ) J 
£ h h (Q) d 

1 2 . t . th" urt er t e terms p
0 

_ an e to ma1n a1n 1s 

proportionality. To lowest order in A 
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Similarly, since 

e-13U(Q) = 1 - A.l3 L v(lo.-g_.l) + 0(1.. 2 ) , 
il=j """""1 J 

to maintain the kernel to O(A. 
2 ) we use 

e -13U(Q) 1 

J dNQe -13U(Q) = 0 N 

We obtain 

af(E.l't)_Jt JdNQ dN-lp F a iTLO 
at - dT ---w- - -1 • -a- e 

0 0 E.l 

( 
a 13E.l ) N 3 

F l • aE.l + ---ro- Tf M(p. )f(E.l' t- T) + O(A. ) 
1 j=2 J 

Since we are considering two-body forces, F 
1 

= 2:: F lk and 
k 

The term of O(N
2

) can be seen to vanish because of the odd 

symmetry under reflection of F 12 F 13 . S
. a a . 
1nce -a- ... -a- acting on 

9..3 ~N 

any function of ~~ and ~2 only yields zero, the integral kernel 

becomes 
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X F • (-a-+ ~E.1 ) 
-12 aE.1 m1 

We compare this with the Forster-Martin(ll) kernel for self-

correlations (for spatially uniform solutions) their k
1 

(E_
1

, E.) satisfies 

Integrating by parts and carrying out the E.' differentiation 

1 [ a ~E.' J 
X M(p1) • aE.'+ m . 

Carrying out the E.' integration yields the same form, with E.l in place 

of p' everywhere. The E.l Maxwell distributions in numerator and 

denominator cancel, integrating +! L by parts then yields 
s 1 0 
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1 

·[PI 8 P2 8 J 
s+t ml • 8.9.1 ~ • 8.9.2 

X 

This is easily seen to be the same as the expression we derived 

directly from the Zwanzig equation. 

Using similar techniques we can reduce the Zwanzig equation to 

the Mazenko equation. In this case we are able to keep powers of A. 

higher than the second, as long as we keep the kernel proportional to 

n. Since in the thermodynamic limit p
0

(I) = A+ O(n), the only difference 

in re-deriving the Boley form of the Mazenko kernel (I 2 )comes from 

using the full . . . \ a a ) operator, instead of its weakly 
S-lLO-lF 12. ~- -8-

.E.l .E.2 

coupled form. 

Further investigation will involve use of our form of the Forster-

Martin equation. From this point on we will use dimensionless 

variables unless stated otherwise. Our form of the Forster-Martin 

self-correlation equation in dimensionless variables is 

8f(u, t) 
at 

t 

= l a~ • e: ~(u, t- ,-) • (8~ + ~)f(T, u)dT 
0 - -

where ~ (u, t-T) = ([1 s-iL ;[ 1 ) 
0 

, as 
s =­

vo 
E: - na 3(...1_)2 

- kT 1~1 = 1~1 
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v 
0 

= ~ and a is the range of force. 

purely repulsive. 

The force is taken to be 

In this context of weak-coupling the symbol 

This new use of the average symbol will be carried throughout the 

remainder of our investigation. 
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III. ANALYSIS OF THE WEAKLY COUPLED EQUATION 

A. iJ
11 

and 'iJ.L 

As we saw in the last section 

t 
Bf(u t) J a ( a ) ft = d'f au • e:!(~, t- 'f) • au+~ f(u, 'f) 

0 - -

where 

and .9..
12 

= .9..
1

-.9..
2

. !(u, t) is a second rank tensor function of~. For 

this particular kind of tensor, where£(~, t) =~(u2, t), 

2 u•!(u2, t) •u 
'iJ (u , t) = 2 II 

u 

is known as the longitudinal component of ~ . 

iJ (u
2

, t) = _!
2
lf Tr'iJ(u, t)- 'iJ (u, t)J 

...1. 2l_ ,....._ II-

is the transverse component. 

where 

One can easily verify that 

a 2 (a ) 1 a 2 (a ) 1 2 
au • ~(u 't) • au+~ = 2 au u iJII(u, t) au +u +2~.L (u, t)L 

- - u u 

2 1 a ( a ) 1 a
2 

L = sin 8 Be sin 8 8e + ----:-r- --2 
sm e acp 
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af{~. t) Jt {. 1 a 2 2 ( a ) 1 2 2} 
at = e: 0 d'T ~au u :.9 "{u ,'T) ru+u + u2 :.9.L {u , 'T)L f{u, t-'T) • 

[III-A J 
It is worth noting that 

is the weakly coupled limit of 

The proof follows using the methods of Chapter II. 

We consider shortly which forces are reasonable in a weakly 

coupled situation. 

B. Conservation Laws 

If we consider particle one to be a "test particle" moving through 

the bath of the other particles, we are dealing with a two 

component system. We do not expect the momentum and energy of the 

test particle to remain constant upon colliding with the other particles. 

We do, however, expect the total number of particles to remain the 

same. 

This is readily verified for our equation since as we shall show, 

~{~, t) vanishes as ~~~ ... co, as does f{~, t) and its gradient . Hence, 
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We also expect a Maxwell-Boltzmann distribution of test 

particles to remain stationary. This is easily seen since 

C. The Diffusion Tensor for a Weakly Interacting Brownian Particle 

The physical situation of Brownian motion is that of a heavy, 

nearly stationary, test particle being constantly bombarded by v ery 

light bath particles. In this case u is nearly zero and 

becomes 

~(~, t) ~ ~(t) . 

Denoting the resultant isotropic tensor by i) (t), the test 
~cc 

particle equation becomes 

t 
af(u, t) r a ( a ) 

at = u d'f au 0 ~CD(t-'f) 0 au+~ f(~ 'f) 
0 - -

This is an equation of the form studied by Lebowitz, Percus and 

Sykes. The reader is referred to ( 16) and ( 18) for a n excellent analysis 

of this equation. 

D . The Diffusion Tensor for a Weakly Interacting Test Particle in a 

Lorentz Gas 

As we have seen, the physical situation of a test particle in a 

Lorentz Gas is that of a very light particle moving through a medium of 

heavy stationary particles. In such a situation 
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becomes 

Thus, 

£(u, s') = 1 
(F 1 1'i 

'+a \u. ._a_ 
s L-1< a9.: 

k=l k 

Further calculations are most conveniently carried out in 

Fourier transform space. For convenience we continue to use 

dimensionless variables. Since 

i 
9.: 19. I -k • 9. 

F (~) = -a-a-v( 12 J= _-_i_Jd3kea- 12k~(k) 
-12 a 89.:12 a , (2iT)3 - -

we restrict ourselves to considering only Fourier transformable 

potentials. Even more restrictive, we will limit ourselves in this 

investigation to those potentials which are entire functions. Then, 

and 

~(~ s') 

~ (u, s') 
II -

2 
dn n 

s+ikuTl 
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CD k 
, 1 I 3r"::":' z r dy Tr~(u, s) = --z dk k L v(k)l '+· • 

""'- (Zir) 0 - ~-k s lUY 

To simplify the trace term further, we integrate by parts. 

Define by q, (k} 
n 

CD 

q,n(k) = l dkkn[~(k}]Z. 
Then 

CD 

Tr!(~, s~ = (Z:)z t dkq,3(k)[s'+~uk- s-iukJ • 

If we extend the definition to include negative (real) k we see 

that for n odd, q, (k) is even, and for n even q, (k) is odd. Thus, n n 

Similar calculations show that 

Sl ~ ,zrCD q,l(k} J 
~\ (~ s) = z z q, z ( 0} - s dk ,z z z 

ZiT u 0 s +u k 

and 

s' 

- (Zir)2 

E. A Theorem Due to Corngold 

The two seemingly independent components of the tensor, ~ 
II 

and ~ are connected in a surprising way. Consider 
.l. 
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Upon the change of variables UT] = y and suitable manipulation 

with this variable, we see that 

a:> 4 2 
1 _i_ u3~ (u, s~ = _1_ s dk k r(k)] 

2 du 11 ( 2 )2 s +iku u 1T -a:> 

= - 1- dk 3 + ip (k)k_i_ 1 a:> [ ip (k) J 
( 21T)2 Ia:. s 1+iku 3 dk s+iuk 

Since 

I 1 Ja:> cp 3 (k)dk 
Tr ~ ( u, s ) = --2 1 • 

(21T) -a:. s huk 

and 

d 1 d 1 
k dk s 1+iuk = u du s'+iuk 

we have that 

We also note that 

1 d ( 3 ) 1 Ja:> ip 3 (k) 
2 d u ~..L. (u, s) = --2 dk 1 • 

u u (21T) -a:. s +1ku 

F. General Properties of ~ 

0) r 3 ~ 2 
IP 3 (k) = 'k dkk [v(k)] . 

For k real and positive, ip 
3

(k) is positive. Thus 

I IO) cp3(k) 
I S 

Tr~(u, s ) = --2 dk , 2 2 2 
21T 0 s +u k 

is positive as long as s is real and positive. Tr~(u, s') is easily seen 
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to be monotonically decreasing with u. 

1 ( 4 2 Jl 2 
iJ = --

3 
j_ dk k Lv(k)] dn-,:-,CJ..... -

II (21T") o -1 s +Ikun 

Again, for s1 real and positive, iJ is obviously positive. It is also a 
II 

decreasing function of u. Similar considerations and results apply 

to i) .1.. 

G. Series Expansions for i) , i) and TriJ 
11 .l. 

The combination of variables u/ s1 turns out to be a convenient 

grouping for examining the behavior of i). For u/s
1
<< 1 we can arrive 

at the following representations. 

1 +iuk 
s 

1 _ iuk 
s 

Expansion of the logarithm in a series in iuk/s and term by 

term integration produces the asymptotic series 

2 
1 [~4(0) ~6(0)u 

Tr~(u, s ~ = --2 --,- - ,3 + 
21T" s 3s 

By making direct use of the integral expressions for iJ and 
II 

iJ , integrating over the k variable and expanding the resulting 
.J. 

logarithmic term, one can also deduce 
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- _1_[1P4(0) 
iJ 11 - 2 3s' 

2;r 

4 
- u23 cp65(0) + u cp:(O)- + ... ] 

s' s' 7 

and 

Whenever the first term of the iJ and iJ series approximates 
II .L 

the sum of the series, iJ becomes ,..._ 

i114(0) 
iJ = 1 

6 
2 I 

iT s 

But this is the type of momentum independent isotropic diffusion 

tensor which has been studied by Lebowitz and others~ 17
) Recall that 

their conjecture was that the diffusion tensor depends only on s'. We 

see that for the weakly coupled Lorentz Gas, this conjecture holds only 

at short times or small test-particle velocities. 

The long time (s'-+ 0) limit is messier. Consider 

co 1 

Tr~(u, s') = s'2 I dk k 
4[~(k)] 2 s '+~u 

2;r 0 -1 s 1 un 

The '11 integral is a usual Cauchy integral and exists for all u and 

s
1> 0. If we expand in s'/ku and integrate over k, we find that some 

of the higher order terms in the se;ries are difficult to compute. 

Fortunately, the first two terms are always easy and suffice, for our 

analysis 
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Tr£(u, s 
1
) 

= 
00 k 

s' r 1 r r 3["' 2] 
2 2 j_ dk 2 21 ~3(0)- j_ dzz v(z)] 

27T u 0 k +(s'/u) ' 0 

The second term can be expanded in s'/u so that 

~ 3 ( 0 ) I Ioo dk 
Tr~(u, s

1
) = -

4
-- -~ 2 I(k) 

,...., 'TTU 27TU 0 k 

where 
k 
r 2 ,...., J2 I(k) = j_ dz z [v(z) • 
0 

Integrating by parts yields 

~3(0) s' 
Tr£(u, s

1
) = -

4
-- - --2 ~ 2 (0) + ... 

'TTU 27TU 

We can find ~ and ~ by using Corngold' s theorem. Thus, 
II .1. 

d~ ...L ~ 3 ( 0 ) S I ~ 2 ( 0 ) 
3~ .1. + u du = 47Tu - -

2 
2 --2- + · · · 

'TT u 

and solving the differential equation term by term one gets 

~3(0) 1 ~2(0)sl 
~ ...L = 87TU - -=---z 2 + • .. 

27T u 

which implies that 

~ 
II 

= 
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H. i) for a Gaussian Potential 

To make further progress it is convenient to focus on a specific 

potential. Because of its analytic properties we choose to study a 

Gaussian potential 

2 2 
v(r) = A.e-(r /a ) 

2 2 
~(k) = A1T~ a3e -(k a /4) 

The Gaussian potential is not a good approximation to the true 

intermolecular potential. It is purely repulsive, it doesn't diverge at 

the origin. Nevertheless, it is a kind of weak version of the hard core 

potential, particularly if its peak is high. Such a function can giv e us 

some insight into this weakly coupled model and can yield some 

physically meaningful results for test particle motion in a Lorentz Gas. 

and 

By directly integrating the definition of ~ and ~ we find that 
II J.. 

~ (u, s') 
II [ 1 _ c_s_' (s'/flu)

2 
f (__i_)] 

"'1T R e er c . 1"5' 
~ 2u ~ ~u 

~J.. (u, s') = 1T: ~ e(s'/flu)
2 

erfc W'u) 

The time dependent i) and i) are 
II L 

2 ~ 2 2 
~ = _ _i_ (~'f _1_ e-(u t /2) 

11 dt2 2) u2 

i) 
J.. 
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We notice that the combination of variables s'/Pu appears 

naturally in fJ (u, S
1

) and fJ (u, s
1
). Equation [III-A] can be rewritten 

II .l. 

in terms of this variable x = s 1/ftu 

and 

2 2 
fJ (x) 

.l. 

'IT X X = .2 sl e erfc(x) . 
22 

See Elgure (III-1). 

I. Autocorrelation Functions 

we have seen previously that 

Hence, 

~ J e -(u
2 

12 > Tr!(u, s 1)d 3~ = (F(O}:F(s 1
)) 

(2'TT) 

(F(O) •F(s 1
)) = ~ dk--2- 1 -,!; ~ e s ) erfc . ~ ~ I ICX> ~3(k) [ I ( 1/,ftk 2 ( I )~ 

2'!T 0 k v 2 k ;..,; Lo k 

Then, 
[III- B] 
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co ~ (k) 2 2 2 
(F(O) •F(t)) = _l_I dk _3_ ~e- (t k /2) 
- - 2-rr 2 0 k 2 dt2 

The long time behavior is particularly interesting. To extract it, 

let x = kt, then 

k 

But ~ 3 (k)=I dkk
3

Lv(k)]
2 

and for small k goes as ik4[~(0)] 2 . By 
0 

expanding ~ 
3 
(~) about the origin, we see that the first non-vanishing 

4 
term will be of order (~) and all higher order terms will contain 

higher powers of t in the denominator. Thus the leading power of 

t for (F(O} • F(t)) is +. 
t 

In the case of a Gaussian potential (using dimensional variables 

for better physical insight} 

2 
(F(O} •F(t)) = 12aA. n 1 
- - ,.fo'v 5 ( t2 ~ 

0 13m +--z-J 
a 

From the well known Kubo relation 

D = lim~ (~(O} ·~(s)) 
s-.o 3m 

we calculate the diffusion coefficient for the test particle. 
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Using the Zwanzig equation [I-A] 

(F(O) •F(s}) 
s + -==---=-...;_ 

3mkBT 

D = lim~ (£(0) "E(s)) = lim 
s~o 3m s~o 

(!T) 

(F(O) •F(s)) is given by [III-B],so that in the case of the Gaussian 

potential 

2 
where a= 1Ta . 

Notice that the parametric dependence is reasonable. D varies 

inversely with the density and interaction strength as well as the 

radius of the s cattering particles. This agrees with the Chapman 

(15) .§. 
Enskog approach. The temperature dependence Do: T 2 is charac-

teristia of a weak interaction. The weakly coupled autocorrelation 

function (£(0) •E(t)) and its kernel (F(O) •F(t)) are displayed in 

Figures [III-2] and [III - 3] . 

J. The Weakly Coupled Equation 

We have seen that 

t 
8f(.u, t) s { 1 8 2 2 ( 8 ) 1 2 2} 8t = € Od'f u28uu~"(u,-r) 8u+u+u2~J..(u,-r)L f(~,t) .[III-A ] 

Expanding f(~, t) in spherical harmonics, 

f(u, t) =I R~m(u, t)Y£m(9, cp ) 

£, m 

Because of a x ial symmetry, 

R (u, t) = R. (u, t) and [III-A] becomes 
£m xO 
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This scalar form of [III-A] is most convenient, for upon taking 

the Laplace transform we reduce [III-A] to the ordinary differential 

equation 

1 1 { 1 a 2 ( 2 I)( a ) } 2 I } 1 s R1(u,s)-e: u 2 auu ll
11 

u ,s au+u +:z-i'J.L(u ,s)1(Hl) R 1(u,s) 

[III- C] 

At times it will be convenient to make the change of variables 

2 
( 1) -(u/2) 1 R 

1 
u, s = e g 

1 
( u, s ) 

in which case the equation becomes 

e:~u2 e-(u2 /2 )IJ (u, s 1)aa g(u, s~- (s 1u 2 +1(Hl)e:ll (u, s~)e-(u2 / 2 )g(u, s') 
au II U .L 
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IV. APPROXIMATE SOLUTIONS 

A. i.>O 

In this section we take i. > 0. 

Although solving 

d 2 -(u
2 

/2) I d I e -d u e iJ (u, s)-d g.(u, s) 
U J1 U L 

2 
( 

I 2 1) -{U /2) 2 
- su H(Hl)eiJ.l.(u, s) e g

1
(u, s~=-u f

1
(t=O,u) )IV -A] 

exactly is a formidable undertaking, we can use a number of methods 

to obtain approximate solutions. In the course of this investigation we 

will focus on the Gaussian potential as illuminating example. 

We begin by noting that this problem contains two natural time 

:sea:~: ·as ;:
0
• (:i::i::i:::·::ni;.v:: sf:::::hi:: ~ttt :.al~:i:quency 

dimensionless frequency measures time in units of the time needed to 

complete a collision. The other time scale is related to the mean 

free path of the bath. Since the mean free path is equal to R:l l /na 
2

, 

a particle traveling with speed v
0 

will experience an elapsed time of 

2 
l /na v 

0 
between collision. The corresponding frequency, s ', in this 

. 3 3 -2 
case 1 s na . In a gas na :s: 1 0 Considering test particle 

motion in a moderately dilute gas will then mean studying those motions 

which occur when s' << l. 
3 2 

Another dimensionless parameter € =na (A./kBT) is the product 

of "weak coupling" A./kBTand "low density" na3 . That e: is the 

product of these two small quantities makes sense since the weakly 
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coupled equation (Forster -Martin) is a special case of the low density 

equation (Mazenko, Boley and Desai). E: is also much less than unity. 

To begin our analysis, we study the solutions to the associate d 

homogeneous equation. Expanding f(~, s') in spherical harmonics we 

have 

2 
f(u, e, cp, s') = e -(u 

12
>g(u, e, cp, s') = I R£(u, s~Y£0 (9, cp ) 

£ 

By making the change of variables 

2 
R ( ,.. -r======l ==x=;- - (u I 4)h ( ') £ u, s 1 = e £ u, s 

JiJ (u, s')u2 ' 
II 

the homogeneous equation related to [IV -A] is 

[ IV- B] 

v(u, s~ can be expressed in many ways. Denoting 

2 " -(u
2 

/2) , u iJ
11

(u, s 1e by f:l we can express v(u, s) as 

If t th d .ff t• t• · (' rA)" we obta1·n we carry ou e 1 er en 1a 1ons 1n v u 

2 iJ " '/;) 1 'IJ' 2 
v(u s ~ = - ~ - .!. --lL - _lL + .!.r --lLJ iJ' u 3 s' £(H l)'IJ..L 

+zt-+-z-~ - 2 ' 4 Z 'iJ 'iJu 4 L~ 
II II II II II U ~ II 

For fixed s' and extremely small u, we have shown that 

iJ (u, s') = 
II 

~ 4(0) 

6 2 I 
'Tr s 



and hence 

~ ..L (u, s ~ = 
~ 4(0) 

6 2 1 
iT s 

~~ (u, s~ 
II 

~~~ (u, s 1
) 

II 

2c
6 =---3+ ... 

sl 

By substituting ~ 11 
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2c
6 

and d' = 
II -~ 

s 

into our expression for v(u, s 1
) we see that v(u, s) becomes 

v(u, s 1
) = - £(£~l) + 0( 1) 

u 

For extremely small u then, the functional form of v(u, s') is 

independent of both s 1 and €. However, the range of u over which 

this expression is valid will depend on both parameters . 

and 

Consider now extremely large u. In this case 

s 1
CI>

2
(0) 

~ (u, s ') = 2 2 + ... 
II 2;r U 

~~ (u, s ~ = 
II 

~';, (u, s~ = 

s 1 ~ 2 (0) 
2 3 + ... 

iT u 

3s 1
CI>

2
(o) 

2 4 + ... 
iT u 

~ 3 (0) 
~..L(u,s l) = 8;ru + 
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v(u, s') = 
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2 2 2 
iT u 

t~2(0) + O(l) 

A common technique for studying the solutions to 

y"(x) + a(x)y'(x) + b(x)y(x) = 0 

in the limiting situtations x-+c:c and x-+ 0 is to assert that lim y(x) 
x-+co 
x-+0 

is the solution to 

y "(x) + [~ a(x)J y'(x) + [~:?a b(x)J y(x) = 0 .(
21

) 

Thus, the solutions to [IV -A] as u-+ 0 are the solutions to 

That is, 

h
(u) (Hl) -£ 
£. "-'U ,u as u-+ 0 

As u-+c:c [IV-A] becomes 

0 . 

Then 

2 
JU I1.. (JCX;. u2 ) for large u . 

4 

Intermediate values of u are much more difficult to discuss for 

an arbitrary potential. Hence, we might best examine the behavior of 

v(u, s') in specific instances. For the Gaussian potential our equation 
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becomes particularly simple. We shall show that v(u, s') is negative 

for all u and s'> 0. Thus, one can use a single WKB approximation 

for solutions. This we do later. We also consider the following more 

intuitive "regional11 approach. 

As we have seen, v(u, s~ is an unwieldy function of u and s 1 

except in certain limiting cases, However, experience with the 

Gaussian potential shows that for fixed s 1
, at any value of u, one 

simple part of v(u, s~ is dominant. For example, for extremely small 

u<< 1, we will see that v(u, s') is dominated by the term - £(£;1)~.l. 
U fJ II 

I -s 
For extremely large u>> 1 the term €fJ dominates and so on. This 

" 
leads us to believe that we may be able to approximate the true poten-

tial by a simpler analytical form and still retain its significant prop-

erties. 

Consider the exact expressions for ~ and ~.1. in the Gaussian 

" 
case. As we showed in Chapter III 

[ IV-C ] 

2 'fl?' 2 
fJ.l.(u, s') = iT4 ~ e(s .; 2u) erfc(ft'u) [IV -D] 

Then, by direct differentiation 

( ~ ~ d~" (u s') = s31 - (~' + s'3) (1 -Jrr-s-~_ e (s' 1ft u)a erfc(-s_'-)) 
iT) du ' u u3 uS ft u flu 

[ IV - E] 
and 
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~ 2 I 

(~'f! d .9 11 (u, s ) = 
iT) du2 

+ (12 s~ +~+ s':)(1 -Ji ~e(s'/flu)
2 

erfc(~)) 
u u u flu J 'lu 

[IV -F] 
It is interesting to note that these last two expressions imply that 

.9
11 

(u, s') satisfies two simple differential equations. Namely, 

and 

d~ll ') 
du (u, s 

d2 
~ ~ 11 (u, s') 
du 

We now determine the form of v(u, s') for small u. The 

. s' (s'/ "lu)
2 

(__!!_') 
funchon JTT flue -vc... erfc~u which determines the behavior 

of .9
11 

and '{) .l. has an important asymptotic expansion in this region. 

As u/s becomes small, we have 

r->'2 2 4 6 
.;:rr_!i_ e(s'/-.;2u) erfc( ~' ) _.. 1- ~2 + 3 ~4- 15,b + ... 

flu ~/ .... u s s s 

This asymptotic limit is reached rather quickly. From numerical 

studies(2 ) it turns out that the expansion is useful for s'/flu ?. 6. 

Making use of this expansion, using the small u/ s' form of fJ .l. , '{) 
11

, 

and its derivatives, and putting these values into our expression for 

v(u, s'), we obtain 
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v(u, s') ~ - £(£~1) + cp(s') + R(u) 
u 

where cp(s') = _.!!_ - s'
2 

+ l and l R(u) l « cp (s'), s' This is region I. ,2 € 2 u>IO . 
s 

I I 1ft 2 I 

We have seen that ,fiT }z u e(s u) erfc(;u) rapidly 

approaches its asymptotic form as u/s'-+ 0. In the opposite case, as 

u becomes greater than s' this function becomes much less than unity. 

lOs' c1T _s' e(s'/,J'lu)
2 

( s' ) 0 1 
For example, u = .j't implies 'lf l' flu erfc flu = · · In 

this region 

6s' 
4 
u 

and 

2 
!:) ~ !__ 

.L 4u 

As we have already seen, for a moderately dense gas s' = 10 - 2 

by the time a mean free path has been traversed by a test particle with 

speed v 
0

. Much of the physically interesting phenomena in our system 

occurs when s' << 1 . Consider small s' for the moment. Under this 

constraint, and for u> lOs', we substitute the approximate values for 

~ , ~ and its derivatives shown above into v(u, s~. The resulting 
.1. It 
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-£(.Hl)£l.l. 
v(u, s') is again dominated for a range of u by 

u2£l 
II 

however, the form of this term becomes 

-£(£+1) 
us 

Of course, there is a smooth transition between 
£(Hl)£l..L. 

For u>> s', 

as u goes 

from less than s'/10 to greater than lOs'. The functional form in the 

transition region is somewhat complicated as we shall see. 

Where u :2: lOs' 

v(u,s~~ -£(Hl) f'i.:- u 2 (.!.+.!.) +.!. 
us .J 2 € 4 2 

That -£~:l) Jf dominates v(u, s~ for a range of u is due primarily 

to the fact that this term is the only term where s' appears uncancelled 

in the demoninator. We refer to the region where u> lOs', and where 

s' < 1. 

appear. 

dominates v(u, s \ as region II. 

In the preceeding discussion of Region II we have assumed that 

For values of the frequency, s '~ 1, region II simply doesn't 

For all values of u>> s' (and hence ::::» 1) the term -u
2 /€ will 

* be the largest. However, we should point out that for these 

large frequencies our v 
0 

speed particle has not yet had time to 

complete even a single collision. For the remainder of our investiga-

tion we will restrict s' to be s' < 1 . 

* When £(£+1) is extremely large, region II will appear for a small 
domain of u. 
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Even for the smallest I s , the term -s 1/eiJ becomes dominant 
II 

at very large u. This occurs when 

or 

2 
-l(Hl) ~ < ~ 

s 1 u ...J 2 e 

This is region III. 

In summary then, 

Leading Terms Approximate v(u, s 1
) 

v(u, s 1
) = 

where 

I 
§;)II 

- iJ u 
If 

9 s'
2 

3 
cp(s

1
) = ----;2 - -e-+ 2 

s 

~i(s~ =Ji(Hl)}rr/2 e/s
1

' 

-£(£;1) + cp(sl) 

u 

-i(Hl) ~ 
us v2 

2 
u 

e: 

Range of 
Validity 

A few remarks concerning this summary are appropriate. The 

comments made here do not hold for i = 0 which will be treated later 

as a separate case. Notice that the bounds of the regions are s 1 

dependent. Region I shrinks a s 8
1 ~ 0. For certain values of s' 

region II cannot exist because s' is not sufficiently small to satisfy the 
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inequality s'<f3
1

(s'). As s'~o, however, region II not only exists but 

covers the entire u axis. 

We must also point out that we have made no approximation to 

v(u, s~ for s'/lO~u~ lOs'. We have done this because the potential 

does not exhibit any easy behavior in this domain. The detailed 

behavior of the true v(u, s') is discussed shortly. Ass'~ 0, this region 

becomes sn~all. 

We now show that the exact v(u, s') is everywhere negative. 

This is significant for two reasons. First, this is a principal feature 

of our approximation to v(u, s'), and as such should agree with the 

exact answer. Second, it is a necessary condition for applying a 

simple WKB technique to solve the equation. For such a v(u, s') the 

WKB solution will exhibit no turning points. 

2 '[)11 
'[)

1 
{:) 1 2 {:) 1 

U I 

( ')-~-.!.__lL _ __.!L 1r_n] _n_ l __ s_ 
v u, s - 4 2 {:) {:) u + 41_ {:) + 2{:) + 2 {:) 

II II II II € II 

f) ..L, {:)
11 

and its derivatives are functions of u and s' defined in 

Equations (IV -C] to [IV -F]. Let us make the change of variables 

x= s'/J'lu, and let us define the function 8(x) to be 

2 
8(x) = 1 - j:; x ex erfc(x) . 

Then 

if' 1 ( 1 [ 2 2 4 J) ~ = u2 e(x) -6-2x +(12+18x +4x )9 

fJ' 1 ( 1 r 2 J) tt. = u S(x) I_ l-(3+2x )8(x) 
II 

and 
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2 
iJ .l _ Ji ex erfc(x) _ 1- 8(x) 
~- 2 xe(x) - 2x2S(x) 

v(u, s') becomes ~(u, x). For any fixed x 

1 [ 2 4] v(u, x) = 2 _ a 1 (x)+a2 (x)u +a3 (x)u 
u 

where 

3 1 r 2 J a 2 (x) = 2 + 28 (x)L 1-(3+2x )e(x) [IV -H] 

and 

[IV -I] 

where 

It is remarkable that this change of variables causes u and x 

to separate so that 

3 

v(u, x) = \ cp.(x)w.(u) . .Ll 1 1 
1= 

A way to show that v(u, x) is everywhere negative is to show that 

v(u, x) never vanishes. 

2 
u = 

That is, for fixed x 

-a2 (x)±j[ a2(x) J 2 - 4a 1 (x)a3 (x) 

2a
1 

(x) 

is such that u is never real and positive. 
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Alternatively, we can examine the behavior of 

a
1 

(x)+a
2

(x)u
2

+a
3

(x)u 
4 

by making use of the asymptotic forms of the 

a.(x)'s when appropriate, and using numerical techniques where 
1 

asymptotic considerations aren't sufficiently accurate. We choose 

to follow this alternate approach. 

Consider any x> 10. For such an x we can employ the 

asymptotic expansion 

e (x) "' _1_ - _3_ + 15 - __!_Q2_ + 
2x

2 
4x

4 
8x6 16x8 

0 •• 

Using this expression in v(u, x) we have 

"' 1 r 2 4] v(u, x) = 2 La 1 (x)+a2 (x)u +a3 (x)u 
u 

where 

al(x)"' -£(£+1) +~(23+2£(£+1)] ·+ o(-t) 
4x x 

For u ;;o, 1 and any reasonable £, a
3

(x) causes ~(u, x) to be 

negative. For large£ and u ;;o, 1, or for arbitrary £ and any of the 

values of u not already considered a
1 

(x) causes ~(u, x) to be 

negative. 

1 
For x<TO 

9 (x) 
0 

1 - JIT X 
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a
1 

(x) = -£(£~! )JTI' - £(£~ 1 }'IT + £(£+ 1 }~;:;;:' x +JIT x + O(x2 } 

_ 1 fix 2 
a 2 (x) - z + 2 + O(x ) 

and 

1 1 2 
a 3 (x} = - 4- ""i""(l +~x} + O(x ) 

Again for u~ 1 and reasonable £, a
3

(x) causes ~(u, x} to be 

negative. For large £ and u~ 1, or for arbitrary £ and any u not 

already considered a 1 (x) causes ~(u, x) to be negative. 

This leaves the region 0. 1 <X< 10. Here asytnptotic arguments 

are inadequate and careful numerical studies of the coefficients must 

be made. These studies have been carried out. For u~ 1, a
3

(x) 

causes ~(u, x) to be negative. For small u, or large £, a
1 

(x) 

still maintains ~(u, x) negative. (b) 

The sets of graphs (IV 1-4) show the frequency ( s 1
) dependence 

of the exact v(u, s~. - -6 
The first set was drawn for e = 10 , the second 

- -3 
€ = 10 The smaller € is for a more dilute system. £ is taken to 

be 3. 
I -2 -4 -6 

The frequencies studied were s = 1, 10 , 10 and 10 . 

s' = 1 corresponds to the inverse of the time needed to complete a 

collision for a v 
0 

speed particle. 
I -2 

s = 10 corresponds to the inverse 

of the time needed to traverse of mean free path for the moderately 

- - 3 1 -4 
dense gas E: = 10 , while s = 10 is the frequency corresponding to 

the traverse of a mean free path for a v
0 

speed particle in the 

- -6 I -6 
E: = 10 system. s = 10 is a frequency corresponding to a long time 

in both systems. 
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The agreement between the exact v(u, s~ and our approximate 

v(u, s') is extremely good. For high frequencies, of course, the 

approximate v(u, s') is defined only at high and low u. However, by 

the time a single mean free path is traversed the approximate v(u, s') 

describes the behavior over nearly all u. Notice, particularly, the 

growing region II, corresponding to v(u, s~ = -1~1:,1 ) jf;. 
Let us once again emphasize the effect of density on the behavior 

of v(u, s'). This is done in a final graph showing v(u, s~ for 1 = 3 and 

s'= 10-
4 

done for different values of e = na 3(A./kB )
2 

(see Fig. (IV -5)). 

Now that we have some feel for the structure of our equation, 

we are in a position to find approximate solutions. Since we are 

dealing with a relatively simple physical situation, we can infer many 

of the properties of the solution before solving our equation. 

Classical mechanics shows that upon the completion of a 

collision between a light incoming particle and an infinitely heavy 

stationary particle there is no energy transfer. During a collision, 

on the other hand, the particle will slow down as it penetrates into 

the repulsive energy region, and speeds up as it leaves. By 

considering a Gaussian potential with a peak energy A., and by 

recognizing that in our low density regime it is highly probable that 

our test particle collides with only one other particle at a time; we 

expect our solution to predict that the test particle's kinetic energy 

will lie in a small range of values -of approximate size A -about 

its initial value. 

The direction of travel of a particle will be changed by a 

collision. As time goes on, the direction of travel becomes 



- 54 -

randomized. If the test particle starts off traveling to the right, 

after many collisions it is equally probably that it is traveling in 

any direction. More precisely, if we expand our distribution function 

in spherical harmonics, the £ > 0 terms will die out in time, leaving 

the distribution isotropic. In our treatment of the approximate 

solutions we do the cases £> 0 and P. = 0 separately. 

Since a test particle is trapped in a rather narrow energy 

band, it is appropriate to consider the differences in behavior of 

test particles with differing initial energies. As we have seen, a 

test particle with energy tl3-l has speed v
0 
=Z. Since u = v /v 

0
, 

this means that a test particle with dimensionless speed u = 1 is 

such that its kinetic energy >> A. . Such a particle will need several 

collisions to change its trajectory and cause its distribution function 

to become isotropic. 

Consider a particle with an original speed :::V v 
0

, that is, 

u>> 1. Instead of such a particle needing several collisions to 

appreciably change its trajectory, it may take hundreds of collisions. 

Similarly, for u on the order of 10-4 or even lower, the energy of the 

corresponding test particle<< i 13-l. Here we can no longer validly 

claim our system is weakly coupled. In fact, the coupling for these 

lethargic particles is rather strong, and instead of needing several 

collisions to become randomized, these particles will be randomized 

ahnost instantaneously. 

These three energy regions correspond roughly to the three 

regions in v(u, s') for s' small. In the region closest to the origin 

• 
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we should expect extremely rapid randomizing, in the second a slowly 

growing region where randomizing takes several collisions to occur, 

and in the third, high energy region, we expect essentially free 

streaming until enough time has elapsed that region II has spread to 

those large values of u and randomizing begins. 

For small s 1 we expect 

I -v(u, s ) 

/ 
No particles 
since 
randomizing 
has already 
occurred 

1 > 0 

Limited u spreading 
moderately rapid 
randomizing 

1 

u 

The solutions to the equation do have these properties. 

High 
energy 
free 
streaming 

Now that we have studied v(u, s 1
) and have a good idea of what 

properties our solution must have, we reconsider 

2 
d h

1
(u, s) 

-----:::-2 - + v(u, s)h
1

(u, s 1
) = 0 . 

du 

In region I our equation becomes 

Whose solution is 

In the second region 
2h I et 1 (u, s ) 

4us = 0. 

where 
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Here 

And in the third region 

2 
h'~(u. s') u~ h~(u. s') = 0 

yields 

We will soon be comparing our regional solution to WKB 

solutions. To facilitate this comparison and to examine limiting 

cases we list here various limiting forms of the regional solutions . 

In region I for small u 

A .H 1 + B -P. A P.+ 1 u u -+ u . 

In region II, whenever a1J s~ is large (which occurs for larg e 

P. • large u, or small s~ 

and 

In region III since e is small and u is large, good approximations 

to K 1,.(u
2 /zj€) and h(u

2 /zj€) 
4 4 

are 
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CK ( u
2 

) • ~ 4C' -{u
2 

/2../€) ,y u ~ -- = - v € e 
4 2Jf u 

An alternate, more systematic, approach toward finding 

approximate solutions to [IV -A] is to use the WKB method. Because 

v{u, s') is negative for all u and s'> 0, the method is particularly 

appropriate. There will be no turning points, and no need to use 

connection formulae. 

We approximate the solution to 

h'~{u, s~ + v{u, s')h£{u, s') = 0 

by 

h~{u,s') = Vl 1 
'l exp±JduJiv{u,s

1)1' 
.t:. v{u, s ) 

We can now use the same argwnents about v{u, s'} as we have used all 

along to simplify the solution. Instead of using the exact unwieldy 

v{u, s~ to find h£{u, s') explicitly, we use an approximate v{u, s'}. 

This yields 

v{u, s') 

£{Hl) 
2 

u 

2 
u 
€ 

WKB Solutions 

~ exp± (cx~.ffr) 

~ exp±( u~) JU ?../€ 

Region 

I 

II 

III 
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We present a comparison of the WKB solutions vs. the 

regional solutions in their limiting forms. 

Limiting Regional WKB R . f WKB abo o R . 1 Region 
Solution eg1ona 

[ j£(Hl)- (Hi-)] 
Hl 1 

j£(£+1) -~ 
1 

u u u I 
~£(Hl)' ~£(£+1)' 

~ea£rursr ~4us1 
e Olr/uls" 

2JIT II 
[ Z1ra£ J JCi; 

[ 1TJU? Ji e -01 r/uR' ~4us 1 -ar/uls" 
2-..!TT II e 

201£ .;ex; 
Jf~ -(uz /Zj€) W -(u

2 
/Zjt) 1 

III e: e --e --
u JU fi 

t~e u
2 
;zJe w u

2 /z,Ji' J:rr' III --e --e 
JiiU Ju 

We see that the WKB solution is an adequate representation 

of the true solution in all regions. Although the WKB solutions are 

essentially equivalent to the regional solutions, we find it convenient 

to continue by using the limiting forms of the regional solutions. 

To deal properly with the inhomogeneous equation we use 

Green's function 

- 1 o\u ' Q (~, ~ t) = M (~J""(~, ~· t) 
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By substituting this expression for f(u, t) into equation [III- C J 

we see that K(u, u: s 1) satisfies 

I I I a ( I ( a \.r I " 1 s K(~.~· s) -au • ~~. s) • au+~/"(~.~. s 1 = M(u)0(~-~) 

The solution to Green's function problem is significant in itself in that 

it tells us what happens if we start a test particle with a particular 

velocity ~~ . 

To solve forK(~,~: t) we use much the same technique as 

before. Expand K(u, u: t) in spherical harmonics . 

K (~ ~ t) = L R1(u, u: t)Y1m (u)~:.n (u1
} 

1,m 

Then 

5(u- u')M(u) 
= 2 

u 

and R
1

(u, u; t) satisfies [III- C]. 

By making the change of variables 

G1(u, u: s 1
) 1 

e: (2-rr)2 J .6(u).6.(u')' 

we have that 

2 I 1 3 
d G ( u, u, s ) 1:. ( 1)M-\ ) (2 )2 J ( ) ( ')' 1 + ( 1 1)G ( 1 ') _ u u-u u E: -rr .6 u .6. u _ 2 v u, u, s 1 u, u, s - 2 -

du u e:~ 11 
O(u - u 1

) 

Note that G
1

(u, u~ s
1
) is an ordinary Green's function and hence 

is symmetric in u and u 1. The change of variable is made in suc h 

a way that R
1
(u, u: s) is also symmetric in u and u' . 
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Consider the Green's function in the limit of sma ll e . 

where H(u-u') is the Heaviside step function. W(g 
1

, g 2 ) is the 

Wronskian of the two independent solutions to the homogeneous equation 

g 
1 

and g
2

. As we have done throughout this section, we will continue 

to consider those frequencies corresponding to times greater than a 

collision time. 

As we have seen, for e: small, 

C/.:"4/7- -(u
2 

/2 '€) g 
1 

(u) ~ -v·11, u -v € e ~I t:,; 

( ') 1 4r=;::::' (u'
2 

/4,ff) g 2 u _. C7' ~7 € e 
v 'Tru 

and 

For u:2: s' 

We see, then, that a particle starting off with a speed u' will 

have a distribution function independent of time and confined to the 

band of energies 

The particle will make collisions, speed up and slow down, but 

will be confined to an energy band whose width is determined by 

3 2 
na ( A. I f3) • Since Ki(u, u~ s') is independent of £ in this approxim ation, 

the angular part of the problem sums to 5(0 -f2' ). That is, 
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This is physically a contradiction. We cannot have energy 

changes without angular changes. This contradiction arises from our 

suppression ofthe£-dependent part of v(u, s 1
). This part of v(u, s~ 

which is smaller than -(u
2 /€) in region III is hard to take into consid-

eration without making the mathematics much more difficult. 

As € .... 0 we expect free streaming to set in. 

K(u, u~ s) 

Using the representation 

we have 

Thus 

becomes 

O(x) = lim l e-A I xI 
2 :\-+ex> 

K( 1 ') _ _!_ M(u) s:.( ') 
U, U, S - S 1 2 U U- U 

u 

f(u, s~ = J ddJ.
2 

M-l (u') ~ M~i) o(u-u')f(u~ t=O) 
u 

f(u, s') = ~f(u, t =O) . 
s 

Consider next an s'-+ 0 situation. The second region takes up 

most of the u axis, certainly that part of the u axis in which most 

of the particles of any reasonable initial and evolved distributions are 

included. 
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s' 
Since "£J (u, s') ~--.., as s'~ 0 , 

II c.. 
u 

Again, it would be of interest to understand this Green's 

function's behavior in t space. Corngold(?) has shown that for large 

yt, 

where 

Notice this predicts an exponentially damped oscillatory solution with 

the period increasing in time. 

We can invert R1(u, u: s) exactly. For CY>O 

Q' -1 

.L- 1 {_!_ e- ( y Is>} = (.!)_2_ J e q > 
Q' y Q'-1 L..,.JYL 

s 

Since we are dealing with 1 I sQ' e- (y I JS), we must in addition make 

use of the formula 

where 

co 2 
.t- 1 [g(JS')} = ~J ue-(u 14t)f(u)du 

2TT1;"1 0 

.L[f(u)] = g(s) . 

Inverting into t space, the time behavior is 
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Figures [IV -6] through [IV -8] show the time behavior of 

CX) 2 
1 J -(x /4t) t:=' ""T dxx e J 

0
(2.yyx ) . 

t 2 0 
Notice that as yt becomes large (2: 30), 

the curves agree with the asymptotic prediction. There is an 

exponential damping of oscillatory solutions with variable period. 

Recall that this form of the Green's function is achieved in the s' ~ 0 

limit. The Tauberian theorems predict this corresponds to long times, 

thus, we should believe our answers only after a few collision times 

have past, say for t > 4 . 

Figure [IV -9] shows RiY• t) as a function of y for several 

fixed times. 

From the figures we see that the Green's function vanishes as 

t~oo. Physically this corresponds to the "randomizing" of the distri-

bution function. All spherical harmonics with i.> 0 are damping out, 

and as we shall soon show, only the i. = 0 component remains. 

Figures [IV- 6] through [IV -8] show us that as y increases, the rate 

of decrease of R
1

(y, t) becomes larger. Since y is proportional to 

i.(Hl) JJU -Jl?'\ we can infer that for fixed \JU -PJ, the most 

anisotropic components of the distribution function will decay out the 

fastest. This also shows that IJU-Jl?\ cannot be too large. If 

JJU -JU"'l is large, y is large and at long times (for which the Green's 

function is valid) the distribution function is zero. This is related to 

the band of energies effect. 

Finally, we consider the region u< s', that is, extremely low 

energy particles. Here 
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G( I ,.. 1 1 1r .HI ,-IH< I )+ -£ 111+1 H( ~)] u, u, S 1 = 3 zl U U U - U U U U-U 
J~(u)~(u')' (2'TT)2e: · 

In this region ~ 11 .-. c 4 / s 1
• The time behavior of this function is the 

highly singular &'(t). That is, all of the randomizing in this region 

occurs at an early instant,and after even a single collision time its 

distribution function contains no terms with P. > 0. 

B. P. = 0. 

The isotropic, or R. = 0 component of the one particle distribu-

tion function can be analyzed in a manner similar to that used for the 

anisotropic components. The R. = 0 component of f(~, s~ is RR.=O(u, s 1
). 

= 1 
h (u s 1

) J ~ ( u, s ')' R. = 0 , 

where 

0 . 

2 ~// ~/' ~I ~I U I 

( I) u -.!. -" -_JL + .!.[-lll2 +_II_+ l- _s_ 
v R. = 0 u, s = - 4 2 ~ ~ u 4 ~ . . ~ 2 € ~ 

II II II II II 

Figure [IV -10] shows v(u, s 1
) for various values of s 1

• Notice 

that unlike the £> 0 case, -v(u, s~ is not everywhere negative. As 

s'.-. 0, -v(u, s~ develops a turning point. Since the small s' and large 

s 1 behavior of v(u, s 1
) differ, it is important to study both limits. 

We change variables from u and s 1
, to u and x with 

x = s'/ftu. We study the x.-. 0 and x.-..., limits. Writing v(u, s~ as 

v(u, x) 
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~ 1 [ 2 4] v(u, x) = 2 _ a
1 

(x) + a
2 

(x)u + a
3 

(x)u 
u 

where z
1

(x) is the same as [IV-G] now with £=0, a
2

(x) and a
3

(x) 

are precisely as [IV -H] and [IV -I] respectively. Consider the limit 

x~o. 

and 

a
1 

(x) ~ 0 

1 
az(x) ~ 2 

1 a (x) ~ --
3 e: 

Considering the resultant differential equation we have 

d::~u) + (i- u€2)h(u) = 0 

Mazo(lS)was the first to study such equations in the context of modern 

kinetic theory. The solution to our particular equation is 

where D -a (y) is the Weber function of index a . 

Mazo has shown that D (y) is entire in a and y. Further, 
-a 

for large values of y 
2 

D ( ) 
a -(y /4) 

y ~y e - a 

The Wronskian is ../2-i /r(a). Since € is small, for all but extremely 

small u, our Green's function is proportional to 

s 

As we saw before in some detail this corresponds to the test 

particle being trapped in an energy band determined by the intera ction 
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strength, and density of the both. Unlike £ > 0, however, this is true 

in the lim s'-+0. At long times the test particle's distribution function 

is isotropic and is determined by the initial conditions as shown above. 

and 

Consider the short time limit, that is, s '-+ cc. Now 

a
1 

(x) -+ 0 

3 
a2(x)-+ 2 

2x
2 

1 
€ -4. 

Our equation becomes 

d
2
h(u, s')- (s2 _l + u

2
)h -..;c;_;:..::..>....::;:E--2 ~ - 2 4 - 0 

du e: 

The solution is AD 2 (u) + BD 2 ( -u). The Green's 
-(s /e)+l -(Ef /e)+l 

function can be expressed as 

s' 
r~-1 

G(u, u~ s') = 
,/TIT 

J 
; 1 l [n (u)D (-u)H(u-u') 

J.6(u).6(u')' (2ir)ie: -(ri2 /€)+1 - (82 /€)+1 

+ D ,2 (u')D ,2 (-u)H{u'-u)J 
-(s /€)+1 -(s /~)+1 

Consider now the difficult problem of inverting into t space. 

Since D (x) is entire, and ~ -+ c 4 /s' as x-+cc, the only singularities 
a " 

in this problem come from I'((s' 2/e)-l). The Gamma function is 

singular whenever 

,2 -
s = ( 1 - n)e: n = 0, 1, 2, . .. 

All singularities for s' large occur on the imaginary axis. (Since 

we are considering a large s' limit, those singularities occurring for 
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I s'l « 1 are suspect. ) At extremely short times the distribution 

function is described by a superposition of periodic motions. 

In this research we have derived and solved an equation 

describing test particle motion in a Lorentz Gas. Within the weakly 

coupled description, we find that the distribution function describing 

the test particle becomes isotropic at a rate which depends on the 

density and interaction strength of the system. We have solved our 

equation for the asymptotic forms of the Green's function in several 

interesting limits. 

This work can be extended in a number of directions. One of 

the most promising possibilities is the relaxation of the assumption 

about mass ratios. By allowing an arbitrary ratio of the mass of the 

test particle to the mass of a bath particle, we consider a rather 

general test particle problem. The mathematical consequences of an 

arbitrary mass ratio will stem from the different iJ tensor in the 

equation for f(E_, t). 

Another area that needs further work is in finding ways of 

extracting more detailed information from solutions to our equation. 

While our intuitive regional approximation scheme will give us clues 

as to the asymptotic behavior of f(p, t), more detailed information 

awaits systematic developments. 

The iJ tensor is sensitive to the interaction potential used. 

We have found that iJ develops singularities whenever the interaction 

potential is not an entire function. Why? What are the properties of 

! common to all repulsive potentials? And so on. 
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We have noticed that the destruction fragment vanishes when 

we choose our particular Projection Operator. This raises questions 

as to the physical significance of this term. Quite possibly the 

destruction fragment contains information concerning collective 

motion. 

These are some of the most obvious extensions of this 

research. There are many others. The Zwanzig approach toward 

solution of the N-body problem seems to hold tantalizing possibilities. 
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NOTES 

(a) In this limit, the bath particles becomes infinitely massive 

but T remains constant. 

(b) This is true for € small which is one of our assumptions. 

(c) Particles 2 through N are considered to form an equilibrium 

bath. 

(d) f(x) will be considered dependent parametrically on k. 
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Figure [IV-6]. (a = y) 
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Figure [IV -7]. 
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Figure [IV -8]. (a= y) 
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figure Captions 

Figure III-I. ~ 11 (x) and ~...L (x) are plotted as functions of x for the case 
I 

of a Gaussian potential. Since x = _s_ , we see that for 
JZu 

s1
, ~~~ and ~...L are monotonically decreasing functions of 

u. 

Figure III-2. The velocity autocorrelation function and its kernel are 

Figure III-3. 

Figure IV -1. 

shown for the case of a Gaussian potential. These 

curves are dependent on the assumption of weak coupl-

ing. t is measured in units of collision times. 

The same quantities are plotted for a larger 
3 2 

e = na (-"--). Notice the increased "structure" of the 
kBT 

curve. 

I I -6 -v(u, s) is plotted against u for s = 1 and e = 10 . 

Notice that there is no region varying as 1 /u at this 

high frequency, corresponding roughly to a single col-

collision time. 

Figure IV -2. Again, -v(u, s') is plotted against u. N ow that the fre-

quency is much lower, there is a large region varying 

as 1 /u. As s'-7 0 this region predominates. 

Figure IV -3. The same effect as described in IV -1 and IV -2 is shown 
and 

Figure IV -4. for a larger value of e 

Figure IV -5. In this graph we wish to emphasize the dependent of 

v(u, s1
) on e. S

1 is taken to be 10-
6

. The l /u depen-

dence is most pronounced for the highest value of e:. 

Figure IV -6. In this graph we plot the long time behavior of the 
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Green's function of kinetic Eq. III-C. Our system is 

a Lorentz gas where the test particle interacts with 

both particles by means of a Gaussian potential. This 

first graph in the series covers the range a = y be­

tween. 005 and . 5 (see pp. 62 and 63). 

Figure IV -7. This graph shows the long time behavior of the Green's 

function for a between 1 and 10. Note that a increases 

as 1 and lu-u' I increase. 

Figure IV -8. This graph shows the long time behavior of the Green's 

function for large values of a. 

Figure IV -9. In this figure the Green's function of III-C is plotted as 

a function of a for various times (measured in collision 

times). Note that as t ... ao, the Green's function vanish­

es for all a. 
Figure IV -10. This is v(u; s') for the special case 1 = 0. Notice that 

v(u; s') does change sign for s' small. 


