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1. Introduction 

Fiber-optical sensor networks, by and large, can 

be defined as a group of two or more fiber optic 

multiplexed sensors which are deployed either 

directly inside the element to be assessed or very 

close to it. The most fundamental motivation for 

multiplexing fiber optic sensors is the cost. 

Wavelength division multiplexing (WDM) is one of 

the best methods since it uses optical power 

efficiently, the enormous bandwidth available from 

the standard optical fibers can be employed in a 

competent way, and also, it is easily integrated into 

other multiplexing methods, allowing a large 

number of sensors in a single fiber line [1, 2]. In fact, 

the association of active fiber optic networks, which 

include optical amplification, with the WDM 

technology, has been the responsible for the 

revolution of fiber optic sensor networks [3, 4]. In 

addition, fiber-optical sensor networks present some 

advantages in comparison with the wireless network: 

vast bandwidth, electromagnetic interference is not 

an issue, data privacy is enhanced, and long 

unamplified transmission ranges are enabled. 

Furthermore, these networks offer the intrinsic 

benefits of the optical fiber, thus, they can be used in 

combustible, radioactive, or chemically corrosive 

environments, and even they can be imbedded 

within the structures [5–7]. Among the wide variety 

of available sensors, usually, fiber Bragg gratings 

(FBGs) are the strongest candidate for this kind of 

systems due to their numerous advantages. It is 

noteworthy the FBGs have high multiplexing 

capability and wavelength-encoded information, 

thereby, the information remains immune to power 

fluctuations [8, 9]. 

In this technological framework, fiber optical 

networks represent a significant improvement over 
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traditional sensors networks, and consequently, they 

have emerged as a powerful tool for condition 

evaluation of the system under consideration [5]. 

They have found a promising niche in the field of 

structural health monitoring (SHM) which refers to 

the use of in-situ, continuous or regular 

measurement and analyses of key structural and 

environmental parameters under operating 

conditions, for the purpose of warning impending 

abnormal states or accidents at an early stage to 

avoid causality as well as giving the maintenance 

and rehabilitation advice [7]. Fiber-optic sensor 

networks provide sensing solutions for almost all 

kind of applications and environments: from large 

scale structures, including bridges and other civil 

constructions, to large natural environments [1, 6, 

10]. 

Despite the fact that many fiber optical networks 

for sensors multiplexing can be found in the 

literature [11–17], they still present two main 

challenges common to any optical network 

irrespective of whatever their final application. The 

first demand is the need to increase the number of 

sensors multiplexed on a single network while 

ensuring good signal quality. The second demand is 

to ensure service continuity in the event of point 

failure(s) on the network [18, 19], which will be the 

key issue for practical FBG sensor systems because 

it will enhance the reliability of FBG sensor systems 

[18, 20]. As a matter of fact, the continued operation 

of the sensor network after accidental or malicious 

damage is of increasing importance when the 

structure being monitored is of high value (oil 

pipelines, power transmission lines, etc.); human 

safety is at risk (bridges, dams, chemical storage 

sites, nuclear plants, etc.) or perimeter security is a 

concern (airports, banks, etc.) [7, 21]. The use of 

optical switches has been demonstrated to be an 

ideal option to increase the number of multiplexed 

sensors in this kind of networks, as it has been 

shown in [17, 21]. 

From our point of view, the ability to operate 

despite failure will become increasingly important 

as the use of optical sensor networks grows, and the 

amount of sensing information to be handled by a 

sensor network is increasing, especially for these 

safety and security applications. Therefore, resilient 

fiber-optic networks are going to be thoroughly 

discussed in this review. 

As aforementioned, robustness concept entails 

the ability of continuous operating despite one or 

more points of failure on the network [20]. Fibers 

can be broken by human activities or natural events, 

causing light-path interruption. When this fact 

happens to an interconnect fiber, only one sensor is 

isolated. However, failures in the main fibers, which 

are used to guide all the signals to reduce costs, 

render the network inoperative. Thus, the 

appropriate design of a robust optical fiber sensor 

network should satisfy three criteria simultaneously: 

firstly, the network must withstand at least one fiber 

failure at any point; secondly, the network must 

operate with nominally equal transmission losses for 

all sensing channels in passing from the transmitter 

mode to the receiver one, both in normal operation 

and after recovery from a failure; thirdly, it must be 

possible to signal the failure and to take the required 

actions without external resources such as dedicated 

fibers or radio links [20]. This third criterion which 

involves “signaling” is the most severe; it is 

responsible for sending messages to the networks 

management computers in order to warn of a failure 

and subsequently request appropriate remedial 

actions. Nevertheless, a detailed discussion of this 

point goes beyond the scope of this review because 

we concentrate on architectural principles. In 

addition, appropriate protection protocols also 

enable to detect which fiber segment has failed 

without the need for optical time domain 

reflectometry [19]. 

In the literature, only some articles explained the 

protection categories and signaling requirements to 

ensure service continuity [19, 22]. There are, in 

general, four categories of protection to allow 
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service to be reestablished after a failure: 

“dedicated” or “shared” protection, each of these has 

sub-categories called “path” and “line” protection, 

as a result, dedicated line, dedicated path, shared 

line and shared path are the four classes. All of them 

have direct counterparts in telecommunications 

networks [22]. 

From a hardware point of view, the difference 

between dedicated and shared protection, usually, 

comes from the way the sensor unit is joined to the 

network. Dedicated protection utilizes a coupler (see 

Fig. 1) while shared protection uses a switch (see Fig. 

2). In dedicated protection, the signal travels through 

both working and protection fibers simultaneously. 

The receiver will accept only one, and the other will 

be discarded. The criterion of acceptance is usually 

by default of the signal provided by working fibers. 

Although the 12 couplers typically cause a 

minimum loss of 6 dB, they are relatively low-cost 

components. In shared protection, the switch is 

chosen if the signal travels via working or protection 

fibers. Only the working fibers are used in normal 

operation, and only the protection fibers in the event 

of a cable fail to provide the required redundancy. 

The additional switch has low insertion losses but it 

is an expensive element which demands the power 

supply [21]. 

 
Fig. 1 Dedicated protection. 

 
Fig. 2 Shared protection. 

Making a comparison between both options: 

dedicated protection offers clear advantages from 

the point of view of cost, simplicity of automatic 

protection switching (APS) software, ease of 

signaling and the ability to withstand multiple 

failures in some topologies; while shared protection 

is more suitable when the losses are a limiting factor, 

and it is worth noticing its ability to offer spatial 

reuse [19, 21]. 

On the other hand, path protection and line 

protection differ in the form of protection. In path 

protection, each sensor is protected individually by 

the switch located in the transmission or receiver 

node which reroutes the information in the event of 

a failure in the network (see Fig. 3). However, in line 

protection, the sensors are protected by the nearest 

switches to the failure, and such switches do not 

belong to the transmission/receiver node but they are 

placed in the sensor network itself (see Fig. 4) [23]. 

Thus, if there is a failure, the network is able to 

reconfigure the route. As it will be explained 

subsequently, line protection can be associated with 

self-healing capability. A hybrid dedicated line/path 

strategy can be a good possibility when a small 

group of sensors is particularly important, they can 

be protected using path protection, while the others 

can use line protection [24]. 

 
Fig. 3 Path protection. 

 
Fig. 4 Line protection. 

Table 1 shows the definition of the different 

symbols used in the configurations. 

The choice of a protection scheme is determined 

by the performance, cost and final application of the 

network. To give an idea of the different complexity 

of each protection system, one can take into account 
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the number of switches. In an optical network with 

N sensors, the amount of switches can vary notably 

depending on the kind of protection. On balance, as 

can be seen in Figs. 1 to 4, dedicated protection is 

preferable for most applications because the network 

uses entirely passive components. Consequently, the 

cost and failure probabilities are lower, no electrical 

power supplies are needed, and signaling is 

relatively simple. When dedicated protection is 

combined with path protection, the sensor network 

itself keeps the passive nature, thus the complexity 

is quite similar. However, in the case of using shared 

or line protection, the sensor network itself needs 

include switches. In particular, when line protection 

is used, the number of switches increases 

significantly. This aspect offers perhaps a more 

sophisticated robust capability but, on the other hand, 

raises the cost. 

Table 1 Definition of the different symbols used in the 

configurations. 

Symbol Definition 

CO Central office 

TN Transmission node 

RN Receiver node 

Mux Multiplexer 

Demux Demultiplexer 

Wi/o Input/output working fiber 

Pi/o Input/output protection fiber

SU Sensor unit 

S Sensor 

OC Optical coupler 

SW Switch 

2SW Node with 2 switches 

3SW Node with 3 switches 

Telecommunications service providers are well 

aware of the loss of revenue and customer 

confidence that follows accidental or malicious 

damage to transmission infrastructure. To this end, 

metropolitan and wide area networks are routinely 

configured as “self-healing rings” to perform 

“protection switching” in the event of a severed fiber. 

Many studies of survivable communication 

networks have been performed [25–27]. However,  

in comparison with their counterpart 

telecommunications networks, few studies have 

been published on multiplexed fiber sensor arrays 

that are designed to continue service in the event of 

unintended fiber damage [28–31]. 
Optical fiber sensor networks differ from their 

telecommunications counterparts in many ways that 
determine their design and operation. The sensors 
are preferably small, low cost and electrically 
passive. Fiber interconnects transport unmodulated 
waves to interrogate the sensors, where the measure 
imposes a modulation before passing to the receivers. 
Operation is analogue but the modulation rates are 
some orders of magnitude lower than that in 
communication, and thus slow switching speeds can 
be acceptable. In contrast, communication networks 
normally convey digital signals between large nodes, 
where electrical power supplies and optical 
amplification are available. Protection switching 
must normally be performed less than 50 ms to limit 
the data loss. Digital data frames or packets with 
overhead bytes for synchronization, error checking, 
signaling, protection switching and other vital 
management functions can be included. The 
synchronization needed for packet interleaving in 
time division multiple access can be ensured through 
digital ranging protocols [32]. However, in the 
absence of (costly) power feeds outside the end 
nodes, none of these facilities is usually available in 
sensor networks, precluding many of the network 
protection techniques used in communication. 
Although one can seek guidance from 
telecommunications practice, new approaches are 
required for analogue robust fiber sensor networks. 

Table 2 summarizes the state of the art of 
resilient fiber-optic sensors systems in chronological 
order where the most important characteristics are 
pointed out. To the best of our knowledge, this is the 
first comprehensive evaluation of protection fiber 
optical networks which involves all proposals 
designed to date, both experimentally and 
theoretically, related to this topic. 
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Table 2 State of the art of robust fiber-optic sensor systems. 

Year/Ref. Network topology 
Experimental 

results 
Remarks 

2002/[33]  Ring fiber laser Yes Shared protection 

2003/[34]  Linear fiber laser Yes 
Sensing units follow a star configuration and comprise a series of concatenated ring subnets 

Shared protection 

2003/[35]  Linear fiber laser Yes 

Sensing units with ring architecture 

A depth discussion of the practical limitations of the scheme is included 

Self-healing 

2003/[18]  Linear fiber laser Yes 
Bidirectional ring topology for the FBG sensors 

Self-healing 

2004/[28]  Linear fiber laser Yes 
Ring topology for the FBG sensors 

Self-healing 

2007/[36]  Double-ring Yes 
Power transparency through Raman amplification 

Dedicated protection 

2007/[19]  Double ladder bus No Theoretical comparison of the four protection categories of a double ladder bus self-healing network 

2007/[21]  Double ladder bus No Theoretical study of the four protection categories in different double ladder bus resilient networks 

2008/[37]  Liner fiber laser Yes 
Multi-ring architecture for the FBG sensors 

Shared protection 

2009/[23]  
Symmetrical dual 

fiber bus 
No 

Theoretical study of the optical amplified fiber network with “dedicated-line” or “dedicated-path” 

The network can support any kind of sensors 

2009/[38]  Double-ring Yes 

Power transparency through Raman amplification 

Share protection 

The network can support any kind of sensors 

2009/[39]  Linear fiber laser Yes 

Active components are not required in the sensor units 

Enhanced version of [33] with multi-ring architecture for the FBG sensors 

Shared protection 

2009/[40] Star  No 
FBG arrays as ring sensing subnets 

Two self-healing architectures are proposed: both based on shared protection 

2009/[41] Ring fiber laser Yes 
Two level-ring architecture 

Shared line protection 

2010/[31] Linear fiber laser Yes 

Combination of WDM and TDM 

FBGs sensors in star-ring topology 

Self-healing 

2010/[42] Linear fiber laser Yes 
Long-distance (50 km) sensor system using a multiwavelength Raman laser 

Shared protection 

2010/[43, 44]  Ring fiber laser No 
Three dimensional mesh-based  

Sensing system 

2011/[45] Linear fiber laser Yes 
Ring topology for the sensors 

Shared protection 

2011/[20]  Double ladder bus No 
Mathematical model of a WDM resilient optic sensor network to multiplex optical sensors with dedicated line 

protection 

2011/[29]  Ring fiber laser Yes 
Tunable EDF laser with 25-km cavity length 

Shared protection system 

2011/[30]  Linear fiber laser Yes 
FBG sensors in a delta-ring configuration 

Self-healing 

2012/[46]  
WDM mesh 

network  
Yes Optical add-drop multiplexer for WDM mesh networks 
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2. Robust fiber-optic sensor systems 

This section is devoted to explain more carefully 

the most representative robust fiber-optic sensor 

systems presented in Table 2, discussing their 

schemes, pros and cons. They are going to be 

evaluated not in chronological order as in the list, 

but taking into account the system topology. 

There have been many studies of how to ensure 

survivability of telecommunications fiber networks 

and sensor radio networks. However, to date there 

have been few proposals for survivable fiber 

networks for sensors. In the following subsections, 

we present a classification of the robust fiber-optic 

sensor topologies commonly used for this purpose, 

along a sampling of the results from recent research 

in this area. 

2.1 Ring networks 

One of the most typical topologies is the optical 

ring network, because of that, the survivability and 

resilience of this type of topologies when a fault 

occurs are going to be examined in detail. 

As it was previously said, providing high 

survivability to a fiber network for sensors will 

become increasingly important for safety-critical 

applications and where the sensors monitor high 

value infrastructure [47]. For different applications, 

the survivability of the network may be of total 

necessity, and for other applications it is acceptable 

to sacrifice a part of the network but continue with 

the remainder operable all the time. If a sensor node 

fail within a network, it may be impossible to repair 

it because it is situated in a place that is not meant to 

be reached and mended. That is why it is so 

important to have the rest of the network operational 

despite of such a failure. We may find it acceptable 

to lose a node in the network and consider it still 

operational, but to lose the whole network because a 

single node means that the network has no 

survivability and is considered to be unreliable. 

The dual-ring topology in combination with 

WDM, synchronous digital hierarchy (SDH), or 

synchronous optical networking (SONET) offers 

great flexibility and the ability to function as a 

self-healing ring that is able to restore the service by 

itself within tens of milliseconds after an accident 

has occurred [47]. Self-healing rings are able to 

completely restore lost traffic in case a cable is cut 

somewhere in the network. Nowadays, self-healing 

rings are preferred as a topology in wide area 

networks (WANs), metropolitan area networks 

(MANs) and sub-sea communication, where the 

need for good protection against failures is of great 

importance. Dual-rings are differentiated depending 

on the way that traffic is utilized among the nodes 

that are used in SDH networks. 

There are two types of self-healing rings: 

unidirectional path-switched ring (UPSR) and 

bidirectional line-switched ring (BLSR). BLSRs are 

not that interesting because the components 

necessary for the appropriate operation of the 

network greatly increase costs and are not required 

for the purpose of sensing. Furthermore, they require 

more demanding control software. The working and 

protection cables are situated away from each other 

as much as possible in order to reduce the chance of 

a fault affecting both fibers at the same time. This is 

an essential requirement in order to have successful 

resilience using a double ring. 

Moreover, the sub-network connection 

protection (SNCP) ring is a dedicated protection 

architecture [47]. The nodes are connected in a ring 

configuration with one fiber pair connecting 

adjacent nodes, as shown in Fig. 5. One fiber on a 

link is used as the working fiber, and the other one is 

dedicated for protection. 

This double ring construction allows 

simultaneous interrogation sensors from both rings, 

which confers two advantages. Firstly, one could 

obtain two measurements of each sensor and thereby 

increase the precision. Secondly, there is sufficient 

redundancy to provide resilience against fiber failure. 

Resilience to accidental fiber damage in sensors 
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networks has been proposed [48], and it will become 

more important with the increased need to monitor 

valuable or safety-critical structures. 

Both rings in this type of networks incorporate 

passive directional couplers to connect the sensors. 

Where necessary, they allow individual sensors to be 

changed (e.g. to a different wavelength) or 

eliminated completely without disturbing the 

transmission fiber of the rings. They also avoid laser 

oscillation and associated instabilities that might 

occur if WDM couplers are used in an amplified 

network. Thus, the topology shown in Fig. 5 is 

compatible with the use of optical amplification to 

allow the number of nodes (taps) in the ring to be 

increased, while maintaining the power levels of the 

signals exiting the sensors [36]. 

The resilience of the network is offered through 

what is known in telecommunications engineering 
as “dedicated protection” (also called “1+1 
protection”) [49]. Signals are launched on to both 

rings from the transmitters. Two nominally identical 
signals arrive at the receivers from each sensor. 
These two signals may be used to average signal and 

noise levels in normal operation, having an 
improved measurement, or the one with the higher 
optical signal to noise ratio (OSNR) may be selected. 
When a fiber failure occurs, one of the signals is 

interrupted, and the receiver automatically switches 
to the one that survives (see Fig. 6). Dedicated 
protection is a relatively low complexity means of 

providing resilience because, in the network of Fig. 5, 
it does not require telemetry signaling to 
communicate the need for protection switching 

between the various parts of the network, and this 
greatly simplifies any control software. 

When a fault occurs (node breakdown or cable 

cut), the network remains operational, but the 

determination of the fault is an issue. Using optical 

time-domain reflectometry (OTDR) helps us to 

approximate the location of the fault by using pulses 

of light that propagate along the network and return 

echoes from places in which the refractive index of 

the fiber changes (usually where the cable is cut). 

 
Fig. 5 Double ring multiplexing network (solid: input signal; 

dashed: reflected signal). 

 
Fig. 6 Double ring multiplexing network with a fiber failure. 

This topology has been used to develop several 

double ring amplified networks using Raman 

amplification for WDM of FBG sensors such as in 

[36, 38]. Their key attribute is to enable service 

continuity after a failure in one of their constituent 

fibers. The first configuration (see Fig. 7) used FBGs 

for both the sensing function and the unique 

identification of the sensors, according to the 

wavelengths reflected. The second configuration 

(see Fig. 8) used separate sensors based on fused 

optical fibers but the FBGs continued to allow their 

unique identification. Resilience was provided by 

dedicated and shared protection in the first and 

second network designs, respectively. The first 

design was relatively simple to implement, and the 

second one could operate with many sensor types 

for various measurements. It has been used a 

combination of discrete and distributed Raman 

amplification to compensate for the losses imposed 

by the optical taps in the networks, achieving power 

transparency with total pump power of 1.2 W and 

0.8 W for the first and second ring designs, 

respectively. The obtained results therefore indicated 

the scalability of the networks to serve greater 
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numbers of sensors. 

A number of novel topologies, which enhanced 

the reliability and survivability in the long-reach 

fiber distance, have been also proposed and 

experimentally investigated. In [29], the sensing 

mechanism was based on an erbium-doped fiber 

(EDF) ring laser with a cavity length of 25 m for 

detecting the multiple FBG sensors in the network. 

One of the main advantages of this proposed fiber 

laser scheme is that the long distance sensing 

systems can be integrated in the fiber access 

network to reduce the cost of sensor infrastructure in 

the future. 

 
Fig. 7 Experimental setup for the first double ring amplifier 

adapted from [38]. 

 
Fig. 8 Experimental setup for the second double ring 

amplifier adapted from [38]. 

2.2 Double ladder bus 

Another option to design wavelength 

multiplexed fiber sensor networks that can withstand 

one or more cable failures is the double ladder bus. 

Bus structures have been widely used for frequency 

division multiplexing (FDM), time division 

multiplexing (TDM), and coherence multiplexing 

[50]. However, fiber Bragg gratings, which are now 

widely available low-cost and low-loss wavelength 

reflectors, have enabled WDM techniques to 

increase the importance among their competitors. As 

it is well known, the gratings can act as sensors 

themselves [50, 51] or can be used to identify the 

sensors within the network [52, 53]. In this way, 

WDM bus networks make efficient use of the fiber 

to enable the multiplexing of intensity or 

interferometric sensors that respond to many 

measurements. Therefore, they are not 

application-specific, which confers cost advantage. 

As it was previously pointed out, there are four 

categories of protection – dedicated line, dedicated 

path, shared line and shared path – all have 

particular characteristics, determining the locations 

and numbers of failures against which they can 

protect their signaling requirements. The critical 

factors that determine the decision between these 

options are the cost, the complexity of the APS 

software, the ease of signaling, the ability to 

withstand multiple failures, the optical transmission 

impairments and the need for spatial reuse. These 

protection categories of double ladder bus 

self-healing networks have been theoretically 

analyzed [19, 22]. All these criteria are very 

demanding but they can be satisfied with appropriate 

network architectures. An extension of this work [19] 

but concentrated on the network amplification 

strategy has been also reported [23]. In this study, 

the power and amplified spontaneous emission (ASE) 

of a line-protected network to serve 40 sensors on the 

scale of a campus were simulated. Amplification 

was determined by remotely pumped spans of an 

erbium-doped fiber, and in this way, a crucial 

network attribute was demonstrated: operation was 

possible without electrical powering outside the end 

nodes. Moreover, several multiplexing networks, 

which included a remote power by light fiber optic 

switches, have been recently carried out. 

One of the most satisfactory topologies is the 

“direct unidirectional sensor array”, depicted in Fig. 9. 
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It has a relatively simple cabling configuration, 

which reduces the construction costs and fiber 

damage probabilities. There are two infrastructures 

connected to each sensor unit, described as 

“working” and “protection”. The working fibers and 

cables are used in normal operation, and the 

protection fibers and cables provide the required 

redundancy. The working cable contains a 

distribution and an aggregation fiber, and they both 

have broadband couplers to connect to each sensor 

unit (SU) via the “working interconnect” fibers. 

 
Fig. 9 Direct unidirectional sensor array network. 

On the other hand, a mathematical model for 

these WDM self-healing optical fiber buses has been 

recently developed [20]. Here, it is shown that these 

networks can be also “self-diagnostic”, which is 

defined to mean that it can determine failed 

element(s) from network management information, 

without requiring external resources. In that case, 

the information is the combination of channels that 

arrive at the reception points, and it permits 

unambiguous identification of all important element 

failures resulting from a single or double destruction 

event. This model is a matrix-vector formalism that 

divides the network into blocks and predicts which 

wavelengths arrive at the receiver node when 

damage has occurred in one or more places. All 

values of the power are discrete, being 1 or 0, to 

indicate channel presence or absence, respectively. 

Similarly, a coefficient with the value of 1 or 0 is 

assigned to each network element, according to 

whether it is functional or has failed. A 

matrix-vector equation has been derived to predict 

the network connectivity of the propagating 

wavelengths. So, by monitoring all combinations of 

channel launch points and reception points in the 

network’s end nodes, the failed network elements 

can be unambiguously identified from the received 

wavelengths. Single [20] and multiple failures 

within one or different blocks [54], categorizing and 

tabulating all combinations of surviving 

wavelengths, have been studied in detail. 

Lastly, a number of experimental studies of its 

viability by providing evidence in favor of the 

model have been published. In these works, a 

representative sample of single or double failure 

sites has been tested, demonstrating the patterns of 

channel arrivals predicted by theory. 

2.3 Linear fiber lasers 

The last option to develop optical fiber sensor 
systems is based on fiber lasers structures which 
enhance the performance of the system; in particular, 

they offer the improved signal to noise ratio (SNR) 
when they are compared with nonlasing networks 
due to the fact that the noise associated with the 

amplification is employed in the lasing process. 
Thus, they are able to cope with the losses 
associated with the required devices that ensure the 

survivability of the robust system. Usually, these 
systems are based on linear fiber lasers [18, 28, 34, 
35] or ring fiber lasers [30, 31]. But, it is important 

to take into consideration not only the topology of 
the whole system but also the allocation of the 
sensors and how the system works in order to have 

robustness capability. 
In the literature, different topologies have been 

proposed to distribute the sensors: ring [18, 35], 

star-bus [28], delta-star [30], star-ring bus [31], 
multiring passive architecture [37, 39], and parallel 
distribution [42]. 

The first four topologies, shown in Fig. 10, have 
a key characteristic in common: all of them are 
self-healing architectures which means that they 

have reconfigurable capability to prevent the sensor 
networks from a fiber failure(s) which is supported 
by optical switches. In normal operation, all 

switches are in the default position, and the sensing 
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signal has a fix path. However, in protection 
operation, when a fiber curt occurs, some switches 
change their launch point, thus the lost sensing 
information can be retransmitted under the new link 

reconstructed. 
As can be seen in [18, 28, 30, 31, 35] in 

protection operation, when the signal path has been 

modified, some sensors are interrogated from the 
opposite direction with respect to the direction in 
normal operation. This aspect can restrict the 
practical applicability of these self-healing 

architectures because of the fact that bidirectional 
sensors, such as FBGs, are the only sensors that can 
be used. 

 
(a)                      (b)                            (c)                           (d) 

Fig. 10 Topologies to distribute the sensors: (a) ring, adapted from [18], (b) star-bus, adapted from [28], (c) delta-star, adapted from 

[30], and (d) star-ring bus architecture, adapted from [31]. 

It is evident that a pivotal device of the 

self-healing sensor networks is the switch. As 

aforementioned, it allows reconfiguring the signal 

path to ensure service continuity in the event of a 

point failure. However, switches are expensive 

devices which can increase considerably the cost of 

the system because of the fact that some networks 

need a big number of them. Switches also require 

the power supply; thus, these kinds of protection 

schemes are not suitable for certain application such 

as the case of sensor networks with remote sensing 

capability [55]. 

But it seems important to highlight that 

self-healing sensor networks, in terms of scalability 

and reliability, are promising candidates for the large 

scale multipoint FBG sensor network. 

Architectures proposed in [39, 42] were passive 

sensing networks in the sense that they did not 

require active components in the network as could 

be seen in Fig. 11. It was obvious that the 

complexity of the network was reduced considerably 

and thereby also the cost. But, these aspects had a 

direct influence in the way of assuring robustness 

which was simpler than that in the case of 

self-healing concept. Figure 12 shows the obtained 

results from the setup shown in Fig. 11(b) when one 

of the FBGs that acted as a sensor was placed into a 

climatic chamber in order to observe its behavior 

when temperature changed. It is possible to observe 

that the center wavelength shift presents a clear 

linear behavior [see Fig. 12(b)]. 

In both systems, a switch was used in order to 

make the system inherently resilient to fiber failures. 

 
(a) 

 

(b) 

Fig. 11 Robust networks with (a) multiring passive 

architecture, adapted from [37, 39] and (b) sensors in parallel 

configuration, adapted from [42]. 
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The 1×2 switch was located at the beginning of 

the network to perform the necessary selection of 

the launch point. With this goal, the systems used 

“dedicated protection” to re-establish service after a 

failure. In [37, 39], when the system had a fiber cut, 

the switch would choose the second launch point. 

Because of the design of the system, it could be easy 

to infer the location of the failure. In the particular 

case of [42], when the system worked in normal 

operation, the switch was connected to the “working 

fiber” but when a failure occurred, it was switched 

to the “protection fiber” (the other 50-km SMF, 

single mode fiber, was placed in parallel). 

Consequently, only the working fiber was used in 

normal operation, and the protection fiber was 

activated in the event of a failure. 

These kinds of robust networks with active 

elements only in the monitoring station can be a 

perfect choice for remote sensing applications  

where the power supply is not available in the 

sensing unit. 

Consequently, the choice between self-healing 

topologies [18, 28, 30, 31, 35] or simpler 

architectures with, for example, dedicated protection 

[37, 39, 42] depends on the final applications which 

will establish the final design of the network and the 

real relevance of each sensor, and certain sensors 

can need the higher level of protection because of 

the measured parameter or because of the key 

position of the sensor. 
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(a)                                               (b) 

Fig. 12 Measured output spectrum of the resilient long-distance remote sensing system [Fig. 11(b)] when the FBG centered at 

1541.4 nm was thermally stressed from 27 ℃ to 80 ℃ (a) with the detail of this measurement (b). 

 

2.4 Mesh sensing systems 

Although most of optical sensor networks are 

based on linear topologies, it is worth mentioning 

that bus, ring and star topologies have been also 

adopted in multipoint sensing systems to overcome 

system collapse resulting from breakpoints in the 

sensing system. However, not all kinds of 

breakpoints can be healed, and the sensing area is 

always limited in one dimension. In order to 

overcome this drawback, a number of mesh sensing 

systems to support more comprehensive sensing 

areas have been recently proposed and 

experimentally demonstrated [43, 44]. Furthermore, 

a number of novel optical add-drop multiplexers 

(OADMs) for WDM mesh networks have been also 

investigated [46]. In these topologies, based on the 

characteristics of a thin-film filter and an optical 

switch, the optical signal blocked by single or 

multiple fiber link failures can be reconnected 

through logical backup pathways. 

In these topologies, the symmetric architecture 

ensures that the proposed sensing system can be 

accessed from any point. In such a configuration, the 

self-healing functionality can be applied to the 

whole sensing system by controlling the switching 
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states of the optical switches to provide adequate 

sensing paths. Since the proposed architectures are 

almost always repeated and periodic, a 

three-dimensional sensing system, as shown in   

Fig. 13, can be realized by properly connecting all 

the peripheral edge switches. So, with such a 

sensing system, the self-healing function can be 

applied to the whole sensing system even for failure 

occurring at the nodes. The survivability of the 

sensing system has been enhanced, and the sensing 

elements could be distributed more densely. 

 
Fig. 13 Proposed three-dimensional mesh-based sensing 

system, adapted from [43]. 

3. Conclusions 

This review presents an overview of the most 

representative robust fiber-optic sensor systems, 

discussing their topologies, pros and cons, along a 

sampling of the results from recent research in this 

area. There are several types of protection to allow 

service to be reestablished after a failure, and they 

can be classified as dedicated line, dedicated path, 

shared line or shared path. In this paper, these 

categories of protection have been discussed in 

detail. 

Most robust fiber-optic sensor systems have 

been predesigned for protection against single 

failures. However, a number of novel topologies 

with the ability to withstand multiple failures, as 

well as a mathematical model for these WDM 

self-healing optical fiber buses, have been recently 

proposed. 

We believe that survivability schemes for 

channel failures in fiber-optic sensors networks will 

become an important topic of research in the future, 

and, to the best of our knowledge, this is the first 

comprehensive evaluation of protection fiber-optics 

sensor networks, which involves a number of 

proposals designed to date, both experimentally and 

theoretically, related to this topic. 
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