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Abstract ") 

ABSTRACT 

This thesis presents a commercial outcome prediction system (CPS) capable of 

predicting the likely future monetary return that would be generated by an 

invention. The CPS is designed to be used by university technology transfer 

offices for invention assessment purposes, and is based on the data from their 

historical invention cases. It is aimed at improving technology transfer offices' 

invention assessment performance. 

Using qualitative critical factors suggested by literature. a prototype CPS based 

on decision tree induction was developed. The prediction performance achieved 

by the prototype CPS was unreliable. Three surveys with various technology 

transfer offices were then performed, and the findings were incorporated into a 

final version of the CPS, which was based on neural networks. 

Subject to information obtained in the surveys, a number of potentially predictive 

attributes were proposed to form part of the predictor variables for the CPS. The 

CPS starts with a number of data reduction operations (based on principal 

component analysis and decision tree techniques), which identify the critical 

predictor variables. The CPS then uses five neural-network training algorithms 

to generate candidate classifiers, upon which the final classification is based. 

The prediction results achieved by the CPS \\ere good and reliable. 

Additionally, the data reduction operations successfully captured the most 

discriminative invention attributes. The research demonstrated the potential or 

using the CPS for ill\'ention assessment. 1-10\\ c\cr, it requires sufficient 

historical data from the technology transfer office using it to provide accurall' 

assessments. 
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CHAPTER ONE 

INTRODUCTION 

University Technology Transfer is the process of transferring university­

developed inventions to the private sector. The most common transfer 

mechanisms are the licensing of inventions to companies. and the ~stablishment 

of spin-out companies based on inventions. Famous world-changing ill\entions 

that brought to the market through licensing include the Seat Belt and the LCD 

(Liquid Crystal Display). Successful university spin-outs include the internet 

search engine Lycos and the biotechnology firm Genentech. Due to the 

significant contributions brought by University Technology Transfer. large 

amount of funding and resources have been committed to this area by both 

universities and Governments. As more universities demonstrate hO\\ lucrative a 

source of Income can be from merely one successful ill\ ention 

commercialisation, universities allover the world are increasingly focusing on 

University Technology Transfer. However. only a small percentage of 

universities manage to gain, and the majority are struggling to break even. 

The process of University Technology Transfer is risky. Each imention usually 

involves a significant upfront investment. and the return can only be realised in 

the medium or long term. Generally speaking, the process of Uni\crsity 

Technology Transfer can be interpreted as a series of three steps: I) ill\ L'ntion 

disclosure, 2) invention assessment, and 3) invention commercialisation actions. 

Invention disclosure is the process of disclosing both \erball). and in written 

documents to a university the confidential technical details l)j' an in\ ention. 

Imention assessment refers to the procedure of e\aluating and grading an 
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invention's potential to succeed, prior to investment by a university technolog~ 

transfer office. Invention commercialisation actions encompass a range of 

activities required to commercialise an invention after a university technoloav , o. 

transfer office decides to invest in the invention. These actions can include the 

marketing of the invention, negotiation with potential licensees and assisting the 

formation of a spinout based on the invention. Among the great number of 

empirical studies regarding University Technology Transfer. little has been done 

on the second step of the process: invention assessment. Th is represents a 

serious gap in the knowledge required for both effective invention disclosure and 

invention commercialisation. With insufficient knowledge of invention 

assessment, critical invention information may be missed during the invention 

disclosure step. Moreover, an inaccurate assessment can give rise to the wrong 

invention commercialisation actions, including mistaken investment and the loss 

of opportunities and resources. 

Therefore, this research has endeavoured to investigate the area of invention 

assessment for the purpose of University Technology Transfer. Several issues 

require clarification before the aims and scope of this research can be stated. 

These issues are discussed below. 

The current research concentrates on patentable inventions, as they form the 

majority of the projects handled by technology transfer offices in universities. 

Additionally, it should be noted that the term invention assessment can be 

interpreted as either the project selection process, or the performance evaluation 

process. Though the two processes are closely related, they require different 

approaches for research investigation. One of the obvious differences would be 

the perspective emphasis of the former, and the retrospective emphasis of the 

latter. Under the increasing demand for public accountability and performance 

indicators, it is especially important to prevent the potential misunderstanding by 

pointing out that the current research defines invention assessment as the project 

selection process. 
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Each country has its own unique development of University Technology 

Transfer. For instance, the United States, being the world leader in University 

Technology Transfer, has a relatively long history of practising University 

Technology Transfer. In the United Kingdom, however. University Technology 

Transfer has only been wide spread in the late 1990s. The University 

Technology Transfer industry in the United Kingdom is therefore still catching 

up m some areas. By limiting the scope of the current research to only 

universities in the United Kingdom, the present research focuses on their 

particular characteristics, and hence formulates a more suitable solution. 

University Technology Transfer is a fairly controversial area. There is a school 

of thought that objects to the concept of University Technology Transfer for 

various reasons. For instance, some people are suspicious about the ability of 

universities, as public institutions, to conduct commercial activities. In terms of 

ethical issues, it is suggested that University Technology Transfer activities are 

in effect limiting the societal benefits, by privatising the transfer of knowledge. 

While acknowledging these opinions, this research takes the stance that research 

regarding University Technology Transfer is worthwhile, since it can contribute 

to over 80 percent of the universities in the United Kingdom, which have 

established technology transfer offices, promoting University Technology 

Transfer. 

Depending on the chosen performance indicator, there are a variety of aspects on 

which an invention can possibly be assessed. An invention can score high in 

terms of its contribution to the society, but score low in regards of monetary 

return generated for the university. This research focuses on the assessment of 

an invention's potential to generate monetary return. This is due to the fact that 

monetary return is clearly one of the most widely used performance indicators. as 

well as being one of the most dominant objectives for universities conducting 

technology transfer. This is evidenced by the observation that almost all the 

relevant University Technology Transfer literature or surveys report the level of 

monetary return as an indicator of success. Wealth creation is also one of the 

most frequently stated objectives by university technology transfer offices. 
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While limiting the focus of the current research to monetary return. this is not 

suggesting that monetary return is the only or most important consideration for 

invention selection. 

The size of a technology transfer office can vary from tens of employees down to 

a one man unit. In larger technology transfer offices, assessment decisions may 

be jointly considered by a number of managers, whereas the decisions made in 

smaller offices are likely to involve fewer managers. In order to conduct a piecc 

of research that benefits technology transfer offices of all sizes. this research 

endeavours to concentrate on methods that minimise the input of human 

resources. In this regard, the research uses a quantitative approach. While it is 

acknowledged that managers might stop short of relying on computer generated 

solutions based on higher mathematics, this is not an issue \\hen the solution 

forms merely one of many screening methods used to better assess the decision. 

This is supported by wide documentation on the contribution and application of 

quantitative tools towards imperative investment decisions in the financial sector. 

Finally, quantitative applications come in many different forms, such as 

information visualisation. information organisation, prediction. and so on. The 

current research attends to the implementation of prediction. This is because the 

result of such an application could directly solve the problem of \\hich il1\cntion 

is more likely to give the better monetary return. Because of this, the 

performance of such application is also measurable. 

Subject to the issues discussed above, the precise aim of the present research is 

as follows: to develop a commercial outcome prediction system. which can be 

used by individual technology transfer offices in the United Kingdom for the 

purpose of estimating an individual invention's likely future monetary return for 

invention assessment purposes. For convenience. such a system \\ill from no\\ 

on be called the CPS (the Commercial Outcome Prediction S) stem). 

To achieve the above aim. the remainder of this thesis is organiscd as follows. 

Chapter Twn rcviewed rele\ ant literature from the University Technolog) 



Chapter One: Introduction 19 

Transfer sector, as well as other sectors relevant to the development of the CPS. 

Based on the findings from the literature review, Chapter Three developed a 

prototype version of the CPS, and the results it generated demonstrated the need 

for further investigation. Chapter Four conducted several surveys regarding the 

invention assessment methods adopted by various university technology transfer 

offices. Combining the insights derived from Chapter Two, Three and Four. 

Chapter Five developed the final version of the CPS. The results generated using 

the CPS are then presented and evaluated in Chapter Six. Lastly. important 

implications derived from the current research are discussed. and conclusions are 

drawn in Chapter Seven. 
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CHAPTER TWO 

LITERATURE SURVE" 

2.1 INTRODUCTION 

This chapter provides the necessary background materials and rC\le\\ s the 

relevant literature in order to achieve the research aim of de\t~loping the CPS 

(Commercial Outcome Prediction System) for university technology transfer 

offices in the United Kingdom. First of all in Section 2.2. a number of 

background materials are presented to locate the task of invention assessment t()r 

University Technology Transfer sector in space. time and culture. It then moves 

on to review literature from the University Technology Transfer domain in 

relevance to the invention assessment process. Based on the findings generated 

from Section 2.2, additional inputs of assessment methods from other relc\ant 

sectors are found necessary. Section 2.3 therefore examines literature covering 

evaluative bibliometrics from the domain of Science and Research Assessment 

which are also applicable to the invention assessment task to a certain c\.tcnt. 

f<urthermore, Section 2..+ revie\\s literature regarding the use of quantitativc 

classification for option selection/outcome prediction for investment purposes in 

the tinancial sector. Based on these discussions, Section 2.5 cuncludes this 

chapter by pointing out the applicability of e\aluativc bibliometrics and 

quantitative c1assitication to the invention assessment problem of the Uni\ ersity 

Tcchnology Transfer domain as \\cll as its relc\ancc towards the developmcnt of 

the CPS. 
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2.2 UNIVERSITY TECHNOLOGY TRANSFER 

This section starts by clarifying necessar: definitions of the terms and procesSeS 

involved in University Technology Transfer. followed bv an account of the ri ,-c 

of the sector with a particular focus on the situation in the United Kingdom. It 

then reviews the difficulties involved in invention assessment as \\ ell as relevant 

studies contributing to the development of assessment solutions. This section 

ends with the establishment of three assumptions derived from these studies. 

Definitions 

An invention is defined in this research as a patentable novel entit\ with 

commercial potential. University Technology Transfer is defined in this thesis as 

the process of transferring university-developed inventions to the private sector. 

Despite the definition adopted by the current research, there are other \ariations 

of definitions proposed. Gopalakrishnan and Santoro (2004) provide a thorough 

review regarding these definitions. In particular. they attempted to clarif)' the 

differences between knowledge-transfer and technology-transfer. Licensing and 

spinout formations are the most common mechanisms to transfer university­

developed inventions to the private sectors. Licensing refers to the proCess of 

letting the inventions to the private sectors, either exclusively or non-exclusively, 

in return for royalty incomes. Spinout formation refers to the creation of a 

spinout company selling products or services based on the inventions. A general 

model of University Technology Transfer reflecting the conventional \\isdom of 

the process among Unin:rsity Technology Transfer practitioners (:\ UT\ I 2000) 

is presented in Figure 2-1. 



Chapter Two: Literature Survey 22 

I Scientific Discovel"Yl 

I Invention Disclosur~ 

~ 
~nvention Assessmen~ 

!patent Applicationl 

~ 
Marketing of Invention to Firms (Established firms or Spinout Companies)1 

~ 
!Negotiation of Licens~ 

ILicense Invention to Firm~ 

Figure 2-1: General Model of University Technology Transfer 

The transfer process starts with a scientific discovery by an academic inventor. 

The detail of the invention derived from the discovery is then reported to the 

university, often in an invention disclosure form. The university then assesses 

the invention and decide whether resources will be allocated to this invention. If 

the invention assessment result is positive, a patent application is then filed for 

the invention and marketing of the invention to potential licensees or preparation 

for spinout formation starts. This is often followed by lengthy negotiation 

process regarding details of contracts. Finally, contracts are signed and the 

invention is licensed either to established firms or to a spinout. Though the 

University Technology Transfer process in reality deviates to a certain extent 

from this model, it captures the essence of the process. To assist the 

management of these steps. universities nowadays are increasingly establishing 

their own technology-transfer offices. In particular, during invention assessment 

(the second step of the model). an invention's potential to generate future income 
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for the university will be evaluated, given the prerequisites that the invention is 

beneficial to humankind and patentable. Hence, invention assessment is defined 

in this thesis as the procedure to evaluate and grade an invention· s potential to 

generate monetary return for a university. 

The rise of University Technology Transfer 

University Technology Transfer is not merely a recent phenomenon. Its history 

can be dated back to the history of modern universities since the early 19th 

century, when universities emerged as a combination of teaching and research in 

Germany. While it is still not clear, some believed that the Germans were the 

pioneer in University Technology Transfer and the first documented spinout 

company was from a German university (Gustin 1975). Nevertheless, University 

Technology Transfer was not widely popularised until the passing of several 

regulations including the 1980 Bayh-Dole Act, the 1980 Stevenson-Wydler Act, 

and the 1985 Federal Technology Transfer Act in the United States (Markman et 

al. 2005). Particularly, the Bayh-Dole Act simplified the University Technology 

Transfer process by granting universities the ownership of the patents arising 

from federal research grants. Since the passing of this law, the number of 

university technology transfer offices and the number of patents granted to 

universities in the United States have increased rapidly, so did the level of 

licensing income and the number of spinout companies established (AUTM 

1997). Similar story is happening increasingly across Europe and beyond 

(Wright et al. 2004). 

In the United Kingdom, University Technology Transfer became a wide spread 

phenomenon in the late1990s when there was a sudden increase in the numbers 

of university technology transfer office and spinout company established. This 

trend is further accelerated by the introduction of the Third Stream Funding 

introduced by the Government to support University Technology Transfer 

activities in England in 1999 (Crown 2003). The Third Stream Funding covas 

initiatives including the Higher Education Innovation Fund, Science Enterprise 
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Challenge and University Challenge Funds (DTI et al. 2002). Currently. over 

80% of universities in the United Kingdom have established their own 

technology transfer offices and staff numbers are still increasing by about 25% 

per year, licensing rates and income has also increased (UNICO et at. 2003). 

Nonetheless, many technology transfer offices and spinouts in the United 

Kingdom were only recently established as a result of Government funding 

(Crown 2003). The quality of university technology transfer offices in the 

United Kingdom is highly skewed and most are in the red (UNICO et at. 2003). 

Deficit university technology transfer offices are often inexperienced and are 

believed to have filed for patents indiscriminately, depending on Government 

funding to create spinouts while failing to attract any license deals or external 

funding to support the spinouts. Experienced technology transfer offices, on the 

other hand, focus on licensing rather than spinouts (Markman et at. 2005). In 

2002, the United Kingdom created three times more spinouts than the United 

States, its licence income, however, is merely a third of that of the United States 

and is predominantly achieved by the top five universities (UNICO et al. 2003). 

Very few spinouts in the United Kingdom have been sold or floated on a stock 

market (Mike et al. 2004). The difficulties encountered by the University 

Technology Transfer field do not merely exist in the United Kingdom but 

throughout the world. 

Invention Assessment for University Technology Transfer 

Invention assessment is very difficult largely due to the complex nature of 

University Technology Transfer, which involves early-stage inventions from a 

wide range of disciplines, upfront investment, multiple stakeholders and long 

developmental time. Unlike inventions developed in the private sectors, 

university-developed inventions are often embryonic technologies with a high 

level of technical and market uncertainty (Jensen and Thursby 2001; Owen­

Smith and Powell 2003). As illustrated by the comment from a senior 

technology transfer officer (Owen-Smith and Powell 2003): "In most cases you 

don't even have a prototype, let alone an established market:' Furthermore. 
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inventor cooperation is normally necessary, which leads to the issues of moral 

hazard (Jensen and Thursby 2001) and contracting for tacit knowledge (Arora 

1996). Being academic experts of particular fields, inventors tend to be 

optimistic about the resources required to develop the invention and relatively 

na~ about efforts required in marketing (McAdam et at. 2005). A study 

investigating the cause of failure in University Technology Transfer projects 

reported that half of the failure is due to a technical failure, while 18% are due to 

inventors failing to cooperate or deliver know-how during further development 

(Thursby and Thursby 2003). Prior to the location of licensees or establishment 

of spinouts, up front investment is required for the intellectual property protection 

for these early-stage inventions. The application process for a patent is, 

however, lengthy and expensive, especially when the number of designated 

countries increases and/or infringement issues arise. In addition, the involvement 

of multiple stakeholders, including inventors, technology transfer office 

personnel, private partners and investors is problematic. A considerable amount 

of evidence showed that these parties possess contrasting values, standards and 

organisational cultures (Roberts 1988; Nelson 2001; Friedman and Silberman 

2003; Crown 2003). Siegel et al. (2004) explained that their different cultures 

may constitute distinct "thought worlds" with distinct languages and 

organizational routines that impede technology transfer. For instance, Siegel et 

al. (2004) asked inventors, technology transfer office personnel and companies 

what the output of University Technology Transfer is. Companies largely 

answered the number of licences (75%) and informal transfer of know-how 

(70%); technology transfer office personnel mostly replied the number of 

licences (86.7%) and licensing income (66.7%). Inventors, on the other hand, 

considered a wide range of entities evenly, including product development 

(35%), the number of licences (25%) and the number of patents (20%). Lastly, 

university-developed invention projects often require five to ten years of further 

development before any return can be realised (AURIL 2003b). During this long 

period of lag time, multiple stakeholders come and go while each contributes to 

the final outcome (success or failure) of the collaboration project. User values 

and market properties are also likely to have changed after such a long period of 

time. Not surprisingly, a significant number of studies continues to point out the 
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large proportion of failure cases of University Technology Transfer (Carlsson 

and Fridh 2002; Crown 2003; UNICO et al. 2003), and universities are 

commonly urged by Governments and researchers to improve their assessment 

methods before rushing to spend resources on patent protection and creating 

spinouts (Bozeman 2000; Shane 2002: Crown 2003; Siegel et al. 2003c: 

McAdam et al. 2005; Markman et al. 2005). 

Despite the typical emphases on the importance of invention assessment, this 

process is largely omitted or avoided both in practice and among the research 

community. Evidence from interviews with practitioners and archival materials 

from technology transfer offices often shows that where blockbusters have been 

realised, few received appropriate assessment at their early stage (Owen-Smith 

and Powell 2003). Evidence from case studies showed that spinouts were 

formed with technology assessment decisions still outstanding (McAdam et al. 

2005). Some researchers also avoided the topic of invention assessment by 

concentrating on the university technology transfer office's role as a facilitator 

and neglecting the role of critical assessor (Colyvas et al. 2002: Friedman and 

Silberman 2003; Thursby and Thursby 2003). Even research studies regarding 

the definition of the whole University Technology Transfer process do not cover 

this area. Based on the general model presented in Figure 2-1 several researchers 

carried out surveys attempting to map the process in greater details, including the 

works of Siegel et al. (2004) and McAdam et al. (2005). These studies added 

considerable details to every step of the general model but except the step of 

Invention Assessment. Such avoidance coexists with abundant complaints by 

technology transfer practitioners regarding the difficulty in invention assessment 

and the literature's usual recommendation to practise robust invention 

assessment (Bozeman 2000; Shane 2002; Crown 2003; Siegel et al. 2003c; 

McAdam et al. 2005; Markman et al. 2005). 

While the lack of invention assessment and its importance have been widely 

recorded. its understanding remains highly unclear and studies regarding 

invention assessment methods or processes are rarity. Invention assessment is 

generally understood as the assessment of an invention's technical and market 
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potential (AURIL 2003a), which is presented as follows. Technical potential 

basically refers to the novelty and advantage of the invention against patents or 

products existing in the field. Assessment for technical potential is generally 

done by conducting prior art searches (using internet search engines and/or 

search facilities on national patent office websites) and looking at competitors' 

activity. Market potential is generally assessed using a range of factors. 

including market size, inventor experience and contribution, market impact. time 

to market and technology transfer office experience in the field. The assessment 

process for these factors is intuitive, where an assessor (a technology transfer 

officer) would give a score (such as on a scale of 1 to 10) to each factor after 

talking to inventors and/or looking at information contained in invention 

disclosure forms. Such intuitive invention assessment process is reflected in the 

sample invention evaluation form developed by AURIL (Association for 

University Research and Industry Links), as shown in Appendix A 1.1. Assessors 

often possess basic understanding regarding intellectual property issues and a 

doctorate degree in a scientific discipline. Depending on the resources of the 

technology transfer office, there is often one assessor who is responsible for the 

assessment for inventions coming from all disciplines with the university. 

A study conducted by Meseri and Maital (2001) is one of the rare stud ies 

regarding invention assessment. They compared the criteria used for invention 

assessment by six Israeli universities against those employed by venture 

capitalists and MIT (Massachusetts Institute of Technologyl) and found that they 

are very similar. Their research methods included asking technology transfer 

offices personnel to score (on a scale of 1 to 5) a list of predetermined success 

factors regarding their importance during invention assessment. The factors with 

highest scores are then compared with the selection criteria derived from the 

Israel Venture Association. The six factors scored highest were "\) Market need~ 

2) Market size; 3) Existence of patent; 4) Success chances for R&D stage; 5) 

Level of innovativeness; 6) Degree of maturity of the idea". The findings from 

this study, however, are not compatible with those from other studies. According 

lOne of the most successful universities in terms of University Technology Transfer in the 
United States. 
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to Owen-Smith and Powell (2003), the market is rarely identified at the timc of 

invention assessment. Factors like 'Market need' and 'Market size' are theret()rc 

not applicable. Also, invention assessment is \ ie\\ ed by many as a step prillr to 

patent application (McAdam et al. 2005). Nonetheless, such disputes among th~ 

studies do not present invalidity of their findings. Rather, thcy prmide furthcr 

evidence that varying policies exist in different university technolog: transfer 

offices, as each study is based on different samples of university technology 

transfer offices. Furthermore, the use of the research method of asking 

technology transfer personnel to score a list of factors showed that Meseri and 

Maital (2001) agree with AURIL (2003a) that practitioners generally adopt an 

intuitive approach. Due to the intuitive nature of assessment process. the focus 

of Meseri and Maital (2001) is to find out which assessment criteria/factors are 

relatively more commonly adopted. In addition, the fact that Meseri and 1\laital 

(200 I) compared criteria adopted by university technology transfer offices and 

those used by venture capitalists demonstrated the perceived similarity by the 

researchers regarding the project assessment process between the t\\O parties. 

Literature regarding the project assessment process of venture capitalists 

(Zacharakis and Meyer 2000; Zacharakis and Shepherd 200S) also reported that 

venture capitalists' assessment process are highly intuitive and the criteria found 

are also similar to those located by Meseri and Maital (2001). 

I nformal venture capitalists, so-called business angels, represent another 

important area related to University Technology Transfer. Business Angels are 

largely researched among the Small Business and Entrepreneurial literature. due 

to their key role in promoting emergent businesses (Mason and Harrison 1999). 

In particular. their focus on early-stage ventures based on high technologies 

(Freear et al. 2002) means that they are potentially an important source of fi Ilance 

for commercial ising university-developed inventions. This in turn makes the 

illn:ntion assessment criteria adopted by the business angels relc\ant to the topic 

of unin~rsity invention assessment. An understanding regarding the angels' 

iJl\cstment behaviour and criteria is therefore imperative. 
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Though the topic of business angels has been well established in the United 

States, it basically started in the United Kingdom in the early 1 990s (Harrison 

and Mason 1996). Since then, the supply of risk capital from business angels has 

been increasing significantly (TSBS 2001). Being private investors, angels are 

different from formal venture capitalists (Ves) in a number of ways. First of alL 

ves are more visible than angels, and ves often invest bigger amount per 

investment (Freear et al. 2002). While both ves and angels aim for capital gain, 

angels also emphasise on enjoyment and fun derived from the investment 

process. Since ves report to their shareholders, they regard involvement as a 

cost to their investment (Southon and West 2006). Business angels, on the other 

hand, report to themselves, and regard involvement as a way of increasing their 

control over their investment (Van Osnabrugge and Robinson 2000; Mason and 

Stark 2002). Business angels, hence, are more concern about agency risk (i.e. 

risk caused by conflicts between investors and entrepreneurs), whilst ves are 

more concern about market risk (i.e. risk caused by unforeseen market condition 

(Fiet 1995). Business angels invest both money and time to new ventures, and 

add values in various dimensions including technical, managerial and networking 

issues (Aernoudt 1999; Ehrlich et al. 1994). It is therefore suggested that strong 

business angels also reduce the 'liability of newness' of start-ups (S0rheim 

2000). Not surprisingly, it is widely found that business angels concentrate on 

early-stage ventures where past experience and business know-how from angels 

are crucial, whilst ves focus on later-stage ventures to avoid the cost of 

involvement (Van Osnabrugge 1999; Freear et al. 2002; Aernoudt 2005). 

The angels' stress on business involvement probably explains the focus of their 

investment criteria on the quality of the management team. While the findings 

regarding angel investment criteria vary, it is unanimously agreed that the quality 

of the entrepreneur or the management team is the angels' primary criterion 

(Mason and Harrison 1996; Van Osnabrugge 1999; Gracie 1999; TSBS 200L 

Mason and Stark 2002; Jungman et al. 2005; Southon and West 2006; Beer 

2006). A management team's quality has been translated as the team's 

understanding of the business and their potential ability to create protit. pitching 

ability and rapport between the team and the angels, and track record of the team 
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(Van Osnabrugge and Robinson 2000; Beer 2006). The findings regarding other 

investment criteria adopted by business angels have been variable among the 

relevant literature. They generally include the potential satisfaction and 

enjoyment from involvement (Van Osnabrugge and Robinson 2000). possibility 

of exit (Beer 2006), 'investment ready' business plan2 (Beer 2006; Mason and 

Stark 2002), industry and geographical proximity3 (Jungman et al. 2005). growth 

potential and product readiness such as the status of the intellectual property 

rights (Van Osnabrugge 1999). Nonetheless, the heterogeneity exhibited by the 

findings is largely due to the personalised investment approach adopted by the 

business angels (Mason and Stark 2002). 

The emphasis on the choice of factors/criteria and the neglect of the methods or 

processes involved in the invention assessment task are widely exhibited in other 

University Technology Transfer literature. A large number of literature adopt the 

notion that University Technology Transfer is generally a process that can only 

be learned through experience and cannot be taught (Crown 2003). Owen-Smith 

and Powell (2003) quoted a comment from a senior licensing associate: 'There is 

no curriculum for training someone. We try to send people to the AUTM 

(Association of University Technology Managers) seminars but they are really 

going to learn more by being here on the job, ...... This business is very much 

learn as you go and the more deals you are involved with, the more quickly you 

learn.' This notion of 'University Technology Transfer cannot be learned' 

together with the intuitive approach to invention assessment underlined the ad 

hoc management style of university technology transfer offices. 

A group of literature that can be utilised to develop invention assessment 

methods is the so-called critical-factor literature. Critical-factor literature 

proposed positive or negative factors influencing the success of University 

Technology Transfer. Successful University Technology Transfer is largely 

accepted by these studies as inventions leading to monetary return for the 

~ Investment ready business plans refer to business plans which cover adequate information on 
market and financial issues. with limited technical jargon. and clear and probable assumptions. 
J Industry and geographical proximity refer to business opportunities which are compatible with 
the business angels' expertises. and are close to where the angels are geographically based. 
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university. The level of success is commonly quantified as the level of output of 

a university technology transfer office, which is further quantified as the number 

of signed licensing contracts with established companies and spinouts created. 

Some added that non-sustainable spinouts should not be included (Crown 2003). 

The common approach of these studies is to locate the critical factors affecting 

the output of a University technology transfer office through empirical data 

generated from interviews, questionnaires, case studies and patent records, either 

at university-level or invention-level. Studies conducted at university-level 

looked at factors affecting the aggregate output of individual technology transfer 

offices, whereas invention-level studies examined factors influencing the 

outcome of individual inventions. In light of the aim of the current research to 

develop the Commercial Outcome Prediction System (as explained in Chapter 

One), factors not applicable to discriminate among inventions within a 

university, often suggested by certain university-level studies, would be outside 

the scope of the current research. For instance, Gregorio and Shane (2003) 

proposed that universities geographically locating near to venture capitalist are 

more likely to attract funding for spinout establishments. Such a factor, if valid, 

would be applicable to all inventions within these universities and therefore does 

not serve to discriminate among inventions. 

However, though university-level studies do not generate critical factors that 

directly discriminate among inventions, important insights can be learned from 

some of the university-level literature. The most frequently found critical factors 

among the university-level literature include experienced university technology 

transfer office (Rogers et al. 2000; Siegel et al. 2003b; Carlsson and Fridh 2002~ 

Mowery et al. 2002; Owen-Smith and Powell 2003; Friedman and Silberman 

2003), active networking with the private sectors (Zucker et al. 1997: Shane and 

Stuart 2002; Friedman and Silberman 2003; Owen-Smith and Powell 2003: 

Lindell~ and LllSten 2004), and strong scientific base of the university (Foltz et 

al. 2000; Thursby and Kemp 2002; Owen-Smith and Powell 2003: Gregorio and 

Shane 2003; Siegel et al. 2004). Other less frequently stated critical factors from 

the university-level studies include high university prestige (Sine et al. 2002: 
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Gregorio and Shane 2003), university patent impact (Zacks 2000; Mowery et al. 

2002) and great rewards for inventors (Friedman and Silberman 2003). 

Among the invention-level studies, the most frequently found critical factors 

include significant inventor's scientific capacity and reputation (Foltz et al. 

2000; Rogers et al. 2000; Owen-Smith and Powell 2003; Zucker et al. 1997: 

Jensen and Thursby 2001), certain invention discipline (Shane 2002: Thursby 

and Kemp 2002; Crown 2003; Owen-Smith and Powell 2003), personal 

relationship with firms or investors (Hsu and Bernstein 1997: Shane and Stuart 

2002; Thursby and Thursby 2003; Owen-Smith and Powell 2003, Siegel et al. 

2004), developmental stage (Jensen and Thursby 2001; Mike et al. 2004: 

Markman et al. 2005), and secured external funding (Hsu and Bernstein 1997: 

Crown 2003; Mike et al. 2004). Other less frequently stated critical factors 

located by invention-level studies include inventor's business experience (Shane 

and Khurana 2000), types of research: basic or applied (Bozeman 2000), 

effective patents (Shane 2002), and lack of inventor's input in supplying contacts 

of potential licensees (Hsu and Bernstein 1997). 

When examining the details of the critical-factor literature, it is noted that they 

generally fall into one or both of the following two categories, namely qualitative 

survey and latent variable model. A large proportion of the critical-factor studies 

belong to the qualitative model category, such as the works of Hsu and Bernstein 

(1997), Thursby and Thursby (2003), Owen-Smith and Powell (2003) and 

McAdam et al. (2005). They are generally based on inductive methods like 

interview survey, case studies, and content analysis. These studies contributed to 

the sector by revealing the perceptions, inside stories and management strategies 

adopted by the various technology transfer stakeholders. The contributions from 

the literature are vital as they added new findings to the general understanding of 

the sector. which may have assisted the research design of subsequent studies. 

Moreover, the dominance of studies in this category is mainly because of the 

embryonic nature of the University Technology Transfer sector as well as the 

paucity of online databases. Owing to the newness of the field, researchers are 

still developing conceptual frameworks in attempts to establish unifying theories. 
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Also, University Technology Transfer is confidential in nature. since the 

inventions represent potential commercial opportunities. Readily available data 

for quantitative analysis is therefore limited. These studies generally involve 

extensive painstaking collection of qualitative verbal or written field data which 

the researchers have access to. However, qualitative data is highly vulnerable to 

ambiguity. Factors are often concluded as critical factors because they are 

repeatedly quoted by interviewees during the survey, such as the works of Owen­

Smith and Powell (2003) and Thursby and Thursby (2003). However, the 

interviewee's interpretation of a factor may well be different from that of others'. 

For example, Hsu and Bernstein (1997) concluded from their interview tindings 

that the value of an invention is one of the most important factors affecting the 

success of University-Technology Transfer. The value of an invention. however, 

has been interpreted or operationalised in terms of licensing income (UNICO et 

al. 2003), contribution to humankind (Crown 2003). or even patent citation 

(Shane 2001). Despite the wide variety of interpretations offered by previous 

researchers to many generic terms. subsequent qualitative survey studies 

continue to use the terms in the absence of any form of definitions. Such 

ambiguity nature of qualitative data, when appropriately controIled with more 

explicit definitions, serves to synthesize and summarise the properties of more 

quantifiable variables. Without necessary definitions, it can lead to unnecessary 

inconsistency and confusion as interviewees might have been attaching opposing 

meanings to the same term. 

A subset of the critical-factor literature belongs to the second category, latent 

variable models, including the works of Thursby and Thursby (2002), Gregorio 

and Shane (2003), Friedman and Silberman (2003), Siegel et al. (2004), and 

Markman et al. (2005). The latent variable model refers to the construction of 

latentlhypothetical variables to represent various concepts, and using observable 

and measurable variables to represent the latent variables. Due to the 

quantitative nature or more quantitative nature of the observable variables. 

statistical data analysis methods are often applied to these models. A number of 

potential factors were often treated as independent variables and the outcome of 

technology transfer was treated as the dependent variables. The common goal of 
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these studies was to identify the critical factors among the potential factors. 

Since the choices of observed variables used to represent the latent variables are 

up to the researchers, inconclusive findings were generated among the studies. 

For example, it appears that both Shane and Stuart (2002) and LindelOf and 

Lofsten (2004) share the same conclusion in which they proposed that 

connection with the private sectors is an important critical factor. Yet, Shane and 

Stuart (2002) adopted counts of personal contacts with firms as the observed 

variable as a measure of the level of connection whereas the observed variable 

used by Lindelof and Lofsten (2004) is the count of the number of firms located 

within a university science park. Though one can argue that the ambiguous 

nature of latent variable allows a wider margin for further investigations, it 

became a problem when it spread to the common dependent variable, the 

outcome of technology transfer. A closer look at these studies showed that a 

variety of observed variables have been assigned to represent the level of 

University-Technology Transfer success. They include the number of signed 

license contract (Siegel et al. 2004), the number of spinouts formed (Gregorio 

and Shane 2003), the number of invention disclosed (UNICO et al. 2003), the 

amount of licensing income (Markman et al. 2005), and a combination of the 

above (Friedman and Silberman 2003). The use of different observed variables 

for the common dependent variable is dangerous. Researchers build upon each 

other's work based on the assumption that they are solving the same dependent 

variable when they are not. Particularly, there is a lack of consensus regarding 

the validity of using the status of 'started a spinout' to represent 'successful 

University-Technology Transfer'. Some argue that most of the university 

spinouts in the United Kingdom created after the late 1990s are merely possible 

because of the Government's Third Stream Funding and they lack the ability to 

attract any external capital (Crown 2003). These spinouts therefore do not 

represent successful cases of University-Technology Transfer. Under such 

argument, factors closely correlated with spinout formation thus are not 

necessarily critical factors for successful University-Technology Transfer. 

However, Shane (2001) argued that spinouts are often resulted from important 

inventions and therefore regarded spinout formation as a valid measure of 

University-Technology Transfer success. Besides. the number of signed licence 
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contracts can also be a problematic representation for success. S0me consid~r 

signed licence contracts to cover licensing to established compani.::s onl: 

(Thursby and Thursby 2003). others consider it to include both licensing to 

established companies and spinouts (Shane 2002). This ambiguity problem is 

also an industry-wide problem where technology transfer personnel in practice as 

well as other stakeholders involved, such as investors and companies. also hold 

different opinions for the definition of a successful case of Uni\ersity­

Technology Transfer (Siegel et al. 2004). These problems are. nonetheless. due 

to the embryonic nature of the field where there are insufficient standards and 

established norms. In particular. patent data has been increasingly used to 

represent latent variables. This is largely due to the fact that most invcntions 

involved in University-Technology Transfer activities are patented or patentable 

entities. For instance, Shane (200 I) used patent citation. the number of different 

patent subclasses of the previous patents cited by a given patent the number of 

patent classes assigned to a given patent and the number of patents 0\\ ned by the 

invention in the past to represent the invention value. the invention's radicalness. 

the scope of protection for the invention and the inventor's firm founding 

experience respectively. Furthermore, the TR's University Research Scorecard 

used a patent related measure (including patent number and patent citation data) 

to represent the technological strength of research universities (Zacks 2000). The 

number of patents has also been widely used as a measure of a uni\l~rsit: 's 

productivity in technology transfer (Thursby and Thursby 2002). In fact. patent 

data is one of the common bibliometric entities which have been heavily 

investigated by the Science and Research Assessment literature. Other 

bibliometric entities such as faculty research grant have also been used to 

represent critical factors (Friedman and Silberman 2003). Furthermore. the 

analysis methods employed by those latent variable model studies include 

descriptive statistics (Meseri and Maital 2001: Siegel et al. 2003), correlation and 

regression analyses (Friedman and Silberman 2003; Shane 2001 b: l\ larkman ct 

al. 2005). These studies provide valuable evidence showing the close 

relationship and co-occurrences of certain factors and the technolog: transfer 

outcome. Ill)\\e\er. the old aphorism of 'correlation does not imply causation' 

seems to han' becn forgotten by some ofth.::se studies. 
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Moreover, several drawbacks were applicable to both categories of studies. 

While the studies concluded that the critical factors are likel) to be predicti\ c 

factors for the final technology-transfer outcome, they fail to provide evidence as 

they are retrospective in nature. In addition, due to the lack of publicly available 

invention data, most of the studies depended on privileged access to a certain or a 

small number of university technology transfer offices. Such privi leged access 

may have given rise to inappropriate generalisation and biased findings caused 

by non-representative samples. Most studies, such as Shane (2001) and Shane 

and Stuart (2002), are using the data from non-representative institutions such as 

MIT (Massachusetts institute of Technology) where extremely favourable 

conditions for University-Technology Transfer may be available. Inconclusive 

and inconsistent findings are therefore generated from these studies, \\ here 

critical factors proposed by one study as success factors can be rejected hy 

another. For instance, evidence from Markman et al. (2005) disagreed \\ith the 

success factor great rC11'(frd\'for inventors proposed by Friedman and Silberman 

(2003) by showing that the level of rewards for inventors is actually negativel) 

related to a technology transfer office's performance. Another concern is that 

most of the literature regarding University-Technology Transfer is from the 

United States. This is mainly due to their more developed state of the sector. 

which provides more readily available data. Among these United States studies. 

many obtained valuable data from AUTM (The Association of University 

Technology Managers), which is a central body providing various resources to 

the sector. While similar organisations, such as the AURIL (Association for 

University Research and Industry Links). exists in the United Kingdom. the scale 

and resources offered are relatively limited when compared with AUTM. While 

the critical factor studies often refer to and build upon the findings from one 

another, it is important to note that critical factors derived from the United States 

may not be applicable to the United Kingdom. This is also supported by the 

findings hy Schmiemann and Durvy (2003), \\ho concluded that thcre are 

substantial cultural, legal and regulatory ditferences bet\\een the llnitcd States 

and Europe. and especially \\ithin Europe. 
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Despite the inconsistency resulting from the incomplete pictures presented by 

individual critical-factor studies, their findings provoke healthy controversy and 

together they have pushed the understanding of the field forward. Three 

assumptions have been developed based on the findings from the literature as a 

whole. 

Firstly, while the studies typically use their own unique data source, some factors 

are widely agreed whereas others have stirred disputes. It is therefore highly 

probable that certain critical factors are transferable across universities 

(transferable factors) and others are not (non-transferable factors). While 

individual university technology transfer offices may be able to learn about the 

transferable factors from the findings based on other universities, non­

transferable factors can only be learned from the office's own data. Additionally, 

it is previously stated that only invention-level critical factors apply to the 

discrimination of inventions within a university. The transferable critical factors 

important to invention assessment are therefore the most frequently found critical 

factors among the invention-level literature. 

Assumption one: There are two types of critical factors, one is transferable and 

the other is not. The former can be learned from others whereas the latter can be 

learned from a university technology transfer office's own data. 

Secondly, inter-relationships may exist among the critical factors. According to 

the explanations suggested by the critical-factor studies, many of the factors are 

interrelated. For instance, inventions from certain scientific disciplines, such as 

biotechnology, are more likely to succeed in University Technology Transfer 

than others (factor invention discipline). This is largely due to the industry's 

origin from universities. Most researchers from the industry therefore have close 

relationship with academic researchers (factor networking between universities 

and the private sectors). They understand the development of each other's work. 

Academics with strong scientific capacity (factor inventor's scientUic capacity 

and reputation) are well known to both the academic and industrial communities, 

and often playa central role in commercialising the invention (Zucker et al. 
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1997). Furthermore, technology transfer is affected by the nature of an industry 

(factor invention discipline). Process based industries are more prone to moral 

hazards. For instance, technology transfer is more difficult for inventions from 

the manufacturing discipline, as they also require the transfer of tacit knowledge 

(Bozeman 2000). Pharmaceutical and semiconductor sectors have strong links to 

basic science (Mike et al. 2004), inventor's scientific capacity (factor inventor's 

scientific capacity) therefore often have a greater impact on these sectors. In 

addition, inventions from certain industries (factor invention discipline), such as 

the biotechnology sector, tend to be more radical and embryonic than those from 

other industries (factor invention discipline and developmental stage). Although 

embryonic or 'proof of concept' inventions are found to be more difficult to 

license than 'prototype' inventions (Jensen and Thursby 2001): early-stage or 

'proof of concept' inventions tend to be more innovative and are more likely to 

raise venture capital funding (factor secured external funding) to establish 

spinouts (Mike et al. 2004). Having venture capital funding is found to be the 

largest contributor to the likelihood that a spinout undergoes Initial Public 

Offering (Shane and Stuart 2002). These inter-relationships also appear to be 

mainly triggered by the factor invention discipline. In other words. the inter­

relationships are hierarchical in nature where the factor invention discipline may 

be located close to the top of the pyramid. 

Assumption Two: Inter-related hierarchical relationships exist among critical 

factors. 

Lastly, recursive learning is highly likely to be the major mechanism to enhance 

the ability to identify the appropriate inventions. In other words. the assessment 

accuracy is likely to be increased as a result of recursive learning. For instance. 

the factor of university patent impact is generally measured as the number of 

citation by subsequent patents received by the university's patents in a given year 

(Mowery et al. 2002; Owen-Smith and Powell 2003). Mowery et at. (2002) 

suggested that the effect of this factor is a result of universities learning over time 

to identify more valuable patents. In addition. the most frequently supported 
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critical factor is experienced technology tran.~fer offices, and experIenceS are 

accumulated by recursive learning. 

Assumption Three: Invention assessment accuracy can be increased through 

recursive learning. 

This section has reviewed literature from the University Technology Transfer 

domain that is relevant for the process of invention assessment. \"hile studies 

investigating critical factors for intuitive invention assessment abound. \ery little 

has been done regarding non-intuitive methods to make use of these factors. The 

next two sections therefore review literature from other domains regarding non­

intuitive assessment methods that are potentially applicable for the University 

Technology Transfer sector. namely evaluative bibliometrics applied in the 

Science and Research Assessment domain and quantitative classification models 

for the financial sector. Though the projects involved in these sectors do not 

share exact features as university-developed inventions, they are analogous to 

university-developed inventions in the respect that they all invoh e a high level of 

uncertainty and compete against each other for limited resources. 

2.3 EVALUATIVE BIBLIOMETRICS 

I'his section exammes evaluative bibliometrics literature from the domain of 

Science and Research Assessment. Though peer review is the dominant 

assessment methods used in this domain, it will not be covered in this section as 

it is not a non-intuitive assessment method. The domain of Science and Research 

Assessment reters to the evaluation of scientific research projects funded by 

public organisations. The relc\ant method located in this domain is evaluative 

bibliometrics. This method is relevant to the invention assessment task in the 

Universitv-Technolog\ Transfer domain as e\aluati\'l.:~ bibliometrics are ottell . ~. 

proposed as valid measures regarding different asrects of re"c~lrch pl'l)jeLts. 
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which in return are closely related to the critical factors prop~)~cd by the 

University-Technology Transfer sector. 

Evaluative bibliometrics include simple counts or more ad\anced anal: scs of 

various bibliometrics indicators. Entities widely perceived to be appropriate 

bibliometrics indicators include refereed journal papers, patents. paper and 'or 

patent citations, patent data (such as patent classes). peer re\ic\\ed books, 

keynote addresses, conference proceedings. competitive grants and so on. 

Among these entities, refereed journal papers are the most \\ idel; agreed 

bibliometrics indicator across different technical disciplines. !\ 10remer. most 

bibliometrics literature focuses on refereed journal paper. patents, their citation 

and patent data (Pakes 1986: Lerner 1994; Podolny and Stuart 199~. 1996: 

Agrawal and Henderson 2002). Most evaluative bibliometrics imohe counts of 

these entities, more advanced versions include simple arithmetic of these entities 

such as weighted counts and normalised counts (Schubert and Braun 1996: 

Kostoff 1997). These analyses are not trivial given the large and increasing 

number of technical disciplines and the enormous volume of bibliometrics 

entities produced. It is estimated that for every working day \\orld\\ ide, about 

5000 new papers are published in refereed journals and about 1000 new patents 

are issued (Narin et al. 1994). The literature found in this area generally 

interprets evaluative bibliometrics as one or more of the following four types of 

measurement. Firstly, counts of papers and patents are often suggested to be a 

valid measurement of the level of research and development activity (Butler 

2004). Secondly, the number of times those papers and patents are cited by 

subsequent papers or patents (citations) are commonly proposed to be a \alid 

measurement of the level of impact or importance of the cited papers and patents. 

Thirdl\. the citations from papers to papers, from patents to patents and from 

patents to papers are usually advocated as a linkage.net\\orklspillage 

measurement of intellectual linkages between the authorsh)rganisations and the 

knowledge linkages bet\\ een the subject areas (Jaffe and Trajtenberg 1996: Narin 

d al. 19(7). Fourthly. a \aridy of patent data. including patent citation. ha\ L' 

been cl)nsidered to be measurements for various aspccts of technical disciplinc". 

For installL'e. counts of ratL'nts in a patent class and counts of patent classes 
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assigned to a patent by a patent office have been used to measure the 

crowdedness of a technical area (Podolny and Stuart 1995) and the radicalness of 

a technology respectively (Lerner 1994). 

Among these four types of measurement, patent data received the most attention. 

This is largely because patent citation, especially the citation of papers by 

patents, has been widely seen as a potentially effective indictor for the 

conversion of science to technology (Narin et al. 1984; Schmoch 1993; Narin et 

al. 1997; Meyer 1999). Large scale analysis of a variety of patent data have also 

been commerciaIised as electronic databases for various research purposes. such 

as the TECH-LINE for financial application of technology indicators. 

As reviewed in Section 2.2, patent data has also been increasingly researched by 

the University-Technology Transfer literature. In light of this, various aspects 

regarding patent data are reviewed in more details below. Their relevance to 

University-Technology Transfer is also pointed out when necessary. 

Patents provide a legal right to prevent others from imitating a particular 

technological development in areas delineated by the patent claims. The scope 

of the patent is important because "the broader the scope, the larger number of 

competing products and processes that will infringe the patent" (Merges and 

Nelson 1990). When a patent is narrow in scope, the holder of the patent will 

have less incentive to develop the technology through the creation of a new firm 

as it will have a smaller space of technology that is protected against imitation by 

other firms (Merges and Nelson 1990). In University-Technology Transfer. 

inventors revealed that they often ask patent attorneys for a judgement as to the 

scope of patent protection before they decide to establish spinouts to exploit their 

inventions (Shane 2001). Moreover, it is reported that investors are concerned 

with the breadth of the patents and prefer broader patents in the decision of 

whether or not to fund a new venture (Shane 2001; Lerner 1994). However, the 

potential economic values created by patented technologies are highly varied 

(Trajtenberg 1990). Empirical evidence has showed the skewness of the 

distribution of patent value (Pakes 1986) and indicated that most patents have no 
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commercial value and only a few have a large \ alue (Trajtenberg 1990: 

Trajtenberg et al. 1997; Scherer and Harhoff 2000). Besides. various me~hures 

have been proposed for patent value, among \\ hich patent citation is the most 

widely accepted measure. Evidence confirmed that patent citations are 

significantly correlated with the economic value of invention. Furthermore. 

Harhoff et al. (2002) found that the higher the estimated private \alue of an 

invention, the more the patent was cited by later patents. Hall and Ham Ziedonis 

(2001) also found that companies with highly cited patents have higher stock 

market values, all other things being equal. Citations influence the legal 

boundaries of the property rights to an invention (Jaffe et al. 1993). According to 

the United States Patent and Trademark Office (USPTO). patents are divided into 

approximately 100,000 nine-digit patent classes, \\ h ich aggregate to 

approximately 600 three-digit classes, and which represent distinct technical 

areas. The assignment of a patent to a particular patent class represents the 

USPTO's assessment that the patent belongs in a particular technical field. 

Patent examiners also determine what previous inventions must be cited in a 

patent by searching prior patents. Because patents belong to technical classes and 

because they cite previous patents, citations to patents in particular technical 

fields represent the USPTO's assessment that a particular invention builds upon 

(cites) knowledge in that technical field. When a patent cites previous patents in 

classes other than the ones it is in. that pattern suggests that the invention builds 

upon different technical paradigms from the one in \\hich it is applied. \\'hile 

citation inflation may exist in journal citation, this problem is less likel) for 

patent citation. Jaffe et al. (1993) explained that gratuitous citations in patent 

applications are costly to inventors and yet may be common in journal 

publications. Firstly. patent citations determine the scope of the inventor's 

monopoly and unnecessary citations limit \\hat the inventor can claim as his or 

her monopoly right. Secondly. it is the patent examiner's job to correct citation 

of previous patents and to remove gratuitous citations from the patent before it is 

issued. Other measures related to patent \alue include the use of patent lifetime. 

patent breadth/scope and the number of claims. One of the earl ie-..\ attemrts to 

estimate patent \alue by patent-lifetime \\as by Nordhaus (1967). \\'ho assullled 

that the accumulated profit ntn,S of the patent obc) cd a function similar I,) that 
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of discounted values. However, following findings from technology cycles, 

Matutes et al. (1996) disagreed with the 'constant return per period' assumption. 

Moreover, patents breadth is the degree of protection granted upon the invention 

realisation, where the patent owner may be granted to realise the invention in a 

certain number of specific ways. It is assumed that the patent breadth correlates 

positively with the innovator's profit (Klemperer 1990; Gilbert and Shapiro 

1990). Lerner (1994) operationalised patent breadth as the number of four-digit 

classes assigned by the International Patent Classification system. Lastly, the 

number of claims is also found to be a value determinant of a patent. The 

number of claims is found to be correlated positively with national research 

performance (Tong and Frame 1992). 

In terms of research proposal selection, these evaluative bibliometrics, in theory, 

can be used as valid measures for the past performance of the researchers or 

similar previous research projects, and thus reflecting the potential of future 

research proposals (Lanjouw 1998). In practice, peer review continues to remain 

as the dominant project/program assessment method used by Government 

agencies and private companies. However, evaluative bibliometrics often form a 

part of or a minor part of national research assessment programs, such as the 

RAE (Research Assessment Exercise) in the United Kingdom and the REPP 

(Research Evaluation and Policy Project) in Australia (Butler 2004). The limited 

use of evaluative bibliometrics in practice is largely due to the criticism that their 

validities vary significantly across authors, technical disciplines and types of 

organisations. Empirical studies showed that Nobel Prize winning papers were 

often initially rejected by one or more journals (Campanario 1995). Very few of 

the active researchers, such as Alfred Lotka, William Shockley, and Derek de 

Solla Price, are found to be producing the heavily cited papers (Narin 1976). 

Some claimed that publication and citation habits differ considerably across 

fields and between the science and social science streams (Korevaar 1996). For 

instance, paper citations are only informative about the value of pharmaceutical 

and chemical patents but not in other technical fields (Harhoff 2002). The 

impact factor, the bibliometrics indicators extensively used to assess scientitic 

production, is also found to be biased when different subfields are compared 
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together (Schwartz and Lopez Hellin 1996). Other typical drawbacks include: 

counts of papers may be biased towards prestige journals and English language 

journals; counts of papers and patents merely measure quantity but not quality 

(Chan 1976); a subset of technologies may be kept secret and not publicly 

disclosed (Cordes et al. 1999); influences are under-cited (Mac Roberts and 

MacRoberts 1996); citation decisions are often arbitrary judgements by authors 

(Liu 1993) and artificially inflated through self-citation (Weingart 2005) and 

ethnic bias (Greenwald and Schuh 1994; Egghe et al. 1999). 

2.4 QUANTITATIVE CLASSIFICATION IN FINANCE 

This section starts by introducing the basic concepts of quantitative classification 

and the rise of its applications in the financial sector. Relevant literature 

regarding the use of classification systems for different financial applications is 

then reviewed. 

Basic Concepts 

Quantitative classification is defined in this thesis as a mathematical procedure in 

which individual cases are placed into classes based on quantitative information 

on one or more attributes inherent in the cases, based on a training set of 

previously classified cases. Quantitative classification is closely related to other 

quantitative fields including statistics, knowledge discovery in databases or data 

mining, pattern recognition or artificial intelligence. Classification algorithms 

commonly used by these fields include Bayesian belief networks, maximum­

likelihood estimation, k-nearest neighbour, linear classifiers, neural networks, 

decision tree induction, principal component analysis, and so on. 

The basic components involved In a quantitative classification system are 

presented in Figure 2-2. 
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11) Data Collectioni 

~ 
~) Input Pre-processin~ 

~ 
P) Attribute Extractionl 

14) Classificationl 

Figure 2-2: Basic components of a quantitative classification s~stem 

These steps differ according to the application domain. Generally speaking, data 

collection refers to the collection and storage of raw input data from one or more 

data sources, which can be achieved manually or through input devices such as a 

camera or recorder. Input pre-processing covers operations applied to the ra\\ 

input data. This can include segmentation operations to group data into 

individual cases, cleaning operations to alleviate the effect of missing data, and 

normalisation operations to standardise data derived from different sources. 

Attribute extraction is the process of identifying discriminative attributes that are 

invariant to input pre-processing operations. Discriminative attributes refer to 

measurements applicable to every case, whose values are very similar among 

cases of the same class and very different for cases in different classes. The 

conceptual difference between the attribute extraction step and classification step 

is highly arbitrary. An effective attribute extractor can make the job of the 

classifier trivial, whereas a powerful classifier may not need any attribute 

extractor. Classification, the final step of the process, refers to the task of using 

the information provided by the attribute extractor to assign cases into 

appropriate classes. Since perfect classification for non-tri\ial problems are 

ofkn impossible. the common approach is to determine the probability for each 

of the possible classes for individual cases. 
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The use of quantitative classification is widely researched and practised in the 

financial sector (Zhang and Zhou 2004). This is largely driven by three factors. 

substantial amount of financial data, availability of theoretical models, and the 

non-linearity of financial data. As a result of increased economic globalisation 

and improved information technology, the rate of data generation in the financial 

sector has excluded the practicality of manual analysis. Moreover. there are 

many well-developed finance and accounting models, such as the capital asset 

pricing model and the Kareken-Wallance model, identifying important attributes 

as well as their inter-relationship. In addition, a large proportion of financial data 

are times series which are noisy, non-linear, non-stationary and deterministically 

chaotic. A time series is a sequence of real numbers representing values of a real 

variable, such as a stock price or an exchange rate, measured at equal time 

intervals. Conventional statistical analysis and tests indicated that financial time 

series has non-random behaviour (Taylor 1986). These factors have contributed 

in the widespread use of classification algorithms for financial prediction 

applications. To date, quantitative classification systems have been used in 

various financial areas, including stock selection, loan risk assessment, fraud 

detection, bankruptcy prediction, and so on. These classification systems have 

supported proactive and knowledge-driven decisions, achieved increased 

revenue, reduced cost, and improved market responsiveness and awareness. 

Existing Classification Systems in Finance 

Classification algorithms are widely used in the financial sectors for a variety of 

problems. The five most popular application areas are stock selection, asset 

selection for portfolio management, foreign exchange market prediction. 

bankruptcy/business failure prediction and credit risk evaluation. These 

application areas all involve option selection decisions where c1assitication 

systems are employed to assist the decision making process by predicting future 

outcomes for individual options. Literature regarding classification applications 

in these five areas are grouped into two groups. namely option selection and 

outcome prediction applications. and are reviewed below. 
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Option Selection 

This group of applications include the areas of stock selection. asset ,>c Icction for 

portfolio management, and foreign exchange market prediction. Stock market 

investors maximise their returns by choosing the appropriate stocks and 

appropriate times to trade (to buy or sell stock). Portfolio management concerns 

about the selection of various securities and assets to form a portfolio under an 

acceptable level of risk, and the ongoing monitoring of these imestments to meet 

specific investment goals for the benefit of the investors. Foreign exchange is 

the simultaneous act of buying one currency and selling another. The market for 

foreign exchange is the largest financial market in the world, generating an 

average daily turnover of over US$1 trillion. Investors therefore maximise return 

by selecting the appropriate currencies to buy and sell. The common aim of 

these three areas is to select the right options for investment optimisation. 

Macro economic variables, factor models, technical indicators. and critical 

factors based on economic fundamentals are widely used in real life financial 

forecasting applications. Popular factor models include the Capital Asset Pricing 

Model and Arbitrage Pricing Theory (Ross 1976). Examples of technical 

indicators for stock market prediction are Exponential Moving A \ernge. Relative 

Strength Index and Bollinger Band (lnce and Trafalis 2004). For instance, 

critical factors developed to assist the prediction of the future returns of 

individual stocks include the growth rates of the followings: reyenues. earnings 

per share. capital investment, debt, and market share (Walczak 1999). Financial 

database containing extensive financial data such as the Russell Indexes and 

stock prices on NASDAQ are often used for research and benchmark purposc,> 

(Sorensen et al. 2000). Traditionally. parametric pricing methods sllch as linear 

regrcssion models have been used to de\clop applications tor these three 

financial areas. However. due to those models' inabi lity to cope \\ ith the highly 

non-linear and timc-yariant nature of financial data (Roman and Jamccl 1996). 

classi Ilcation algorithms especially neural net\\ l)rks are increasingly becoming 
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the dominant techniques for financial prediction over the past decades lar~c1y 

due to its universal function approximating ability (Hutchinson et al. 1994: \\ ang 

and Leu 1996; Walczak 1999; Leigh et al. 2002; Chen et al. 2003: Enke and 

Thawornwong 2005). 

Despite the wide spread support for neural networks (as explained in Chapter 

Five), there is a lack of consensus on the superiority of neural networks en a 

other techniques such as support vector regression. While some contirmed that 

neural networks performed better (Refenes et al. 1994: Ince and Trafalis 2004 L 

others found otherwise (Tay and Cao 2002; Trafalis and Ince 2002). 

Furthermore, a study demonstrated that the addition of relevant external market 

indicators improved the neural networks' prediction performance (Walczak 

1999). For this, principal component analysis has often been used to pre-process 

the input prior to the classification by neural networks (Walczak 1999: Ince and 

Trafa1is 2004). Additionally, decision tree induction, statistical analysis. genetic 

algorithm have also been used in financial market prediction (John et al. 1996: 

Saad et al. 1998; Sorensen et al. 2000). For instance, the Recon system, a stock 

selection tool which induces classification rules to model the given data, is 

reported to have achieved more than double of the total return generated by the 

benchmark over four years (John et al. 1996). Neural networks are also often 

used in conjunction with genetic algorithm for portfolio management. \\here 

neural networks are used to predict the future returns of individual assets and 

genetic algorithm is used to determine the optimal \\eights for each asset (Xu and 

Cheung 1997; Lazo et al. 2000). For instance, LBS Capital Management Inc. is 

one of the examples which use neural networks and genetic algorithm to manage 

their portfolio worth US$600 million. Moreover. it is increasingly accepted that 

the identification of relevant technical trading rules increases the returns 

achieved from the foreign exchange market. Genetic algorithm and neural 

net\\ orks hme also been used tu identi t) these rules or simulate the \ l)latil ity of 

exchange rates (Neely et al. 1997; \\'alczak 2001). C:\RT (c1assi tication and 

regression tree) is another popular method \\idel: adopted for asset selection 

(Sl)rensenetal. 1994.1(96). 
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Outcome Prediction 

This group of applications include the areas of corporate bankruptc) prediction 

and credit risk evaluation. Corporate bankruptcy is the legal process in which a 

firm declares inability to pay debts. It is the final state of corporate failure. To 

date, corporate bankruptcy has reached an unprecedented level. causing huge 

economic losses to industrial units, financial institutions, government. and 

considerable national social and economical damage. Corporate bankruptc) 

prediction systems therefore act as early warnings to re!c\'ant stakeholders 

regarding the firms' potential industrial failure. Credit risk refers to the risk that 

a borrower, a corporate or an individual, will not repay all or a portion of a loan 

on time. Credit risk evaluation aims at identifying non-deserving clients through 

evaluation of various factors that can lead to the non-payment of obligations. 

Corporate bankruptcy prediction is therefore essentially a form of credit risk 

evaluation, in which bankrupt firms represent non-deserving clients. \\hile 

financial credit is a lucrative global industry with annual credit card transactions. 

consumer debt and high interest credit card loans amounting to trillions of 

pounds, both personal and corporate bankruptcy are on the rise. In the United 

States alone, over a million bankruptcies were filed bet\\ een 2002 and 2003 

(West et al. 2005). It is thus important to distinguish desening clients from non­

deserving clients by careful credit risk evaluation. 

Both corporate bankruptcy prediction and credit risk evaluation are often 

implemented as binary classification applications aiming at distinguishing non­

bankrupt firms/deserving clients from bankrupt firms/non-deserving clients. The 

breakthrough in bankruptcy prediction \vas the Z-score model. a highly accurate 

diael10stic tool forecasting the probability of corporate bankruptcy within a 2 

year period, developed by Ed\\ ard I. Altman in 1968 using multiple discriminant 

analysis and five key financial ratios (:\Itman 1968). The ti\ eke) tinancial 

ratios are: \\orking capital/total assets. retained earnings/total assets. earnings 

before interest and ta:-.:.es/total assets. market \alue of equity/bonk \aluc uf total 

liabilit). and sales.' total assets .. \s illustrated. a financial ratio is a qUl)ticnt l)f 
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two numbers, in which both number consist of financial statement items 

computed from a company's balance sheet. While these financial ratios are also 

relevant for corporate credit risk evaluation, the traditional approach for 

consumer credit risk evaluation is to decide intuitively through inspection of the 

application form details of the applicant including the socio-demographic status. 

economic conditions and intentions. Depending on the type of loan, whether it 

involves corporate or whether it is a long term loan. other possibly relevant 

information for evaluation includes the character of the borrower. collateral. 

sources of repayment, interest rate and economic condition (Altman and 

Haldeman 1995). As the advancement in information technology facilitated the 

electronic storage of all information regarding the characteristics and repayment 

behaviour of credit applicants, statistical and machine learning algorithms are 

increasingly applied in the area of credit risk evaluation. Real life credit data, 

such as the German credit data set4 and the Bene data sets5
, is often publicly 

available for research and benchmark purposes, further motivating the use of 

automatic classification methods for credit risk evaluation. 

Since the advent of the Z-score model (Altman 1968), discriminant analysis and 

financial ratios have been widely adopted for bankruptcy prediction (Sung et al. 

1999). More recent models adopted for bankruptcy prediction are genetic 

algorithms (Sung et al. 2005), decision trees and CART (classification and 

regression trees) (Foster and Stine 2004), and neural networks (Odom and Sharda 

1990; Tam and Kiang 1992; Altman et al. 1994; Wilson and Sharda 1994; Alici 

1995; Boritz and Kennedy 1995; Atiya 2001). While many corporate bankruptcy 

prediction models choose financial ratios according to a choice based criteria, 

principal component analysis has been used to allow any number of financial 

ratios as input (Rekha Pai and Annapoorani 2002; Rekha Pai et al. 2004). In the 

area of credit risk evaluation, neural networks also received a lot of attention 

(Srivastava 1992; Jensen 1992; Davis et al. 1992; Salchenberger et al. 1992; 

Altman et al. 1994; Lacher et al. 1995; Desai et al. 1996; West 2000; Baesens et 

4 The German credit data set is publicly available at the UCI repository: 
http://www.ics.uci.edul-mleam/mlrepositoD·.html. 
5 The Bene data sets can be obtained from major Benelux financial institutions. 
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al. 2003). Other classification models adopted for credit risk evaluation include 

k-nearest neighbour (Henley and Hand 1997), classification trees (Davis et al. 

1992) and genetic algorithm (Desai et al. 1997). While many comparison studies 

regarding the performance of neural networks and other methods have been 

carried out, the results were contradictory and inconclusive (Altman et al. 1994: 

Desai et al. 1996; Sung et al. 1999; Rekha Pai et al. 2004; Tang and Chi 2005). 

2.5 CONCLUSION 

Quantitative classification has been widely adopted in the financial sector for 

option selection and outcome prediction applications. Both applications are 

basically realised by applying classification algorithms to a combination of two 

types of entities, namely financial indicators/financial ratios and economic 

knowledge/critical factors. While the financial sector is making use of the two 

types of entities, the current research proposed that University-Technology 

Transfer can adopt a similar approach as these two types of entities also exist in 

the University-Technology Transfer sector. Financial indicators/financial ratios 

from the financial sector is analogous to evaluative bibliometrics from the 

Science and Research Assessment domain, in which they are both quantitative 

indices proposed to be predictive of investment outcomes to enhance project 

selection. Furthermore, critical factors have been widely researched in the 

University-Technology Transfer literature. 

Technology transfer practitioners often complian about the difficulties involved 

in invention assessment due to the complex nature of University-Technology 

Transfer, long time lag of invention development and the uniqueness of 

individual inventions. Such complexity, time lag and uniqueness, indeed, also 

apply to the financial sector. Financial time series are well known to be 

complex, non-stationary and deterministically chaotic. A large number of 

stakeholders are also involved in financial decision making. Areas such as credit 

risk evaluation involve long time lag while upfront investment decisions are 
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required. Stock and asset price behaviours also vary si!.,miticanth across - ~ . 
industrial sectors. Financial indicators useful for one stock can be inetTecth c for 

another stock. 

Among the University-Technology Transfer literature. though quantitative 

methods such as linear regression have been applied to data representing critical 

factors and technology transfer outcome to demonstrate the impact of the factors. 

only a few critical factors were investigated at a time. Studies co\ering a largc 

number of factors are rare. Moreover, these studies are retrospective and \cry 

little has been done actually using or combining the tindings tC) generate 

predictive classification systems. 

The University-Technology Transfer literature generally focus on the 

identification of critical factors and adopt an intuitive approach to invention 

assessment, with very little attention paid to developing quantitative methods t()r 

invention assessment. As illustrated in Section 2.4. the financial sector indeed 

went through a stage similar to the current situation of University-Technolog) 

Transfer, where literature concentrated on investigating critical factors with 

predictive power and practitioners adopted an intuitive approach to iIl\cstment 

assessment. The major difference between the financial sector and the 

University-Technology Transfer sector is that project/option data is publicly 

available for the former but not the latter. This is largely due to the contidential 

nature of invention data as \\ell as the embryonic nature of the University­

Technology Transfer sector. Nonetheless, though invention data from other 

universities is unlikely to be obtainable. publicly assessable patent and 

publication databases as well as the internal databases of individual technolog) 

transfer offices represent useful sources of input to construct prcdictivc 

classitication systems. The three hypotheses developed in Scction 2.2 are also 

relevant to the application of quantitative classification for iIl\ention asscssment. 

Firstly. publicly available bibliometrics entitics may be represcntati\ es of 

transferable critical factors and data contained in universit: internal databases 

Illay be representati\l~s of non-transferable critical factors. Secondly. the 

application of c1assilll'ation algorithms to iIl\cntion data set rna\ identify the 
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hierarchies among critical factors. Lastly, the accuracy of invention assessment 

may be increased through recursive learning of the classification algorithms. 

Today, intuitive decision making continues to dominate the financial sector \vhile 

the sector simultaneously uses quantitative methods as some of the many tools to 

conduct thorough assessments. The current review therefore argues that 

quantitative classification is potentially a way forward as one of the tools 

applicable for the invention assessment task in the University-Technology 

Transfer sector. 
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CHAPTER THREE 

PROTOTYPE COMMERCIAL OUTCOME 

PREDICTION SYSTEM 

3.1 INTRODUCTION 

This chapter presents the prototype Commercial Outcome Prediction System 

(prototype CPS), and the classification results achieved by the prototype CPS. 

Because the prototype CPS is based on the decision tree method, this chapter 

starts by describing the general classification mechanism of the decision tree 

method in Section 3.2. The prototype CPS is then presented in Section 3.3. This 

is followed by the presentation and discussion of the resultant classifier, and its 

classification results achieved in Section 3.4. Lastly, this chapter ends \\ith 

Section 3.5, which presents the conclusions derived from the findings. 

3.2 DECISION TREE CLASSIFICATION METHOD 

Basic mechanism 

(liven the a\ailability of a set uf input data, a tree classifier can be generated b: 

means of Decision I'ree I nduction. The basic mechanism of gL'llLTating and 
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testing a tree classifier can be explained using the following three sequential 

steps: 

1. Division of the input data set into the training data and testing data. 

2. Generate a tree classifier from the training data. 

3. Evaluate the tree classifier using the testing data. 

Step One: Data Division 

The input data set consists of data about a number of cases. where each case is 

made up of its attribute data and class data. The first step is to divide the cases of 

the input data set into the training data set and testing data set using a certain 

ratio. For instance, if the ratio is 7:3, 70% of the cases will be used as the 

training data set, and the remaining 30% will be used as the testing data set. The 

ratio used depends on the size of the input data set. The generation of a tree 

classifier requires a decent amount of training data. If the input data set consists 

of a small number of cases, a higher ratio should be used. 

Step Two: Classifier Generation using Training Data 

The second step is to generate a tree classifier through the application of the 

Decision Tree Induction algorithm to the training data set. The tree classifier 

produced would have a flow-chat1-like structure. like an inverted tree. The single 

nodc at the top is called the root node, and the lines connecting different nodes 

are called branches. Each node continues to split into t\\O or more nodes until 

thc\ reach bottom nodes, \\here the splitting stops. These bottom nodes are 

called the leaves. Each node denotes a test on an attribute. each branch 

represents an outcome of the test. and each leaf displays the resultant class label. 

I~'igurc 3-\ displays a typical tree classifier. 
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Age> 50 

Yes I No 
I 1 

Journal > 10 Failure 

Yes I No 
I 1 

Failure Success 

Figure 3-1: A typical decision tree 

[n order to classify a case with an unknown class label, the attribute value f the 

case are tested according to the tree classifier. A path is traced from the root t a 

leaf which holds the class predicted by the tree classifier. Figure 3-1 hO\ an 

example of a tree classifier, in which each left descending branch denote a 

positive answer to the test, and each right descending branch repre ent a 

negative answer. According to this tree classifier, an invention would belong to 

the class 'success' if the inventor is aged over 50 and had not published more 

than ten journal papers. Nevertheless, though the tree classifier i generated from 

the training data set with known class, misclassification can occur even when the 

tree is used to classify the cases from the training data. This i due to the use of 

decision tree parameters that determine the resultant appearance of a tree 

classifier. One of the common parameters is pruning, ',: hich is a technique 

commonly employed to avoid over-fitting. Depending on the level of pruning, 

the resultant tree classifier can be a full tree or a pruned tree. Generally, a pruned 

tree contains a smaller number of nodes than the full tree. The pruned tree 

therefore depicts a more generic classification where the full tree follow the 

training data more closely. However, even a full tree may till misclas if the 

training data, ince the training data can contain cases with xa tl the ame 

attribute data but differ nt la label. This often happen wh n th training 

data con i t of real life data, rather than computer generated data . 
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Step Three: Classification Accuracy Evaluation Usin~ Testin~ Data 

The misclassification rate of the tree classifier on the training data set. hm'd\ er. 

does not reflect the true predictive power of the tree classifier, since the class 

labels are known for the training data. In order to estimate the classification 

accuracy of a tree classifier, classification on unseen data (testing data) is carried 

out. It is the process of using a tree classifier generated from the training data 

(cases with known class labels) to conduct classification on a set of testing data, 

where the class labels of the testing data is not provided to the tree classifier. 

The testing data set generated in Step One is used for this step. 

The testing data set consists of both the attribute data and class data of a number 

of cases. In this step, the tree classifier generated from the last step is used to 

compute the predicted class labels of the cases from the testing data set using 

only their attribute data. The predicted class label for each case of the testing 

data set is computed by tracing a path through the tree classifier. The 

classification error of the tree classifier is then calculated by comparing the 

predicted class labels and the class data of the testing data set. which contains the 

actual class labels. 

Information Gain Algorithm 

Starting from the root node, a decision tree splits the whole data set into subsets 

from the nodes, where each node in turn further splits its subset into more subsets 

at kmer nodes. This process goes on until a leaf is reached. Splitting only ends 

at each leaf node, because this is where every case of the current subset belongs 

to the same class. The node can therefore be represented by one class label. 

hence a leaf node. Leaf nodes are said to be . pure ' since all the cases within the 

nude share the same class label, \\hereas non-leaf nodes are . impure' as they 

contain cases l)f a mixture of classes. In other words, a node is 'purer' \vhen it 

\\ l)uld lead to less splitting. The principle of tree creation is tl) reach leaf nodes 

with the minimum of splitting, the attribute \\ith the highest 'purit:' is thus 
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chosen as the current node. Instead of formal ising ·purity·. it is more con\"enient 

to formalise' impurity'. Different trees can be generated using different impurity 

measures. 

The Information Gain algorithm, one of the most common impurity measures. 

works by choosing the attribute with the greatest impurity reduction (or the 

highest information gain) as the test attribute for the current node. The 

calculations of the information gain of every attribute are accomplished by first 

computing the information (also called the entropy value) required to classif~' the 

data set, e(D), and then the entropy values of every attribute. \\'here C(,\j 

denotes the entropy value of a particular attribute, X, the encoding information 

gained using A is therefore e(D) - e(X). This algorithm is presented belm\". 

Where D consists of d cases and the number of classes is n. Let d, be the 

number of cases of D in class c,. Hence e(D) = e(dl'd?" ... ,d,,). Based on the 

definition of Information Gain, the entropy of the data set D. ('(D). is defined in 

Equation 3-1. 

Equation 3-1: Entropy of the data set D 

" 
(!(D) = Ip(c,)log2 P(c) 

i=l 

Where P(e, ) is the fraction of cases at node N that belong to class c,. It is 

actually the expected error rate at node N if the class label is selected randomly 

from the class distribution presented at N. n denotes the number of different 

c1asscs. A log function to the base :2 is used since the information is encoded in 

bits. 

Let X have /11 values as in {XI' x2'···. X1I/}' where ,x can partition D into IJ1 

subscts as in {DI' D~,···, Dm} . and /)" contains those cases in D that ha\ e the 



Chapter Three: Prototype Commercial Outcome Prediction "ystem 

value xh of X. Let d jh be the number of cases of class C I in the subset D" . The 

information required to partition the data set into subsets usinl! ,r. ceo. is defined 

in Equation 3-2. 

Equation 3-2: Entropy of the attribute X 

Where 
d +···+d Iii nil 

d 
is the fraction of cases in the subset having value x" . 

The encoding information gained or the impurity drop by using )( is therelllrc 

e(D) - e(X). 

Though in principle the leaf nodes possess zero impurity, there is no assurance in 

practice. As it is possible for real life data to contain two cases having the same 

value for each attribute, but having different class labels. 

3.3 PROTOTYPE INVENTION PREDICTION SYSTEM 

This section presents the prototype Commercial Outcome Prediction System 

(prototype CPS). The prototype CPS is designed to predict the likely class label 

(measured in future monetary return) of an invention, and is designed to be used 

by university technology transfer offIces for invention assessment purposes. 

Briefly speaking. the prototype CPS works by specifying the input data set based 

on the literature from the University Technology Transfer domain. and then 

generating a tree classitler using several procedures based on the decision trec 

method. The procedures invohed in the prototype CPS are I isted as h)llt)\\ s: 
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1. Specification of the input data set 

2. Division of the original input data set into smaller input data sets 

3. Leave-one-out sampling for dividing data into the training and teqing 

data 

4. Classifier generation based on a decision tree method \\ ith adaptive 

boosting 

Each of these procedures is explained sequentially below. follO\\ed by an 

overview description of the prototype CPS, explaining ho\\ the .f procedures are 

used together to conduct classification. 

3.3.1 Specification of the input data set 

As previously explained in Section 3.2, an input data set is divided into the 

training data and testing data, upon which a tree classifier is generated and 

evaluated respectively. 

The first procedure of the prototype CPS is thus to prepare the input data set. 

which is comprised of an attribute matrix (XI) and a class vector (c l ), as 

illustrated in Equation 3-3. The attribute matrix contains the values of a number 

of (n) invention attributes for a number of (k) historical invention cases, in which 

the matrix consists of rows of cases and columns of attributes. The class vector 

contains the class labels of these invention cases. 

Equation 3-3: Definitions of the input data set for the prototype CPS 

XII Xli XIII 

Xii \' X/I/ 
= [ ci ... cj ••• C k ] XI 

' 1/ 
= c i 

.\k I x AI " , kll 
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Where xi} represents the value of the j-th attribute for the i-th case. n is the 

number of attributes, and k is the number of cases. 

The attributes to be recorded in the attribute matrix is comprised of the suggested 

critical factors derived from relevant literature from the University Technology 

Transfer domain, and other data available from the source. The reason for using 

these critical factors as attributes is that these factors are suggested as predictive 

factors based on the findings from relevant surveys, such as interviews with 

technology transfer personnel and case studies of invention projects. 

Critical factors suggested by the University Technology Transfer literature 

together with their respective references are listed in Table 3-1. All factors listed 

in Table 3-1 are suggested to be positive indicators for technology transfer 

outcome, except for those denoted with '(N)', which are negative indicators. 

Table 3-1: List of Critical Factors 

1. The discipline of the invention being either biotechnology, informatics 

or engineering (Mowery et al. 2002; Shane 2001) 

2. The experts of the invention's discipline are mostly found In 

universities (Zucker et al. 1997). 

3. The customers of the market for the invention's discipline are willing to 

trade off cost for efficacy (Shane 2001) 

4. Strong patent protection for the invention's discipline (Hsu and 

Bernstein 1997; Shane 2002) 

5. Inventions not needing complementary technologies or assets to be 

effective (Shane 2001) 

6. Young age of the invention's technical field (Shane 2001) 

7. The market segments of the invention are not the attention of 

established firms (Shane 2001) 

8. Small average firm size for the industry where the invention belongs 

(Shane 2001) 
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9. The industry where the invention belongs does not invol\'e tacit, 

knowledge (Shane 2001) 

10. Universities hold more patents than the industry for the imention's 

disciplines (Hsu and Bernstein 1997; Shane 2001) 

11. Historical research leading to the invention was funded by the private 

sector (Gregorio and Shane 2003)6 

12. Industrial partners involve in technology transfer activities for the 

inventions (Owen-Smith and Powe112003; Lindelofand Lofsten 2004) 

13. Non-embryonic inventions - late stage inventions with low level of 

unknown regarding their technical feasibility and market applications 

(Bond and Houston 2003) 

14. Inventions derived from basic research, as opposed to applied research 

(Bond and Houston 2003) 

15. Radical inventions (Shane 2001) 

16. Inventions with balanced objectives of various stakeholders (Siegel et 

al. 2004) 

17. Inventions accredited by technology assessors (McAdam et al. 2005) 

18. Inventions with future funding secured (Gregorio and Shane 2003) 

19. Personal relationship exists among the stakeholders (inventors, 

technology-transfer office administrator, investor) of the invention 

(Siegel et al. 2004; Shane and Stuart 2002; Hsu and Bernstein 1997) 

20. The stakeholders (inventors, technology-transfer office administrator, 

investor / market) are well connected (Siegel et al. 2004; Bond and 

Houston 2003) 

21. Inventors being the 'entrepreneurial type': people who have been 

wanting to start their own businesses (Shane and Khurana 2003 ) 

22. The team of inventors includes industrial inventors (Zucker et al. 1997) 

2]. Inventors with previous firm creation experience (Shane 2004) 
I 

24. Inventors with previous experiences in technology-transfer activities, I 

such as collaborative research projects or consultancy with industrial ' 

partners (O\\cn-Smith and Powell 2003) 

(l TIllS factor is only sugg.l'sted at the Unl\l'rSlt~ level. 
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25. Inventions of high values (Hsu and Bernstein 1997) 

26. Inventors not having an overly simplified Vle\\ of business and 

management issues (McAdam et al. 2005) , 

27. Inventors not underestimating the time and resources required to create I 

proof of concept (Hsu and Bernstein 1997. McAdam et al. 2005) I 

28. Inventors not underestimating marketing efforts (McAdam et al. 2005: 

Shane and Stuart 2002) 

29. Inventors of high status (Shane and Khurana 2003) 

30. Inventors being star researchers who are experts in their field and have a 

high volume of publication and some highly significant publications 

(Zucker et al. 1997; Owen-Smith and Powell 2003) 

31. Inventions with higher expenditures on external lawyers (Siegel et al. 

2003) 

32. Inventions having not too tight connections with firms (Owen-Smith. 1.. 

and Powell, W.W., 2003) 

33. (N) Inventions lacking inventor-supplied contacts for potential licensees 

(Hsu, D.H .. and Bernstein, T., 1997) 

34. (N) Radical inventions being underappreciated by investors (Hsu and 

Bernstein 1997) 

35. (N) Inventions with misunderstandings between inventors and 

universities on intellectual property rights issues (Siegel et al. 2003. 

2004) 

Although these critical factors are abstract and subjective, they are used as the 

guidelines for data collection regarding invention attributes. Lastly. the class 

label is either 'success' or 'failure'. \\hich is measured in terms of the level of 

monetary return generated by an invention. 

Furthermore. the value of each attribute is to be collected at three points in time. 

\\hich are related to the patent application process. as illustrated in Figure 3-2. 

Attribute data is to be collected at these three points and class data is to be 

l'ullected at the end of an imcntinn's life. The three points in time are denoted 
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with reference to the number of month from the first patent filing date. For 

instance, 'Month 0' is equivalent to the first filing date, as it represents zero 

month away from the filing date. 

Start End 
T T 

Data 

~~ filTIC 

Month 0 Month 12 :vlonth 6U 

Figure 3-2: Critical points in time for invention assessment 

The value of an attribute data collected at 'Month 0' is the value accounting from 

the start point of an invention to 'Month 0'. The values of data collected at 

'Month 12' and 'Month 60' are the marginal values accounting from the previous 

critical points to the current critical points. For instance. given an attribute 'The 

amount of expenditure incurred', the attribute value collected at 'Month O' for a 

particular invention project would be the expenditure amount during the period 

from the start of the project to 'Month 0'. Similarly, the attribute value collected 

at 'Month 12' is the marginal expenditure value during the period from 'Month 

0' to 'Month 12'. 

Data is collected at the three points in time as they are the times when the 

potential of an invention project is often assessed to decide \\ hether or not to end 

the project. The respective decisions are explained below, \\ hich are in relation 

to the typical issues considered during the patent application process. 
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Month 0 

Data collected at 'Month O' is based on the period bet\\ een the start of an 

invention project till its first patent filing day. This is the period just before any 

patent application has taken place. During this period, inventors normally 

provide the details of the invention to the technology-transfer office. generall) 

through filling out an invention disclosure form. Necessary documents regarding 

technical specification of the invention and due diligence are also submitted. 

This is normally followed by an assessment based on the information provided to 

see if it is worth filing a United Kingdom patent application for the invention. 

This decision at 'Month 0' is crucial as it is the first gatekeeper that determines 

whether or not the invention would enter the whole technology-transfer process 

at all. 

Month 12 

'Month 12' is one year away from the first patent filing date. If an informal 

patent application had been submitted at 'Month 0'. 'Month 12' is then the 

deadline to submit a formalised United Kingdom patent application. The 

difference between an informal and formal patent application is that the 

specification of the latter is written according to the legal format required by the 

patent offices. There is, however. no specific format for the specification for an 

informal application, which can be merely a general description of the invention. 

Thus, professional consultation is often sought for a formal patent application at 

'Month 12'. Moreover, 'Month 12' is also the deadline to submit the PCT 

(Patent Cooperation Treaty) application, which is a preliminary international 

examination for the convenience of qualifying an invention for up t( l 108 

countries. PCT is usually as costly as three times or more of the expenses 

required in a formal United Kingdom patent application. Yet. inventions seeking 

international patent protection often apply for PCT. for \ arious reaSlms such as 

delaying patent applications for indh idual countries. Due tl) the high e(l .... t (If 

PCT, it is usuall) only adopted \\ hen foreign patent applications are pursul'd. 
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Similarly, foreign patent applications are often expensi\e. especially when the 

number of designated country increases. The decision at . \lonth 12' therefore 

involves high costs as well as crucial international strateuies for technolou\ 
~ ~. 

transfer. 

Month 60 

There is no guarantee as to how long it may take to have a patent granted. It 

could be five or more years for a foreign patent application, or less for a l'nited 

Kingdom patent application. For simplicity, the final data collection point is 

allocated at 'Month 60', which is five years away from the first filing date. At 

this point, usually at least one of the designated countries would have granted a 

patent. After the grants, annual renewal fees would need to be paid to each 

country in order to keep the patents alive. Fees will only be paid to maintain the 

patents if there is commercial interests. "Month 60' is therefore another 

important point in time to decide whether or not to terminate the invention. 

3.3.2 Partition of the original input data set into smaller input 

data sets 

This procedure divides the original input data set into three smaller input data 

sets, based on attribute data collected at different points in time. This is 

explained below. 

While the attribute matrix (XI) contains attributes collected at three points in 

time, attributes collected at a later point (such as at 'Month 60') are so-called 

'older attributes', and attributes collected at an earlier point are so-calkd 

'youngcr attributes'. For instance, gi\cn the attribute "the number ()f 

publications created by the imentor' collected at the three points in time, thrce 



Chapter Three: Prototype Commercial Outcome Prediction System 67 

attributes are developed. The attribute collected at 'Month 0' is sCH.:~lIled a 

'zero-year old' attribute, and is 'younger' than the attributes collected at '\lonth 

12' or 'Month 60'. 

The decision tree method generates a tree classifier consisting of m attributes (m 

nodes), from a training data with n attributes, where m is a subset of n. If the n 

attributes are all 'one-year old' attributes, the m attributes would also be 'one­

year old' attributes. The tree classifier generated from these n attributes can then 

perform classification once the future cases are at least one-year old. However. 

if those n attributes are 'two-year old' attributes, then the tree classifier can onl) 

be used until the future cases are at least two years old. Since the training data is 

a subset of cases of the input data, the training data and input data share the same 

n attributes. In other words, an input data set consisting of younger attributes 

enables earlier classification which requires younger attributes. Since the 

amount of resources consumed by inventions increases with time, it is better to 

perform classification (predict the class labels of inventions) earlier. In short, 

younger attributes are preferred. 

Furthermore, when the number of attributes required by the input data set is 

smaller. data collection is likely to be easier for each case. When data collection 

is easier for each case. the data of a larger number of cases may be collected. An 

input data set with a larger number of cases enables a training data set with a 

larger number of cases, which in turn gives rise to a more accurate classifier. 

Since a classifier generated from a larger training data set is generally more 

robust. In short. it is important to minimise the number of attributes used for an 

input data set. 

In order to minimise the age and the number of the attributes used for the input 

data set. this procedure divides the attribute matrix of the original input data set 

into various smaller attribute matrices according to data collection points in time. 

Each of the smaller matrices is then teamed up with the class \ ector of the 

original input data set to form a smaller input data set. These "maIler input data 

sets \\ l)uld then be lIsed to generate various classifiers. Ho\\ e\ er. it is pl)ssible 
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that a classifier based on the original input data set (which contains the attribute 

matrix covering attributes from all three data collection points) gives the highest 

classification accuracy. Therefore, the original input data set and the three 

reduced input data sets are all used to generate classifiers. 

Let n be the number of attributes contained in the original attribute matrix. and p. 

q, r be the numbers of attribute collected at the three data collection points 

respectively. The three smaller attribute matrices therefore contain p. q, and r 

attributes respectively, where they contain the same number of cases. This 

division process of the original attribute matrix (XI) is illustrated in Equation 3-

4. 

Equation 3-4: Partition of the input data set 

XII XI· J 
xln 

X-
Xii Xii X in 
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X kl X k · 
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Where XI denotes the attribute matrix of the oriQinal input data set. XI . 
~ ",omhO 

Xlmonlhl2 ' and Xlmof1lh60 denote the reduced attribute matrices extracted from X 

Where b = p, c = p + 1, d = q + p, e = q + 1, n = p + q + r. 

Equation 3-4 illustrates the division of the attribute matrix XI into three smaller 

matrices. The first p attributes of every case in XI form Xl . The c-th to the 
n/(l/llhO 

d-th attributes of every case in XI form XI . Lastly. the c-th to the I/-th 
mOlllhl2 • 

attributes of every case in XI form Xl I . The four input data sets nenerated 
mont .60 b 

III this procedure are therefiore X and C XI alld C XI and c 
I I' monlhO I' n/(l/Ilhl2 I' 

X and I 160 and cl • mont. 

3.3.3 Leave-one-out sampling 

As previously described in Section 3.2, the cases of the input data ~et have to be 

divided into the training and testing data, upon which a classifier tree is 

generated and evaluated respectively. Such division of cases is usually done 

according to a certain ratio, such as 7:3. where 70% of the cases are used for 

training and the remainder is used for testing. In this procedure. no fixed ratio is 

adopted unless the input data set contains a very limited number of cases. \\ ith 

less than 50 cases. When the input data set contains less than 50 cases, Ica\c­

one-out sampling technique is employed to divide the input data set intL) the 

training and testing data. The reason for not using a fixed ratio is because the 

ratio depends on the size (i.e. the number of cases) of the input data set. .\ ratio 

is valid as long as there are sufficient cases for training (classifier generation). :\ 

large input data set (\\ith thousands of cases) therefore can atford tl) adopt a more 

e\en ratio such as 5:). :\ medium input data set (with hundreds of L'ases) 
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probably uses the prevalent ratios where a higher proportion is rc)cncd for the 

training data set, such as 8:2 or 7:3. 

By leave-one-out sampling, one case from the input data set with n cases is used 

as the testing data, while the remaining n-l cases are used as the trainin!.! data. :\ 

tree classifier generated using this training data set is then used to conduct 

classification on the testing data set. The classification accuracy is then 

recorded. This process is iterated n times so that each case of the input data set 

takes turn to be the testing data set. n tree classi fiers and 11 records of 

classification accuracy are therefore resulted. The average of the n classification 

accuracies then represents an estimate of the classification accuracy of a tree 

classifier generated using all n cases of the input data set. The derivation of the 

classification accuracy using the leave-one-out sampling technique is therefore 

different from the usual way. While the usual way is to deri\'e the accuracy 

using a subset of the input data as the testing data, the Ieave-one-out method 

generates n accuracies of n tree classifiers, and uses their average to estimate the 

accuracy of a tree classifier that was not generated. Nonetheless, this method 

preserves maximum number of cases for the training data set, \\ hich is especially 

important when the size (i.e. number of cases) of the input data set is very 

limited. 

3.3.4 Classifier generation using decision tree with adaptive 

boosting 

Duc to the qual itative nature of most of the critical factors, the resultant attri butes 

collected are likely to be comprised of categorical \alues. r-vlost classitication 

algorithms, such as the nearest-neighbour classitier and regression analysis, are 

based on measurements of distance bet\\cen sample cases. These methods work 

when \ariablcs are real-\alued and can be defined hy mctric. 1100\e\er. 

qualitativc attrihutes such as 'source of funding leading t,) the ill\ ention', are 

comprised of categorical values like 'GO\ernment' or 'Charity'. 'Illch 
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categorical data is discrete, and lacks any natural notion of similarity or ordering. 

Therefore, the decision tree method is adopted to generate classifiers, as it is 

capable to analyse both numeric and categorical data. 

Based on different settings of several parameters, different tree classifiers can 

result from the same training data. Five decision tree parameters arc employed 

for classifier generation, they are listed as follows: 

1. The branch factor - two 

2. The number of attributes represented by each node - monothetic trees 

3. The impurity measure employed - Information Gain 

4. Over-fitting measure: Minimum Case Threshold 

5. The number of trial adopted for the adaptive boosting technique 

The values for the first three parameters have been pre-determined, which are the 

branching factor of 2, monothetic trees, and the Information Gain impurity 

measure. For the remaining two parameters, guided ranges of values are used. 

Each of the five parameters is presented below. 

Branching Factor of Two 

The number of branches descending from each node of a tree classifier is called 

the node's hroJlchingfactor or branching ratio. In general, this can be specified 

and can vary throughout the tree, though every node can always be represented 

\vith a branching factor of 2 (binary tree). For instance, Figure 3-3 and 3--l shO\\ 

how the same information can be expressed in a non-binary and binary tree 

respectively. Due to the fact that binary trees are expressive, and are 

comparatively simpler to train, binary trees are adopted. 
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Figure 3-3: A decision tree with variable branch factor 
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attributes, more than one attribute can be presented at a single node. For 

example, two attributes are involved in the following node: (inventor status = 

student) AND (NOT (subject = engineering)). Trees involving only one attribute 

at a node are monothetic trees, trees allowing more than one attribute at each 

node are referred to as polythetic trees. For the reason of simplicity. monothetic 

trees are adopted. 

Impurity measure - Information Gain 

Information Gain is one of the most widely accepted impurity measure. it is also 

a natural default in most classification problems. It is therefore adopted here for 

the impurity measure. 

Over-fitting Measure: Minimum Case Threshold 

Though the basic principal for tree generation is to split nodes until the minimum 

impurity is met, the resultant tree is often over-fitting the training data when each 

leaf node contains minimum impurity. In case of over-fitting, the tree 

corresponds so closely to the training data that it cannot generalise new data well. 

The extreme case of over-fitting would be when each leaf of the tree corresponds 

to one single training case. Such a tree would merely be a convenient lookup 

table for the training data. 

To avoid over-fitting, nodes have to stop splitting before reaching the minimum 

impurity. In other words, the splitting has to be stopped before the tree over-fits. 

However, if the splitting is stopped too early. the tree may under-fit the training 

data. This is when the classification error on the training data is not sufficiently 

low. leading to poor generalisation performance. 

A parameter used to identify levels of node splitting is called Minimum Case 

Threshold (MCT). by means of which splitting stops when a node represents 
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fewer than the threshold number of cases. This has a benefit analogous to that in 

a k-nearest neighbour classifier, that the sizes of partitions are smaller in regions 

where data is denser, but larger where the data is sparser. 

If a tree splits until the minimum impurity is met, it is called a full tree. When 

the splitting is stopped before the minimum impurity, the resultant tree is a sub­

tree of the full tree. A full tree will be generated when the MCT value is set to be 

2. Changing the MCT mayor may not lead to a different sub-tree. It is possible 

that the tree generated by setting MCT to 4 is equivalent to that generated by 

setting MCT to ten. Generally, there would be more sub-trees if the full tree 

contains a larger number of nodes. When the MCT value is too high, the tree 

does not split and hence only consists of one node (a leaf node), suggesting that 

all cases should be classified to the same class. In such case, the one node tree is 

definitely under-fitting the training data and offering no classification insights. 

In order to prevent over-fitting, instead of generating only one tree classifier 

from the training data set, this procedure requires a number of tree classifiers to 

be generated using a range of MCT values, which starts from an MCT value of 2 

(i.e. a full tree) until a single-node tree is resulted. 

Adaptive boosting technique 

Adaptive boosting is a technique adopted to minimise classification error, where 

the final classification is based on generating several trees classifiers rather than 

one tree classifier from the input data. The process of classification system 

generation using the adaptive boosting technique is described below. 

First of all, the number of trials of tree generation is pre-determined. A tree 

classifier is then generated form the training data set, where each of the 

subsequent tree classifiers is generated by focusing on the mistakes made by the 

previous tree. Tree classifier creation goes on until the pre-determined number 

of trials is completed. This process also stops when the current tree classifier 
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generated is either extremely accurate or inaccurate. For instance. when it is 

specified to conduct 3 trials of tree generation, the procedure to produce a 

classification system is as follows. A tree classifier is first generated from the 

training data set. Next, a second tree classifier is constructed by paying more 

attention to those cases misclassified by the first tree classifier. Again. the 

misclassification error of the second decision tree will then become the focus 

when generating the third decision tree. Lastly, a classification system is 

resulted, whose computation of the predicted class of a case is determined by the 

votes from the three tree classifiers. 

It is found for many empirical problems that the classification error often 

decreases when the number of boosting trial is increased up to the optimal level. 

While each classification problem often has its unique optimal level, the level of 

about ten trials is commonly found to be working reasonably well for many large 

and small classification problems. 

In order locate the optimal trial number for boosting; this procedure requires the 

experimentation with a range of five trial numbers: 3, 6, 9. 12, and 15. These 

numbers are evenly distributed around the number of ten. They are adopted 

since the level of ten is empirically proven to be approximately the optimal trial 

number. Though it is possible that the optimal level exist between 0 and n 

(where n is the number of cases contained by the input data set), a huge number 

of experimentation would be resulted if every number between 0 and n is to be 

tested and when the value of n is large. Therefore, only five trial numbers are 

experimented. 

3.3.5 Overview description of the prototype CPS 

This section presents an overview description to explain how the four procedures 

presented above work together to form the prototype CPS to perform 

classification. The prototype CPS is explained using the following six steps. 
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1. The first step is to generate an input data set according to the 

specifications presented in Section 3.3.1, 

2. The second step is to generate four input data sets using the procedure 

described in Section 3.3.2. The third and fourth steps are then applied to 

each of the four input data sets. 

3. The third step is to state the parameter values for m candidate classifiers. 

The parameter variables are namely, the MCT number. and the number of 

trials used for adaptive boosting. 

4. The fourth step is to compute the estimated classification accuracy of 

each of the m candidate classifiers, using the procedures described in 

Section 3.3.3 and 3.3.4. 

5. The fifth step is to choose the best performing candidate classifier. 

Among the candidate classifiers generated, the candidate classifier 

achieving the highest estimated accuracy is regarded as the best 

performing candidate classifier. However. it is possible to have candidate 

classifiers generated based on different input data sets sharing the same 

level of estimated accuracy. Under such a situation. the candidate 

classifier generated using the input data set with the youngest attributes 

are preferred. The best performing candidate classifier is therefore the 

classifier with the highest estimated accuracy and generated using the 

youngest attributes. Candidate classifier based on younger attributes is 

preferred as it enables prediction based on merely attributes collected at 

earlier points in time. For instance, if 2 candidate classifiers generated 

using attributes collected at 'Month 0' and 'Month 12' achieved the same 

level of estimated accuracy. the candidate classifier based on 'Month 0' is 

preferred. This is because the 'Month 0' candidate classifier can predict 

the class label of an invention once the invention is one year old. while 

the 'Month 12' candidate classifier can only perform predictions until 

inventions are two years old. Furthermore, when several candidate 
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classifiers using the same input data set obtained the same highest 

estimated accuracies, the best performing candidate c1assitier is therefore 

the one generated using the smallest number of trials for boosting and/ 

MCTvalue. 

6. The final step is to generate a classifier using the parameter values of the 

best performing candidate classifier identified in the last step. using every 

case of the input data set. This resultant classifier is then used to perform 

classification. 

3.4 RESULTS AND DISCUSSION 

Data Collection 

One source for data collection is secured, after sending data collection requests to 

7 university technology transfer offices. The source provided limited access to 

the information base for 23 of their invention cases, based on a specific 

confidentiality agreement. 

The information base provided consists of hard copies of patent related 

documents of 23 invention projects during their life time. The record for each 

project starts when it was considered to have potential, which usually began from 

the preparation of the invention's specification for the first patent application. 

The record ends as soon as the invention was considered to have no potential. 

which can be before or after the patent grant of the invention. 

The data available from the information base is very different from the data 

required by the prototype cps. Based on the available data. only a subset of the 

critical factors listed in Table 3-1 has found analogous invention attributes for 

data collection. These invention attributes are presented Table 3-2. where the 
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second column shows the data type of the attribute. Categorical values for 

nominal and ordinal data are also shown in the second column. and the \ alLle~ are 

presented in descending order for ordinal data. Finally. the last column sho\\ s 

the index number of the respective critical factors suggested by Table 3-1. 

Table 3-2: Invention Attributes Collected 

Invention Attributes extracted Coding categories Factors 

1. The first source of funding Nominal: Firm (F). II 

leading to the current Government (G). Charity 

development of the invention (C), Spinout (S), Other 

university (0). i 

Department (D). 
: 
I 

Technology-transfer office I 

(T), Not applicable (N) 

2. The second source of funding Same as the first attribute II 

leading to the current 

development of the invention 

3. The third source of funding Same as the first attribute I 1 

leading to the current 

development of the invention 

4. The forth source of funding Same as the first attribute 1 I 

leading to the current 

development of the invention 

5. The area of discipline of the Nominal: Life science (L), J 

invention Engineering (E), 

Informatics (I) 

6. The number of collaboration Scale -

partner 

7. Whether any prior art searches Ordinal: Professional (P). 17 

has been conducted Non-professional (NP). 

None (N) 
i 

---
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8. Whether funding for next stage Ordinal: Yes (Y), Partial 18 

has been secured (P), No (N) 

9. The number of personal contacts Scale 33, 19 

for potential source of 

investment 

10. The number of related Scale 29.30 

publication published by the 

inventors 

11. The number of significant Scale 29.30 

publication published by the 

inventors 

12. The developmental stage of the Ordinal: Proven design 13 

invention made using manufacturing 

tooling (A), Proven final 

design (B), Optimisation 

by prototype variation (C), 

Prototype (0), Proof of 

concept (E), Early stage 

(F) 

13, Previous business experiences of Ordinal: Setting up own 23 

the inventors business (B), Substantial 

collaboration (SC), Little 

collaboration (LC), None 

(N) 

14. Whether there are industrial Ordinal: Yes (Y), No (N) 12. 16 

partners that were involved in 

decision making processes 

15. The level of communication Scale 20 

between the technology transfer 

office (TIO) and the inventors 

I 
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16. The level of communication Scale 20 

between the ITO/inventors and 

the market/potential investors 

17. Whether an estimation for future Ordinal: Thorough (T), 26 

costing has been done Brief (B), None (N) 

18. Whether a market research has Ordinal: Professional (A), 28 

been done Non-profession thorough 

(B), Non-professional 

brief (C), None (N) 

19. The number of firms that have Scale -

shown a positive interest of the 

invention 

20. The chosen type of the first Nominal: Formal (F), -
patent application Informal (I) 

21. The number of other patent Scale 24 

applications owned by the 

inventors 

22. Whether there are industrial Ordinal: Yes (Y), No (N) 22 

inventors 

23. Whether an invention disclosure Nominal: Yes (Y), No (N) -

form has been filled in 

24. The amount of expenditure Scale 31 

incurred 

25. The number of agreements Scale -

signed 

26. The number of licensing Scale -
contracts signed 

27. Whether a spinout company has Nominal: Yes (Y), No -

been formed (N) 

28. The year of the first filing date Scale -

29. The number of months took to Scale -

have the first patent granted 
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30. The rate of patent grant Scale 

Income Ordinal: 

Success (S), Failure (F) 

As shown in Table 3-2, 30 invention attributes are extracted from the information 

base, where the last column indicates that most of them are generated based on 

18 out of the 35 critical factors listed in Table 3-1. The data required by the 

remaining 17 critical factors cannot be collected as it is not available from the 

information base provided. The attributes not representing an) critical factors 

are other attribute data available from the information base. 

Whether an attribute is represented using ordinal or nominal data type depends 

on the suggestion from the critical factor. For instance, the 8th attribute in Table 

3-2 is based on the 18th critical factor in Table 3-1. Since the 18
th 

critical factor 

suggests that inventions with future funding secured are more likely to ha\c 

successful technology-transfer outcome, the 8th attribute is therefore coded using 

ordinal data. Another example is the 5th attribute that is based on the 1 st critical 

factor. This critical factor suggests that inventions from the three disciplines are 

all likely to have more successful technology-transfer outcomes than inventions 

from other disciplines. Yet the critical factor does not suggest what is the 

superiority order of the three disciplines. The 5th attribute is therefore coded 

using nominal data. Lastly, attributes like the 23 rd attribute is not based on any 

critical factors. Such attributes are therefore coded using nominal data as there is 

no suggestion regarding the superiority order of the categorical values. 

The last row of Table 3-2 contains the data 'Income', which is used to compute 

the class labels. Due to the issue of confidentiality. the values of this data cannot 

be disclosed. The \'alues of this data are represented using two c lass labels, 

namely 'succcss' and 'failure'. The range of income \'ailies for each class IS 

determined by a stafT member from the data source. 
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Data Collection at Critical Points 

The attribute data is collected at the three points in time namely 'Month 0', 

'Month 12', and 'Month 60'. However, not every attribute has data collected at 

all three data collection points. Attributes such as the 20th and 23 rd attributes in 

Table 3-2 only require data collection at 'Month 0'. The attribute with data 

collected in a particular point in time is marked 'X', as displayed in Table 3-3. 

where the first and the fifth columns denote the attribute number. 

Table 3-3: Results of data collection at the three points in time 

Attribute Month Month Month Attribute Month Month Month 

0 12 60 0 12 60 

1 X X X 16 X X X 

2 X X X 17 X X X 

3 X X X 18 X X X 

4 X X X 19 X X X 

5 X - - 20 X - -

6 X X X 21 X X X 

7 X - - 22 X X X 

8 X X X 23 X - -

9 X X X 24 X X X 

10 X X X 25 X X X 

11 X X X 26 X X X 

12 X X X 27 - X X 

13 X - - 28 X - -

14 X X X 29 - - X 

15 X X X 30 - - X 

Moreover, Table 3-2 only denotes brief descriptions for each of the thirty 

invention attributes. Further explanations are needed for some of the attributes, 

which are presented successively below. 
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First to fourth attributes: While explicit statements of funding sources are 

usually missing, sources of funding are often traced from the receipts of paid 

bills. The four attributes are defined in terms of nominal data rather than ordinal 

data because the superiority of different funding source is not clear from the 

relevant (13
th

) critical factor. Also, the data is categorical rather than numeric 

because the total amount of expenses consumed is not provided by the data 

source. 

For example using imaginary invention project A, the data collected for these 

four attributes at the three critical time points is displayed in Table 3-4. As 

shown, the sources of funding have evolved over the period from the start of the 

project till 'Month 60'. There are two sources of funding (Government and 

Charity) at 'Month 0', and there is one source of funding, Government and 

technology-transfer office respectively, for 'Month 12' and 'Month 60'. 

Table 3-4 also serves as a good example showing how attribute data is collected 

at the three data collection points. 

Table 3-4: Data collection example for project A 

Critical Month 0 Month 12 Month 60 

Points 

Attributes 1 2 3 4 1 2 3 4 1 2 3 4 

Data G C N N G N N N T N N N 

Value 

Where 'G', 'C" 'N' and 'T' represent 'Government', 'Charity', 'Not applicable' 

and 'Technology-transfer office' respectively. 

Fifth attribute: There is no definition of disciplines from the data source. 

Constant debates regarding disciplinary definitions go on even among the 

literature of research communities. Due to the interdisciplinary nature of most 

academic departments as well as their resultant invention projects, the same 

invention project can often be addressed using different disciplinary titles. 
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Furthermore, consultation with experts regarding the disciplinary issue is 

restricted due to the confidentiality of the data. The disciplinary labels given to 

the invention projects are thus based on a subjective judgement of the author. 

Sixth attribute: The number of collaboration partners refers to the number of 

organisations where any relevant stakeholders belong to. The relevant 

stakeholders have rights to be involved in the technologv-transfer decision 

making at varying degrees. They include inventors, material sponsors. investors. 

licensors, and spinout company management personnel. For instance. when the 

relevant stakeholders only involves one inventor and one investor \vho both 

come from the same organisation, the data for this attribute is therefore one. 

Seventh attribute: These prior art searches refer to those conducted before the 

filing of patent application. The value of the attribute is 'professional' \\hen 

these searches are done by professional intellectual property related personnel 

such as patent attorneys. The value is 'non-professional' when the searches are 

done by others such as administrators from technology-transfer offices or 

inventors. When both types of searches have been conducted, the value of this 

attribute is 'professional'. 

Eighth attribute: Information about the total funding required for the next stage. 

so does other future planning information. is often missing from the data source. 

Unless a complete future funding is explicitly stated, any evidence of securing 

future funding sources merely represents the secure of partial future funding. In 

addition, this attribute refers to the secure of funding source in advance of the 

next stage. Evidence from email correspondence showed that internal funds from 

the university. such as from academic departments or the technology-transfer 

office, sometimes act like urgent sources of funding to settle bills at the last 

minute. Under such circumstances, the internal funding is not regarded as an 

advance funding source . 

.\'inth ollri/7I1/(,: i\ contact for potential Sl)urce of investment is accounted as a 

personal contact when it did not previously exist in the int{xmation base and is 
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introduced by inventors or administrators from the technology-transfer office. 

This assumption has been made as there is no record regarding whether contacts 

are derived from personal sources or not. 

Tenth attribute: A publication's relation to a specific invention is obvious to the 

inventors but not to others. Also, the author would need to familiarise \\ ith the 

technologies involved in the invention in order to judge each publication's 

relation to the invention, which is a very time-consuming process. Based on these 

considerations, only publications submitted by the inventors as rele\ant to the 

inventions are accounted as related publications. 

Eleventh attribute: The significance of a publication is a subjective judgement 

since one definition may be accepted by one but not the others. For instance. 

publication citation is commonly viewed as a significance measure among the 

academics. This is however not agreed by the private sectors. Under the 

circumstance of lacking a commonly agreed measure, only publications recei\ ing 

a third party approval are accounted as significant publications, such as a\\arded 

publications and granted patent. 

Twe(fih attribute: The definition for the developmental stages of an invention 

depends on its industry standard. The definition adopted for this attribute, as 

reflected in the ordinal data definition, is based on the industry standard from the 

engineering industry. This is due to the fact that most invention projects from the 

data source are engineering based. 

Thirteenth a/tribute: 'Substantial collaboration' and 'little collaboration' refer to 

the situations when the numbers of past collaboration projects are three or more. 

and below three, respectively. 

Fiji('('nth alld six/cclllh attributes: The level of communication is measured in 

terms of the number of pages of written correspondence sllch as emails and 

letters. 
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Seventeenth attribute: Estimation for future costing can be \\ ritten In \ ariOUS 

degrees of details. For example, it can be represented in one numeric amount or 

through sections of pricing for individual items. The attribute value is based on 

the subjective judgement by the author. 

Eighteenth attribute: Whether a research report is thorough or brief is deterlll ined 

by the author's judgement, based on the same argument stated for the I th 

attribute. Moreover, a professional market research refers to that completed by 

professional external organisations such as a marketing consultancy. \\hereas a 

non-professional one is that completed by inventors or technology-transfer 

administrators. 

Twentieth attribute: this attribute refers to the priority patent application. The 

difference between a formal and an informal patent application is that the 

specification of a formal application is written in the format required by the UK 

patent office for examination purpose. 

Thirtieth attribute: this rate is calculated by the number of patents granted 

divided by the number of years between the filing date of the first patent 

application and the grant date of the last application. 

Resultant Input Data set 

By collecting attribute data at the three data collection points. and the class data 

at the end of each case, an input data set is generated. This input data set 

contains the data for 23 cases, in which 7 and 16 cases are labelled as 'Success" 

and "Failure' respectively. In addition. each 'X' In Table 3-3 denotes one 

attribute. the total number of attribute contained 111 the attribute matrix is 

theretore 73. The attribute data is stored in matrix XI' and the class data is stored 

in \cctorc" as illustrated in Equation 3-5. 
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Equation 3-5: The resultant input data set stored in matrix ~ and vector c
1 

XII XI} Xln 

Xl = X" X'I xI/) 
C) =[CI ... c/ ... ck ] 

Xkl Xk, Xkn 

Where X'I represents the value of the j-th attribute for the i-th case. 11 is the 

number of attributes, and k is the number of cases. For this input data set. 11 is 73 

and k is 23. 

Generation of four input data sets 

Four input data sets are then generated from the original input data set according 

to the procedure described in Section 3.3.2. Out of the 73 attributes in matrix 

Xl' the first 27 attributes were collected at 'Month 0', the following 22 attributes 

were collected at 'Month 12', and the last 24 attributes were collected at 'Month 

60'. The three resultant smaller attributes matrices are denoted as X 
1'''''111110 ' 

Xl I 0 ' which they consist of 27. 22, and 24 attributes 
nlOlll16 

respectively for 23 cases. The four attribute matrices are therefore ~I' XI nWlIlIIU • 

By combining each attribute matrix with the class vector (c,), four input data sets 

are generated, as shown in Table 3-5. 
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Table 3-5: Four input data sets generated using the original input data set 

Input Data set Attribute matrix Class vector 

D
J Xl ! c l 

i 

D2 X 
I c l 

ImonlhO 

D3 X 
ImonlhJ2 

c l 

D4 X 
Imlllllh60 

c l 

The first column of Table 3-5 showed the notations for each input data set. \\ here 

the second and third columns showed their respective attribute matrices and class 

vectors. 

Classification accuracies of the resultant candidate classifiers 

The third step of the prototype CPS is to define each candidate classifier in terms 

of the two parameters: MeT (minimum case threshold) and number of trials for 

adaptive boosting. The fourth step of the prototype CPS is to calculate the 

estimated classification accuracy of each candidate classifier. Due to the limited 

number of cases contained by the input data set (23 cases), leave-one-out 

sampling technique is employed. The results generated from step three and four, 

which are the definitions of each candidate classifier as \\ ell as their estimated 

classification accuracy (in terms of the percentage of cases correctly classified). 

arc displayed in the following four tables. Each table shows the results for a 

particular input data set. 
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Table 3-6: Results generated from the first input data set D, 

Classifier Boost MCT Accuracy Classifier Boost MCT Accuracy 

trial trial 

1 3 2 65.2 9 12 3 60.9 

2 6 2 47.8 10 15 3 56.5 

3 9 2 60.9 11 3 4 73.9 

4 12 2 52.2 12 6 4 69.6 

5 15 2 52.2 13 9 4 73.9 

6 3 3 60.9 14 12 4 73.9 

7 6 3 60.9 15 15 4 73.9 

8 9 3 60.9 16 3 5 -

Table 3-7: Results generated from the second input data set D2 

Classifier Boost MCT Accuracy Classifier Boost MCT Accuracy 

trial trial 

1 3 2 60.9 9 12 3 73.9 

2 6 2 60.9 10 15 3 78.3 

3 9 2 60.9 11 3 4 60.9 

4 12 2 65.2 12 6 4 60.9 

5 15 2 65.2 13 9 4 60.9 

6 3 3 73.9 14 12 4 60.9 

7 6 3 73.9 15 15 4 60.9 

8 9 3 73.9 16 3 5 -
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Table 3-8: Results generated from the third input data set D3 

Classifier Boost MCT Accuracy Classifier Boost MCT Accuracy 

trial trial 

1 3 2 78.3 9 12 3 69.6 

2 6 2 78.3 10 15 3 69.6 

3 9 2 73.9 11 3 4 69.6 

4 12 2 73.9 12 6 4 73.9 

5 15 2 73.9 13 9 4 69.6 

6 3 3 73.9 14 12 4 73.9 

7 6 3 73.9 15 15 4 69.6 

8 9 3 69.6 16 3 5 -

Table 3-9: The results generated from the fourth input data set D4 

Classifier Boost MCT Accuracy Classifier Boost MCT Accuracy 

trial trial 

1 3 2 65.2 9 12 3 56.5 

2 6 2 65.2 10 15 3 56.5 

3 9 2 65.2 1 I 3 4 65.2 

4 12 2 65.2 12 6 4 60.9 

5 15 2 60.9 13 9 4 60.9 

6 3 3 69.6 14 12 4 60.9 

7 6 3 60.9 15 15 4 60.9 

8 9 3 60.9 16 3 5 -

According to the prototype CPS, a range of five trial numbers (3, 6, 9, 12, and 

15) for adaptive boosting have to be conducted with each MCT value, where the 

experimentation with the MCT value have to start from an MCT value of2 (i.e. a 

full tree) until a single-node tree results. Following these instructions, 15 

candidate classifiers are generated from each input data set. A total of 60 

candidate classifiers are developed from the four input data sets. 
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The fourth and eighth columns of each table showed the estimated accuracies for 

the candidate classifiers. It is found that the 16th candidate classifier for c\ en 

input data set is not valid, since the candidate classifier generated is a single-node 

tree. 

The fifth step of the prototype CPS is to choose the best performing candidate 

classifier. Among the 60 candidate classifiers. 3 candidate classifiers ha\ c 

achieved the highest level of estimated accuracy of 78.3%. Among these 3 

candidate classifiers, the one generated using the second input data set is the best 

performing candidate classifier, according to the definition described in the 

prototype CPS. In short, the best performing candidate classifier is therefore the 

10th candidate classifier generated using the second input data set. as shO\\ 11 in 

Table 3-7. 

The final step of the prototype CPS is to generate the final classifier according to 

the definition of the best performing candidate classifier. using every case of the 

respective input data set as the training data. Consequently, the final classifier is 

generated using every case of the second input data set as training data, 15 trials 

for adaptive boosting, and an MCT value of 3. 

Consequently, the final classifier generated consists of 13 trees (micro­

classifiers), where this classifier determines the class labels of im'ention cases by 

counting the votes from these 13 micro-classifiers. These micro-classifiers are 

displayed in Figure 3-5. Though the number of trials is predefined to be 15. only 

13 trials are conducted, as the 14th trial is stopped due to an extreme inaccuracy 

of the l-lth tree. 
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Figure 3-5: The micro-classifiers of the resultant classifier 

Trial One Trial Two 

Trial Three Trial Four 

Trial Five Trial Six 

Trial Seven Trial Eight 

L...-_---' 
13% 

Trial Nine Trial Ten 



Chapter Three: Prototype Commercial Outcome Prediction S~ stem 

Trial Eleven Trial T\\ elve 

Trial Thirteen 

Figure 3-5 showed 13 micro-classifiers resulted from 13 trials of tree 

construction for adaptive boosting. Each micro-classifier is constructed using all 

23 cases of the second input data set as training data set. Due to confidentiality 

issue, the actual values for node splitting have been replaced with labels 'a'. 'b', 

'c', 'd', 'e', and 'f. The percentage values next to the leaf nodes represent the 

percentage of misclassified cases. The estimated classification accuracy of this 

final classifier is 78.3%. 

Discussions 

The first step of the prototype CPS is the generation of an input data set 

according to the specification that comprised of a list of literature suggested 

critical factors. During data collection, it was found that only a small subset of 

the data required by the list of critical factors is available from the source. The 

list of critical factors therefore represents an ideal rather than realistic list of 

invention attributes for data collection from technology transfer offices. 

However. extending the data source to other information bases ma) alleviate the 

problem of unavailable data. 

Furthermore, due to the amhiguous nature of the suggested critical 1~lctors. 

further dl'ort \\as required l~) develop coding s) stems for data collection. For 
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instance, the coding system for the critical factor 'historical research leading to 

the invention was funded by the private sector' \\as comprised of the follo\\in~ 

four invention attributes, namely the first, second, third, and fourth 'source of 

funding leading to the current development of the invention'. The value for each 

of these four attributes for a particular case was coded as one of the followings: 

'Firm', 'Government', 'Charity', 'Spinout', 'Other university', ·Departm~nf. 

'Technology-transfer office'. or 'Not applicable'. 

In addition, a large amount of subjective judgement was required to determine 

the categorical value for a number of attributes because of the ambiguous nature 

of the critical factors. The data collected therefore may not be reproducible. 

since subjective judgements vary from person to person. This represents a 

drawback of using qualitative and ambiguous invention attributes. 

In addition, because no electronic database was used at the data source. the data 

collection process was a time-consuming and labour intensive task. The manual 

codification of information from hard copies of documents into electronic data 

might also have given rise to an input data set more prone to errors. Moreover, 

the absence of electronic database also means the absence of predefined data 

fields. Thus, when certain data needed by the prototype CPS was missing from 

the hard copies, it was not clear whether the information was indeed missing or 

merely did not exist. This problem caused the discarding of a subset of 

potentially important invention attributes, and may also have had an impact on 

the classification accuracies of the resultant classifiers. 

Due to the small size (with only 23 cases) of input data set derived from the data 

source, leave-one-out sampling method was used to compute a candidate 

c1assitier's classification accuracy. As a result 23 trees \\ere generated for each 

candidate classifier. In addition, the use of adaptive boosting further increases 

the number of trees generated in order to arrivc at a candidate classifier. For 

instancc. the use of adaptin: boosting \\ ith ) trials would result in the generation 

of 69 (3 \. 2~) trees in order to compute the accuracy of the candidate classitier. 
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Moreover. the experimentation with MCT values \\ as time-consuming. and 

therefore would not be feasible for large input data sets consisting of man) cases. 

Consequently, 60 candidate classifiers were generated prior to the generation of 

the final classifier. Most of the candidate classifiers achieved satisfactof\ 

classification accuracy, and the average accuracy was 66%. However. the 

individual classification accuracies ranged from 48% to 78%. The 10\\ end of the 

range showed that the prediction accuracies of certain candidate classifiers were 

unacceptably low. Nonetheless, this supports the design of the prot()type CPS. in 

which it generates more than one candidate classifier in order to determine the 

appropriate parameter values for the final classifier. 

Among the 60 candidate classifiers, the best candidate classifier accurately 

predicted the class labels for 18 out of the 23 cases, which is equivalent to an 

accuracy rate of 78%. This classifier used only 5 attributes in 'Month 12' to 

compute the class labels. This resultant classifier is therefore suggested to be 

capable of giving reasonably accurate prediction based on only 5 attributes 

obtained in the first year. 4 of the 5 attributes were similar to the transferable 

critical factors identified in the literature review. which shows that the 

transferable critical factors are potentially important attributes for invention 

assessment. 

However. the final classifier generated was comprised of 13 micro-classifiers. 

where each of those generally consisted of:2 invention attributes. Meaning that 

only two attributes were used at a time to arrive at investment decisions, \\hich is 

unlikely to be correct. 

In vic\\ of the achievements and limitations ofthe prototype CPS. it is concluded 

that although the prototype CPS seemed to be capable of pro\iding reasonably 

accurate predictions. it requires significant improvements. 
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3.5 CONCLUSIONS 

This chapter presented the prototype CPS and the results generated. The limited 

data collected from the technology transfer office implied that extending the data 

source to other information bases may be beneficial. Due to the ambiguous 

nature of literature-suggested critical factors, the development of coding sy stems 

and the use of subjective judgement were needed. which ha\e prolonged the data 

collection process and given rise to non-reproducible data. Also. the absence of 

electronic database at the source has resulted in slow data collection. and 

potentially unreliable input data set. In addition, the use of \cave-one-out 

sampling method, adaptive boosting, and the need to experiment \\ith MeT 

values have resulted in the generation of a large number of trees in order to arrive 

at one candidate classifier. Such classifier generation mechanism is therefore not 

feasible for input data sets consisting of a large number of cases. 

Nonetheless, the variable classification accuracies of the candidate classifiers 

supported the use of candidate classifiers to determine appropriate parameter 

values for the final classifier. The final classifier was estimated to be capable of 

providing reasonably accurate classification based on only five attributes 

obtainable in the first year. The similarity between these five attributes and the 

transferable critical factors also demonstrated that the transferable critical factors 

can be used for the final classifier. Lastly. the limited attribute nodes contained 

in the micro-classifiers suggests that the classitication logic employed by the 

final classifier was not likely to be correct. It is concluded that although the 

prototype CPS seemed to be capable of providing reasonably accurate 

predictions, the prototype CPS requires signiticant improvements. 
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CHAPTER FOUR 

BACKGROUND SURVEYS 

4.1 INTRODUCTION 

Findings from the literature review and prototype CPS showed the need to 

further investigate the invention assessment practices in order to improve the 

design for the final CPS. Three surveys with university technology transfer 

offices are therefore conducted in this chapter. To start with, an invention 

disclosure form study involving various technology transfer offices is conducted 

(Section 4.2). A questionnaire survey is then carried out to several other 

technology transfer offices that were not covered by the previous study (Section 

4.3). Finally, interviews with technology transfer managers from different 

universities are carried out (Section 4.4). While the first two surVCYS 

concentrated on what invention attributes are required during assessment. the 

third survey investigated how these attributes are used during the assessment 

process. In Section 4.5, conclusions from these surveys are presented. in which 

relevant findings are incorporated into the final CPS. 

4.2 INVENTION DISCLOSURE FORM STUDY 

Invention disclosure form is a common tool cmployed by lIni\ crsity tcchnol\ \~) 

transfer offices to collect IlCCl'ssary imcntion information, lIpon which illtuiti\c 
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invention assessments are conducted. During the several invention assessments 

conducted over the course of the technology transfer process for an invention. 

invention disclosure forms are often used repeatedly for the first as \vell as later 

rounds of assessment. Since the assessment decisions are based on the 

information recorded on these forms, the information requested by the forms 

therefore represents important invention attributes used for imcntion assessment 

considerations. 

Despite the importance of invention disclosure forms, very little research has 

been done on this topic. In order to identify important invention attributes used 

for invention assessment, this study endeavoured to examine the imention 

disclosure forms used by different universities in the United Kingdom. The 

methodology adopted for this study. and the resultant findings are presented 

below. 

Data Source 

Initially. invention disclosure form requests were sent to several universities. 

Consequently. only one university provided a sample of their invention 

disclosure form (10 form). Other universities denied the requests. and replied 

that their 10 forms are either available from the university websites, or that such 

information is confidential and can not be provided. An extensive search is 

therefore carried out on university websites in the United Kingdom. In this 

study, an 10 form is defined as a form or a set of forms \\here a university directs 

their inventors to complete for invention disclosure purpose, before the 

application of any intellectual property rights protection. Eventually. 16 sets of 

forms are located and downloaded from various university websites. 
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Measurement 

In order to investigate the choice of invention attributes by these universities in 

relation to their technology transfer performance, two measures are adopted. 

They are the latest Intellectual Property Scoreboard (IP-Scoreboard). and the 

2005 Times Good University Guide (TGU). IP-Scoreboard is a league table of 

organisations ranked by their number of intellectual property registration within 

the UK jurisdiction. Universities listed on the IP-Scoreboard are thus considered 

to have higher commercialisation performance. TGU is a well-known league 

table ranking 100 universities in terms of a series of factors, such as research 

assessment and graduate prospects. Although these are indirect measures for the 

technology transfer performances of universities, they are adopted because the 

direct technology transfer outcome data are confidential and unavailable. 

Among the 16 universities, 5 universities are listed on both the IP-Scoreboard 

and the TGU; 10 are listed on the TGU only; and 2 are listed on neither the IP­

Scoreboard nor the TGU. The 5 universities listed on the IP-Scoreboard are 

within the top 10, and are also ranked in the top 30 of the TGU. Among the 10 

universities listed only on the TGU, 5 are ranked within the 11 th to the 30t
\ 3 are 

ranked within the 31 st to the 60th
; and 3 are ranked within the 61 st to the I ooth. 

Based on the rankings on the two measures, the 16 universities are divided 

evenly into three classes representing varying levels of technology transfer 

capability, as shown in Table 4-1. 

Table 4-1: Classification of sample universities 

Sample 1 2 3 4 5 6 7 8 

University 

IP- 5 10 10 - - 10 5 -
Scoreboard 

TGU 5 5 10 20 20 25 30 30 

Not listed - - - - - - - -
Class U U U M M U U M 
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Continuation of Table ~-1: 

Sample 9 10 1 1 12 
I 

I3 1.+ 15 i 16 
I 

I 

University 
! i 

I 
i 

i i I 

IP- - - - - -
I 

- I - I 

I 
- I 

Scoreboard 
I 
I 
I 

i 
I 

TGU 35 35 55 55 75 I 80 - -
I I 

Not listed - - - - - X X 
i 

Class M M L L L L N 
i 

'\ 
, 
, 

Where 'U' denotes universities with upper-class technolog) transfer 

performance, 'M' denotes the middle-class, 'L' denotes the lower-class. and 'N' 

denotes the class of unclassified. 

As shown in Table 4-1, the sample universities are sorted by the TGU rankings. 

In particular. the first row shows the reference number for each sample 

university. The second and the third rows show their rankings on the IP­

Scoreboard and TGU respectively. Due to the confidentiality issue. only the 

upper limit of the range of every five rankings is shown. as opposed to the actual 

ranking. For instance, '5' denotes a ranking position located between the I st and 

the 5tl\ and '10' denotes a ranking between the 6th and 10th
. Moreover. the t\\O 

sample universities not listed on neither IP-Scoreboard nor TGU are marked with 

'X' in the forth row. The class label for each sample university is showed on the 

fifth row. This sample therefore consists of :I upper-class, 5 middle-class. 4 

lower-class, and 2 unclassified universities. 

Potential attributes for the invention assessment 

The lengths of the 16 ID forms collected ranged from I to 6 pages. and each 

form covers a varying number of invention attributes. After removing repeating 

attributes. 127 ill\ention attributes are identified from the 16 10 forms. ,\ list 

containing the 127 attributes is pnnided in :\ppcndix :\-l.I. 

I 
I 

I 

I 
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This list is then shortened by the removal of redundant and irrelevant attributes. 

Examples of irrelevant attributes include 'the ethical consents of using biological 

material from humans', and 'previous invention disclosure record". These 

attributes refers to the basic legal requirements for patent application. They are 

irrelevant to this study, since this thesis concerns the assessment of patentable 

inventions. Consequently, the shortened list contains 29 attributes, as presented 

in Table 4-2. 

The first column of Table 4-2 shows the 29 attributes derived from the 16 sample 

ID forms. The second column shows the number of sample ID forms that have 

included the attribute. The third to sixth columns show the inclusion of the 

attribute by different classes of university. The last column shows the similar 

attributes adopted by the prototype CPS (denoted as Prototype). In addition, 

these 29 attributes are sorted in descending order by the second column. For 

instance, the first attribute is included in all the 16 sample ID forms, which 

consist of ID forms from four 'upper class' universities, 6 'middle class" 

universities, four 'lower class' universities, and two 'unclassified" universities. 

Moreover, the last column shows that no attributes used for the prototype CPS 

resemble the first attribute in Table 4-2. 

Table 4-2: Attributes derived from the sample Invention Disclosure forms 

Invention attributes derived from the 16 sample ID ID IU 1M L N Proto 

forms forms -type 

1. Contributors/Inventors - the number and 16 4 6 4 2 -
employment status of contributors and inventors 

2. Technical description 15 4 6 3 2 -

3. Advantages - the advantages ofthe invention 14 3 6 3 2 -

over the existing solution 

4. Support source - source of funding and in-kind 13 3 5 3 2 I ~t _ 

support lead to the invention 4th 

5. Company list - a list of potentially interested 12(5) ") 5 3 ') 9 tl1 ... 

firms (contacted). 
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6. Uses - commercial uses and application of the I I 2 5 3 I -
invention. 

7. Drawing attachment - drawings and sketches 10 I 4 4 I -
relating to the explanation of the invention are 

to be attached 

8. Contractual agreements - the number of 10 3 3 2 .., 25th 
.... 

contractual agreements linked with the 

invention, including MTA7 

9. Competitor list - the list of potentially 8 2 I 3 2 18th 

competing existing products. 

1 o. Existing solution - publicly acknowledged 8 1 3 3 1 -

existing solution 

11. Records - record details of the prior arts such as 8 3 3 1 1 -
patent number and verbal records 

12. Novel feature - novelty of the invention 8 2 3 1 2 -
13. Developmental stage - whether the invention is 6 2 1 2 I Ith 

an early stage invention, a proven concept, or a 

prototype 

14. Disadvantages - disadvantages of the existing 6 1 3 1 1 -

solution 

15. Background intellectual properties (IP) - the list 5 1 2 2 0 -
of pre-existing IP used as a basis for the 

invention 

16. Search - whether a prior art search has been 4 2 1 1 0 ih 

conducted (the date of such a search) 

17. Current activity - activities regarding invention 4 1 1 2 0 19111 

exploitation, such as current commercial 

interest and marketing activity. 

7 MTA (Material Transfer Agreements) are the basis for university-industry collaborations 
involving transactions of I) proprietary material and or information; 2) information that cannot be 
obtained without a secrecy agreement; 3) a substance that embodies a trade secret; 4) no true 
collaboration anticipated; data only may be provided. 
http://www.fda.gov/oclofacs/partnership/techtran/criteria.htmI7/11/05 
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IS. Self evaluation - the invention's commercial 4 1 0 1 2 -
value rated by the inventors themselves 

19. Invention testing - whether the invention has 4 1 1 1 I -
been tested in any ways and the results of the 

testing 

20. Other application - whether the invention can 3 0 1 1 1 -
be applied in other areas outside the inventor's 

special interests. 

21. Market size - target market size. 2 1 0 0 1 I SIll 

22. Type of invention - whether it is a device, a 2 0 0 I 1 5"1 

process, a drug or software, and so on. 

23. Further development - whether further 2 1 0 1 0 Slh, 

development IS needed and the funding 17'h 

requirement for that, and whether such funding 

has been secured. 

24. Research period - period of research relevant to 2 1 1 0 0 -
the creation of invention 

25. Field - the field or area in which the invention 3 0 2 0 1 

has application. 

26. Country list - the list of countries where the 1 0 1 0 0 I Sill 

invention is likely to be used 

27. Compatibility - the invention's compatibility 1 0 1 0 0 -

with existing products. 

2S. Non-confidential summary 1 0 0 I 0 -

29. Replace possibility - whether the invention will 1 0 1 0 0 -

replace certain existing applications and 

whether existing applications can be improved 

to compete with the invention. 

With a total of 16 sample ID forms. attributes included by S or more sample ID 

forms are thus considered as frequently used attributes. As indicated by column 

two of Table 4-2. the first 12 attributes are frequently used attributes. These 

i 
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attributes represent popular attributes common I) adopted by universities of 

different classes. These 12 attributes therefore are potential attributes for 

invention assessment. and they are added to a list so-called 'potential attributes 

for invention assessment'. 

Among the 16 universities, 4 universities were identified as 'upper class'. based 

on the technology transfer performance. Attributes included by 2 or more I D 

forms from these 'upper class' universities are therefore attributes frequently 

used by the 'upper class' universities. By sorting the 29 attributes in Table 4-2 in 

descending order by the third column, it is found that 12 of the 29 attributes are 

attributes frequently used by the 'upper class' universities. These 12 attributes 

are reproduced from the first and third columns of Table 4-2. \\hich is shO\\n in 

Table 4-3. Among the 12 attributes in Table 4-3. only the last 2 attributes are not 

covered by the frequently used attributes (the first 12 attributes in Table 4-2). 

These 2 attributes are therefore added to the list of 'potential attributes for 

invention assessment'. As a result, the list of 'potential attributes for invention 

assessment' currently contains 14 attributes, where these potential attributes 

consists of attributes frequently used by all sample universities. as \\ ell as 

attributes frequently used by the 'upper class' universities. 

Lastly, out of the 29 attributes, 11 of them are similar to the attributes used by the 

prototype CPS, as indicated by the last column in Table 4-2. These eleven 

attributes are therefore similar to the critical factors suggested by the University 

Technology Transfer literature. The 11 attributes resembling attributes used b) 

the prototype CPS are reproduced from the first and last columns in Table 4-2, as 

shown in Table 4-4. Among these 11 attributes. the last 5 attributes are covered 

by neither the frequently used attributes (the first 12 attributes in Table 4-2) nor 

the attributes frequently used by the 'upper class' universities (the attributes 

shown in Table 4-3). These five attributes are therefore added to the list of 

'potential attributes for invention assessment'. As a result. this list of potential 

attributes nO\\ contains 19 attributes. 
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Table 4-3: Attributes frequently used by 'upper class' universities 

Invention attributes derived from the 16 sample ID forms U 

1. ContributorslInventors - the number and employment status of 4 

contributors and inventors 

2. Technical description 4 

3. Advantages - the advantages of the invention over the existing solution 3 

4. Support source - source of funding and in-kind support lead to the 3 

invention 

5. Company list - a list of potentially interested firms (contacted). 2 

6. Uses - commercial uses and application of the invention. 2 

8. Contractual agreements - the number of contractual agreements linked 3 

with the invention, including MT A 

9. Competitor list - the list of potentially competing existing products. 2 

11. Records - record details of the prior arts such as patent number and 3 

verbal records 

12. Novel feature - novelty of the invention 2 

13. Developmental stage - whether the invention IS an early stage 2 

invention, a proven concept, or a prototype 

16. Search - whether a prior art search has been conducted (the date of 2 

such a search) 
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Table 4-4: Attributes resemble attributes used for prototype CPS 

Invention attributes derived from the 16 sam pie ID forms Prototype 

4. Support source - source of funding and in-kind support lead to 151 _ -llh 

the invention 

5. Company list - a list of potentially interested firms (contacted). l)lll 

I 
8. Contractual agreements - the number of contractual agreements -, .;; I Il 

I --

linked with the invention, including MTA 

9. Competitor list - the list of potentially competing existing 18111 

products. 

13. Developmental stage - whether the invention is an early stage 1 til 

invention, a proven concept, or a prototype 

16. Search - whether a prior art search has been conducted (the 71h 

date of such a search) 

17. Current activity - activities regarding invention exploitation, 19111 

such as current commercial interest and marketing activity. 

21. Market size - target market size. 18111 

22. Type of invention - whether it is a device, a process, a drug or 
-Ill 
) I 

software, and so on. 

23. Further development - whether further development is needed 811\ 17111 

and the funding requirement for that, and whether such funding 

has been secured. 

26. Country list - the list of countries where the invention is likely 181h 

to be used 
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4.3 QUESTIONNAIRE SURVEY 

As encountered in the invention disclosure form study. the requests of im ('ntion 

disclosure form (10 form) are often denied by universities due to the issue of 

confidentiality. In order to further investigate invention attributes used for 

invention assessment, a questionnaire survey with technology transfer offices has 

been conducted. In addition to the investigation of invention attribute. the 

questionnaire also investigates the technology transfer offices' usage of any 

invention assessment tools other than the 10 form. and their assessment context. 

The invention attributes queried in the questionnaire consist of both the attributes 

from the list of 'potential attributes for invention assessment' (identi fied earl ier 

by the invention disclosure form study), and other attributes revealed in the 

invention disclosure form study. A copy of the questionnaire is shown in 

Appendix A4.2. To make sure that the most critical questions are covered \\hile 

maintaining the questionnaire to be reasonably short, all questions queried in the 

questionnaire have been consulted with an experienced university technology 

transfer office director. In order to target universities that operate technology 

transfer activities, questionnaires have been sent to the member universities of 

AURIL (The Association for University Research and Industry Links) - a central 

association for the University Technology Transfer industry in the United 

Kingdom. Consequently, 15 questionnaires \\ ere completed and returned. 

The questions of the questionnaires can be divided into 1\\0 categories. The first 

category concerns the invention attributes included by the technology transfer 

office's 10 form. The second category is about the office's use of invention 

assessment tools and the assessment context. 

Measurement 

Similar to the invention disclosure form study. the responded universities are 

divided into classes of technology transfer performance lIsing the two indirect 
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measures for technology transfer performance: Intellectual Property Scoreboards 

(lP-Scoreboard) and the Times Good University Guide (TGU). Upon which the 

frequently-used attributes by universities of different classes are then identified. 

Among the 15 responded universities, 3 are listed on both the IP-Scoreboard and 

the TGU; 9 are listed on the TGU only; and 3 are listed on neither the IP­

Scoreboard nor the TGU. The 3 universities ranked on the IP-Scoreboard are 

within the top 15, whereas those ranked on the TGU are quite evenly distributed 

over different range of ranks. 

The class labels of the 15 responded universities are shown in the fourth row in 

Table 4-5, where 'U', 'M', 'L' and 'N' denote upper-class, middle-class. lower­

class, and unclassified level of technology transfer performances respectively. 

The first three rows show the reference number, and ranking positions for the 

two measures respectively. Again, only the upper limit of the range of every five 

positions of ranking is shown, due to the confidentiality Issue. Lastly. the 

universities in this table are sorted by the third row. 

Table 4-5: Class labels for the 15 responded universities of the questionnaire survey 

University 1 2 3 4 5 6 7 8 9 10 1 1 12 13 14 15 

IP- - - 15 15 - 10 - - - - - - - - -
Scoreboard 

TGU 5 10 10 10 15 25 40 40 45 50 55 60 - - -

Class U M U U M U M M L L L L N N N 

The 15 sample universities therefore consist of 4 upper-class, 4 middle-class. 4 

lower-class, and 3 unclassified universities. 
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Potential attributes for the invention assessment 

Table 4-6: Attributes included in the questionnaire 

Invention attributes included in the Frequency U M L N Potential 

questionnaire Attribute 

1. Invention description In terms of 13 3 4 4 2 X 

functions 

2. Research funding source leading to 11 3 4 2 2 X 

the invention 

3. Invention description in terms of the 10 2 2 4 2 X 

developmental stage 

4. Interested third parties who have 10 2 2 4 2 X 

contacted the inventors 

5. End product envisaged 9 2 3 3 1 X 

6. Potentially competing products 9 2 3 3 1 X 

7. Involvement of other parties during 9 3 2 3 I -

invention development 

8. Plan for future development of the 8 I 2 3 2 X 

invention 

9. Contacts for potential third parties 8 2 2 3 1 -

provided by inventors 

1 O. Patent search 7 I 1 3 2 X 

11. Non-confidential summary 7 1 2 2 2 -
12. Market research conducted 3 1 1 1 0 X 

13. Inventor's agreed share of income 3 2 0 0 1 -
14. Inventor's publication record 3 0 2 1 0 -
15. Whether future funding is secured 2 I 0 1 0 X 

16. Plan for Licensing 2 I 0 I 0 -
17. Plan for setting up a spinout company 2 1 0 1 0 -
18. Future development timetable I 0 0 0 I -

19. Development funding source I 0 0 I 0 -

20. The estimated future cost I 1 0 0 0 X 
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A number of invention attributes are listed in the questionnaire. and the 

respondents are asked whether those attributes are included in their 10 forms. 

These attributes are shown in the first column in Table -l-6. and the table is sorted 

using the second column. 

The second column of Table 4-6 shows the number of respondent technology 

transfer offices which have included the attribute in their 10 forms. Column three 

to six show the numbers of such inclusion by universities of different classes. In 

the seventh column, the attribute is marked with an . X' if it is one of the 

attributes from the list of 'potential attributes for invention assessment" identified 

earlier in the invention disclosure form study. For instance, the first attribute is 

used by 13 universities, and is one of the attributes from the list of 'potential 

attributes for invention assessment'. 

Since there are 15 respondents, attributes used by 8 or more respondents are 

identified as the frequently used attributes, based on these 15 sample universities. 

Column two shows that the first 9 attributes in Table 4-6 are the frequently used 

attributes. As indicated by column seven. the i h and the 9th attributes are not 

included in the list of 'potential attributes for invention assessment'. These two 

attributes are therefore added to the list, so that the list currently contains 21 

attributes. 

Similarly. 4 of the sample universities are classified as having 'upper class' 

technology transfer performance. Attributes included by 2 or more of these 

'upper class' universities are therefore attributes frequently used by the 'upper 

class' universities. By sorting the 20 attributes in Table 4-6 in descending order 

by the third column, it is found that 9 of the 20 attributes are attributes frequently 

used by the 'upper class' universities. These 9 attributes are reproduced from the 

first and third columns of Table 4-6, which is shown in Table 4-7. 

The last attribute shown in Table 4-7 is not cO\ered b~ the frequentl~ used 

attributes (the tirst 9 attributes in Table 4-6). This attribute is therefore added to 

the list of 'potential attributes for imention assesslllent'. In effeLl. this list is 
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extended to contain 22 attributes, as showed in Table 4-8, where column one 

displays the potential attributes and column two shows the origins of the 

attribute. For instance, '10-1' denotes the first attribute derived from the 

invention disclosure form study shown in Table 4-2, and "Q-T represents the 

seventh attribute derived from the questionnaire survey shown in Table 4-6. 

Table 4-7: Attributes frequently used by the upper class universities 

Invention attributes included in the questionnaire U 

1. Invention description in terms of functions 3 

2. Research funding source leading to the invention 3 

3. Invention description in terms of the developmental stage 2 

4. Interested third parties who have contacted the inventors 2 

5. End product envisaged 2 

6. Potentially competing products 2 

7. Involvement of other parties during invention development 3 

9. Contacts for potential third parties provided by inventors 2 

13. Inventor's agreed share of income 2 

Table 4-8: Potential attributes for invention assessment 

Potential attributes for invention assessment Origins 

I. Contributors/Inventors - the number and employment status 10-1 

of contributors and inventors 

2. Technical description 10-2 

3. Advantages - the advantages of the invention over the 10-3 

existing solution 

4. -Support source - source of funding and in-kind support lead 10-4 

to the invention 

5. Company list - a list of potentially interested firms 10-5 

( contacted). 

6. Uses - commercial uses and application of the invention. 10-6 
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7. Drawing attachment - drawings and sketches relating to the 10-7 

explanation of the invention are to be attached 

8. Contractual agreements - the number of contractual 10-8 

agreements linked with the invention, including MT A 

9. Competitor list - the list of potentially competing existing 10-9 

products. 

10. Existing solution - publicly acknowledged existing solution 10-10 

11. Records - record details of the prior arts such as patent 10-11 

number and verbal records 

12. Novel feature - novelty of the invention 10-12 

13. Developmental stage - whether the invention is an early stage 10-13 

invention, a proven concept, or a prototype 

14. Search - whether a prior art search has been conducted (the 10-16 

date of such a search) 

15. Current activity - activities regarding invention exploitation, 10-17 

such as current commercial interest and marketing activity. 

16. Market size - target market size. 10-21 

17. Type of invention - whether it is a device, a process, a drug 10-22 

or software, and so on. 

18. Further development - whether further development is 10-23 

needed and the funding requirement for that, and whether 

such funding has been secured. 

19. Country list - the list of countries where the invention is 10-26 

likely to be used 

20. Involvement of other parties during invention development Q-7 

21. Contacts for potential third parties provided by inventors Q-9 

22. Inventor's agreed share of income Q-13 
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Invention assessment tools and assessment context 

A subset of the questionnaire queries concern the use of invention assessment 

methods other than invention disclosure forms, and some assessment contextual 

aspects, their findings are presented below. 

The queries in this subset are shown in the first column of Table 4-9. The second 

column shows the total frequency of all sample universities, where the third to 

sixth columns show the frequencies with respect to universities of different 

classes. 

Table 4-9: Other questions included in the questionnaire 

Questions Frequency U M L N 

1. Whether Invention Disclosure forms (10 13 3 4 4 2 

forms) or similar forms are used 

2. Invention assessment method: Face-to- 15 4 4 4 3 

face meetings 

3. Invention assessment method: 7 0 2 3 2 

Presentations 

4. ID forms must be completed before 6 2 2 I 1 

patent applications 

5. Invention database created usmg 2 0 1 0 1 

Microsoft Access 

6. Invention database created usmg 2 0 0 1 1 

Microsoft Excel 

7. Invention database created usmg other 7 1 3 2 I 

software 

8. Filing the hard copies of invention 10 3 3 ') 2 

information 

9. The use of analytical software for 0 0 0 0 0 

invention assessment 
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The findings presented in Table 4-9 shows that the use of ID form IS very 

common but is not generally a strict requirement for patent applications. Face­

to-face assessment is more important than ID form as an invention assessment 

method. Lastly, it is found that all sample offices store the invention information 

either in electronic databases or in the form of hard copies, and no offices 

employ analytical software for invention assessment. These findings together 

showed that the invention assessment practices are highly intuitive. 

Furthermore, the questionnaire also asked the year when the use of ID form was 

started. Among the 13 offices that use ID form, 12 provided the year 

information, which is displayed in Table 4-10. 

Table 4-10: The year when the offices started using ID form 

Year 1996 1998 2001 2002 2003 2004 2005 

Class M U M U,M, N U, M N L,L,L 

As shown, there is a mixture of offices with class labels 'U', 'M', and 'N' started 

using IO forms in different years, while the latest year only consists of lower­

class offices. 

4.4 INTERVIEW SURVEY 

The literature review In Chapter Two revealed a rather strange side of the 

University Technology Transfer sector. While both practitioners and researchers 

upheld the importance of the invention assessment, the details of invention 

assessment practices in real life is typically avoided and rarely researched. 

Despite the great number of critical-factor studies, hardly ever do these studies 

discuss the finding's application, and the conclusions often stopped abruptly at 

the correlation between critical factors. Literature interviewing practitioners 

often found that the practitioners usually depend on the business partners to make 

the invention selection decisions. It is therefore suspected that the invention 
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assessment process does not exist in some or even most university technology 

transfer offices, where the role of these offices is to assist rather than to 

judge/assess. Besides, according to the limited literature provided information 

about the invention assessment process, the process is mainly described as 

intuitive and the general practice is to subjectively give scores (such as on a scale 

of 1 to 10) to the technical and market aspects of an invention. In order to 

investigate the intuitive assessment process as well as the context for invention 

assessment, for the purpose of improving the design of the CPS, an interview 

survey is performed with technology transfer managers. 

Sample 

The previous two studies revealed the frequently used invention attributes, and 

several aspects of the assessment contexts in practice. These findings established 

a good foundation to conduct structured interviews with technology transfer 

managers. Interview requests were sent to the 15 universities responded to the 

questionnaire survey, 7 of these universities agreed to be interviewed. The class 

labels of these universities (based on the definitions adopted by the questionnaire 

survey) are shown in Table 4-11. 

Table 4-11: Class label for offices of the interview survey 

I University II 
Class U 

Queries asked during interviews 

When considering the invention assessment process, it is necessary to understand 

the background setup for the process as well as the aftermath actions carried out 

caused by the assessment outcome. The queries asked during the interview 

survey are hence based on these three aspects: 1) the background setup. 2) the 

invention assessment process, and 3) actions. Under the first and the third 
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aspects, questions regarding several dimensions were asked. The dimensions are 

listed in Table 4-12. 

Table 4-12: Dimensions of two ofthe three aspects queried during the interviews 

Background Setup Actions 

• Source of invention projects • Actions regarding chosen and 

not-chosen invention projects 

• Funding 

• Information storage and 

• Assessment circumstances maintenance 

• Division of assessment staff 

• Perceptions 

Findings 

The questions asked during each interview therefore include the query of the 

invention assessment process adopted as well as the queries presented in Table 4-

12. The findings generated show that the queries can be divided into two types, 

namely discriminative queries and non-discriminative queries. Findings from the 

discriminative queries showed the division of the seven offices into two groups, 

namely Group I and Group II. Offices within the same group are very similar in 

terms of issues covered by the discriminative queries. The first row of Table 4-

13 displays the group labels for each office. The second and the third rows 

respectively present the offices' background information including their class 

labels and the years when the offices first started to use invention disclosure form 

(such information is derived from the questionnaire study). Group I consists of 

four offices. and Group II comprises of the other three offices. As shown in the 

third row of Table 4-13, Group I offices generally started using invention 

disclosure forms earlier than Group II offices. 
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Table 4-13: Group labels for offices ofthe interview survey 

Group 1 1 1 1 2 2 2 

Class U U N N M L l 

ID year 2002 2003 2002 2004 2005 2005 2005 

However, findings generated by the non-discriminative queries do not assist the 

differentiation of offices into groups. The seven offices either generally agree 

upon the issues or each office adopts different approach for the issues. 

The distribution of the discriminative (marked 'X' under '0') and non­

discriminative (marked 'X' under 'NO') queries is displayed in Table 4-14. 

Table 4-14: Distribution of discriminative and non-discriminative queries 

Aspects Queries D ND 

Background Source of invention projects X -

Setup Funding X -

Assessment circumstances - X 

Division of assessment staff - X 

Perception - X 

Invention Assessment Process X -
Actions Actions regarding chosen and not-chosen X -

invention projects 

Information storage and maintenance - X 

The findings regarding discriminative and non-discriminative querIes are 

presented sequentially next. 
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Findings from discriminative queries 

Source of Invention Projects 

The invention source refers to the mechanisms transferring inventions from 

academic departments to the technology transfer office. For Group I offices. a 

reactive approach is adopted, where invention projects are generally initiated by 

inventors contacting the offices. Whilst for Group II offices. a proactive 

approach IS adopted, where events are conducted to increase the a\\areness 

among the academics regarding various technology transfer issues. and 

technology transfer managers often take the initiative to visit almost every 

academic staff to identify potential invention projects. For one of the Group II 

offices, representative personnel are available in every academic department for 

academic staff to report their inventions. 

Funding 

Regarding funding issue, only Group II offices have been recently granted 

various Government technology transfer funding for office e;\pansion. One 

Group I offices, however. are often self-funded (i.e. based on the procccds 

generated from technology-transfer), or internal!) funded (i.e. funded by the 

university). 

Invention Assessment Process 

The invention assessment processes adopted by the scvcn officcs can he 

summarised as the c\.ccution of a three-step loop. which is c\.ccuted under 

certain bacJ...~r()und setups and produccs certain actions. as illustrated in Figure 4-

1. The loop starts \\ ith the distribution and completion of Im'ention Disclosure 
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forms through a channel. followed by holding meetings bet\\ een the im entors 

and assessment panel, and ends with information evaluation and assessment 

decisions. While Group I offices commonly execute the three-step loop once. 

Group II offices generally execute the three-step loop two to three times. 

For Group II offices, each of the three-step loop acts like a gate \\hich filter out a 

subset of inventions considered to be of relatively 10\\ potential. The number of 

remaining inventions decreases as the process is moving towards the final gate. 

inventions reaching the final gate are considered to have the highest potential. 

The assessment panel involved in the meeting at the tinal gate normally consists 

of a variety of personnel, including technology transfer office staff. technology 

transfer experts, business advisors, and external technology transfer agents. At 

every gate, invention evaluations are mainly based on information provided b: 

the inventors. For two of the three Group I I offices, imentions at every gate are 

generally graded using scoring systems developed by professional technology­

assessment related agencies. 

Background Setup 

~ 
Invention Assessment 

Invention Disclosure form 
distribution and completion 

J,. 

Meetings 
J,. 

Invention Evaluations 

Actions 

Figure 4-1: The three-step loop of im ention aSSt'ssment 
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These two Group II offices also supplied their sconng systems to assist the 

current interview survey. Due to confidential issue, certain details such as 

individual invention attributes covered by the scoring systems will not be 

discussed here. By studying the scoring systems. it is found that both scoring 

systems are a list of qualitative invention attributes organised into categoric-s, 

where a qualitative score (such as 'good' or 'bad') is allocated to each attribute 

by the assessor. After giving scores to all attributes of a particular category. the 

user then allocates a score (such as on a scale of 1 to 10) to the category. 

Assessors determine the category score based on a subjective summation of all 

the attribute scores. All category scores are then summed up to form the final 

score. This final score denotes the potential of the invention project. 

For Group I offices, though the three-step loop is only executed once, the 

requirements are often more rigorous. During the meeting (the second step of the 

loop), inventors are usually required to demonstrate the inventions or display the 

invention prototypes. Instead of having a variety of personnel as the assessment 

panel, the panel only consists of about 1 or 2 technology transfer staff. In 

addition to the invention information provided by the inventors, technology 

transfer personnel generally conduct prior art search using public intellectual 

property search engines as well as general internet search eng1l1es. Finally, 

Group I offices evaluate inventions using general methods such as the SWOT 

analysis, or based on personal judgement of the assessors. 

Actions regarding Chosen and Not-chosen inventions 

For Group I offices, the actions taken after invention assessment include filing 

patent applications, conducting market research, and funding applications. Three 

of the four Group I offices emphasised that \\hile actions will be taken for 

inventions considered to be of high potentials, lo\\er potential il1\ cntions are 

usually re\'isited after a period of time such as 6 to 12 months. In addition, 

Group I otliccs often seek funding from general sources sllch as Rcscardl 

Councils and Charities to aCCl)(llplish the actions. Ihey elllphasi"L'd that it is 
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important to minimise the resources spent on individual invention projects. Most 

actions, such as filing patent applications and conducting market research, are 

thus done by internal technology transfer office staff in order to avoid expenses. 

For Group II offices, actions taken include filing patent applications and 

conducting market research. These actions are generally taken merely for 

inventions considered to be of high potentials. Moreover, internal funding is 

normally provided to accomplish the actions. Lastly, for two of the three Group 

II offices, the actions are generally done by employing external professional 

agents such as patent attorneys and marketing consultants. 

Findings from non-discriminative queries 

Assessment circumstances 

Assessment circumstances refer to the conditions when invention assessments 

are performed. Five of the offices expressed that not every invention project are 

assessed. Most managers surveyed admitted that the perceived status and/or the 

perceived scientific capability of the inventor affect the rigor of the invention 

assessment process. Also, inventions are not necessarily assessed before patent 

application, although this is normally the case. The five offices stated that 

informal patent applications or formal patent applications prepared internally are 

often adopted without assessment in times of emergency, such as when the 

inventors are due to disclose the invention in public or due to meet potential 

licensees. Invention assessments are often performed for occasions when 

inventors require resources from the technology transfer otlice. The occasions 

are structured around the patent expenses schedule, including times prior to 

critical points in time like the first patent filing date (,Month 0'), 12 months 

away from 'Month 0', and 30 months from "Month 0', and so on. These 

occasions are when inventors are looking for internal funding from the 
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universities or seeking help from the technology transfer office to locate external 

funding. 

Division of assessment staff 

Division of assessment staff refers to whether technology transfer office statT 

responsible for invention assessment is divided into teams of scientific 

disciplines, such as dividing into the bioscience and engineering teams. The 

findings from the interviews show that except one Group I office that only target 

bioscience inventions, other 6 offices deal with inventions from different 

disciplines. The numbers of divisions for these offices and their group labels are 

shown in Table 4-15. It indicates that half of these offices do not adopt division 

of assessment staff. 

Table 4-15: Division of assessment-staff 

Group 1 1 I 2 2 2 

Number 8 3 1 3 I I 

of 

divisions 

Perceptions 

Several perception-related questions are asked during the interviews. The 

questions are regarding the manager's perception towards the followings: 

The managers' own expertises and responsibilities during 

invention assessment 

The inventors' expertise 

The role of invention disclosure form 
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The managers are often the sole assessor or one of the assessment panel 

members, and invention assessment is largely based on the assessors' subjective 

judgement. The aim of these perception-related queries is to find out how thev 

perceive various issues related to invention assessment. The findings are 

presented below. 

The seven managers generally perceive themselves as experts in jUdging an 

invention's potential in terms of two dimensions, namely the invention' s 

technical novelty, and marketability. 

They expressed that they rely on the inventors to provide the relevant technical 

and market information for the inventions. During invention assessment, they 

perceive their responsibilities to be collecting the maximum relevant information 

from the inventors, and conducting comparisons among invention projects to 

choose the higher potential inventions. They expressed that they are not 

necessarily familiar with the invention's field, the comparisons among inventions 

are therefore often based on non-technical aspects (aspects that do not involve 

specialised scientific knowledge), such as the number of existing prior arts, 

rather than the differences in technical specifications between the prior arts and 

the invention. A Group I office manager commented that it was impossible to 

choose a good invention as every invention often appeared good in the first 

place. He suggested that the strategy is to pick the relatively weak inventions, 

such as those with small market sizes. 

The managers perceive the inventors as experts in the invention fields, but not 

necessarily familiar with intellectual property issues. Generally, the managers 

perceive themselves to be more knowledgeable than inventors in terms of 

intellectual property issues, yet they perceive inventors to be more 

knowledgeable in terms of the invention-specific technical and market issues. 

The managers generally perceive invention disclosure form as a standard tool to 

collect from the inventors. technical invention information and signed documents 

for legal purposes. The managers expressed that the invention attributes 
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contained in the invention disclosure form cover almost all the information thc\ 

use during invention assessment. However, the inteniewees often do not request 

inventors to spend time to provide many details on the im ention di"dosure 

forms. Some managers consider the form to be a tool just to better prepare the 

manager to extract information during later face-to-face meeting with the 

inventors. 

Information storage and maintenance 

The seven offices commonly store all the invention attribute information for all 

the invention projects. Two of them (one Group I and one Group II offices) use 

specialised database software for University Technology Transfer, another Group 

I office use general-purpose database software, the remaining offices do not use 

any software and only store the hard copies of the information. 

Discussion 

Discriminative Queries 

The findings generated from the discriminative queries are summarised in Table 

4-16, which shows that Group I offices are possibly more experienced and more 

confident with invention assessment. This is reflected in their class labels under 

Table 4-13 as well as their usage of simple assessment process based on personal 

judgement and the utilisation of internal staff. The\' also seem more sci f­

contained and the inventions the\' dealt with are possibly of higher quality. These 

can be traced fl'om the facts that the oftices are able to self-fund, and the 

inventions otten come \\ith future funding secured and arc subjected to more 

rigorous requirement. 
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Table 4-16 also shows that Group II offices are possibly more inexperienced and 

cautious with invention assessment. This is revealed by their class labels in 

Table 4-13, and the fact that they often draw on external resources. They are 

also less self-contained, since the offices generally rely on the government's third 

stream funding. The inventions they dealt with may be of lower quality, and 

their inventions rarely have secured external funding and often depend on 

internal funding, 

Table 4-16: Summary of the findings from discriminative queries 

Findings 

Table 4-13 

Background 

Group One Group Two 

Classes of Technology Classes of Technology 

transfer performance: transfer performance: 

upper-class and middle-class and lower-

unclassified class 

More experience regarding New to the use of 

the use of Invention Invention Disclosure 

Disclosure form form 

Less initiative More initiative 

Self-funding through the University-funded and 

proceeds earned from secured government 

transfer funding for office technology 

activities expansion funded 

Invention Assessment Simpler process with more More complicated 

rigorous requirement process without specific 

requirement 

I or 2 assessors who are Larger number of 

all office staff assessors consists of a 

variety of background 
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Invention information Invention information I 

derived from inventors and solely derived from 

public search engines inventors 

Assessment usmg SWOT Assessment usmg 

analysis or personal scormg systems 

judgement developed by external 

agents 

Actions Seek external funding Use internal funding 

Utilise internal staff to Employ external agents 

minimise expenses 

Nonetheless, given the unavailability of performance data, the findings generated 

from Table 4-16 do not qualify as definitive evidences to prove that Group I 

offices are more experienced nor the inventions they dealt with are of higher 

quality. The most important conclusion derived from these findings, however, is 

the typology of technology transfer offices (Group I and Group II), which 

showed that members of different groups behave very differently. This 

difference further supports the assumption from the literature review that certain 

critical factors are non-transferable among universities, which therefore can only 

be learned from an office's own experience. 

Invention Assessment Process 

The two scoring systems employed by the two Group II offices can be viewed as 

a list of attributes organised into categories, where each category score is a 

summation of its attribute scores and the final score is a summation of all 
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category scores. This is a subjective and abstract scorin!.! process. where the 

accuracy and consistency both depend on the user. 

Besides, Group I offices use general analysis methods such as SWOT analysis 

(Strength-Weakness-Opportunity-Threat analysis). Such analysis methods are 

indeed analogous to the scoring systems used by Group I I offices, \\here the final 

decision is derived from a number of categories/groups of categories. 

Furthermore, the number of attributes for each category and the scores given are 

defined by the analyst. In other words, both the scoring systems used by Group 

I I offices and the SWOT analysis used by Group I offices are based on a 

summation of attribute scores. They differ in terms of the attributes included. the 

organisation of attributes into categories, and the scores allocated to each 

attributes. Thus, the analysis method used by both groups of offices can be 

described as a formula of the final score,jinal_score, as shown in Equation -+-1. 

Equation 4-1: Formula of the final score 

II 

final _ score = I SI' ... Sf" ., s/1 
1 

Wherejinal_score denotes the value of the final score, .\", represents the value of 

the score for the i-th category, and n represents the number of categories. 

Since each category score is a summation of its attribute scores, Sf is therefore: 

Equation 4-2: Category score 

k 

S, = I XI ' ...• Xj ..•• x, 
1 

Where x J represents the value of the score for the .i-th attribute. and k represents 

the number of attributes. The formula for the final score is therefore a function of 

X. 



Chapter Four: Background Surveys 128 

Furthermore, each attribute score is proportional to the value of the attribute. For 

instance, let one of the attribute be 'the number of publication by the inventor' 

and that it is a positive attribute. If the values of this attribute for invention A and 

invention Bare '5' and '10' respectively. This attribute score for invention A is 

therefore lower than that for invention B, such as having attribute score for 

invention A being 'medium' and that for invention B being 'good'. Thus, 

attribute score can be view as a factor of the attribute value. 

Moreover, since there are more than one attribute, it is therefore not likely that 

the user considers every attribute to be equally important. More emphasis is thus 

given to the attribute scores of important attributes. This concept of favouring 

over certain attributes is reflected in the final score computation of the scoring 

system used by the two Group II offices, where the weights attached to certain 

category scores are higher than others. 

Hence, the attribute score can be defined as: 

Equation 4-3: Attribute score 

Xj = w,P j 

Where x. w. and p. denote the score value, weight value and attribute value 
J' J J 

for the j-th attribute respectively. The formula for the final score is therefore a 

function of wand p. 

While the analysis methods of both Group I and Group II offices can be 

described using Equation 4-3, the difference between their methods lies in the 

two ingredients of Equation 4-3: the weight values attached to the attributes, and 

the list of attributes used. 

The determination of the weight values is highly likely to be related to the 

learning process through trial and error, as explained below. Group I offices use 

methods like SWOT analysis. which is based on personal judgements rather than 
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explicit weight values. The personal judgements are highly likely to be derived 

from the experience of the assessor, which is developed through learning by trial 

and error. Furthermore, Table 4-16 showed that Group II offices may be less 

experienced than Group I offices, which could be why Group II offices need to 

depend on scoring systems developed by external professional agents, who also 

probably developed the methods based on their knowledge gained from 

experience through years of trial and error. 

Non-discriminative Queries 

Based on the query' Assessment Circumstances', it is found that the rigor of 

invention assessment is not evenly applicable to every invention project, and is 

dependent on the perceived status and/or the perceived scientific capability of the 

inventors. Therefore, evaluative bibliometric indicators reflecting researchers' 

scientific capability (such as publication counts and patent citations) may serve 

as good candidates for invention attributes used for invention assessment. 

Moreover, the interviewees explained that rounds of assessment are often 

structured around the patent expenses schedule. Those critical points in time for 

patent expenses, such as 'Month 0' and 'Month 12', therefore serve as 

appropriate data collection points for the input data for the cps. 

According to the findings from the query 'Division of assessment staff, half of 

the offices have only one assessor (manager), and most offices with divisions of 

staff have 3 divisions (previously shown in Table 4-15). Each manager therefore 

generally carries out invention assessment for all or one-third of the numerous 

disciplines within a university. However, it is highly unlikely that the manager is 

familiar with the knowledge involved such a large number of disciplines. 

Furthermore, according to the findings from the query . Perceptions', managers 

expressed that they rely on inventors to provide technical and market intormation 

of the inventions and they perceive the inventors to be more knowledgeable than 

them in terms of the invention-specific technical and market issues. They also 



Chapter Four: Background Surveys 130 

described that the comparisons of inventions are based on non-l~chnical aspects. 

such as the market size and the number of prior arts. 

Based on the findings from the quenes . Division of assessment staff and 

'Perceptions', it is suggested that the invention attributes used for assessment 

purposes are often quantitative or categorically measurable. and non-technical 

(non-technical attributes refers to attributes that do not involve specialised 

scientific knowledge.). 

According to the finding from . Perceptions', the managers agreed that the 

information required by the invention disclosure form (I D form) co\ers almost 

all the information they use during invention assessment. though they often do 

not request inventors to spend time to provide much details on the ID form. This 

further supports the effort of the Invention Disclosure form survey and the 

questionnaire survey in identifying important invention attributes used by the I D 

form. 

Lastly, a finding shared by the questionnaire survey and the intervie\\ surve: 

showed that although less than half of the surveyed technology transfer offices 

use database software currently. the usage has been increasing \\ ith time. This 

trend increases the applicability of the CPS to the sector. since the data contained 

in the database can efficiently be used as the input data for the CPS. 

4.5 CONCLUSIONS 

The first t\\O surveys identified the important imention attributes requested in 

the invention disclosure forms (lD forms) of about 30 uninTsities. \\ hich arL' 

then combined to form a list of 'potential attributes for ill\ elllion assessment'. 

Findings from the intervie\\ survey also confirmed that I D forms c()\ (T most of 

the information lIsed for ilwention assessment purP()scs.\Jditionally. tindings 

from the intenie\\ survey alsl) suggest that L'\aluative biblioll1ctric indiL'ators 
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reflecting inventors' scientific capability may serve as important invention 

attributes for invention assessment. Interview findings also suggest that the 

patent expenses schedule should be used for data collection for the final cps. 

Moreover, the interview findings showed that the assessment methods adopted 

by the interviewees to compute an invention's potential could be understood as 

formulas of weighted attributes. It is also showed that non-technical attributes 

that are quantitatively or categorically measurable could be used for the final 

CPS. Lastly, it is suggested that technology transfer offices are increasingly 

usmg database software to store invention information, which enhances the 

applicability of the CPS to the sector. 
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CHAPTER FIVE 

COMMERCIAL OUTCOME PREDICTION 

SYSTEM 

5.1 INTRODUCTION 

This chapter presents the Commercial Outcome Prediction System (CPS), \\ hich 

is based on the findings derived from a number of background research, 

including literature review, prototype CPS. and three surveys \\ ith various 

technology transfer offices. The CPS is based on three well knO\\n classification 

related methods, namely decision tree induction, principal component analysis, 

and neural network analysis. This chapter starts with a description of the last t\\O 

methods in Section 5.2 (the decision tree method has already been described in 

Chapter Three and therefore is not covered here). The chapter then presents the 

steps involved in the CPS in Section 5.3, and ends with a summary of the CPS in 

Section 5.-+ 
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5.2 PCA, AND NEURAL NETWORKS 

5.2.1 Principal Component Analysis 

Principal Component Analysis (PCA), also called the Karhunen-Loeve method. 

is among the oldest and the most widely used multivariate analysis techniques. It 

was originally introduced by Pearson (1901) and separately hy Hotelling (\933). 

The main idea of PCA is to represent the variation of a data matrix \\ ith n 

original-attributes in terms of a set of n uncorrelated alternative-attributes. the so­

called principal components. Each of the principal components is a particular 

linear combination of a proportion of each of the original-attributes. These 

principal components are derived in descending order of 'significance' - their 

account for the proportion of variation in the original data. For example. the first 

principal component (PC 1) accounts for most of the variation in the original data. 

and the second principal component (pe2) accounts for more variation in the 

original data than every other principal component except PC I. This method is 

illustrated below. 

By applying the PCA algorithm to a data matrix (X). three outputs are generated. 

as illustrated in Equation 5-1: 

1. A matrix containing the principal components of X. denoted as X f'm 

') A matrix containing the original-attribute coefficients for X f'((I' denoted as 

E. 

3. A vector containing the varIance of X represented b\ each principle 

components, denoted as \'. 
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Equation 5-1: Definitions of matrices X and X 
pea 

XIJ XI" Xln 
X. X X 

.I peal I ['Li'li I" ell 11 

Xii Xij X in X X X 
X= Xpca = PCU,I pCU" ['("(lm 

Xkl Xk, Xkn X. X X 
PCUk) pCUq [,ClI,,, 

ell eli e ln 

E= 
e 1 .I eji e jn 

v = [VI ... V j •.• Vn ] 

e nl eni e nn 

Where both X and Xpca are of dimension k by n, x'i is the value of the .i-th 

original-attribute for the i-th case, X pea'j is the value of the j-th principal 

component for the i-th case. Furthermore, E are of dimension n by n, e I' is the 

value of the i-th coefficient for the j-th principal component, v j denotes the 

portion of variance of X represented by thej-th principal component. 

For example, if n = 5, and v = [0.6 0.3 0.05 0.03 0.02], it means the first 

and second principal components have covered 60% and 30% of the original 

variation respectively. In other words, only two principal components already 

represent most (900/0) of the variation accounted by X. 

The computation of X pea' which requires E, is explained as follows: 

Equation 5-2: Definition of X PCOij 

Where e to e" denote the coefficients of the n original-attributes needed for the 
}I }n 

computation of X pea" • 
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When e j = [ejl •. . eji •.. ejn ] and x plo, = [x pelJ
lj 

••• XpL'll" •.. X plOt, ] • then: 

Equation 5-3: Definition of X pea) 

TI 
X pL'llj = Xe .i 

Where x pea , is a vector denoting the values ofthej-th principal component. 

Therefore, the values of each principal component can be computed if the 

respective e j is known. 

Since the variance ofXpcu
j 

could be increased without limit simply by increasing 

the elements ofe j , a restriction is placed on e j that its sum-of-square (c
T 

c I) 

has to be set at a value of unity. Also, in order to create uncorrelated principal 

components, the sum-of-square of e j and e 1-1 must be zero. 

As a result. the first principal component, x peal is: 

Equation 5-4: Definition of the first principal component 

T T 
X = Xe 

pelll j 

Subject to the constraint: eje
T

I = 1 
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The j-th principal component, X pea) is defined as: 

Equation 5-5: Definition ofthej-th principal component 

T I 
X [lea, = Xe j 

Subject to the constraints: e eT
. = 1, and e. leT = 0 / 1 /- .I 

By using the standard procedure for maximising a function of se\eral variables 

subject to one or more constraints - Lagrange Multiplier, the \'ariance of 

xpc(Jj can be maximised, subject to the constraints(s) stated in the abme 

definitions. This gives the result that c / is the eigenvector of CC corresponding 

to the j-th largest eigenvalue8
, where CC is the correlation coefficient matri:\ of 

X. The definition of the correlation coefficient matri:\ is explained belm\. 

The correlation coefficient matrix consists of the correlation coefficients of 

individual pairs of attributes. Where the mean of one attribute (X) is denoted as 

IL
x

, ' the covariance, cov
ij

' of a pair of attributes (X, and X/) is: fix,x, - fix, fix, . 

To avoid the problem of X and X. beinQ measured in different units, em' is , .I ~ '/ 

then standardised to become the correlation coefficient. The correlation 

coefficient, denoted as cCij' of this pair of attributes is: 

Equation 5-6: Definition of correlation coefficient 

COl' 
'/ 

CC =: ----r=::::::::::== 
1/ 

COl' COl' .. 
" .lI 

R r-..tnre details Lan hc rl'll.'rred to Chatfield. C. and Collins. :\ . .1. (1980). 
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5.2.2 Neural Networks 

1,,­
J / 

Similar to decision tree induction, neural networks are a classification method 

based on supervised learning. It is based on the assumption that there is an 

underlying unknown function governing the relationship between the attribute 

values and the class labels. A classifier is an approximation of such a function. 

with which the class labels of future inventions can then be predicted. By 

supplying an attribute matrix (which contains a number of attribute values for a 

number of cases) and a class vector (which contain the actual class label of a 

number of cases) to a neural network training algorithm. the relationship between 

the two can be learned during training. and a neural network classifier is 

produced. Given sufficient training, the resultant classifier \\ ill be able to predict 

the class labels of new cases given the availability of the respective attribute 

matrix. 

In order to generate a classifier, a neural network has to be trained. During 

training, attributes of cases are supplied to the neural net\\ork and it predicts the 

class labels of these cases based on an initial classifier. The difference bet\\ een 

the predicted and actual class labels suggests adjustment to the initial classifier. 

Iterative adjustment goes on until the initial classifier has been properly 

transformed. This training process is based on iterative operations of feed­

forwarding and weight update to a network of neurons (processing units), which 

is presented below. 

Network architecture 

Network architecture is defined by the number of hidden lorcr.\'. and the number 

()f neurons in each layer. By having different network architectures, classifiers of 

varying performances (as measured in terms of classification accurac) and 

speed) can be generated. A typical t\\ o-Iayer network is shown in Figure 5-\ : 
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Figure 5-1: A neural network of 2-1 network architecture 
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As shown, this is a network connecting an attribute matrix (X), a hidden Ill) cr. 

and an output layer which computes the predicted class vectors (c (,redICIl'd)' \\'hile 

network definition varies, some may address this network as a three-la\Cf 

network consisting of an input layer, a hidden layer. and an output layer. This 

research adopted the definition that a layer is defined by the existence of neurons. 

Without any neurons. the input (X) is therefore not regarded as a layer. and the 

network displayed is hence a two-layer network. This architecture of this 

network is denoted as 2-1, as in two neurons in the first layer and one neuron in 

the second layer. 

Hidden layers are defined as the layers locating between the input and the output 

layer. While there is only one hidden layer in this example, there is no upper 

limit on the number of hidden layers. However. a network must contain at least 

one hidden layer. Lastly. there is always only one output layer \\ ith at least one 

output neuron. Again, there is no upper limit on the number of output neurons. 

Figure 5-2 shO\\s a standard neuron connected \\ith an input and output. .\ 

neuron is defined b\ the folio" ing three elements: I) \\ eight \ cct~)r. 2) bias - ~ 

\ aille. 3) and transfer function. 
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Neuron Computation 

Input 

Figure 5-2: Neuron definition 

Where W neuron denotes the weight vector containing a weight for each attribute -

W neuron = [Wneuron/ .•. Wneuron, ... Wneuronn ] ,bn(,lIrtJlI represents the bias value, and f 

denotes the transfer function employed by the neuron. 

These three elements jointly compute the neuron's output for a given input. as 

shown below: 

Equation 5-7: Definitions of Xneuron and Y neuron 

X Xneurnnl/ new"onll 
X neuronlll 

X 'lro nt I nm X Xneuron 

X 
/Ie urOI1,1 1/ 

l1euron 

X neurOl1k I 
X . new Ol1k/ Xneuronkn 

Y neuron = [. \ '"euron, ..• Y neuron, ..• Y"euron, ] 

Equation 5-8: Formula to compute the output of a neuron 

,I =r(x "T +b ) ~ lu'urOIJ ncu'tln nellron IIt'lIron 
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Here matrix Xneuron denotes the input matrix to the neuron, X neuron'l represents 

the input value of the J'-th attribute for the z'-th case. \'eC"t'Jr \" \'S the outpLlt , • neuron 

computed by the neuron, and Y neuron, is the output value for the i-th case, :-\s 

shown in Equation 5-8, the neuron output ( Y neuron) can be computed by passing 

the summation of a linear combination of weighted inputs (X"euron"T"c,mm) and 

the bias ( bneuron ) through a transfer function f (,) , 

Network Computation - Feed-forward 

While a neuron's output can be computed by Equation 5-8. a network's output is 

the joint effort of layers of neurons. For multiple-layer networks, the input to the 

current layer is the neuron output from the previous layer. Each neuron of the 

current layer then computes an output using Equation 5-8, which the neuron 

outputs in the form of an input for the next layer. This process goes on until the 

output layer computes the final output vector (c preJ/('Il"d)' This network 

computation is presented below with respect to a 2-\ network. 

Equation 5-9: Definitions of X(}, wo' and Yo 

XH") 
-I 

w() = [11;)1 11;)2 ] 

y () = [,1'0
1 

•• ,Yo, .. ,Yo! ] 

Equation :'-10: Formula to compute the output of an output-neuron 

I t'('''' ,I h) Y () = Ii ''\.,J'' () + () 
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Where X H1; and X H2, are the values of the first and second hidden neuron output 

for the i-th case respectively. They then form matrix Xo - the input for the 

output layer, where there is only one output neuron in the case of the CPS. 

Vector w 0' bo , and fo represent the weight vector, bias value, and transfer 

function of the output neuron, Y () is the output vector computed by the 2-1 

network using Equation 5-10, which is equivalent to C predic/ed' given the network 

input matrix X. 

In the above illustration, the network input (X) is fed through the hidden layer 

and the output layer, where the network output (c predic/ed) is computed. Such an 

output computation is called feed-forwarding, given a I-I network architecture, 

C predicted is computed through Equation 5-11 : 

Equation 5-11: Formula to compute Cpredicted 

Where f Hand fo denote the transfer functions for the hidden layer and the output 

layer respectively, vectors W Hand w o denote the weights for the hidden layer 

and the output layer respectively, bH and bo represent the bias values for the 

hidden layer and output layer respectively. 

In order to simplify the notation for each neuron, the bias value has been inserted 

into the weight vector as the last element, and a unity vector has been inserted 

into the input matrix as the last column. These new definitions for weight vector 

( W Neuron) and neuron input ( X,V"lIrt"') are represented below. 
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Equation 5-12: Definitions of W
N 

and X 
euron VCII,.on 

W Neuron = [Wneuron ... W ... H' b ] 
I neuron; neuron" neuroll 

x new"onll 
X neuronl! 

X X 

X 
neurond neuron,! 

neuron 
1 

X neuronkl Xneuronlq X 1 
neuron!", 

When the definitions of W Neuron and XNeuron applies to neurons in both the hidden 

layer and output layer, Equation 5-11 hence becomes: 

Equation 5-13: The shortened formula to compute C I J prc, Iele 

Training 

After one operation of feed-forwarding, if the predicted class labels (cl'redlClcd) are 

very similar to the actual class labels (caclllal)' it means the network has 

approximated the underlying function governing X,,,;u,cd and caclual successfully. 

The particular specification of network architecture, transfer functions and 

\\eight vectors are therefore correct. This, however, is often impossible. as the 

weight vectors are merely random values. Training. using a process of iterative 

weight update, is therefore needed. 
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Weight Update by Gradient Descent 

During training, cpredl<led is first computed by feed-fof\\arding. cpmh"~d is then 

compared with C"c/uol' and any difference between them represl:?nts a 

classification error. In order to concentrate on the magnitude of the error instead 

of the sign of the error, the error function widely adopted is the average of the 

error squared. 

In order to minimise the error, the network adjusts each \\eight vector in the 

direction that the error function is decreasing most rapidly, \vhich is where the 

gradient of the error function is negative. This weight update process is therefore 

called gradient descent. 

At the next iteration (also called epoch), feed-forwarding is performed and 

cpredl"I"" is computed with the adjusted weight, the error is then computed and the 

weight update is performed again. 

Convergence and Learning Rate 

While weight update is accomplished by adjusting the \\eight vector based on the 

gradient descent, the amount of adjustment is the learning rate. This reflects the 

magnitude of each weight update. With the learning rate, /, the \\eight change is 

therefore defined as: 

Equation 5-14: FOI"mula to compute new weights 

w =W -I· (T ('+1 (' ( ..... t' 

Where wand w denote the \\eight vectors for the ('-th epoch and the (' ~ I 
" <,+1 

epoch respectin:ly, / denotes the learning rate. and g" represents the gradient or 

the error function at the ('-th ept)ch. 
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With a proper learning rate, the error function \\ ill eventuaIl) comerge to a 

minimum (reaching the error goal), given a sufficient number of epochs. 

Weight update algorithms (also called training algorithms) are therefore adopted 

to speed up the convergence of basic backpropagation. The basic 

backpropagation algorithm is a fundamental training algorithm from other 

training algorithms were developed upon. 

Backpropagation rule 

The weight update for the output layer involves comparing cprcdi<ll'U (the layer 

output) with cuc/uul (i.e. the proper output). In other words, by knowing the 

proper output of the layer. the layer weights can be updated accordingly. 

The same principle applies to the hidden layers. Hidden layer \\eights can be 

updated if the proper layer output of the hidden layer is known. By means of the 

backpropagation algorithm, the proper output of the hidden layer can be 

calculated. The term 'backpropagation' is based on the process that during 

training, an error must be propagated from the output layer back to the hidden 

layer in order to perform update of the hidden layer weights. 

Backpropagation is a natural extension of the Least Mean Squared (LMS) 

algorithm (also called the Widrow Hoff learning rule). The LMS rule is used for 

the single-layer networks to evaluate the error for each output neuron, \\here the 

error is proportional to the square of the difference between the predicted output 

and the actual output. Backpropagation \vorks by generalising the LMS ruk to 

multiple-layer net\\orks. It is based on the application of the calculus chain rule 

for continuous functions. \\hich allo\\s the computation of derivatives of the 

error function with respect to all neuron \\ eights. The first part of the 

backpropagatil)1l rule (Equation 5-15) is the computation of the output laver 
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weight update, and the second part (Equation 5-16) is the hidden lay ~r weight 

update. The thorough derivation of the rules can be found in Simon (1999). the 

final algorithms are given below. 

Equation 5-15: The first part of backpropagation rule 

w - w + I (c c ) f' ( T) 0"+1 - (Je acluul - predlClede Y He (J Y H. W (J. 

Equation 5-16: The second part of backpropagation rule 

Where W He and W J-/e+1 'WOe and W 0"+1 denote the hidden layer \\eight \cetors for 

the current epoch and the next epoch, and the output layer weight vector for the 

current epoch and the next epoch respectively. 1 denotes the learning rate, 

Y H" denotes the neuron outputs from the hidden layer. f() and fH denote the 

transfer functions for the output neurons and the hidden neurons respectively. R 

denotes the squared error of the current epoch. 

Gradient Descent implementation 

Training Mode 

Gradient descent can be implemented in t\\O different ways: incremental mode 

and batch mode. The incremental mode updates weights after the feeding of 

each case of the training data. while the batch mode performs \\eight updates 

only after all the training data eases are fed to the net\\ork in the training data. In 

the case of batch modc, the weight update is based on the summation of the 

gradients calculated at e\cry training case. 
'-' 
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Momentum 

Momentum is a technique used to speed up batch training convergence. The 

concept is loosely based on the notion in physics that objects move slO\\ er when 

acted upon by outside forces. It is analogous to a low-pass filter in digital signal 

processing, in a way that momentum smoothens the error function by causing the 

networks to respond to the local gradient while ignoring small features in the 

error surface. 

The formalisation of momentum is to include a momentum fraction, /lI/. to the 

weight update function, where mf represents a fraction of the last weight change. 

The weight change with momentum is therefore: 

Equation 5-17: Weight change defined by momentum 

~We+l =mf~we_l +~g(' 

Subject to the constraint of 1 >= mf>=O . 

Where ~W('+l' ~W('_l' and ~(' denote the weight change for the next epoch. the 

weight change for the last epoch, and the gradient change suggested by the 

backpropagation rule respectively. 

The impact of the last weight change is hence mediated by n?f In extreme cases, 

the new weight change completely depends on the last weight change if l1?f= 1: 

and solely based on the gradient computed by backpropagation if Illj= o. 
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Advanced Training Algorithms 

The following four training algorithms are proven to be ten to a hundred times 

faster than the basic backpropagation with momentum. They are: 

1. Adaptive learning rate backpropagation 

2. Resilient backpropagation 

3. Conjugate gradient 

4. Levenberg-Marquardt 

Among these, the first two algorithms are heuristic techniques that still depend 

on the gradient of the error function to determine \\ eight update, whereas the 

third and fourth algorithms are mainly based on standard optimisation 

techniques. Each ofthem is presented briefly below. 

Adaptive learning rate backpropagation 

The basic gradient descent function works with a constant learning rate. 

However, as discussed earlier. too high a learning rate may give rise to an 

unstable performance, whereas too low a learning rate can lead to slow 

convergence. Yet keeping the learning optimal but constant IS In practice 

infeasible because the learning rate changes during training. 

Adaptive learning rate backpropagation overcomes this problem by producing a 

learnin!.!, rate that reacts to the local error surface. Rather than usin!2, a constant 
~ ~ 

learning rate, it updates the learning rate at each epoch. The learning rate is 

increased whenever the error of the current epoch is less than the error of the last 

epoch, and the learning rate is decreased when the current error e:\(ced .... the 

prevIous error. The learning rate is therefore constantly getting larger under 

stable performance, but is decreased whenever the error increa"es. 
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Resilient backpropagation 

As shown in Figure 5-3, the gradient of a sigmoid transfer function approache" 

zero when the input approaches extreme values. 

_____________________________ I 

==::~-_h_---.... x o 

_______________ ---------_____ :1 

Figure 5-3: The graph of a sigmoid transfer function 

Where y = f (x), x denotes the input to the f (-) sigmoid transfer function, and y 

denotes the output of the transfer function. 

After scaling using the sigmoid function, the differences among extreme-\'alued 

inputs become very small, the gradient descent would in turn produce \\eight 

updates of very small magnitude while the weight vectors can be far from 

optimal. The convergence is thus slowed down. 

Resilient backpropagation fixes this problem by ignoring the gradient magnitude 

of the error function completely, with the \\eight update value only depending 

upon the sign of the error function' s derivative. The weight update value is 

increased every time the sign of the error function remains the same for t\\O 

epochs, and is decreased if the sign of the error function is different from that of 

the previous epoch. Finally the weight update is discarded if the error gradient is 

zero. The \\eight update hence only gets larger during stable performance. 

Instead of repeatedly relying on the error function's gradient to cnmpute weight 

update, the folltming t\\O algorithms, conjugate gradient and l.e\ enberg-
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Marquardt algorithms, employ numerical optimisation techniques to speed up 

convergence. 

Conjugate gradient 

Conjugate gradient training methods start the first weight update by folkming 

the negative gradient of the error function. subsequent \\eight updates are then 

determined by searching along the conjugate gradient directions by means of 

optimisation methods. The first weight change is hence: 

Equation 5-18: The first weight change for conjugate gradient training 

L1W 1 =-g" 

The weight update of each subsequent iteration is computed by adding a value 

that is determined by a line search (a,,) along the current direction (y,. ): 

Equation 5-19: The formula of subsequent weight change 

L1W,,+1 = a"Ye 

Where Y is computed by the summation of the ne\\ steepest descent direction (­

g) and the previous direction (Ye-l ): 

Equation 5-20: The definition of Y 

y,. = - g + fJY,,-1 

Where fJ is a constant that can be determined through various algorithms. t\\O of 

\\hich are adopted in the CPS and are sho\\n belo\\: 
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1. Fletcher-Reeves update algorithm (Hagan et al. 1996) - fJ is the ratio of 

the norm squared of the current gradient, to the norm squared of the 

previous gradient. 

2. Polak-Ribi [#i;: update algorithm (Hagan et al. 1996) - fJ is the inner 

product of the previous change in the gradient, \\ ith the current gradient 

divided by the norm squared of the previous gradient. 

Levenberg-Marquardt Algorithm 

The Levenberg-Marquardt algorithm (Hagan et al. 1996) shares the characteristic 

of high speed convergence with Newton's method, \\ithout the expensi\t~ 

computation of the Hessian matrix (the second-order derivatives matrix 

summation of the squared error function). Newton's method provides fast 

convergence by means of the Hessian matrix. The method is, hO\\cver. 

computationally very complex and expensive for backpropagation neural 

networks as it requires computing, storing and inverting the 11 b\ 11 Hessian 

matrix (given a network with 11 weights). 

The Levenberg-Marquardt training algorithm overcomes the drawback of 

Newton's method by approximating the Hessian matrix usmg the Jacobian 

matrix. The approximated Hessian matrix (H) is simply: 

Equation 5-21: Definition of the approximated Hessian matrix 

Where the gradient g is: 

Equation 5-22: Definition of the error-gradient in Levenberg-'Iarquardt algorithm 

g=JTr 
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The J is the Jacobian matrix that contains first derivatives of thc dassitication 

errors, and r is a vector of network errors. 

According to the Levenberg-Marquardt algorithm, the new weight is defined as: 

Equation 5-23: Formula to compute new weight using Levenberg-\Iarquardt algorithm 

We+1 =We _(JTJ +&I)JTr 

Where I is an identity matrix. 

If the approximate Hessian matrix is replaced with the actual Hessian matrix and 

that scalar & is zero, this definition is actually equivalent to the Nc\\ ton's 

method. When & is large, the definition becomes gradient descent with a small 

size of weight change. In order to achieve fast comcrgence, & is decreased 

whenever the error function decreases and is increased if the error function 

increases. Hence, the error function will always be reduced at each iteration of 

the algorithm. 

5.3 COMMERCIAL OUTCOME PREDICTION SYSTEM 

This section presents the Commercial Outcome Prediction System (CPS). The 

CPS is designed to predict the likely future monetary return of an invcntion. It is 

also designed to be used by university technology transfer offices for invention 

assessment purposes. 

Briefly speaking. the CPS works by identifying and learning discriminativc 

invention attributes from historical invention cases, from wh ich it produces a 

classitier \vhich is capable of commercial outcome prediction. The CPS cnnsists 

of three steps, namely input data set specitication. data reduction. and classifier 

generation. Thesc steps are explained scquentiall~ in the following sections. 
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5.3.1 Input Data Set Specification 

The first step of the CPS is to prepare the input data set, which is comprised of an 

attribute matrix (X2 ) and a class vector (c2 ), as illustrated in Equation 5-24. 

The attribute matrix contains the values of a number of (n) invention attributes 

for a number of (k) historical invention cases, in which the matrix consists of 

rows of cases and columns of attributes. The class vector contains the class 

labels of these invention cases. 

Equation 5-24: Definitions of the input data set for the CPS 

XII XI· J 
X ln 

X2 = 
xiJ Xu Xin 

c2 = [c) ... Ci •.• ck ] 

Xkl xkj Xkn 

Where Xu represents the value of the j-th attribute for the i-th case, n is the 

number of attributes, and k is the number of cases. 

The attributes to be recorded in the attribute matrix will from now on be called 

the CPS attributes. The CPS attributes are based on the data available, which can 

be sought from sources such as public databases, and the database of the user 

technology transfer office (TIO database). Since the data stored or retained in 

the TIO database varies from office to office, the CPS attributes also vary from 

office to office. 

A number of invention attributes potentially important for invention assessment 

have been identified in Chapter Two, Three and Four, which covers attributes 

widely used by various technology transfer offices, and attributes available from 

public databases. These attributes (will from now on be called 'potentially 

predictive attributes') represent important attributes for invention assessment 

purposes, and will be presented below with Box 5-1 and Table 5-1. The list of 

potentially predictive attributes, however, does not represent an exhaustive list of 
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CPS attributes, but represents a number of attributes which are proposed to be 

potentially critical for invention assessment based on the findings generated in 

Chapter Two, Three and Four. While the data for some of the potentially 

predictive attributes are available from public databases on the Internet. some are 

based on confidential invention information which would only be available from 

a university's database. Additionally, the ITO database may contain useful 

invention attributes which are not covered in Table 5-1. In order to obtain 

maximum number of attributes for data mining purpose, the CPS attributes 

therefore include as many invention attributes as possible, based on the 

potentially predictive attributes listed in Table 5-1 that are available, and any 

other additional invention attributes available from the ITO database as well as 

attributes considered as appropriate by the user technology transfer office. 

The potentially predictive attributes are based on the findings derived from the 

surveys / studies detailed in Chapter Two, Three, and Four. These findings are 

briefly restated below in Box 5-1. 

Box 5-1: Findings leading to the potentially predictive attributes 

The literature survey in Chapter Two identified five transferable critical factors 

as important basis to develop invention attributes for invention prediction. These 

five transferable critical factors are: 

1. Significant inventor's scientific capacity and reputation 

2. Invention discipline 

3. The inventor's / university's personal relationship with firms or investors 

4. Developmental stage of the invention 

5. Secured external funding 

The prototype CPS (as presented in Chapter Three) identified five invention 

attributes to perform classification. and four out of which are attributes based on 

the five transferable critical factors. These five attributes are: 
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1. The level of expense consumed by the invention 

2. Whether there are industrial inventors 

3. The number of personal contacts for potential source of investment 

4. Whether funding for the next stage has been secured 

5. The number of other patent applications owned by the inventors. 

Furthermore, the first two background surveys presented in Chapter Four 

identified the potential attributes for invention assessment. and the) \\ ere listed 

in Table 4-8. In addition, the third background survey in Chapter Four found that 

only quantitative / categorically measurable, and non-technical variables were 

used by technology transfer managers for invention assessment. Thus, onl) I 

quantifiable and non-technical variables from Table 4-X are adopted here. These 

variables are reproduced from Table 4-8 and are listed below: 

1. The number and employment status of contributors and inventors 

2. Support source - source of funding and in-kind support lead to the invention 

3. Company list - a list of potentially interested firms (contacted) 

4. Uses - commercial uses and application of the inventions 

5. Drawing attachment - drawings and sketches relating to the explanation of the 

invention are to be attached 

6. Contractual agreements - the number of contractual agreements linked \\ ith 

the invention. such as MT A 

7. Competitor list - the list of potentially competing existing products 

8. Existing solution - publicly acknowledged existing solution 

9. Records - record details of the prior arts such as patent number and verbal 

records 

10. Developmental stage - whether the invention is an early-stage ill\ cntion. a 

proven concept. or a prototype 

II. Search - whether a prior art search has been conducted 

12. Current activity - activities regarding invention exploitation. such as current I 

I commercial interest and marketing acti\ity. 

l~ ~~a~k~'_l size - target market size 
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14. Further development - whether further development is needed and the 

funding requirement for that, and whether such funding has been secured 

15. Country list - the list of countries where the invention is I ikely to be used 

16. Involvement of other parties during invention development 

17. Contacts for potential third parties provided by inventors 

The findings from the third survey in Chapter Four also showed that bibliometric 

indicators reflecting an inventor's status and scientific capability are potentially 

useful for invention assessment. 

Moreover, the data collection experience of the prototype CPS showed that the 

use of ambiguous critical factors had resulted in the needs to develop cod ing 

system and to use subjective judgement, giving rise to non-reproducible data. 

Thus, it is important to specify explicit coding definition for each attribute. By 

developing explicit coding definitions for the findings in Box 5-1, a list of 

potentially predictive attributes is developed and showed in Table 5-1, and they 

are organised into seven categories. 

Table 5-1: Seven categories of potentially predictive attributes 

Category I: Inventor (Bibliometric indicators estimating the inventor's 

capability) 

The number of publications Gournal/conference) authored by inventor A9 

The number of journal papers published by inventor A 

The number of journals where inventor A had published 

9 The number of inventors involved in each invention is different. In order to collect data for 
all/some of the inventors. each attribute denoted with 'inventor A' will be collected n times. 
resulting in n attributes. the value of n is dependent on the user preference. For instance. if the 
invention, among other inventions in the university's portfolio. hu\'ing the maximum number of 
inventors has 7 inventors. then the value of n can be any integer in the range of 1 to 7. The user 
may collect the attribute 7 times for the 7 inventors for each im'ention in the portfolio. This 
however. generates 6 empty attributes for each invention that has only 1 im'entor. Alternatively. 
the user can collect the data once for the chief inventor. 
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The number of countries where inventor A had published 

The total number of co-authors associated with inventor A's publications 

The total number of class/subject codes covered by inventor A's publications 

The total number of control vocabularies used by inventor A's publications 

The year when inventor A first published 

The year of the latest publication authored by inventor A 

The sum of the normalised citation values lo received by inventor A's 

publications 

The sum of the normalised impact factors II of the journals where inventor A had 

published 

The total amount of research grants (from private / public sources) awarded to 

inventor A 

The number of research grants awarded to the inventor per year 

The number of research grants awarded to inventor A 

The number of year when inventor A's research was funded by research grants 

Inventor A's rank position, among other academics of the university, in terms of 

the total amount of research grants awarded 

The number of patent applications (invented) by inventor A 

The number of US patent applications (invented) by inventor A 

The number of granted patent (invented) by inventor A 

The number of granted US patent (invented) by inventor A 

The total number of normalised patent citations 'L received by inventor A's 

patents 

The total number of international patent classes (based on the first 3 digits) 

where inventor A's patents belong 

The total number of international patent classes (based on the first 5 digits) 

where inventor A's patents belong 

The total number of patents existed in the international patent classes where 

\0 Normalised citation value refers to the citation received by a publication dhided by the a\cragc 
citation received by other publications of the same journal. 
I I Normalised impact factor reters to the impact factor achieved by a journal divided by the 
average impact factor achieved by other journals of the same su~ject/sub-tield. 
12 Normalised patent citation reters to the citation received by a granted patent divided by the 
average citation received by other patents of the same international patent class. 
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inventor A's patents belong 

The total number of external collaborating organisations of inventor A's 

patented/patent-filed inventions 

The status of inventor A (student, internal academic staff. external academic 

staff, industrial personnel 13
) 

The annual income of inventor A 

The age of inventor A at 'Month 0' 

The number of years that inventor A had worked in the private sector at . Month 

0' 

The number of industrial collaborative projects that inventor A had been 

involved in previously at 'Month 0' 

Whether inventor A had previous experiences of setting up own business at 

'Month 0' 

Category II: Basic Information (Information relating to the invention) 

The year when the invention project ended 

The year of 'Month 0' 

Life of the invention project (in years), which is the difference between the 

previous two attributes 

Whether the invention project is active or not 

Whether the first / primary source of funding leading to the current development 

of the invention is from the private sector 

Whether the second / secondary source of funding leading to the current 

development of the invention is from the private sector 

The first (the major) academic department where the invention belongsl4 

The number of academic departments which had collaborated to generate the 

invention 

13 A number of dummy variables are generated for this attribute. For instance if the status n11ue 
for all the invention cases is either' internal academic staff' or "industrial personnel"" then 2 
dummy variables will be generated. The nllue for the dummy variables is either "I" or "(f. 
14 A number of dummy variables can be created for this attribute. This is analogous to the 
arrangement detailed in footnote 11. 
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The number of external organisations which had collaborated to generate the 

invention 

The number of personal contacts provided by the inventor as potential licensees 

or investors 

Whether the developmental stage of the invention is proven design made using 

manufacturing tooling 

Whether the developmental stage of the invention is proven final design 

Whether the developmental stage of the invention is optimisation by prototype 

variation 

Whether the developmental stage of the invention is prototype 

Whether the developmental stage of the invention is proof of concept 

Whether the developmental stage of the invention is early stage 

Whether an invention disclosure form has been completed 

The number of pages of the completed invention disclosure form 

Whether a market research has been conducted 

The number of pages of the market research report 

Whether the market research was produced by external organisation 

Whether the market research was produced by internal staff 

Whether a prior art search has been conducted prior to patent application 

Whether the prior art search was produced by external organisation 

Whether the prior art search was produced by internal staff 

Whether an estimation for future costing has been done 

The amount of funding required by the next point in time for data collection 

The number of pages of the future costing estimation report 

The number of external inventors 

The number of inventors who are staff of external companies 

The number of firms that have contacted the technology transfer office/inventor 

and have shown a positive interest on the invention 

The number of licensing deals in the process of negotiation 

The number of spin-out companies planned 

, 
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Category In: Communication 

The number of pages of communication (such as email, letter. phone message. 

and so on) from the inventors to the technology transfer office (ITO) 

The number of pages of communication from the ITO to the inventors 

The number of pages of communication to the ITO/inventors from external 

organisations which are potential customers or investors 

The number of external organisations involved in the communication to the 

ITO/inventors 

Category IV: Expenses 

Patent/patent related service expenses consumed by the invention project 

Total expenses consumed by the invention project 

Category V: Agreements 

The number of internal agreements (draft) 

The number of internal agreements (signed) 

The number of pages of internal agreements (draft) 

The number of pages of internal agreements (signed) 

The number of external agreements (draft) 

The number of external agreements (signed) 

The number of pages of external agreements (draft) 

The number of pages of external agreements (signed) 

The number of external collaborating organisations involved In the signed 

agreements 

The number of external investor organisations involved in the signed agreements 
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Category VI: Technical documents 

The number of internal technical documents (such as 'technical summary of the 

invention' ) 

The number of authors involved in the internal technical documents 

The total number of pages of the internal technical documents 

The total number of figures of the internal technical documents 

The total number of references of the internal technical documents 

The number of patent specification drafts 

The total number of pages of the patent specification drafts 

The total number of figures of the patent specification drafts 

The total number of references of the patent specification drafts 

The total number of invention-relevantl5 external publications authored by the 

inventor 

The total number of authors involved in such external publications 

The total number of pages of such external publications 

The total number of figures of such external publications 

The total number of references of such external publications 

The number of invention-relevant granted-patents (invented) by the inventors 

before 'Month 0' 

Category VII: Patent documents (patent documents for the invention) 

The number of patent applications filed 

The number of ex-PCT patent applications filed 

Whether an ex-PCT patent application is filed in country A 16 

IS Since the relevancy of a publication to the invention requires expert knowledge of the 
invention field, a publication is only considered relevant when it is provided / supported hy the 

inventor. 

16 (This is analogous to the arrangement for 'inventor A' which was explained earlier in Il)otnotc 
7.) The number of ex-PCT patent applications of each invention is ditferent. In order to colb:t 
data for all/some of the ex-PeT patent applications, each attribute denoted with 'country /\. will 
be collected n times. resulting in n attributes, the value of n is dependent on the user preference. 
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The number of international patent classes (based on the first 3 digits) where the 

patent application filed in country A belongs 

The number of international patent classes (based on the first 5 digits) where the 

patent application filed in country A belongs 

The number of international patent classes (based on all digits) where the patent 

application filed in country A belongs 

The total number of patents existed in the international patent classes (based on 

all digits) where the patent application filed in country A belongs 

The number of times the patent application filed in country A is cited 

The number of references cited by the patent application filed in country A 

The average distance (in year) between the references cited by the patent 

application filed in country A 

The number of foreign references cited by the patent application filed in country 

A 

The number of patents granted 

The year when the priority patent application was granted 

The number of claims contained in the priority patent application 

The average number of claims contained in other patent applications (patent 

applications other than the priority patent application) 

The number of figures contained in the patent applications 

The number of prior arts stated in patent office's search reports of the patent 

applications 

For the convenience of the acquisition of the potentially predictive attributes, an 

'Innovation Evaluation Form' has been formulated. Such form, as displayed in 

Appendix A5.1, could be used as an efficient information gathering tool by the 

CPS user for the purpose of building an input data set for the CPS. Since the 

current practices of invention assessment are largely intuitive, the Innovation 

Evaluation Form also acts as a bridge linking the qualitative norms of technology 

transfer offices and the quantitative requirements of the CPS. Effectively. the 

For instance. if the invention having the maximum number of ex-PeT applications has I () c:\­
peT patent applications. then the value of n can be any integer in the range of I to 10. 
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content requested by the form should contain both qualitative and quantitative 

information, where the content should be comprised of a sufficient level of 

details where the data for the potentially predictive attributes can be sought. 

However, it should be noted that this form is not equivalent to a conventional 

invention disclosure form where issues regarding due diligence and patentability 

may be included. Designed within the scope of the CPS. the Innovation 

Evaluation Form is therefore only applicable to patentable inventions developed 

by inventors from the user university. 

Data Collection Points in time 

According to the findings from the third survey in Chapter Four, invention 

assessments are generally carried out in accordance with the patent expense 

schedule. The value of each of the CPS attributes is therefore to be recorded at a 

number of points in time, namely 'Month 0', 'Month 12', 'Month 30', . Month 

36', 'Month 48', and so on until the end of an invention case's life. 'Month 0' is 

defined as the first patent filing date of an invention case. Other points in times 

are titled according to the number of months away from 'Month 0'. For instance, 

'Month 12' refers to 12 months from 'Month 0'. After 'Month 30'. attribute data 

is to be recorded at the end of each year. These points in time are structured 

according to the patent expense schedule. Briefly speaking, 'Month O' requires 

patent filing related expense in the United Kingdom, 'Month 12' requires PCT 

(patent cooperation treaty) related expense, 'Month 30' requires patent filing 

related expense in other countries, 'Month 36' onward require other expenses 

including examination fees and renewal fees. The recording of attribute values at 

these points in time is based on the rationale that invention assessment is often 

performed when expenses are required. 

The attribute value recorded at 'Month 0' is the start value of an attribute. 

Attribute values recorded at the remaining points in time are the marginal values 

accounting from the previous points to the current points. For example. the \alue 
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of attribute 'Expense consumed by the invention project' recorded at . \ 10nth )0' 

is the value of the increase in expense from bet\\een '\10nth 12' and '\lonth 30'. 

The class label refers to the final technology transfer outcome of an invention. 

which is represented as either 'success' or ·failure'. The outcome is measured in 

terms of the monetary return generated by the invention. The range of monetary 

return represented by each class label is determined by the user of the CPS. 

5.3.2 Data Reduction 

This step generates a reduced attribute matrix by applying data reduction 

operations to the original attribute matrix (X2 ). The goal is to reduce the volume 

of attribute data to be processed in the last step of the CPS (classifier generation). 

in a way that the resultant distribution of the reduced matrix remains almost 

unchanged, or very close to the original matrix. Instead of developing a reduced 

matrix using alternative attributes, the methods used in this step generate a 

reduced matrix using the original attributes. The benefits of using a reduced 

attribute matrix for classifier generation are: 

• Faster algorithm calculations. 

• An improvement in the classification accuracy by the removal of 

irrelevant attributes (noise). 

• The production of a more understandable/presentable result. since there 

are fe\\er attributes involved. 

• Fewer future attributes \\'ould need to be collected for classification. 

Nonetheless. the necessity of data reduction depends on the size of the attrihutl' 

matrix. Data reduction is more important for a larger attribute matrix. yet Illay 

do more harm than good for a small attribute matrix. :\s the nUlllber of class 

increases. more attributes \\'ould be needed to discriminate the tiner differences. 
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Thus data reduction is more applicable to input data set consisting of large 

attribute matrix and small number of class. As a rule of thumb. the data 

reduction step of the CPS is performed when the attribute-class ratio is larger 

than 10. Since 2 classes are adopted here. the data reduction step is performed 

when the attribute matrix contains more than 20 (i.e. 20/2 = 10) attributes. 

Two methods are employed to generate a reduced attribute matrix. nameh 

decision tree induction, and principal component analysis. Subsets of original 

attributes are identified by each method, which are then combined to produce a 

reduced attribute matrix. The decision tree method is chosen due to its non­

metric nature, as well as its capability of identifying critical attributes. Principal 

component analysis is employed because of its widely proven capability of 

projecting high-dimensionality data onto a much lower dimensional space. 

These methods are explained below. 

Decision Tree 

A decision tree is generated from the input data set using the impurity measure 

Gini Index, and the following parameters: monothetic decision tree. a branch 

factor of two, and a Minimum Case Threshold of two. The attributes appear on 

the nodes of the resultant tree then form an attribute list, denoted as L,ree . 

Information regarding the details of the decision tree classification method can 

be referred to Chapter Three. Since the impurity measure Gini Index \\(1'. not 

explained in Chapter Three, it is presented below. 

Gini Index is one of the most popular impurity measure adopted for 

classification. it is therefore lIsed to generate a decision tree from the input data 

set. Let irS) denote the impurit) of node X. i(.\) equals 0 if all the cases that 



Chapter Five: Commercial Outcome Prediction System 165 

reach the node bear the same class label, and i[\j will be maximum if the both 

classes are equally represented. The Gini Index is defined in Equation 5-25: 

Equation 5-25: Gini Index 

iC#; j 

~ ~ 

Where P(c) and P(e,) are the fractions of cases at node .\' that belong to 

class c, and c, respectively. Since only two classes are used in the CPS. the Gini 

Index used would be in its simplest polynomial form, as shown in Equation 5-26: 

Equation 5-26: Gini Index in its simplest polynomial form 
~ ~ 

i(N) = P(c) )P(c2 ) 

~ ~ 

Where P(c)) and P(c
2

) are the fractions of cases at node .v that belong to 

class c) and c2 respectively. 

Principal Component Analysis 

Data Normalisation 

Due to the use of attributes measured in different units, the first step is to 

standardise each column of the attribute matrix so that each have unit variance. 

This is done by computing the standardised Z scores for each column of the 

attribute matrix (X
2 

). This process is illustrated belLm. 

Equation 5-27: Definition of the standardised attribute matl'i\ 

X., = (X 2 - fir J 
O"x 
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Where X, is the standardised version of matrix Xo. PI' is the arithmetic mean 

ofX2 ' and (J x is the standard deviation ofX
2 

• 

Computation of Principal Components 

Next, the principal component analysis algorithms (presented in Section 5.2) are 

applied to the standardised matrix (X
f
), which produces three outputs as listed 

below: 

I. A matrix containing the principal components of X, ' denoted as X, _pt..o 

2. A matrix containing the original-attribute coetlicients for X, J'(/I' denoted 

as E 

3. A vector containing the variance of X, represented by each principle 

components, denoted as v. 

PCA-Based Data Reduction Operations 

Principal component analysis is generally used to reduce data size by first 

computing the principal components, and then using a subset of \\ hich to 

represent the original data. However, since each principal component is a linear 

combination of different proportion of each of the original-attributes, the reduced 

data thus comprises of attributes that are not immediately r~cognisable. The 

interpretation of the effect of individual invention attribute is therefore less 

straight forward. Hence, two methods have been developed to reduce data size 

by choosing a subset of original attributes, rather than generating alternati\ e 

attributes. Namely, Surrogate PCA Limit, and Single PC:\ .\ttributes. 
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Surrogate peA Limit 

Since each principal component is a linear combination of different proportion of 

each of the original-attributes, higher proportions are needed from certain 

attributes than others. For instance, as shown on Equation 5-28. let the number 

of original attributes be 5, and vector e1 be the original-attribute coefficient 

vector needed to compute the first principal components. Vector e
l 

shO\\s that 

the first principal components require the highest proportion from the fifth 

original attribute, as the fifth coefficient is the highest. In other \\ ords. the fifth 

original attribute is the best representation (surrogate attribute) of the first 

principal components, as compared to all other original attributes. 

Equation 5-28: Definitions of C1 and Xs pea 
- /J 

e l = [0.4 0.5 0.3 0.2 0.6] 

Where e l is the original-attribute coefficient vector for the first principal 

components, and x.\"_pca/J is the first principal component for the first case. 

Furthermore, since the same attribute can be the surrogate attribute for more than 

one principal components. only an attribute that has not been chosen before 

would be selected for subsequent components. Also. because coetlicient \ aluc .... 

can be either positive or negative. the sign of the coefficient value thus is not 

taken into account. In this way. only one attribute will be associated \\ ith each 

principal component. In other words. a surrogate attribute is the attribute that has 

not already been chosen and has the highest coefficient in absolute \ alue of a 

particular principal component. as illustrated using Table 5-2 as an c.'\ample. 
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Table 5-2: Coefficients for the first three principal components 

PCI PC2 PC3 

Al 0.4 0.2 0.15 

A2 0.5 0.4 0.23 

A3 0.3 -0.1 -0.2 

A4 0.2 0.3 -0.-+ 

A5 0.1 0.09 0.1 

Where A 1 to A5 refers to the five original attributes, PC 1 to PC3 denotes the tirst 

three principal components. 

Table 5-2 shows the coefficients defining PCI to PC3 based on the linear 

combinations of the original-variables (AI to A5). As shown, A2 is the most 

representative original attribute for both PC I and PC2. Nonetheless. according 

to the definition of surrogate attribute stated above. the surrogate attribute for 

PC2 should be A4, as it is the attribute with highest coefficient and has not 

already been chosen as surrogate attribute before. 

By usmg the surrogate attributes of m principal components, a subset of 111 

attributes is then selected. The number of surrogate attributes resulted depends 

on the number of principal components considered, which in turn depends on the 

portions of variance of the original attribute matrix represented by the principal 

components. 

Since the principal components are sorted in decreasing order of ·signiticanc~·. 

the number of principal components used to represent a certain variance of thlo: 

attribute matrix can be controlled by eliminating principal cumponents 

representing less than a certain variance portion. 

For instance, hy selecting only principal components indiviJuall) representing 

more than I % of variance of the attribute matrix. the selected principal 

components together \\ ill represent about 990
0 of the attribute matri\.. 110\\ 10:\ er. 

if e\ery principal component represents a \ariancc portion exceeding I %. then 
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every attribute would eventually be selected as surrogate attributes. and no data 

reduction is resulted. 

In order to discard at least half of the attributes, the following measure is 

adopted. If first half principal components all individually represents a variance 

portion of more than 1 %, then the surrogate attributes of them would be selected. 

Otherwise, only the surrogate attributes of principal components individually 

representing a variance portion of more than 1 % would be selected. The 

surrogate attributes selected are therefore based on less than or half of the top 

principal components. These attributes then form a list of discriminative 

attributes, denoted as LSllrro . 

Single peA attributes 

In extreme, only one attribute would be selected by using the Surrogate PCA 

Limit method. This method therefore chooses a number of surrogate attributes 

on a ratio basis. 

Since each principal component is a particular combination of every original 

attribute, anyone of the principal components is therefore a certain 

representation of the original data. Typically, when principal component 

analysis is used to choose only one alternative-attribute, the first principal 

component would naturally be chosen as it offers the maximum discrimination 

between the cases. However, the first principal component may not be the most 

appropriate index for every discrimination task. For instance. the first principal 

component may be a good indicator for the expenses incurred in an inn:ntion 

case when the expense attribute involve the highest Ic\el of variation. This. 

howen::r, does not necessarily mean the first principal component/the expense 

attribute is also the most predictive for an invention's class label. 
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Since there is no guarantee that the first principal component will be the best 

index, this method considers the following measures. Only the top I % (round up 

to the nearest integer) principal components are considered, and the 10 most 

representative attributes (the 10 attributes with the highest coefficient in absolute 

value) for each of these principal components will be selected. Similar to the 

concept of surrogate attribute, any of the 10 attributes has to be an attribute that 

has not already been chosen. The attributes selected using this method then form 

an attribute list, denoted as LSingle . 

Reduced Attribute Matrix 

Three lists of attributes (L,,,~~, L'\'!lrm' and L.\'ing,,~) would be generated using the 

decision tree method and the two PCA-based methods. By combining the 

attributes from these lists and removing the redundant attributes, a final list of 

attributes is generated. By extracting these attributes of every case from the 

attribute matrix, a reduced attribute matrix is then generated (denoted as Xu ). 

which would be used in the next step to generate a classifier. 

5.3.3 Classifier Generation 

This part of the CPS generates a classifier based on the input data set, which 

consists of the reduced attribute matrix (XR ) and the class vector (c2 )· Multi-

layer backpropagation neural network is chosen as the method for classifier 

generation on the basis of the following reasons. 

Based on the discussion regarding the findings on invention assessment methods 

in Chapter Four, it was concluded that the scoring mechanism (i.e. the method 

used to compute a score. the perceived potential to succeed. for each invention) 

employed by the interviewed technology transfer offices can be expressed in 
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terms of weights and attributes, where the weights and attributes are derived 

based on learning through trial and error from experience with historical 

invention projects, as explained using equations 4-1, 4-2, 4-3. Effectively. the 

score given to each invention by the managers equates to a function of weighted 

attributes (Equation 4-3). This scoring mechanism is very similar to the 

classification / prediction mechanism of neural networks, which is also a function 

of weighted attributes through learning. Neural networks compute the final class 

label of a case based on weight updates (learning through trial and error based on 

historical cases) to generate the optimal weights vector for the attributes (a 

function of weighted attributes). In addition, it has been widely proven 

(Cybenko 1989; Hornik et al. 1989; Jones 1990; Kurkov? 1991, 1992) that a 

multi-layer backpropagation neural network can approximate any continuous 

function from input to output, given sufficient number of hidden neurons, proper 

non-linear transfer functions, and sufficient network training. Consequently, the 

multi-layer backpropagation neural networks method is chosen to generate the 

classifier, mainly due to its universal function approximation ability as well as its 

similarity with the scoring systems employed by technology transfer offices. 

Moreover, backpropagation is one of the simplest and most general training 

methods for neural networks. 8ackpropagation is also the most popu lar network 

training method, and many other training methods are essentially modifications 

of it. Backpropagation neural network has also been proven by numerous 

empirical studies that it out-performs other classification methods in many real­

world problems. Last but not least, most classification methods require a large 

quantity of training data in order to achieve accurate classification. 

8ackpropagation neural network, however, is found frequently producing high 

performances even when the amount of training data is limited. 

Neural network is a classification method based on supervised learning. The 

basic approach is to generate a classifier (the trained network) based on iterative 

training using a set of training data. Instead of merely producing the final 

classifier (the CPS classifier) using the input data set (XR and c2 ) as training data, 
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this part of the CPS adopts a number of steps to generate the classifier. Brieflv 

speaking, the input data set is divided into training, validation, and testing data, 

upon which a number of candidate classifiers will be generated and evaluated. 

The training algorithm producing the best performing candidate classifiers will 

then be selected, and applied to the original input data set to produce the CPS 

classifier. The adoption of these steps is based on a number of considerations, 

which will be explained with the presentation of each step. 

The steps involved in this part are listed below: 

1. Data normalisation and randomisation 

2. Data division 

3. Generation of initial weights 

4. Candidate classifier generation 

5. Network training to generate the CPS classifier 

The resultant classifier generated from a given training data varies depending on 

the choice of network architecture (such as the number of hidden layer), and a 

number of training specification (such as the use of transfer function). Therefore, 

prior to the detail explanations for the five steps listed above, the network 

architecture and training specifications adopted are presented first. Due to the 

close relation between transfer function and the computation of network output, 

the method for class computation is also presented in the section explaining 

transfer function. 

Network Architecture 

The number of output neurons is governed by the output representation. Since 

the classification task is to predict whether an invention will be a 'success' or a 

'failure', these class labels can be represented as '1' and '0'. Thus, one variable 

is sufficient for such representation. As a result, one output neuron is adopted. 
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The number of hidden neurons, however, is not governed by such obvious rules. 

The output of each hidden neuron is governed by its respective transfer function 

(i.e. the respective decision boundary), which are then combined to form th~ final 

network output (i.e. the final decision boundary of the network). The number of 

hidden neurons therefore determines the complexity of the network' s d~c ision 

boundary. In other words, more hidden neurons are needed for more 

complicated underlying-functions (i.e. the underlying function relating the 

attribute matrix and class vector that the network is approximating), and the 

'function approximating power' of a network is sensitive to the number of hidden 

neurons. However, since the complexity of the underlying function is likely to 

vary among university technology transfer offices, a fixed number of neurons 

may be sufficient for one technology transfer office but not another. Too ICw 

neurons can lead to under-fitting (i.e. insufficient learning, hence high 

classification error), whereas too many neurons can contribute to over-fitting. 

Although there is no universal method to determine the complc.\.it) of the 

underlying function for a particular technology transfer office, over-fitting is 

very unlikely, if the number of data points (i.e. the number of attributes n 

multiplying the number of cases k) is a lot larger than the number of hidden 

neurons. Therefore, a ratio measure (based on the number of attributes and 

cases) is adopted to determine the number of neurons to be used. Given an input 

data set with n attributes and k cases, (n+k)/l 0 neurons \\ ill be used. 

Finally, only one hidden layer will be adopted in a network. This is because it 

has been widely accepted that backpropagation consisting of one hidden layer 

with non-linear transfer functions should be sufficient to approximate an) 

function (given enough hidden neurons). Empirical studies also found that 

networks with multiple hidden layers are more prone to g~tting caught in 

undesirable local minima. The network architecture adopted therefore compriscd 

of one hidden layer. 

In summary, the net\\ork architecture adopted here is comprised of one hiddcn 

1<:1) cr with (n+k)/\ 0 neurons, and one output la) er \\ith one neuron. 
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Training Specifications 

General specifications 

• The error function adopted here is the average of the error squared. \\ hich 

is also the most widely used error function for neural net\\ orks. due to the 

function's concentration on the magnitude of the error instead of the sign 

of the error. 

• To avoid infinitive training, network training will be stopped \\ hen any or 
the following criteria are met: 1) training time exceeds 60 seconds. :2) the 

number of epoch exceeds 100, and 3) the error falls below the error goal 

of 0.01. 

• Between the two training modes, namely incremental mode and batch 

mode, batch mode is adopted here. This is related to the adoption of the 

five training algorithms for candidate classifier generation (Adaptive 

Learning Rate backpropagation. Resilient backpropagation. Conjugate 

Gradient (Fletcher-Reeves), Conjugate Gradient (Polak-RibiitH:). and the 

Levenberg-Marquardt algorithm). These algorithms have been proven to 

be capable of significantly improving classification accurac) and 

speeding up network training, and they cannot be easil) incorporated in 

incremental training. 



Chapter Five: Commercial Outcome Prediction System 175 

Transfer Function 

Since a neuron computes its output by paSSIng the input through a transkr 

function, whether the input is being mapped linearl) or nonlinearly therefore 

depends on the linearity of the transfer function. This is illustrated in Figure 5--L 

y 1 

0 
.x- x 

.~ 1 -I 

Non-linear Transfer Function Linc<1r Transfer Function 

Figure 5-4: Non-linear and linear transfer functions 

In other words, the transfer function at a neuron defines the decision surface that 

separates inputs into different regions of output. While the decision surface of a 

linear transfer function is a hyperplane (as shown in Figure 5-5), the decision 

surface for a non-linear transfer function will be a curved surface (as sho\\n In 

Figure 5-6). 
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x3 

Region A 

x2 

xl 

Figure 5-5: The hyperplane decision surface caused by a linear transfer function 

Where xl, x2, and x3 denote three attributes of the input, Region A and Region 8 

denote regions of the output separated by the transfer function. 
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Figure 5-6: The curved plane decision surface caused by a non-linear transfer function 
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Since the outputs from hidden neurons are inputs for the output neurons. the 

decision surface of an output neuron is therefore an arbitrar ' surface. a 

illustrated in Figure 5-7. 
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Figure 5-7: The decision surfaces caused by various non-linear transfer functions 

One important point is that the transfer function must be differentiable, a th 

derivation of the backpropagation algorithm requires the derivative f any 

transfer function used. Moreover, sl11ce neurons may use an differentiable 

transfer function, and the final network output is dependent on the hidden 

neurons output, the choice of transfer function for hidden neurons become 

crucial. 

In the CPS, the transfer function adopted for hidden neurons is the h} perbol ic 

tangent igmoid (Equation 5-29), and the log-sigmoid (Equation 5-30) tran f r 

function j employed for the output neuron. 

Equation 5-29: Definition of the hyperbolic tangent sigmoid tran fer function 

y =: 2 / (1 + e -2x ) -1 
11(?IIJ'OIl'3n 1/,1: 
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Equation 5-30: Definition of the log-sigmoid transfer function 

Y neuro11jog.flR = 1/ ( 1 + e -x) 

Where Y neurontan .flR and Y neuronlogflj; denote the outputs from the input. x, using the 

hyperbolic tangent sigmoid and log-sigmoid transfer functions respectively. 

By using multiple hidden neurons with the hyperbolic tangent sigmoid function. 

and an output neuron using log-sigmoid, the resultant network \\ould be capable 

of approximating any function with a finite number of discontinuities arbitrarily 

well, given sufficient hidden neurons. There are man\' reasons for th is 

implementation, as explained below. 

Being a generic method, the CPS needs to be able to cope with unknown data 

distributions. The hyperbolic tangent sigmoid for hidden neurons is therefore 

adopted since it possesses a number of desirable properties (differentiable. 

saturating, monotonic, centred at zero and antisymmetric), which makes the 

resultant classifier a good general approximator. These properties are described 

below. 

First of alL it is a continuous function that is differentiable. Second, it saturates. 

in the sense that it restricts the output's maximum and minimum. According to 

the adopted definition (Equation 5-29), the output must range between -1 and 1. 

By keeping the neuron outputs bounded, the network training time can be kept 

limited. Third, it is monotonic. in the sense that the derivative does not change 

sign throughout the function. This property helps avoiding the introduction of 

additional local extrema in the error surface. Lastly, it is centred on zen). and is 

antisymmetric. With this property accompanying a normalised input data "eL 

l~lster learning can therefore be achieved. 

long-sigmoid has been adopted for the output neuron. due to the fact that it ~hares 

most (except that it is not anti symmetric) of the desirable properties or the 
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hyperbolic tangent, and that it is more suited for binary classification task since it 

saturates at the output values of 0 and 1. 

Computation of the class label 

Since the transfer function adopted for the output neuron is a continuous 

function, the output generated would also be a continuous value, within the range 

from 0 to 1. While the class label adopted by the CPS is either . success' or 

'failure', it can also be represented as a categorical value of either 'I' or '0'. In 

order to convert the continuous values into the two categorical values, the 

following rules are adopted: 

If 0 s y < 0.5 then the class label is set to O. 

Else if 0.5 s y s 1 then the class label is set to 1. 

Where y represents the output value generated by the output neuron. 

Validation (Measure to avoid Over-fitting) 

Over-fitting is one of the major problems that hinder a network's generalisation. 

It happens when the network has over-learned so much during the training phase, 

that the network has only 'memorised' the training data, failing to learn the 

underlying function that governs the relationship between the attribute and the 

class data. An over-fitted classifier is analogous to a look-up table of the training 

data. Thus an over-fitted network has a limited ability to classify unseen cases, 

unless they are almost identical to the training cases. In other words, an over­

fitted network has low generalisation ability. 

Over-fitting is evident when there is a decreasing and very small training error, 

combined with an increasing and large test error. In order to improve network 

generalisation. and reduce the possibility of over-fitting, validation is carried out 
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to detect the optimal time to stop the network training before over-fitting occurs. 

The use of validation is explained below, and is illustrated in Figure 5-S. 

Enor 

Validation error 

_____ Training error 

'--...... --""'v-----"../l'--...... --.....,v~----../ 
Under-fitted Over-titted 

Nct\vork Training (Epochs) 

Optimum 

Figure 5-8: The use of validation data to detect over-fitting 

During training, instead of merely using training data, both training data and 

validation data are used. Training data is used for the gradient computation of 

the training error function. Validation data is used as 'pretend testing data' in 

order to monitor the validation error (the pretend test error). Initially. the 

validation error typically falls together with the training error. \\hen 0\ cr-titting 

occurs, the validation error begins to rise. Training is therefore stopped at the 

point where the validation error is at minimum (the optimum point). The 

network derived at the optimum point is used to classify data unseen during 

training (testing data). 
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Data Normalisation and Randomisation 

The first step is to normalise the attribute matrix since each attribute is measured 

in different units. The convergence of the error will be much quicker with 

standardised data. To perform normalisation, the attribute matrix ( Xu) is first 

transposed. Each row of the matrix (X\) is then normalised so that the 

minimum value is -I and the maximum is I, using the algorithm shown in 

Equation 5-31. The normalised matrix is denoted as (XT 
RN ). 

Equation 5-31: Normalisation algorithm for classifier generation 

XTUN =2(XT
u -XII/IIJ )/(XII/ax- Xmin)-1 

Where X
mll1 

is a matrix consists of identical columns, in \\hich each column 

contains the minimum values of each row of XTu' Similarly. X".I\ is a matrix 

consists of identical columns, in which each column contains the maximum 

values of each row of X I R • 

Next. randomisation of cases is carried out for both the normalised matrix (X I R ) 

and the class vector (c
2

). This is due to the fact that cases in the input data set 

may have been organised in a certain unknown sequence during data collection, 

such as the order of time. While the cases \vill be divided into subsets later. it is 

important that all the subsets, be it the training data, or the testing data, are 

representative of the unknown distribution of the input data. All cases therefore 

have to be randomised, in which the cases will be sorted according to a cnmputer 

generated random order. However. it is possible that the random order produces 

an uneven distribution which hinders classification, such as a distribution \\ ith a 

certain class dominating the training data. 

To km er the possibility of such uneven distribution. 10 randomiscJ version of 

the input data set are generated. Given an input data set containing k ca"es. 1 0 



Chapter Five: Commercial Outcome Prediction System 
182 

vectors of random permutation (r _ order) of the integers from 1 to k are 

generated. The input data set (XT Rand c2 ) is then randomised as shown in 

Equation 5-32. 

Equation 5-32: The vector of random permutation 

r _ order) = [rjl ... r ji ... rjk ] 

C random ; = [Cr • •• C .. '" C ] 
J J I rJ, r ,k 

Where r _ orderj is the j-th vector of random permutation. Pi is the randomised 

version of XT
R using r order., and c ., . is the randomised version of - 1 ranuom_l 

c2 using r _ order) . 

For instance, let the number of cases of the input data set be 5, and r order be 
- I 

[2 1 4 5 3]. The first case in matrix PI is therefore equivalent to the 

second case in XT
R, and the first class label in c, I is equivalent to the 

rallulllll 

second class label in c2 • 

Data Set Partition 

As previously stated, the technique of validation will be used to improve network 

generalisation by avoiding the problem of over-fitting. Also. the CPS classifier 

will be generated based on the evaluation of a number of candidate classifiers. 

which is based on their classification results on unseen data. The input data set is 

therefore partitioned into training data, validation data. and testing data. The 

training data will be used to generate candidate classifiers using several network 

training algorithms. The validation data will be used to improve the network 
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generalisation of these candidate classifiers. The testing data will be used to 

evaluate the classification accuracy of the candidate classifiers. This partition of 

input data set into is explained below. 

After case randomisation, 10 randomised versions of the input data set are 

generated. Each randomised data set is here partitioned using the ratio of 8: I: I 

into the training data, validation data, and testing data. In other words. the first 

80% of the cases in each randomised data set will be used as training data. the 

next 10% will be used as validation data, and the remaining 10% will be used as 

testing data. The training data set, validation data set, and testing data set derived 

from thej-th randomised input data set are denoted as Pi_lrainandcranJ"m_l_,ram' 

training data set, validation data set, and testing data set derived from the first 

randomised input data set (PI andCrandom_l) are denoted as PI _
'ralll 

and 

C .1 I ,PI I andc .1 I I,'nl' and PI_tesl andc"nn"()m I 1"."1 respectively. Given ranuom tram _ va ranuom ~ « U, • 

n attributes and k cases in a randomised input data set, the dimensions of these 

matrices and vectors are shown in Table 5-3. These dimensions apply to every 

randomised input data set. 

Table 5-3: The dimensions of the training data, validation data, and testing data 

Attribute Dimension Class Vector Dimension 

matrix 

Training PI_train n by 0.8k C random I tram 
I by 0.8k 

- -

Data Set 

Validation PI val n by O.lk C random I val I by O.lk 
- -

Data Set 

Testing Data PI_test n by O.lk Crandom I le.I' 
I by O.lk 

- -

Set 
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Generation of Initial Weights 

In the same way as other gradient-descent algorithms, the beha\iour of 

backpropagation training depends on the starting point - the initial values of 

weight vectors. I f they are set to zero at the start, the outputs of the layer (wh ich 

is the weighted sum) will be zero, the backpropagated error \\ ill also be zero. and 

the input-to-hidden weights will therefore never change. To avoid this. random 

values are used for the initial weights. 

However, because of the shape of the hyperbolic tangent sigmoid. the output of 

neurons will saturate if the random weights are very large. Yet if the random 

weights are very small, the neurons' output \vill be close to zero since the 

antisymmetric transfer functions pass through the origin. In order to avoid 

random weights of extreme values, the Nguyen-Widrow initialisation algorithm 

(Nguyen and Widrow 1990) is adopted. It has been demonstrated that initial 

weights generated using this method result in an initial network leading to better 

function approximation result. 

However, the problem with random weight generation is that it is different every 

time. Initialising with random weights each time means that even the same 

algorithm will perform differently each time. Since comparisons of candidate 

classifiers based on different training algorithms are to be performed in the CPS. 

each training algorithm generating the candidate classifiers will be initiated with 

the same set of random weights. 

Nevertheless, comparing models based on one set of initial random weights ma) 

produce prejudiced results, as this particular set of random weights ma) be by 

chance favouring certain training algorithms. The error surface of a non-linear 

network is very comple\.. as it contains many local minima introduced by non­

linear transfer functions. Depending on the \\eight initialisation. training 

algorithms may become trapped in a local minimum. This can be harmful if the 

local minimum is far a\\ a) from the global minimum. ThercfiJrc. 100 "ds \)1' 

different initial random \\eights are generated. so that each trainint'- alt'-nrithm 



Chapter Fi\ e: Commercial Outcome Prediction System IX:\ 

will run 100 times using these initialisations. In order to achieve robust and 

averaged network results for each model. 

Each set of initial random weights consists of one weight matrix each for the 

hidden layer and output layer respectively. The dimensions of the two weioht 
~ 

matrices depend on the number of neurons employed for the nenvork. and the 

number of attributes contained by the attribute matrix of the training data. Gi\en 

the use of q neurons for the hidden layer. and a training data consisting of a 

attributes, the dimensions of the weight matrices for the hidden layer and output 

layer are therefore q by a, and 1 by q respectively. 

Candidate Classifier Generation 

As demonstrated by the findings from the prototype CPS, the use of candidate 

classifiers has helped identifying the desirable parameters for classifier 

generation. Candidate classifiers will therefore be generated by applying 

different training algorithms to the same training data. The candidate classifiers 

will then be tested using unseen testing data. Based on the classification 

accuracies achieved by these candidate classifiers on the testing data, the 

desirable training algorithm can then be identified for the generation of the CPS 

classifier. 

The choice of training algorithms is related to the learning rate used for net\\ ork 

training. As illustrated in Figure 5-9, too small a learning rate takes the 

algorithm a long time to converge, whereas too large a learning rate ma) cause 

the algorithm to oscillate, giving an unstable error function. 
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1</0 
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I = to 

1-_________ .... Weight \\t:lght 

J:::n"or Error 

L--_________ ~ Weight \\dght 

Figure 5-9: Four different learning rates 

Where 1 denotes a learning rate, and 10 denotes the optimal learning rate. 

1,'6 

In order to speed up network convergence, different training algorithm ba d on 

variou implementations of learning rate have been propo d. Hower. it IS 

very difficult to know before hand which training algorithm will be the m 

accurate and the fastest for a given data set. The choice of training algorithm 

generally depends on many factors, including the complexity of the underlying 

function, the size of the attribute matrix, and the network architecture adopted. 

Each training algorithms suits certain situations better than other. In ord r to 

id nti fy til best training algorithms for the CP clas ifier, fi training 

algorithm are u ed to oenerate candidate classifier Ll ing the am training data. 

The alg rithm adopt d ar Ii t d a follow: 
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1. Adaptive Learning Rate backpropagation 

2. Resilient backpropagation 

3. Conjugate Gradient using the Fletcher-Reeves update algorithm 

4. Conjugate Gradient using the Polak-Ribi [#'} update algorithm 

5. Levenberg-Marquardt algorithm. 

With 100 sets of random weights generated, 100 candidate classifiers are 

generated from each randomised input data set, which gives a total of 1000 

candidate classifiers since there are 10 randomised input data sets. By means of 

the five training algorithms, 5000 candidate classifiers are therefore resulted. 

The classification accuracies of the 5000 classifiers are then computed using the 

testing data. The average of the 1000 classification accuracies for each training 

algorithm is then recorded. The training algorithm \vith the highest average 

classification accuracy will be chosen. 

Network Training to Generate the CPS Classifier 

Finally, the chosen training algorithm is applied to the original input data 

(normalised) of the CPS (XT 
UN and c2 ), in which the whole input data set is used 

as the training data in order to generate the CPS classifier. The average 

classification accuracy (computed based on its 1000 candidate classifiers) of the 

chosen training algorithm therefore represents the estimated classification 

accuracy of the CPS classifier. 

5.4 Summary 

This section presents a summary of the CPS. The CPS stands for the 

Commercial Outcome Prediction System. This system predicts the likel~ future 

monetary return of an il1\cntion. The CPS consists of three steps, namely input 
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data set specification, data reduction, and classifier generation. The first step is 

to generate an input data set according to the specification. The input data :-;\?t 

would consist of an attribute matrix and a class vector. The second step is to 

perform data reduction, for the purpose of generating a reduced attribute matrix 

for the third step. The decision tree method and n\o methods based on principal 

component analysis are employed to arrive at the reduced attribute matrix. The 

last step is to generate a classifier using an input data set comprised of the 

reduced attribute matrix and the class vector. This input data set is first 

partitioned into training and testing data. Five neural net\\ or\\. training 

algorithms are then employed to generate a large number of candidate classifiers 

using the training data, and their classification accuracies are computed using the 

testing data. The training algorithm generated the best performing candidate 

classifiers would then be chosen to generate the final classifier using ever: case 

of the input data set for network training. 
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CHAPTER SIX 

RESULTS 

6.1 INTRODUCTION 

This chapter presents the results generated from using the CPS. and evaluates the 

classification capability of the CPS. First of aiL the data collection results, and 

the data set partition arrangement are presented in Section 6.2. The results 

generated by the data reduction step of the CPS are presented in Section 6.3. 

followed by the results of the classifier generation step in Section 6.-L The 

classification capability of the CPS is then evaluated in Section 6.5. 

6.2 DATA COLLECTION RESULTS 

Data for the 7 categories of potentially predictive attributes \\ ere collected from 

the same source as the input data set for the prototype CPS. Consequently, the 

data for 55 invention cases was collected, and the total number of invention 

attributes resulted is 294. While the data of certain attributes at certain points in 

time were not available, the information of which attribute data \\ as unavailable 

is not disclosed here, due to the issue of confidentialit~. 

The distributions of these 294 attributes among the 7 categl1ries of potentially 

predicti\e attributes are shown in Table 6-1. As shown. most attributes belong to 
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the Inventor category. as it covered 110 of the 294 attributes. The categor) 

covering the least attributes is the Basic category. 

Table 6-1: Distribution of the 294 attributes among the 7 categories of potentially predictin 

attributes 

Attribute Category Number of Attributes C\lliected 

Inventor 110 

Basic 5 

Communication 25 

Expense 20 

, 

-------- - -
Agreement 16 

Technical Document 57 
--

Patent 35 

The 294 invention attributes for the 55 invention cases is stored in matrix X2 • 

and the outcome class data is stored in vectorc2 . The definitions for matrix 

X 2 and vectorc2 are illustrated in Equation 6-1. 

Equation 6-1: Definitions of matrix X:, and vector C:' 

XII XI) X - In 

X,I X X 
= [CI .•• C; ... Ck ] X, I) "' - C, -

X kl X k, Xkn 

Where x,, represents the value of the j-th attribute for the i-th case, n is the 

number of attributes, and k is the number of cases. For this data set. n is 2t)-+ and 

k is 55. The value ofc, is either 'success' or 'failure', which refers to the class 

label for the i-th case. 

-

During data collection, the cases of this data set (X:, andc 2 ) are sorted in 

des(endin!.!, order of their a!.!,e. In order to e\aluate the classification capabilit) of 
~ '-
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the CPS later in Section 6.5 using younger cases, the last 8 cases of this data set 

are reserved as the evaluation data set. The attribute data and class data of these 

8 cases are stored in matrixX2cvai and vector c2cval respectively. Removing the 

last 8 cases, the remaining 47 cases are used as the input data set for the CPS. 

The attribute data and class data of these 47 cases are stored in matrix X
2ll

>s and 

vector c2lPS respectively. 

The dimensional information for the three data sets is presented in Table 6-2. 

Table 6-2: Dimensional information for the three data sets 

Attribute Dimension Class Vector Dimension 

matrix 

Original X2 
55 by 294 c2 

1 by 55 

Data Set 

CPS Input X 21PS 
47 by 294 c 2JPS 

1 by 47 

Data Set 

CPS X2clIai 8 by 294 c2eval 1 by 8 

Evaluation 

Data Set 

6.3 DATA REDUCTION 

With 294 attributes and 2 classes, the attribute-class ratio is larger than 10, the 

data reduction step is therefore performed. The results generated from the data 

reduction step using the CPS input data set are presented in this section. 

Two data reduction methods, decision tree induction and principal component 

analysis, are applied to the CPS input data set in order to generate a reduced list 

of invention attribute. The attribute list resulted from each method are reported 
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in Section 6.3.1 and Section 6.3.2 respectively. The t\\ 0 attribute lists are then 

combined to form the reduced attribute list, as presented in Section 6.3.3. 

6.3.1 Decision Tree Induction 

The first step of data reduction by decision tree induction is the normalisation of 

each column of the attribute matrix (Xz!P.'J, so that the minimum \alue is -I and 

the maximum is 1. 

Next, a decision tree is generated using the adopted impurity measure, (i ini 

Index, with the parameter values namely monothetic decision trees, a branch 

factor of two, and a Minimum Case Threshold of two. Base on these 

specifications, a decision tree is generated, as shown in Figure 6-1. 

The tree is comprised of 4 nodes, where the description next to each node 

denotes its respective attribute test. For instance, the attribute test at the root 

node is whether the 4th attribute is smaller than the value of -0.997395. This 

value is within the boundary of 1 and -1 because the attribute matrix (X 2ll ,s ) \\ as 

normalised. However, the values at the attributes tests are not important, since 

the data reduction step only concerns the selection of attributes from the 29.+ 

attributes. 

The attributes selected using this tree are therefore the 4th, 20th, 260th, and the 3 l't 

attributes. These four attributes are stored in a list denoted as L,rl'" . 



Chapter ix: Resu lts 

x260 < -0.999998 x20 <. -0 82334 

x31 < -0.999995 s 

I s 

Figure 6-1: A full tree generated u ing Gini Index 

6.3.2 Principal Component Analysis 

The fir t tep of data reduction by principal component analy is is to tandardi e 

the attribute matrix (X
2l

!,s) by computing the standardised Z score for ach rO\\. 

Th tandardised version of the attribute matri is denoted a the X matri:-... , 

quation 5-4 and 5-5 are then applied to the X, matrix to pr du e the matri:-.. r 

prin ipal mponents (den t d as X
'
_l'ca )' In addition, a tor ontaining tht; 

porti n f ariance of , matrix repre ented bJ ea h of th _9~ prin ipal 

nt in X
, ju

/ matrix i aJ 0 computed. Thi \ t r i den t d a<., , <llld 

the alue f iL I m nt ar ho\\ n in quation -
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Equation 6-2: Vector v 

v= (0.14543 0.13078 0.064812 0.058825 0.053986 

0.049408 0.045393 0.038692 0.033298 0.030661 

0.029869 0.028994 0.028018 0.025804 0.023716 

0.019543 0.018009 0.017505 0.015624 0.014231 

0.014018 0.013532 0.011097 0.010063 0.0090873 

0.0086846 0.0078159 0.0072899 0.006654 0.0064984 

0.0050388 0.0047012 0.0041461 0.003739 0.0033852 

0.0033054 0.002295 0.0020102 0.0013965 0.0013523 

0.00074316 0.00045142 8.5704e-005 1.3 1 87e-005 3.612Ie-007 

1.3905e-032) 

The value of the i-th element of v represents the portion of the variance of :\ 

represented by the i-th principal component. Since principal components are 

sorted in descending order of their representations of the variance of the original 

data, the value of the i-th element of v therefore decreases as the \alue of i 

increases. While there are 294 principal components, \' should contain 294 

elements. Nevertheless, only the first 41 elements in \' are displayed in Equation 

6-2 since only these elements are non-zero. Other elements are zero becausl: \' is 

calculated to within a machine precision of 40 decimal places. 

The attribute list resulted from the two principal component analysis based 

techniques, namely Surrogate PCA Limit and Single PCA Attributes. are 

presented below. 

Surrogate PCA Limit 

Based on the Surrogate PCA Limit method, only the first 24 principal 

components are selected. This is due to the fact that only the first 24 principal 
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components individually represent more than the portion of 0.0 I of the variance 

of the original data (X.\.), as shown in v. 

To find out the 24 surrogate attributes, the original-attribute coefficients of the 

first 24 principal components are needed. The first 24 columns of the original­

attribute coefficient matrix shows the original-attribute coefficients for the tirst 

24 principal components respectively. Based on the definition of surrogate 

attributes defined in the CPS, the surrogate attributes for the first 24 principal 

components are respectively the 215th, 22nd, 254t\ 195th, I 14th, 2791h, 1641h, 3911\ 

286
th
, 281 st, 289

th
, 3th

, 4t\ 61 st, 284th, 189th, 23rd, 90'\ 258th, 27t\ 288th, 2061h, 

31 s" 32
nd 

attributes. The attribute list generated using Surrogate PCA Limit is 

therefore comprised of these 24 attributes. This list is denoted as L",rro • 

Single peA Attributes 

Since there are 294 attributes, 30 (l0% of 294) attributes will therefore be 

selected based on the Single PCA Attributes method. These 30 attributes consist 

of the 10 most representative attributes for each of the first three principal 

components. With reference to the original-attribute coefficients of the first three 

principal components, the attributes selected are displayed in Table 6-3. The 

attribute list produced by Single PCA Attributes is thus comprised of these 30 

attributes, and the list is denoted as LSing/e • 

Table 6-3: The attributes selected using Single PCA Attributes 

The first principal component The 99th, 20t\ 211 th 212th, 213~ 2141h, 

215th, 216th, 21th, 218th attributes 

The second principal component The 13th, 14th, 22nd, 51 sl
, 53 ro, 7lst, 72nJ

, 

73rd, 74th, 75'h attributes 

The third principal component The 2no, 35th, 55~ 8th, I 46th, 156th, 1601h, 

161 st, 162nd, 163rd attributes 
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6.3.3 Reduced Attribute matrix 

Three I ists of attributes are generated using the t\\O data reduction method, 

namely Lfree , L\urro' and L,,"g/(" By combining the attributes from the three lists and 

removing the redundant attributes, the final list consists of 5 5 attributes. They are 

the 2
nd

, 4
th

, 13
th

, 14
th

, 20
th

, 22nd
, 23 rd

, 2t\ 31 st, 32nd, 351h, 3th, 391h, 4th, 51 Sl, 

53
rd

, 55
t
\ 61

S
\ 71

S
\ 72

nd
, 73 rd

, 74th, 75 th, 8th, 90th, 991\ 1 141h, 1461h, 1561h, 160lh, 

161
st. 162

nd
, 163

rd
, 164

1h
, 1891h. 1951h, 2061\ 2071h, 2111h. 21th, 213 1h, 2141h, 2151h, 

216
1h

, 21 th, 218
1h

, 2541h, 2581h, 260lh, 2791h, 28 I S\ 2841h, 2861h, 288 11 \ 289 111 

attributes. By extracting these 55 attributes of every case from the attribute 

matrix of the CPS input data set (X~I/'S)' the reduced attribute matrix is resulted. 

Its dimension is 47 by 55, and this matrix is denoted as X~II'S// . 

The distribution of these 55 attributes among the 7 categories of invention 

attributes is shown in Table 6-4. The original number of attributes in each 

category is also displayed in column three. 

Table 6-4: Distribution of attributes of the reduced set among the 7 categories 

Attribute Category Attributes from the Attributes from the 

reduced matrix original matrix 
~ 

Inventor 19 I 10 i 
------
~-

Basic 2 5 I 

-- -- -. 

Communication 5 25 

Expense 5 20 

Agreement 16 42 
---

Technical Document 4 I 57 

Patent 4 35 
- -- --
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6.4 CLASSIFIER GENERATION 

This section presents the results generated from the third part of the CPS. where 

the CPS classifier is generated using neural net\\ orks. The input data set used in 

this part of the CPS is comprised of the reduced attribute matrix (;\'2//',\" l. and the 

class vector ( C211'S ). 

The steps involved in this part of the CPS are listed belO\v: 

1. Data normal isation and randomisation 

2. Data set partition 

3. Generation of initial weights 

4. Network training and classification simulation 

The results generated from each step are presented below. 

6.4.1 Data Normalisation and Randomisation 

First of all, the attribute matrix is transposed. Each row of the attribute matrix is 

then normalised, so that the minimum value is -I and the maximum is 1. The 

normalised attribute matrix is denoted as XT 1IPSR\ • 

Next 10 vectors of random permutation of the integers from 1 to -1-7 are 

generated. Each of these 10 vectors is denoted as r _ order,. where i represents 

the index of the vector. The first vector (r _ order) ) is shown in Equation 6-3 as 

an example. 
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Equation 6-3: The first vector of random permutation 

r _ orderl = (24 31 8 42 21 25 15 27 30 

39 26 2 29 22 44 16 19 36 10 

33 7 35 4 46 38 28 3 11 40 

43 47 14 32 6 12 ,"' -~ 9 45 41 

37 5 20 18 13 34 17 1 ) 

The attribute matrix (X I
211'SI<' ) and class vector (cell'S) are then randomiscd using 

the 10 vectors of r _ order
i 

. Each randomised input data set is denoted as 

Pi and crandolll_i' As an example, the randomised input data set generated using 

r-order
l 

is presented as follows. PI andcwlldolll I denote the randomised \crsion 

of XT 21/',\'/1.\ and cUPs generated using r - order" where PI and C "",t/O/ll _I storc the 

cases of XT 2I/'SI/\ and c
2Il

's in the order of r - order,. In P, . the first and second 

columns of the matrix are equivalent to the 24th and 31 st columns of the \. 1211 '.\'1(\ 

matrix respectively. Similarly. the first element of the c"mdIJI/J , vector is the 

same as the 24th element of the C
211

'S vector. By means of 10 vectors of r-ordcr, 

10 randomised input data sets are resulted. 

6.4.2 Data Set Partition 

Each of the 10 randomised input data sets generated in the previous section is 

here partitioned using the ratio of 8: 1: 1 into the training data set val idation data 

set, and testing data set. The training data set. validation data set and testing 

data set derived from the i-th randomised input data set are denoted as 

PI_tramandc,,"J.i"'1 ,_tram' 
PI \'(/1 and cranJom I m/' 

and 

respecti\cly. For instance. the training data set, validation data set. and tl,,,ting 

data sct derived from the first randomised input data set (P, and cr(//k/om _,) arc 

denoted as P, fram and C l",lIIt/om I tram' P, ""I and C rallc/O/ll I ""/. 
and 
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PI_leVI andcrandom I le.l/ respectively. The resultant dimensions of these matricc-.. and 

vectors are shown in Table 6-5. These dimensions apply to e\ en randomi-..cd 

input data set. 

Table 6-5: The dimensions of the training data, validation data, and testing data 

Attribute Dimension Class Vector Dimension 

matrix 

Training PI Irain 55 by 37 C random I Iram 
1 by 37 

- -

Data Set 

Validation PI val 55 by 5 Crandom I 1'0/ 
1 b\ 5 

-

Data Set 

Testing Data PI le,vl 
55 by 5 C random I le.l'l 

1 b\ 5 
- - -

Set 

6.4.3 Generation of Initial Weights 

100 sets of random weights are then generated usmg the Nguyen- \\'idnm 

method for initialisation purposes. Based on the specification in CPS, 9 neurons 

are used for this input data set since (37+55)/1 0 equals to 9. 

Since each neural network is based on 9 neurons, and the attribute matrix of the 

training data set contains 55 attributes, the dimensions of the resultant weight 

matrices for the hidden layer and output layer are therefore '9 by 55' and 'I b) 9' 

respectively. These dimensions of weight matrices apply to all the 100 sets of 

random weights. 

I 

I 
I 
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6.4.4 Network Training and Classification Simulation 

Table 6-6 and Figure 6-2 display the distribution of the 5000 accuracit'" achi~\ eJ 

by the candidate classifiers generated using the 5 training algorithms. The 

second column of Table 6-6 displays the average of the 1000 accuracies for each 

algorithm. The third column of Table 6-6 displays the distribution of the 

accuracies, where '40-50 (1 r. for instance, is a notation showing that there is 1 

classifier whose classification accuracy is larger than or equal to -+0% and 

smaller than 50%. 

Table 6-6: Accuracy scores of the five training algorithms 

Training algorithm Average Distribution of the 1000 

classification classification accuracies 

accuracy 

(%) 

Adaptive Learning Rate 71.54 40-50 (1); 50-60 (I): 60-70 (22): 

backpropagation 70-80 (976) 

Resilient 76.04 70-80 (968): 80-90 (32) 

backpropagation 

Conjugate Gradient 73 . .t6 60-70 (1): 70-80 (997): 80-90 (2) 

based on the Fletcher-

Reeves update algorithm 

Conjugate Gradient 72.26 60-70 (1): 70-80 (979): 80-90 (20) 

based on the Polak-

Ribi ~~ update algorithm 

Leven berg -Marquardt 67.16 60-70 (683); 70-80 (315): 80-90 (2) 

algorithm 

I 
I 

, 

I 

I 
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As shown in Table 6-6, the resilient backpropagation training algorithm achieved 

the highest average classification accuracy. In addition, it is noted that resilient 

backpropagation also gave the most consistent performance. since its 1000 

accuracies ranged from 70% to 90%. The Adaptive Learning Rate 

backpropagation algorithm, however, gave the most inconsistent performance. as 

its 1000 accuracies ranged from 40% to 80%. Resilient backpropagation 

therefore is used to generate the CPS classifier using all 47 cases of the input 

data, and the classification accuracy of the CPS classifier is estimated to be 76%. 

6.S EVALUATION OF THE COMMERCIAL OUTCOME 

PREDICTION SYSTEM 

As stated in Section 6.2, the data for 55 cases was collected. The first 47 cases 

(older cases) of the 55 cases were then used as training data to generate the CPS 

classifier, and the remaining 8 cases (younger cases) were reserved to be used as 

testing data for evaluation purpose in this section. Although the CPS is estimated 

to have a classification accuracy of 76%, this accuracy is based on the candidate 

classifier's classification performance and the classification performance of the 

CPS has not been tested. Moreover, though the candidate classifiers' 

classification accuracies were based on unseen testing data, the testing data was 

not necessarily comprised of younger cases than the training data, due to the 

randomisation operation. Therefore, the actual classification capability of the 

CPS is tested here, using the evaluation data set (X 2cvol and c2em/ ). 

Since the CPS reduced the number of attributes from 294 to 55 in the data 

reduction step, the attribute matrix (X 2('1'Q1 ) of the evaluation data set also has to 

be reduced to contain only the 55 selected attributes. This reduced attribute 

matrix for the evaluation data set is denoted as X2cvoiR • 
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Since the initial weights generated for network training ar d iff! r nt a h tim . 

the classification accuracy resulted will also be different ea h til11 . Thu. 10 

CPS classifiers are generated using the input data set X~II' 'I and c
2 

) a training 

data. Each of these 100 CPS classifiers is then tested u ing the e\ aluati n data 

set (X 2 eI'CI/ and c2cI'CI/) as testing data. Consequently, the actual cia iti ati n 
1/ 

accuracies of the 100 CPS classifiers are: 39 classifiers achie ed 7 -% a ura ) 

(2 m isclassifications), 52 classifiers achieved 87.5% accura ) ( I 

misclassification), and 9 classifiers achieved 100% a ura \ (no 

misclassification). The average of these 1000 accuraci '.7:'00. Til 

distribution of these accuracies is illustrated in Figure 6-3. 
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Figure 6-3: Classification accuracies of the 100 P cia ifier 

In order to evaluate the impact of the data reduction tep on cia ift ati n 

performance, P classifier ar generated u ing the original attribut matri . 

( X 211 's ) that contain 294 in tead f 55 attribute . Du t til rand 111 initial 

wight ff! t 10 P cia ift r ar generat d, and a h d Ll ing til 

aluati n data t ( "1.,'''1/ and c 2n'~1 ) a te ting data. Th 10 In i1l 'ati n 

a curu r ult d are : 4 la a hi \ d 7 -0 _ 0 ... c LI r~ ) t-

ml la ati n ), 4 la iii 7. -0/0 a ura ) 1 1111'" la ~11i ,HI )tl). 

and ~ la . i tl r a hi v d 10 %a lIr C) " IIlc<1ti)Jl . The a\ erl.l!.!t: or 
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these 10 accuracies is therefore 85%. The distribution of these 10 accura ies i 

illustrated in Figure 6-4. These 10 classification accuracies are imilar to tho 

resulted using the reduced attribute matrix (X 2lI'SR ) in \ h ich the accura I 

ranged from 75% to 100%, with a majority achieving 75% or 87.5%. 
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Figure 6-4: Classification accuracy of the 10 CP classifier 
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CHAPTER SEVEN 

DISCUSSION & CONCLUSIONS 

7.1 DISCUSSION 

University Technology Transfer contributes significantly to varIOUS parties 

including academics, private companies, consumers and the economy. Despite a 

long history dating back to the beginning of modern universities. it has only been 

heavily promoted by Governments since the 1980s. Led by the L1nited States. 

universities all over the world are increasingly establishing university technology 

transfer offices to maximise the return generated from University Technology 

Transfer activities. Simultaneously. research literature dedicated to improving 

the understanding and productivity of university technology transfer offices has 

burgeoned. Nonetheless, while University Technology Transfer has proven to be 

a source of lucrative income for a minority of uni\ersities. most of their 

counterparts are still struggling to break e\en as they fail to locate \\mnmg 

inventions from their portfolios. Despite the \\idely acknowledged importance 

of invention assessment for project selection. \ery little research has I(x:used on 

its current practices or formal invention assessment methods. 

The literature review performed here found that little has been done regarding 

formal invention assessment methods. The usual approach was to identity the 

critical factors atTecting the tinal technology transfer outcome through qualitati\ e 

methods. such as intervie\\ s. and/or apply latent \ariable models to anal) "e the 

correlation and the potential pn:dictin: power of these (ritical factors. DUl' to the 
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lack of non-intuitive invention assessment methods in the University Technology 
~-

Transfer domain, studies from two other domains have been reviewed. Namely. 

studies regarding the use of evaluative bibliometric indicators for the research 

proposal selection process from the Science and Research Assessment domain . 
and quantitative financial classification applications for investment option 

selection or outcome prediction purposes. Analogous to the invention selection 

task in University Technology Transfer, research proposal selection and 

investment option selection/outcome prediction also involve a high degree of 

uncertainty. While intu itive assessment remains as the chief method. quantitative 

methods like evaluative bibliometric indicators and financial classification 

applications have been used to achieve better performance and more informed 

assessments in the Science and Research Assessment and financial sectors. In 

particular, it was found that the financial sector went through a stage which was 

similar to the current situation in University Technology Transfer, where risky 

investment decisions were based solely on intuitive assessment using critical 

factors. Nowadays, classification applications making use of quantitative 

financial indicators, and the knowledge from qualitative critical factors have 

been widely adopted in the financial sector. and are producing promising results. 

This research therefore assumes that predictive classification applications, 

making use of evaluative bibliometric indicators and critical factors, can lead to 

fruitful results when used for invention assessment. 

During the review of critical-factor studies for invention assessment, inconsistent 

findings regarding a subset of critical factors were frequently located. The 

inconsistency was caused by various studies using data provided by different 

technology transfer offices. This research therefore assumes that a subset of 

critical factors are non-transferable among universities, and can only be 

identified based on a university's own invention data. The notion of non­

transferable critical factors is also compatible with the general understanding of 

invention assessment as a process which can only be learned through 

accumulative experience, and can not be taught. This compatibility further 

supports the assumption that classification applications may be fruitful tor 

invention assessment, as supervised classification algorithms. such as decision 
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tree induction or neural networks, also share this self-learning proposition, in that 

these algorithms develop classification rules through learning from past cases. 

Simultaneously, a subset of critical factors was consistently supported by studies 

using different office data. This implied that in addition to the subset of non­

transferable critical factors, there exists another subset of critical factors that is 

transferable among universities despite the use of different data. These 

transferable critical factors therefore represent potentially important predictor 

variables that can be used commonly by different universities for invention 

outcome prediction purposes. This research therefore assumes that the predictor 

variables used for invention outcome prediction can be derived from both 

transferable and non-transferable critical factors. Particularly, transferable 

critical factors can be learned from others, such as through research I iterature or 

experts, non-transferable critical factors can be learned from an office's own 

historical data. 

Based on the above assumption, a prototype CPS based on decision tree 

induction was developed in Chapter Three. The predictor variables specified by 

the prototype CPS consisted of: 1) invention attributes based on critical factors 

suggested in University Technology Transfer literature, and 2) existing invention 

attributes available from an office's database. The dependent variable was the 

final outcome class of an invention. The prototype CPS comprised of six steps. 

They start from input data set specification, candidate classifier generation, to the 

generation of the prototype CPS classifier. 

Based on a data source, an input data set containing 23 invention cases is 

obtained. Following the steps of the prototype CPS, 60 candidate classifiers 

were generated. Most of the candidate classifiers achieved satisfactory 

classification accuracy, at an average of 660/0. However, the individual 

classification accuracies of the candidate classifiers ranged from 48% to 78%. 

The low end of the range showed that the prediction accuracies of certain 

classifiers were unacceptably low. Nonetheless. this supports the design of the 

prototype CPS. in which it generated a number of candidate classifiers in order to 
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arrive at the optimum parameter values to be used for the generation of the 

prototype CPS classifier. Among the 60 candidate classifiers, the best one 

accurately predicted the class labels in 18 out of 23 cases, which is equivalent to 

an accuracy rate of 78%. This candidate classifier used only 5 predictor 

variables to compute the class labels. These 5 variables all belonged to . Month 

12' and 4 of them were similar to the transferable critical factors identified in the 

literature review. The prototype CPS classifier was therefore generated based on 

the definitions of the best candidate classifier, and is estimated to have an 

accuracy of 78%. 

However, due to the use of the adaptive boosting technique, each tree classifier 

resulted would be comprised of several micro-classifiers. Consequently, the 

prototype CPS classifier comprised of 13 micro-classifiers, with each generally 

consisting of merely two nodes. Meaning that only two attributes were used at a 

time to arrive at decisions, such classification logic is unlikely to be correct. In 

view of the achievements and limitations of the prototype CPS, it is believed that 

although the prototype CPS classifier seemed to be capable of providing 

reasonably accurate predictions, it requires significant improvements. 

In order to improve the design of the final CPS, three surveys were carried out in 

Chapter Four. Namely, the invention disclosure form survey, the questionnaire 

survey, and the interview survey. The first two surveys identified a list of 

potential attributes for invention assessment purposes, based on the important 

invention attributes requested in the invention disclosure forms of about 30 

universities. These attributes were then added to the list of potentially predictive 

attributes proposed by the final CPS as potential predictor variables. The 

interview survey investigated the intuitive invention assessment process. in doing 

so it captured several insightful findings, which were then incorporated into the 

design of the final CPS. 

Based on the findings derived from the interview survey, it was found that the 

process of invention assessment was not evenly applicable to different invention 

projects, and was largely dependent on the stage of commercialisation 
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development. Most practitioners surveyed also admitted that the perceived status 

and/or the perceived scientific capability of the inventor, affected the rigor of the 

invention assessment process. This research therefore proposed that evaluative 

bibliometric indicators reflecting a researchers' scientific capability (such as 

publication counts and patent citations) may serve as good candidates of 

predictor variables for invention assessment purposes. Moreover. the 

interviewees explained that multiple rounds of assessment were often conducted 

at critical points in time structured around the patent expenses schedule, 

including points in time like 'Month 0', 'Month 12', 'Month 30'. In light of the 

reliance on perceived status/scientific capability of inventors, and the use of the 

patent expenses schedule to structure assessment rounds, relevant bibliometric 

indicators were added to the list of potentially predictive attributes proposed by 

the CPS as potential predictive variables, and those critical points in time \\ ere 

set to be the data collection points for the CPS. 

Furthermore, it is found that the invention attributes used by the interv ic\\ ecs for 

invention assessment were often quantitatively or categorically measurable and 

non-technical. Examples of these attributes are 'number of years of research 

experience', 'the number of patents owned by the inventor', and 'the number of 

prior arts identified'. The interviewees also expressed that they often do not/are 

not able to judge qualitative and technical attributes such as '\\ hat the invention 

is' and 'the advantage of the invention over the current method', as thc) do not 

possess more expertise than the inventors regarding the imention field. Because 

of this, only quantifiable and non-technical invention attributes \\ere retained 

from the list of attributes proposed by the CPS. Moreover. based on the 

interview survey, it is found that the scoring system lIsed by the managers for 

invention assessment can be expressed as a function of \\ eighted attributes. 

Consequently, the multi-layer backpropagation neural net\\ orks method was 

chosen for the CPS, due to its classification mechanism of weighted attributes. its 

universal function approximation ability, and its prlnen classification 

performance against other methods in many real-\vorld problems. 
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Based on a data source, 294 invention attributes for 55 cases were collected. 

From which 47 out of the 55 cases were used as the input data set for the CPS. 

and the remaining 8 cases were reserved as evaluation data set. Following other 

steps of the CPS, 5000 candidate classifiers were generated using 5 training 

algorithms. These candidate classifiers were generated and tested using the input 

data set for the CPS. The average classification accuracy (which is an average of 

the classification accuracies of 1000 candidate classifiers, each based on unseen 

cases) achieved by each of the 5 training algorithms was satisfactory. ranging 

from 67% to 76%. Removing the Levenberg-Marquardt algorithm (whose 

average classification accuracy was 67%), the remaining 4 training algorithms 

achieved similar average classification accuracies ranging from 72% to 76%. 

This demonstrated that the CPS is capable of producing candidate classifiers that 

give stable and reasonably accurate classification performances. 

Among the remaining 4 training algorithms, resilient backpropagation achieved 

the highest average classification accuracy, at 76%. Adaptive learning rate 

backpropagation, conjugate gradient (Fletcher-Reeves), and conjugate gradient 

(Polak-Ribi~~) produced average classification accuracies of 72%, 73% and 

72% respectively. Additionally, resilient backpropagation also produced the 

most consistent performance. Among the 1000 candidate classifiers generated 

using resilient backpropagation, 968 of them achieved classification accuracies 

within the range of 70% to 80%, and the accuracies of the remaining 32 

classifiers ranged from 800/0 to 90%. The 4000 (4 x 1000) candidate classifiers 

produced using the 4 other training algorithms achieved classification accuracies 

falling within the range of 40% to 90%. This showed that the candidate classifier 

generated using the resilient backpropagation training algorithm achieves the 

maximum prediction accuracy. The CPS classifier was therefore generated using 

resilient backpropagation, utilising the whole input data set (47 cases) as training 

data, its classification accuracy was estimated as 76%. 

Although the CPS is estimated to have a classification accuracy of 76%. this 

accuracy is based on the candidate classifier's classification performance. The 

actual classification performance of the CPS had not yet been tested. Moreover. 
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though the candidate classifiers' classification accuracies \\ ere based on unseen 

testing data, the testing data was not necessarily comprised of younger cases than 

the training data, due to the randomisation operation of the CPS. In order to test 

the actual classification accuracy of the CPS using ne\\ imention LaSe~. the 

evaluation data set (the 8 of the 55 cases) would now be used as the testing data. 

in order to derive the actual classification accuracy of the CPS classifier. 

Due to the use of random initial weights by neural net\\orks, 100 CPS c lassi fiers 

were generated using the input data set (47 cases) as training data. Each of these 

100 CPS classifiers is tested using the evaluation data set (8 cases) as the testing 

data. Consequently, the actual classification accuracy achieved by each of these 

100 classifiers ranged from 75% to 100%, with an average of83.75%. Based un 

the actual classification accuracy, and the fact that the class data is measured by 

the monetary return generated, it was demonstrated that the CPS is capable of 

predicting an invention's likely future monetary return. 

In addition, the number of predictor variables was reduced from 29.+ to 55 by the 

data reduction step of the CPS. In order to evaluate the effect of the data 

reduction step on the CPS's classification accuracy, 10 CPS classifiers \\ ere 

generated using the same settings, except that they used the original input data 

(with 294 variables), rather than the reduced input data set (with 55 variables) as 

training data. The actual classification accuracies of these 10 classifiers ranged 

from 75% to 100%, with an average of 85%. As sho\\n, the accuracies achieved 

by the classifiers based on the original and reduced input data set are \er: 

similar. Therefore it can be said that the data reduction step has successfull: 

captured the most discriminative predictor variables, \\ithout sacrificing the 

prediction accuracy of the resultant classifier. 

The input data set collected consisted of 29.+ invention attributes stemming from 

the 7 categories. Although the data reduction step of the CPS reduced the full "l't 

(29.+ attributes) to a reduced set of 55 attributes, the relati\ e importance l)f each 

category is not clear. For example, although it appears that the number ()f 

fln'cn/or attributes (19 out of 55) is larger than that of £.\pL'I1SC attributes (5 out 
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of 55) in the reduced set, this does not necessarily mean that Inventor attributes 

are more important than the Expense attributes. There were many more Inventor 

attributes to choose from in the original input data set (110 Inventor attributes 

and 20 Expense attributes), so it was likely that the neural network would find a 

greater number of important Inventor attributes. In fact, as a percentage of the 

original number of attributes in a category, the network only found 17 % of 

Inventor attributes (19 out of 110) to be of importance, whilst it considered 25 % 

of the Expense attributes (5 out of 20) to be important. Therefore the proportion 

of attributes from each category within the reduced set should not be considered 

to represent the importance of the category. It should also be noted that the 

weight values assigned by the neural network will bias the importance of each 

attribute. Therefore, the relative importance of attributes or attribute categories 

has not been resolved due to the black box mechanism of neural networks. 

The research design adopted in this thesis is iterative with respect to achieving 

the research aim. It is based on a cyclic process of prototyping, testing, 

analysing, and refining a system in progress. Through this iterative approach, 

surveys with practising technology transfer offices were conducted for the 

purpose of informing and improving the design of the CPS, as iterations of 

system design were implemented. By means of the iterative design process, new 

and unexpected findings emerged directly from both system implementation and 

evaluation. As the design of the CPS evolved, it defined and redefined the 

assumptions about the invention assessment process and the underlying 

distribution model where the system is based upon. This iterative research 

approach is radically different from the hypothesis testing/developing approach 

adopted by the majority of the domain literature. While the former generates and 

capitalises on intermediate findings, the latter stops at the generation of 

immediate findings. Due to the high level of uncertainty and unknown involved 

in the domain of university technology transfer, and the fact that actual system 

performance cannot be completely predicted in advance, iterative research 

process is therefore imperative for guiding modelling decisions and system 

optimisation. Consequently, the CPS was developed through an ongoing 

dialogue between the researcher, the problem domain. and the invention cases. 
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Nevertheless, no observational study regarding human-machine interaction was 

conducted in the current research, due to the limited availability of invention 

assessment practitioners. Such study could be useful as it might reveal important 

conflict issues which were not possible to be addressed, given the constraints 

faced by this research. 

Finally, several limitations have been found with this research. The interview 

survey in Chapter Four generated valuable findings, but also highlighted some of 

the limitations inherent in qualitative methods, including interviewer bias, and 

small sample size (only 7 technology transfer offices agreed to be interviewed). 

Furthermore, the task given to the classifiers in this research is a binary 

classification task, in which classifier predicts invention cases to be either a 

'success' or 'failure'. While the classifiers achieved high levels of accuracy for 

the binary classification task, it was not clear if the accuracy level could be 

maintained when more than two classes were used. Nonetheless, binary 

classification is one of the most important classification arrangements, as it is 

commonly adopted in many imperative investment systems in the financial 

sector. Typical applications include corporate bankruptcy prediction and credit 

risk evaluation. 

In addition, the input data sets for both the prototype CPS and the final CPS were 

largely generated by manual codification of hard copies of documents into 

numeric data, due to the lack of electronic data from the data source. When 

certain data needed by the CPS was missing from the hard copies, it was not 

clear whether the information was really missing or merely did not exist. This 

problem caused the discarding of a subset of potentially important invention 

attributes, and may also have had an impact on the classification accuracies of 

the resultant classifiers. 

Finally, a major barrier to this research has been the shortage of data sources. 

When locating sources for data collection, it was found that universities were 

extremely reluctant in sharing their information due to the issue of 
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confidentiality. Consequently. only one university agreed to provide invention 

information. This constituted a major limitation to the research, as all the input 

data sets were based on the information from one university. Nonetheless. \\ hile 

multiple data sources would be ideal, it is good that this research obtained 

genuine invention data rather than using computer generated data like much 

other research. 

This research has contributed to the existing knowledge in the Universit) 

Technology Transfer domain, filling some of the gaps. First of all. this research 

investigated the invention assessment process, \\hich \\as one of the least 

researched areas in the University Technology Transfer domain. In addition, 

while literature investigating critical factors or indicators for Uni\'ersity 

Technology Transfer purposes abound, very little has been done to test their 

predictive power or develop formal systems to capitalise on the findings. This 

research empirically tested the proposed factors, and established the CPS to make 

use of these factors. These contributions stem from the inter-disciplinary nature 

of the research. The research demonstrated that standard practices within the 

quantitative classification discipline. can be joined together. and be fruitfully 

applied to the University Technology Transfer domain. As such, the otten 

intuitively handled invention assessment task is tackled quantitatively by means 

of the CPS. 

7.2 CONCLUSIONS 

The aim of this research \\as to develop a Commercial Outcome Prediction 

System (CPS) that can be used by individual technology-transfer offices. The 

method was based on the utilisation of data from past in\'ention cases. The 

conclusions of the research can be summarised as follows: 

• The CPS is a s\ stem which predicts the likely nll)netary return (success or 

failure) that \\oldd be generated by an invention. 
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• A list of potentially predictive attributes has been developed based on the 

background surveys conducted in this research. This list. although not 

exhaustive, is suggested to have covered important imention attributes 

for invention assessment purposes. 

• Attributes to be recorded in the attribute matrix should include as much 

case data as possible, based on the list of potentially predicti\l~ attributes. 

and any other data available. An excess of data is not a problem. as the 

data reduction step of the CPS reduces the number of attributes b\ 

identifying the discriminative attributes. 

• The classification accuracies remained almost unchanged after the data 

reduction step of the CPS, showing that the data reduction step 

successfully captured the most discriminative predictor variables. without 

sacrificing the prediction accuracy of the resultant classifier. 

• Based on the available data, the 5 training algorithms employed by the 

CPS achieved stable and accurate classification performances. \\ith 

prediction accuracies ranging from 67% to 76%. 

• Among the 5 training algorithms, candidate classifiers based on the 

resilient backpropagation method. gave the highest classification 

accuracies and the most consistent performance. 

• 

• 

The actual classification accuracy of the CPS ranged from 75% to 100°0. 

with an average of 83.75%. This demonstrated the potential of the CPS 

to predict an invention's likely future monetary return. 

Due to the black box mechanism of neural net\\ l)rks. the relative 

importance of \arious attributes has not been fully reSl)" ed. 
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• A limitation of this research was the small size of the input data set. 

However, this problem would be alleviated as the user technoloo\ 
b. 

transfer office adds more data over time. A larger input data set is also 

likely to result in a more accurate prediction system. 

7.3 FURTHER WORK 

The primary aim of developing the Commercial Outcome Prediction System (the 

CPS) has been realised. However. there are further refinements that could be 

achieved in various areas, which are presented below. 

First of all, the classification results achieved by the CPS are based on one data 

source. Applying the CPS to other data sources \\ould demonstrate any 

limitations that have not been found, due to this limited data source. 

Although varIOUS surveys were performed to extract the knowledge of the 

technology-transfer experts, applying similar studies to a \\ider sample of 

universities may generate new insights. In addition. particular attention should 

be paid to investigating how invention attributes adopted by the experts are 

measured during the intuitive invention assessment process. 

While this research has covered an enormous number of invention attributes. 

there are two more sources of attributes that might be worth examining. The first 

one is the UKSIC system (UK Standard Industrial Classification of I cl1nomic 

Activities), which could be studied \\ith regard to the patent classification 

systems used by patent offices. The second source could be the generation of 

invcntion attributes by applying text mining technologies to patent docLiments 

and published papers. This may capture some of critical qualitati\ e hlctors I~)I" 

invention assessment. 
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Data collection in the current research \\as done manually, Further work could 

be done on developing efficient data acquisition tools to generate attribute 

matrices from technology transfer offices' existing databases., ,\n automatic case 

update function that regularly updates the existing attribute matrices with nc\\ 

invention cases would be a useful feature in such soft,,'are, 

Despite the good prediction performance of neural networks. the fundamental 

'black box' problem still applies. This hinders the use/de\e\opment of s) stems 

involving neural networks. Possible areas to further the research in this area 

include: the evaluation of derivatives bet\\een the input and output: the 

development of simplified network to ease interpretation: and the dc\elopment of 

rule discovery during each learning cycle, 

Finally, post-assessment functions would be useful to enhance the understanding 

of the causes of the invention outcomes. For instance. attribute-category 

insertion or extraction functions could be developed. to estimate the impact of 

attribute-categories on the predicted result. Or a particular category of attributes 

could be isolated in order to analvse its effect. The addition of knO\\led~e-- ~ 

management functions would also be desirable. Possible knowledge derived 

from invention prediction systems includes the change of critical-imention­

attributes/prediction rules, invention case properties. and prediction performance 

over time. Knowledge-management functions could include the capture. 

recording, analysis, and visualisation of this knowledge over time. 
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Appendix 

APPENDIX 

A1.I: A Sample Invention Evaluation Form Developed by AURIL 

Note: This form is extracted from AURIL (2003a). 

DISCLOSURE EV ALUA TION FORM 

Project Name ........................................ ·· ..... ··························· 0 0 0 •• 

IP PROTECTION 

IPR, Novelty, Inventive Step, 

Claims 

MARKET SIZE 

Customers with money 

INVENTOR SUPPORT 

Experience, contribution, 

Enthusiasm 

MARKI:IIMPACT 

URGENCY 

Imminent disclosure 

(: l'S = I: no = 10) 

TIMLS( 0 .. \1.1: 

SCORE WEIGHTING I ()T/\L 

5 

5 
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TLO EXPERIENCE IN FIELD 

Agency support, 

deputise inventor, 

precedents 

TOTAL 

Additional Information; 

(70) 

237 

(200) 

High = Good 

..................................................................................................................... 

..................................................................................................................... 

Patent Search; 

..................................................................................................................... 

..................................................................................................................... 

Market Research; 

..................................................................................................................... 

...................................................................................................................... 
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A4.1: The 127 Attributes Located from 16 Invention Disclosure Forms 

Due diligence 

1. Working title of the invention 

2. Inventor's name 

3. Whether the invention is related to the university's work 

4. The period of research relevant to the creation of the invention 

5. During the period, whether the inventor was a salaried employee of 

the university (if so, which department), was employed by others (if 

so, what is the employer's name and contact), or was a student (if so. 

which university and what is the supervisor's name) 

6. Source of funding lead to the invention: source, period. reference 

number (such as grant number), name of the principal investigator 

7. If there was no contract or grant, was there a significant use of 

university funds or facilities 

238 

8. Whether any background (pre-existing) information was used as a 

basis for the invention, if yes, who owns and who funded the research 

led to the background information 

9. Relevant documents regarding the background information 

10. Whether the details of such research had been publicised. in oral or 

written forms (if so, what are the details) 

11. Source of in-kind support led to the invention during the period 

12. Whether the invention was linked with any contracts or agreement 

not cited above, including past, present or agreements undergoing 

negotiation 

13. Whether there any material used is subject to MTA (material transfer 

agreements), if so, attach the MTA 

14. Whether any novel materials with other organisations ha\l~ bet:n 

shared 

15. Whether any new material has been made 

16. Whether the ere-lox technology was used 

17. \\'I1t~ther any bio material from human has been used (if so whether 
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ethical consents have been obtained, and must provide document 

proof) 

18. Individuals who made identifiable active contribution: name and 

contact 

19. Signature and date 

Income distribution 

20. Patent application number. patent title (if known) 

21. Each contributor's name, share percentage. as an inventor or 

contributor (contributors refer to those who are not, under the patent 

law, formally recognised as inventors but had significant and 

identifiable contribution), signature. date 

22. Details of each contributors: name, title. national insurance number. 

email, address, nationality. whether the person is a university 

employee. date of birth, signature, date 

Invention record 

23. Any relevant documents for the invention 

24. Contact person 

25. Research and development staff 

26. Date / date received by the technology transfer office 

27. Descriptive title 

28. Forms of intellectual property (such as patents. trade marks. and so 

on) 

29. Name. address/email of contributors 

30. Name, address/email of inventors 

31. Name of non-university staff inventors 

32. The first recorded date of invention 

33. Date of the employment commencement with the university 

34. Types of invention: a process, a composite of matter. a dev ice 

35. Whether the invention is a nc\\ use or an improvement h) an c:\isting 

product/proccss 

36. Type of research: basic. applied, product developmcllt 

37. Stage of research: idea. proof of concept. prototype 
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38. Whether there is a prototype. or whether the invention is available for 

demonstration 

39. Whether further development is needed for the invention (if so. \\ hat 

is the funding requirement and what is the funding secured so far) 

40. Field of invention (i.e. area/field in which the invention has 

application) 

41. Reason and objective for undertaking the research 

42. Invention description 

43. Non-confidential version of invention description 

44. Relevant documents for detailed invention description (such as 

drawing, papers) 

45. Whether the inventor/contact person had been in touch with a 

member of the technology transfer office (if so, who and when) 

46. Description of the disclosure information 

47. Who, and how many people will disclose the information 

48. How and why the invention works 

49. What is new about it 

50. What is the publicly known current solution to the problem 

51. Disadvantage of current solution 

52. How does it improve the present situation/ advantage of the invention 

over the existing solution to the problem 

53. What is the added value of the invention 

54. What is the disadvantage of the invention, and can they be and ho\\ to 

overcome them 

55. Whether the invention is compatible with existing products (such as 

Window), if yes state how and \\hich existing product 

56. Whether there exists any standardisation for this type of product, if 

yes how this invention meets the standards 

57. Uses/application of the imcntion 

58. Other applications outside the inventor/contact person's O\\n spc(ial 

interests 

59. \\'hether the il1\l'ntor/contact person had read the instruction aruut 
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prior art 

60. Whether a prior art search had been done 

61. When was the prior art search done 

62. Details of the prior arts 

63. Whether the invention has been tested in laboratory or has been used 

(if so, give details) 

64. When and where the invention was first conceived 

65. Sites where research was conducted led to the invention 

66. Any signed and dated laboratory records about the date and origin of 

the invention 

67. Who the inventor/contact person first told about the invention 

68. Details of different types of disclosure (such as journal, thesis. 

internet): date, planned date, any written disclosure 

69. Planned date of future disclosure 

70. The first disclosure date 

71. When did you first describe the invention in writing 

72. Has anything relevant to the invention been published, verball: or in 

writing (if so when and what) 

73. Has anything been disclosed, fully/partially. verball: in writing/by 

demo, to any other parties 

74. The employer of each inventor 

75. Was any part of the invention made under a contract, or under 

support by third parties - if yes, attach a copy of the agreement 

76. Head of department comments - signed and dated 

77. Form is signed and dated by every inventor 

Spinout 

78. Company / project name 

79. Names of the researchers and department involved 

80. Document date 

81 . Target investment date 

82. Product or service type 

83. Product / service: short, medium or long term 

241 
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84. Location of product development / manufacture 

85. Market 

86. Any current commercial interest? 

87. List of potentially interested firms: company name. contact. address 

and telephone number 

88. Any potential commercial opportunities 

89. List the potentially interested industries 

90. Ifhave already contacted them, provide contact information 

91. Target market size 

92. Is the market growing, static or declining? 

93. How commercially valuable do you rate your own invention 

94. Existing commercial applications (i.e. uses/application, 

manufacturers, license agreements) 

95. Will the invention replace current marketed product or be entirely 

new 

242 

96. Could existing technology be improved to compete with the invention 

97. How does the market cope without your invention - \\hat technolog: 

is used instead? 

98. List the potential competitors' products or inventions 

99. Is statutory approval required before product sale? 

100. Route to market (i.e. how will it be sold) 

101. Which countries is the product likely to be used in? 

102. Any current activity regarding this invention? (R&D activity / 

exploitation activity) 

103. Is the invention relevant to the market place 

104. Business projection 

105. Expected sales, margin, overheads. cash requirement for first fe\\ 

years 

106. Employees required'? (give details) 

107. Name of expected employees. full time or part time 

108. Who is performing the R&D 

109. Sales and marketing plans 
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110. Finance plan 

111. Management plan 

112. Names of the directors and company secretary 

113. Names oflawyers. accountants and bankers 

Intellectual Property 

114. What existing university intellectual property will be needed 

115. What is the cash evaluation of the intellectual property 

116. Total cash investment by third parties 

117. What equity is offered to the university and the investors 

Risk 

118. What are the major sources of risk and uncertainty? (e.g. technical 

risk, academic competition, commercial competition. management 

risk) 

Expertise 

119. Describe the basis of the science 

120. Describe the experience of the scientists involved 

121. Describe the likely developments in the field 

122. Describe the intellectual property and how it wi II be used by the 

spinout company 

Contract with University 

123. Will the spinout replace the contract with the university, if yes give 

details 

124. Is this agreed 

125. Will royalty payments be involved 

126. Name, date of the author 

127. Any other information that is relevant 
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A4.2: A Copy of the Questionnaire Used in the Questionnaire Suney 

Survey questionnaire regarding the Invention Disclosure fonns 

I. Does your organisation have an Invention Disclosure form or a similar 

form for inventors to disclose the details of their inventions? 

DYes DNo 

2. In which year was the Invention Disclosure form introduced in your 

organisation? __ 

3. Apart from the use ofthe Invention Disclosure form, are any of the 

following used as inputs for initial invention assessment? 

D Face-to-face meetings D Presentations 0 Other, please 

specify: __ 

4. Is it a strict requirement to have the Invention Disclosure form completed 

before a patent application can be filed by an employee of your 

organisation? 

DYes DNo 

5. Is it a strict requirement to have the ownership of the invention assigned 

to the university before a patent application can be filed? 

DYes DNo 

6. Is the Invention Disclosure form available for download from the 

university website? 

DYes DNo 



Appendix 

7. Does your organisation have an Online Invention Disclosure system that 

allows inventors to submit the Invention Disclosure form online? 

DYes DNo 

8. Is the following information required in the Invention Disclosure form'? 

D Inventor's publication record D Inventor's agreed share of 

Income 

9. Please tick if the following issues are addressed in the Invention 

Disclosure form. 

D The sources offunding/in-kind support for the research that led to this 

invention 

D Whether a patent search has been conducted 

D Whether future funding is secured for the forthcoming patent 

expenses 

D Invention description (Please tick if this includes D function of the 

invention, D stage of invention, D involvement of any other parties 

during the invention development process) 

D The list of any interested third parties that have contacted the 

inventors 

D The list of the potentially interested third parties that the inventors 

intend to contact 

D Plan for Licensing 

D Plan for setting up a spinout company 

D The estimated future cost (Please tick if this includes D patent 

expenses, D prototype development cost) 

D Whether market research has been conducted 

D The envisaged end products 

D The list of potentially competing products currentl} in the market 

D Non-confidential summary of the invcntion 

10. Please tick if any of the following instructional dlll,:ulllents are <1\ ailahk 

to assist tilling out the Imcntion Disclosure form. 
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o Overview of the University's Patent Protection and Licensing 

Processes 

o Guidelines for information to be included in different sections of the 

Invention Disclosure form 

o Determining inventorship 

11. Please tick if any of the following is/are used to archive the Invention 

Disclosure forms. 

o Database created using Microsoft Access 

o Database created using Microsoft Excel 

o Database created by other software, please name: __ 

o Other information system, please name: __ 

o Filing the hard copies of Invention Disclosure forms 

12. How many employees are there in your technology transfer office? 
--

13. Please tick if any ofthe following is/are applicable to your organisation. 

o The university always pays for informal British patent applications 

from a central patent fund * . 
o The university always pays for formal British patent applications from 

a central patent fund. 

o The university assesses on a case-by-case basis to consider paying for 

any patent applications from a central patent fund 

o The university does not pay for any patent applications from a central 

patent fund. 

o The university pays for patent applications through channels other 

than a central patent fund, please specify ____ _ 

o The university shares the patent costs "ith academic 

schools/departments on a __ / __ (c.g. ~() ~()) basis. 

* The central patent fund refers to thl' budget allocated t\) patent c:\pen .... cs 

and is managed 11) a ccntral bod) such as the lL'chnology tran"fer {,llice. 
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AS.1: Innovation Evaluation Form 

Disclaimer: It should be noted that this form does not represent an exhaustive list of information 

dimensions, but a suggested list based of the findings of the current research. 

Innovation Evaluation Form 

Today's date: .............................................................................. . 

Short title of the invention: .............................................................. . 

Major area of discipline: ................................................................. . 

Name and contact details of the lead inventor: ........................................... . 

Non-confidential summary of the invention: .......................................... . 

Inventor information 

Details of each inventor, in terms of the following dimensions: 

• Name and contact details 

• The level of contribution towards the invention 

• Historical employment details, including period and employer 

• Historical technical experience, including funding source, outcome, 

period, and reference 

• Historical business experience, including funding source, outcome, 

period, and reference 

• Historical achievements, including publications, awards, and grants 

Details o.l('(fch contributor in terms ojthefirst two dimensions listed ahm'c. 

Market information 

• Contact details of potentially interested firms 

• Details of current commercial acti\'itics. such as I iccncc ncgotiatilm 

• Target market si/c 
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• Whether the market is growing, static, or declining 

• Details of any market research conducted 

• The commercial value of the invention rated by external bodies 

• The commercial value of the invention rated by each inventor 

• Details of potential competitor's, including the products and their market 

shares 

• The countries where the invention is likely to be used in 

• Plans regarding the route to market 

• Names, contacts, and employment status of any marketing personnel 

Technical information 

• Types of invention, such as: a process, a software, a device, etc 

• Developmental stage: proven design made using manufacturing tooling, 

proven final design, optimisation by prototype variation, prototype, proof 

of concept, early stage 

• The publicly known current solution to the problem 

• Whether the invention is a new use or an improvement to an e:\isting 

product/process 

• Type of research leading to the invention: basic, applied, product 

development 

• Details of current developmental activities 

• Whether there exists any standardisation for this type of product, if yes 

how this invention meets the standards 

• 
• 
• 
• 
• 
• 

References of relevant technical publications 

Requirements of further development 

Details of prior art 

Details of prior art searches, including the dates and the "ear-eh persl)nnel 

Names of the academic departments ill\oheu 

Names, contacts, and employment status of any research personnel 

Financial information 

• Details of future funding plan 
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• Funding secured 

• The level of expenses incurred so far 

• Contact details of potential investors 

• Names, contacts, and employment status of any financial personnel 

Support information 

• Source of funding leading to the invention: source, period. reference 

• Names, contacts, and employment status of any management personnel 

• Source of risk regarding the change of any personnel relevant to the 

invention 
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