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Chapter

Cognitive Dynamic System for AC
State Estimation and Cyber-Attack
Detection in Smart Grid

Mohammad Irshaad Oozeer and Simon Haykin

Abstract

The work presented in this chapter is an extension of our previous research of
bringing together the Cognitive Dynamic System (CDS) and the Smart Grid (SG)
by focusing on AC state estimation and Cyber-Attack detection. Under the AC
power flow model, state estimation is complex and computationally expensive as it
relies on iterative procedures. On the other hand, the False Data Injection (FDI)
attacks are a new category of cyber-attacks targeting the SG that can bypass the
current bad data detection techniques in the SG. Due to the complexity of the
nonlinear system involved, the amount of published works on AC based FDI attacks
have been fewer compared to their DC counterpart. Here, we will demonstrate how
the entropic state, which is the objective function of the CDS, can be used as a
metric to monitor the grid’s health and detect FDI attacks. The CDS, acting as the
supervisor of the system, improves the entropic state on a cycle to cycle basis by
dynamically optimizing the state estimation process through the reconfiguration of
the weights of the sensors in the network. In order to showcase performance of this
new structure, computer simulations are carried out on the IEEE 14-bus system for
optimal state estimation and FDI attack detection.

Keywords: false data injection, cognitive dynamic systems, cognitive control,
AC state estimation, smart grid

1. Introduction

The Cognitive Dynamic System (CDS) is an organized physical model and
research tool that is based on certain features of the brain. Following its first
introduction in [1], it was later expanded in [2] leading to its first applications in
cognitive radio [3] and cognitive radar [4]. Since then, CDS has progressed enor-
mously to give rise to Cognitive Control (CC) [5] and Cognitive Risk Control (CRC)
[6] as two of its particular functions. Using those principles, the CDS was first
merged in [7] with the Smart Grid (SG) to form a new structure, based on the DC
state estimation model, that shows tremendous potential for handling the possible
problems that the SG will be facing in the near future. Furthermore, in [8], the
construct presented in [7] was expanded to include a more complex CRC that is
closer to the brain. In that paper, it was proven how this new approach can to be
used to mitigate the problem of cyber-attack in the SG. From a neuroscience per-
spective, the CDS is founded on Fuster’s paradigm of cognition comprising of the
following five principles: perception-action cycle (PAC), memory, attention,
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intelligence and language [9]. In its simplest form, the CDS is built on two main
components: the perceptor, on one side, and the executive on the other with the
feedback channel uniting them together. In [7], it was shown that the integration of
the over-arching function of CDS, CC, with the SG, is well adapted for slowly
progressing cyber-physical systems. In this chapter, the construct presented in [7],
where the DC-estimation model was involved, will be re-engineered to be able to
carry out AC state estimation optimally and also be able to detect cyber-attacks. In
order to do so, the perceptor of the CDS will incorporate a generative model that
will allow it to sense and control the environment indirectly. Moreover, in order to
bring forward the cognitive ability of the CDS and make it compatible with the
current nonlinear state estimation in SG, the steps involved in the state estimation
process will be re-engineered in a novel way. It will also be shown how the entropic
state, which is the objective function of the CDS, will be instrumental in
implementing a control-sensing mechanism that is capable of identifying and han-
dling bad measurements. We will also show how this entropic state serves as the
basis for detecting False Data Injection attacks (FDI) in SG.

1.1 Smart grid

The next generation of engineering systems consisting of the Internet of Things
(IoT) and Cyber-physical systems (CPSs) are currently paving the way towards the
fourth industrial revolution [10]. As those systems are gradually occupying a more
prominent role in our daily lives, through applications in critical infrastructures
such as electrical power grids or transportation systems, the cyber-security aspects
of those systems will also grow in importance [11]. In the context of this chapter,
emphasis will be laid upon the SG and its most dangerous threat known as False
Data Injection (FDI) attacks. More specifically, compared to our previous research
where the DC model for state estimation was investigated [7], focus will be laid
upon on the AC model, which is more a realistic representation of the smart grid,
and the introduction the CDS for a new way of control and FDI attack detection.

Making use of all the new generation of sensing, monitoring and control strate-
gies, the SG is forecasted to be a more powerful entity than the traditional power
grid in many facets such as reliability and efficiency [12, 13]. In the SG, the Super-
visory Control and Data Acquisition systems (SCADA) is responsible for monitor-
ing and processing the main control actions by collecting meter measurements from
remote terminal units (RTUs) consisting of different field devices or sensors.
Through a process known as state estimation, those measurements are then
processed and analyzed for errors and inconsistencies after being transmitted to a
control center [14, 15]. The state variables that are calculated by this process usually
consist of the voltage magnitudes and angles of the different busses in the system
[16]. The measurements used for state estimation are the currents, real and reactive
power flows, power injections and voltage magnitudes and angles. In the DC model,
the state variables are the bus angles only while in the more complex AC model, the
voltage magnitudes and angles of the different busses in the network are estimated.
Weighted Least Squares (WLS), introduced by Schweppe [14], is the technique
used for the power system state estimation using those measurements. In order to
enhance the accuracy of the estimated states, another process, known as Bad Data
Identification, is carried out to remove bad measurements. Bad measurements are
erroneous measurement readings that will impact state estimation negatively. The
most commonly applied bad data identification techniques are the Chi-Squared
Tests and Largest Normalized Residual Test [15, 17]. Those statistical tests rely on
the residuals between the estimated states and the measurement residuals to iden-
tify the bad data. In the case of an FDI attack, bad data, which can bypass the
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previously mentioned tests, is introduced into the system such that the estimated
states can be modified stealthily. Those bad data are maliciously crafted offsets to
measurements that are injected to the sensor readings so as the state estimation
process is influenced in a particular way. Consequently, with the incorrect calcu-
lated states, bad control decisions will be applied.

Although FDI attacks have been a popular topic of research over the past years
[18], most of the works, e.g., in [10-13, 19], investigated the FDI attacks on the DC
model. Few works have been published on the AC model and those attacks [18, 20,
21]. Nevertheless, the DC model is just a simplified representation of the nonlinear
AC state estimation model. There are major differences between the two models
that could explain why the AC model has been unpopular. Firstly, in the nonlinear
state estimation model, the estimated states are obtained after undergoing itera-
tions, while in the DC model, those states are obtained in closed-form. Moreover,
the linear state estimation relies on active power flow analysis [16, 22, 23]. On the
other hand, the AC model uses both active and reactive power flow analysis. Fur-
thermore, the state variables in the DC model consist of the voltage angles only
while the states in the AC model consist of both the voltage angles and magnitudes.
Consequently, these differences raise the complexity and computational expense of
nonlinear state estimation as a topic of research when it comes to FDI attacks [24].
In fact, DC based FDI attacks can be detected by AC-based data detection tech-
niques [20]. Hence, since the AC model is commonly applied in power systems,
finding a way to detect these attacks and mitigating them under that environment is
going to be very important for the coming years.

1.2 Contribution and organization
The main contributions of this chapter can be summarized as follows:

i. The architectural architecture of the CDS, tailored for AC state estimation
and FDI attack detection in the SG, is presented. Compared to our earlier
work in [7], which was based on the DC model, we will show how that
construct can re-engineered with the goal of nonlinear state estimation and
computational efficiency in mind. Consequently, it will be shown how the
CDS allows for optimal state estimation with relatively less computations,
using the principles of cognition rooted in the brain.

ii. To expand on our previous research, the entropic state will be re-
introduced for two purposes namely; (1) it serves as a metric of the grid’s
health on a cycle to cycle basis and (2) it is used in the detection of FDI
attacks. The optimization of the entropic state is the goal of the cognitive
controller residing in the executive of the CDS. The latter does this by
selecting the most optimal actions that will maximize the available
information from one PAC to the next. Simulations are performed on the
IEEE 14-bus network to show the efficiency of this new approach using the
CDS. By learning which measurements to prioritize and which ones to
neglect, the CDS showcases a new way of control for bad data correction
and FDI attack detection with the SG being the topic of application.

The rest of this chapter is organized as follows: In Section 2, the basic concepts of
state estimation and data detection for the AC model will be presented and
contrasted. The mathematics of FDI attacks for this model will also be demon-
strated. Section 3 expands on the structure of the CDS for the SG. Since this research
is an extension of [7], the material presented in that paper will be re-engineered for
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this new application. In the context of the CDS, the SG is considered as the envi-
ronment with which it interacts. Section 4 gives a discussion on the application and
simulation results of this approach on the IEEE 14-bus network. It will be shown
how this new structure is able to handle the two problems of bad data detection and
FDI attack detection simultaneously. Finally, Section 5 concludes this paper by
highlighting the key results and presenting new avenues of research for this novel
construct.

2. Preliminaries
2.1 Weighted least squares state estimation

In order for the Energy Management System (EMS) to operate properly, it is
important for the SCADA to provide the latter with the required measurement data
so that correct control decisions can be applied in real-time. However, as those
signals are often contaminated with noise, filtering is carried out by both the state
estimator and the bad data detector to obtain the most accurate states. However,
since power systems comprise of an overdetermined system whereby redundant
measurements are taken, the filtering process allows the discarding of those erro-
neous measurements that will be detrimental for state estimation.

2.2 AC model

The states of a power system refer to the bus voltages angle 0 and bus voltage
magnitudes V. In the case of the DC model, the states are restricted to the bus angles
only and the measurements consist of the real power flows and injections. Addi-
tionally, it is assumed that prior knowledge relating to the bus magnitudes is avail-
able and those are taken to be close to unity. After choosing a reference bus and
setting it to zero radians, state estimation in the linear system is simplified to only

estimating the z bus voltage angles 01, 65, ..., Gn]T. The DC power flow model has
been a popular research tool for power engineers and smart grid cyber-security
researchers as it serves as a linearization and approximation of the AC power flow
model [14, 25-27]. In fact, this substitution to the AC model has been widely
accepted for reasons such as guaranteed faster convergence and reduced algorith-
mic complexities [28].

In the AC model, the nonlinear power flow equations are fundamental for state
estimation since they indicate the link between the measurements and the esti-
mated states. In this model, the active and reactive power for the transmission line
between busses k and m are given by

Pin = Vig,, — ViViugy,, €08 (Okm) — Vi Viubjm sin (O, M
ka = —V]%bkm + Vi Vinbpm cos (ka) - Vkagkm sin (ka) (2)

Additionally, for each bus &, it is calculated using the following equations:

Pe =V > Viu(~Zt €0 (Ohm) — biom S0 (Okm)) + Vi > _ &4 (3)

meS, meS;,
Qe =Vi > Viu(~Zi S0 (Oom) — biom 08 (Om)) = Vi Y bim (4)
meSy meS;,



Cognitive Dynamic System for AC State Estimation and Cyber-Attack Detection in Smart Grid
DOI: http://dx.doi.org/10.5772/intechopen.94093

where S, C S is the set of all busses that have lines connected to bus k and g, and
bim are the conductance and susceptance of the line between busses k and m
respectively. 6, denotes and the phase angle difference between bus k and bus m.
In AC power flow estimation, the nonlinear relationship between the state variables
and the measurements is described as follows:

z=h(x)+e (5)
where
* x is the # vector of the true states (voltage magnitudes and angles)

* z is the m vector of measurements (active and reactive power flows, active and
reactive power injections, voltage magnitudes and angles)

h is the m x n Jacobian matrix (relates measurements to states)

h(x) is the m vector of nonlinear function linking measurements to states
* e is the m vector of measurement errors

e m is the number of measurements

* 7 is the number of variables

H in (5), also known as the Jacobian matrix, is a matrix that defines the
theoretical calculations that relates the states to the measurement vector z and
therefore serves as a mathematical description of the power system. These equa-
tions are also referred to as the power flow equations and are described as vectors
inside H. While in the DC model, those entries consists of a set of linear functions
of the state variables, those functions are nonlinear as far as the AC model is
concerned. The determination of the state variables is done according to the
following criteria:

minJ(x) = (z — h(x))'W(z - h(x)) (6)

W in (6), is a diagonal matrix that contains the measurement weights. These are
based on the reciprocals of the measurement error variance o:

W — R;l _ . 7

where Rz is the covariance matrix of the measurement. The performance index J
(X) is then differentiated to obtain the first order optimal conditions which can be
solved using iterative methods, such as Honest Gauss Newton method, Dishonest
Gauss Newton method and Fast Decoupled State Estimator [23]. The first order
optimality condition of (6) to be solved is then expressed as:

? s = —2F (R)W(z — h(%)) = 0 (8)
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where F), is the Jacobian matrix derived from h(x) and the x is the estimated

state vector. In the case of the CDS, the state estimation process is modified slightly
in order to remain compatible with the planning stages in the executive, which will
be discussed later. Therefore, for the first ¢, cycles, state estimation proceeds similar
to the iterative procedures mentioned previously. As from ¢, the preceding calcu-
lated state of the AC state estimator, X;_1, is used as the initial guess for the current
cycle with any of those iterative techniques. Moreover, the number of iterations is
also limited to NN, iterations to save on computational resources.

2.3 Bad data detection

During the state estimation process, faulty measurements have to be detected
and identified to be removed as they lead to erroneous calculated states. However,
the statistical properties of these errors simplify their detection and identification.
In order to determine those errors, the estimated measurements, z, are first
calculated from (5) using the following equation for the AC case:

z = h(x) 9)
The individual estimated measurement error is then obtained using:
& = (zj—%) (10)

As these errors follow a zero mean Gaussian distribution [16], techniques such as
the Chi-Squares test and normalized residual have been the most common ones
applied for their detection [27]. When Chi-squares test is applied, it is assumed that
the state variables are mutually independent from each other and the errors follow a
normal distribution. The test involves a number of iterative steps that depend on

the number of degrees of freedom of the system, sum of squares f and a critical
value corresponding to a satisfying the inequality:

f<Xa (11)

where k is the appropriate number of degrees of freedom and « is a specified

probability. Thus, f will be large when a large number of bad measurements are
present. However, since k is large in power systems, this method allows for the
removal of those measurements that are responsible for the largest standardized
residuals.

2.4 False data injection attacks

FDI attacks (also known as Bad Injection attacks) is a special category of attacks
targeting the SG, whereby bad measurements are injected such that they are able to
bypass the bad data detection methods discussed previously. While FDI attacks can
also target other cyber-physical systems, various forms of these attacks and conse-
quences have been investigated in [11, 12, 15, 16, 28-38]. In this paper, FDI attacks
will be simulated using assumptions from [26], whereby it is assumed that the
system parameters and topology (system Jacobian) is known to the attackers, and
[18], where a mathematical formulation for simulating the FDI attack in the AC
model is provided. Additionally, FDI attacks satisfying the first assumption regard-
ing prior knowledge of the system have been proven to result in more disastrous
consequences. Moreover, in [17], the authors demonstrate how an attacker, using
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that knowledge of the system matrix H,,.,, can inject an attack vector a,,«1 to the
measurement vector z,,.1 that remains undetected from the detection techniques
mentioned previously. Consequently, with the insertion of a,, 1, the new corrupted
measurement signals z,, _, takes the following form:

Zy1 = Zmx1 + Amx1 (12)
Hence, this will result in the calculation of an incorrect system state vector x;,. 4
instead of the original state x,,,1. The difference between those states is denoted as
c and is calculated as follows:

xX =x+c (13)

For the AC model, it is shown in [18] that the attack vector will remain
undetected when it satisfies the condition:

a =h(x,) — h(x) (14)
It is then proven as follows:

arack = 7 — h(%)
=z —h(x') + h(x) — h(x)
=z+a—h(x') + h(x) — h(x) (15)
=r+a—h(x)+h(x)

Yattack = Ynormal (Since, a= h(Xﬂ) - h(X))

Consequently, in the case of nonlinear state estimation, it is more complicated to
implement the FDI attack. Compared to the attack in the DC case [17], where the
attacker only required knowledge of the Jacobian matrix, in the AC model, the latter
is now additionally required to have some prior knowledge of the current states of
the system. While it is more complicated to meet those conditions, it is still shown
in [18] that such an attack is possible and the consequences can be disastrous. In
both the DC and AC model, the calculation of wrong state variables, caused by this
attack, can start a domino effect of incorrect control decisions leading to dire
consequences. As this type of attack targets state estimation in the SG predomi-
nantly, the vector a can be inserted physically by tampering with the meters or
wirelessly by injecting the offsets when the readings are transmitted to the SCADA.
Hence, the substation state estimator (SSE), which is also an important component
of the SG, will also be the target of such attacks as it plays an essential role in state
estimation at the substations.

3. Architectural structure of CDS for smart grid

From a neuroscience perspective, the CDS is the entity that matches Fuster’s
paradigm [9] the closest as far as cognition is concerned. Basically, the CDS is made
up of four components namely; environment, perceptor, executive and feedback
channel. Moreover they are arranged in a very particular way. The feedback chan-
nel links the perceptor and executive, which are situated on two opposite sides. The
environment finally closes the global feedback channel whereby the entire CDS is
contained within it. Since the focus of this chapter is the nonlinear state estimation
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and FDI attack in the SG, the AC state estimator will be considered as the environ-
ment with which the CDS interacts since it is the recipient of the measurements in
the network. By acting as the supervisor of the network, the CDS empowers the
state estimator, through CC, with the cognitive ability to learn during every PAC
which measurements to prioritize for optimal state estimation and which to ones to
discard. Figure 1 shows the complex diagram whereby the CDS and AC state
estimator are brought together for meeting the goals mentioned previously. In the
next subsections, it will be elaborated how the arrangement and the role of each
constituent plays a major role for goal-oriented action on the SG.

3.1 Perception-action cycle

When the environment is free of uncertainty, the PAC is responsible for
updating the CDS with new information from the environment for every cycle.
Thus, with the continuous acquisition of new information from this global feedback
loop, the information extraction ability of the perceptor is constantly being
improved with each successive cycles. Consequently, this sets up an uninterrupted
cyclic directed flow of information from the perceptor to the executive to lead the
PAC with the most optimal actions to be performed on the environment. As a result,
this hypothesis for a goal-focused scenario is then modified with new information
gained from the PAC to allow the executive to improve its current ability to achieve
the primary goal that it was designed for.

3.2 Perceptor

Similar to the concept of Percept in the agent of Al [39], both in the brain and
CDS, a perception process is performed on incoming measurements. The perceptor
of the CDS extracts useful information from the noisy measurements, which

Feedback Channel
Entropic State | Bt Perceptu_al Posterior

Information |
Internal Rewards
l Processor l
Executive Perceptor
I ____________________ T
v | | |
[ Remforcement | Internal Feedforward Link | o . )
[ I .camiing J | | —lBa_\'ssum Filter |
_ |
| 1 | | f |
| . | [
Action Bottom-up |
[ Quantile i ] Shunt | Top-down
o Attention :
[ Cognitive J | Cycle | Attention Posterior |
Control |
R -—1+— |
[ 2 v |
[ | ( ) | | [ Generati |
| Action Space | Planner - t t 'wl\l/]:l; 1]\e
| : ’ | | Internal Feedback Link | l :) = :
h
[OSPCCUVEREEEENES @ === e S ———
: | Prospecti I ' l -
| Actions | |
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|
(e Eaae |
| I
| Feedback Loop |
| |
T |
Cognitive Actions A_C State . Observables
Estimator of
SG

Figure 1.
Architectural structuve of CDS for the nonlinear SG.
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subsequently the executive uses to optimize its actions and improve the information
gain for the next cycles. Those actions, performed by the executive under CC, are
called cognitive actions. However unlike the role of the percept in Al, the perceptor
perceives the environment directly and extracts relevant information from it which
in turn the cognitive controller, residing in the executive, uses to sense the envi-
ronment indirectly. In order to perform its function, the perceptor is made up of
the generative model and the Bayesian filter, which are reciprocally coupled to
each other.

3.2.1 Generative model

As defined in [6], the first component of the perceptor for the CDS is conceptu-
ally the Bayesian generative model [6], which acts as classifier for the observables
received from the environment. However, in [7], it was argued that due to the
dynamic nature of the SG, the Bayesian generative model would not be suitable for
this specific application. Due to the complexity of the SG and its adoption for almost
all applications, it is of upmost importance to detect anomalies or cyber-attacks as
soon as possible before they can infect the network further, thereby starting a
domino effect of cascaded problems throughout the entire network and end
users. Therefore, inspired from quickest detection theory, the generative model
proposed for the perceptor was based on cumulative sum (CUSUM) and is written
as follows:

k
Bk = Z X (16)

i=k—L

Where k refers to the current cycle number, L is the window over which the past
states is being accumulated, By, is the vector retaining the cumulative sum for each
cycle and x; is the vector of the states’ output from the AC state estimator for the
cycle i. While CUSUM-based detection methods has been very effective in detecting
FDI attacks in [40, 41], they fall short when the attacker has prior knowledge of the
threshold applied. Indeed, the latter can then craft an attack that remains undetected.
However, the CDS allows us to bypass this problem through the use of the dynamic
entropic state, as will be elaborated later. The entropic state is the foundation of
control and attack detection in this CDS structure adapted for the SG. Lastly, the
CUSUM based generative model also possesses some other desirable traits such as the
smoothing out of noise operating under the slow dynamics of the SG.

3.2.2 Bayesian filter

The second component of the perceptor is the Bayesian filter, which is coupled
to the generative model. Although the equations describing the SG for state estima-
tion are nonlinear in nature, we can linearize the state estimates using the Kalman
filter and assuming that it is operating under additive white Gaussian noise [42].
Since we are assuming that the power system is quasi-static in nature in this paper
[43-45], we can use the well-known Kalman filter as the Bayesian filter in the
perceptor. The Kalman filter is based on the state-space model which operates on a
pair of equations known as the Process equation and the Measurement equation
respectively. Moreover, under quasi-static assumptions, we can assume that the
state variables x at the time k+1 will only deviate by a small amount from its
previous values at its previous cycle k. Consequently we can simplify this relation-
ship to the following equation:
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Xp1 = Xp + @ (17)

where wy, is independent Gaussian noise vector with zero mean. Based on (17),
we can propose the measurement equation as follows:

Y, =L,B, + w, (18)
and the covariance of matrix w,, as:

R = diag [Gi] 62 = var|w;] (19)

[0

As we are assuming that the system is operating under quasi-static conditions, a
random walk model can be employed as the process equation as follows:

By 1 = F;B, + vy (20)

where vy, is the process noise vector which is assumed to be statistically inde-
pendent and zero mean. The covariance matrix of vy, is:

Q = diag[s?], o2 = var[vi] (21)

Referring to (18) and (20), the system matrix L; and the predictive transition
matrix Fj, are assumed to be identity respectively. In regards to the measurement
and process equations mentioned previously, the computational steps of the

Kalman filter starts with some predefined initial estimates of the states ﬁk|k, and
predicted error covariance, Py, which are used for the time update steps as follows:
The predicted estimated states of the generative model and predicted error covari-

ance, By, 1y, and Py 1, respectively, are calculated using the following equations:

Bi1p = Fri14Brpk + Vi (22)
Pii1je = Fer1pPrpFp g, + Q (23)

When the next cycle starts, those two estimates are then used for the measure-
ment update stages to calculate the Kalman gain, K, filtered accumulated estimate,
Bk, and to update the process covariance matrix, Py, according to the equations
below:

1
K, = Pklk—lLZ (LkPklk—lLZ =+ R) (24)
Bi = Bip1 + Ke(Yr — LiBrp 1) (25)

P = Prje—1 — KLy Prje—1 (26)

As a result, through the iteration of the time update and measurement update
steps, the preceding a posteriori estimates are used to predict new a priori estimates.

3.3 Feedback channel

The feedback channel has very distinctive roles in the CDS as it completes the
PAC by bringing together the perceptor and the executive. It is mainly related to
control and cyber-attack detection in the SG. In order for the CDS to supervise the
SG, the feedback channel holds the entropic-information processor, which is tasked
with calculating the entropic state and internal rewards during reinforcement

10
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learning in the executive. This will be elaborated in sub-Section 3.4 (Executive)
where it is more relevant to the role of the executive during planning.

3.3.1 Entropic-information processor

The directed cyclic flow of information from the perceptor to the executive is
known as the entropic state of the perceptor. The entropic state is built on the princi-
ples of the perceptual posterior, which can be viewed as the incoming filtered
posterior embodying the essence of the generative model, Kalman filter and
entropy, which is derived from Shannon’s information theory [46]. The entropic state
at time k, in this architecture is calculated using:

B = TI'{Pklk—l - (diag{ﬁklk—l - Yk}Z)}

2
Tr{Prp_1} (27)

where Tr represents trace operator, diag{.} is the diagonal operator and /yy is
the entropic state. In [7], the efficiency of (27) for control and cyber-attack detec-
tion was proven and illustrated. For this reason, it will be retained for the CDS
architecture being elaborated. Mathematically, (27) simplifies the information
between the filtering-error covariance Py,_; and the error between the state esti-

mate Ek|k_1 and current states calculated at cycle k into a single metric. The denom-
inator of (27) normalizes the equation such that 4, can only take values ranging
from 0 to 1 when the environment is operating in the absence of uncertainty. The
degree of disturbance affecting the SG can then be characterized through the
entropic state; the lower Ay, is, the greater the amount of disturbance or uncer-
tainty in the system. Since the SG will be facing different situations during its
operation such as the normal day to day routine and cyber-attacks, we can further
dissociate the entropic state with the two following important properties:

i. When the environment is operating in the absence of uncertainty, A, will
always be positive because of the probabilistic representation of the
uncertainties.

ii. When uncertainties are present, &, will fluctuate around values which are
less than 1. Thus, to distinguish between normal uncertainties, such as
process disturbance, due to the probabilistic nature of the environment,
and abnormal uncertainties, such as cyber-attack, a suitable threshold y can
be chosen such that if /. is below y, then this would indicate presence of
attack and to switch on CRC.

3.4 Executive
From a design perspective, the Executive is the most important entity of the CDS as it
is responsible for control of the SG in the absence of uncertainty. With this goal in mind,

it consists of Reinforcement Learning (RL) and Cognitive Control (CC), which can be
further subdivided into the action space, planner, working memory and policy.

3.4.1 Reinforcement learning: Bayes-UCB

Asides from its role in the calculation of the entropic state during each PAC, the
feedback channel is also involved in the calculation of internal rewards during the
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planning stages of the RL [39] algorithm in the executive. RL in the CDS is based on
the current entropic state at each cycle which is subsequently used to optimize an
objective function for optimal control in the network. Before we elaborate on the
pivotal role of RL with the other components of the executive, Bayes-UCB [47] RL
algorithm will be covered briefly in order to give an overview on how it operates.
Bayes-UCB represents the current state of the art from a class of multi-armed
bandit algorithms called UCB algorithms [48], which are based on the principle of
optimism in the face of uncertainty. In this approach to the multi-armed bandit
problem, the algorithm updates the estimate of the reward distribution for each
action using a Bayesian method. The action that will be applied is then chosen
according to the one that will yield the highest reward. Consequently, Bayes-UCB
algorithm is an index policy that uses the prior distribution to pick a dynamic
quantile of the posterior estimates for the index for each action. Hence, at each
discrete time ¢, the algorithm will select the action A, that satisfies the following
condition:

A = argmaxd, (t) = Q(l — m, /12_1) (28)

where Q(a, 7) refers to the quantile of order a of the distribution z. Moreover,
by assuming that the rewards follow a Bernoulli distribution, and when the prior
distribution of each action is Beta(1,1), [50] shows that (28) can be further simpli-
fied. To maintain consistency of the used notations in this paper, (28) can be
reduced to:

1
A = argmaxq, (k) =Q(1— W;Beta(&, (k) +1,N,(k) — S,(k) +1) (29)

where k is the PAC cycle number, S, is the cumulative reward for action a, N, is
the number of times action a has been chosen and c is real parameter. As the CDS is
a construct that draws its origin from the neuroscience of the brain, it is to be
emphasized that Bayes-UCB shares many common traits to the Bayesian approach
of decision making in human brains [50]. Following this brief coverage of Bayes-
UCB, it will be shown in the next section, pertaining to Cognitive Control, how the
RL algorithm integrates the system configuration H of the power grid, the genera-
tive model of the perceptor and the process model in the Kalman filter together for
optimal state estimation.

3.4.2 Cognitive control

CC can be considered in many ways as the heart of the CDS as it brings together
all the components, described so far, for goal oriented action on the SG. CC is made
up of two important modules namely the planner and the policy. The planner is
involved in the extraction of a set of prospective actions from the action-space A
and their evaluation during the planning cycles (i.e., shunt cycles [6] in CDS
terminology) during each PAC. Consequently, under the influence of attention
from one PAC to the next, the policy learns the most appropriate actions yielding
the maximum rewards to be applied. In the context of the SG, the action space
consists of discrete weight values that can be attributed to the different meters.
Thus, under the influence of attention, the CDS will learn the optimal weight values
for the different meters for optimal state estimation. Those meters, which are
detrimental for the state estimation, will be assigned lower weight values while
those, which are crucial, will be given larger weight values as the CDS keeps
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learning about its environment to better perform its set goal. Planning in CC brings
together all the other modules previously discussed. The process starts with the
selection of a randomly chosen prospective action aﬁe’j which represents weight value
a' for meter j during cycle k. This hypothesized weight value is then applied
virtually to the weight matrix W in (5) and (6) to form er’j . er’j is then used to
calculate a new planned state estimate, %}, using the same procedures mentioned in
the last paragraph of Section 2.2. Thus, the same preceding calculated state of the
AC state estimator, X;_1, is used as the initial guess for the current cycle using any of
those iterative techniques cited. However, the number of iterations is limited to N,
iterations this time around. Due to the different weight matrices being examined,
each iteration of using a WZ’j will also involve a different hypothesized gain, G},
during planning. Since state estimation is computationally costly, by doing this
process with a restricted number of iterations in the methodology explained, this
allows the CDS to learn during the planning stages at a lower resource cost. With %/
denoting the planned state estimate using the modified weight matrix with the
hypothesized weight, the planned cumulative sum involving %} is then calculated:

B, = X; + X (30)

where BZ is the planned cumulative sum involving f(],: instead of x;. Using this new
cumulative sum, a planned entropic state, hf:l .» is subsequently calculated as follows:

det{Pk|k_1 - (diag{ﬁk|k—1 - Bi}z)}
det{Pngfl}

h11:|k = (31)

The presence of uncertainties in the environment, whether stochastic or proba-
bilistic, will cause a deviation in the output of the generative model of the perceptor
from the estimated hidden state of the Kalman filter. Hence, the goal of (31) is to
reduce this divergence by finding the best configuration weights for the respective
meters. This condition is satisfied whenever the W’ generates hzli| . closer to the

optimal value of 1, which implies that the planned estimated state of the AC state
estimator reduces the propagated variation in the generative model.

3.4.3 Internal rewards

Moving forward with equations that describe the planning steps, the stage is
now set to define the relationship between the previous steps and the calculation of

the internal rewards during RL. The hypothesized internal rewards, er’j , associated

with each prospective action 4;/, for cycle k can be written as:
i

As it can be seen from (32), the objective of RL, when operating under CC, is to
minimize the amount of uncertainty in the SG by searching for an improved weight
configuration during every PAC that will result in a better entropic state than the
previous cycle. In other words, RL attempts to restrict the amount of uncertainty or
disturbance during the state estimation process to the range computed by the
Kalman filter in the perceptor. Referring back to the steps described so far that led
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to (32), we can see that the CDS, as defined in this specific architecture, learns from
the past and present actions to pick the best actions for the future. To assist in this
task, after undergoing the shunt cycles during every PAC, the working memory
holds temporarily the actions that have achieved the highest quantile from Bayes-
UCB in (29) and applies them to the system before starting the next PAC. Thus,
when the next PAC starts and a new set of prospective actions are evaluated
according to their quantile values, if any of those actions achieves a higher quantile
than the quantile of its respective meter in the working memory, then the higher
achieving action will replace that previously considered best action. This way of
performing control in the SG can also be viewed from a Bandit perspective,
whereby it can be considered as a Contextual Bandit problem where every cycle
presents new situations to be faced. According to those conditions, the actions
performed on the SG will modify the system configuration to a new set point, from
which the RL algorithm will have to adapt. This then continues on until the CDS is
brought to rest. The complete algorithm of the methodology presented in this
chapter can be found in [51] where it is integrated with a cyber-attack mitigation
strategy known as Cognitive Risk Control, which was not discussed in this chapter.
In [51], a greater discussion on the parameters and its selection is provided and
contrasted with other popular cyber-attack detection methods.

4. Computational experiments

In this section, two different experiments are carried out to show the capability
of CC in this new CDS architecture adapted for the smart grid. The first experiment
shows CC’s potential for optimal state estimation by using the optimization of the
entropic state as objective function. In the second experiment, the capability of the
entropic state as an attack detector will be demonstrated in four different scenarios
based on the amount of information an attacker has and his access to the sensors. As
IEEE bus networks have generally been used as benchmarks for evaluation in the
other papers previously referenced and relating to this topic, the IEEE 14-bus
network will be used for assessing the architecture proposed in this chapter. Since
this particular network comprises of a large number of measurements and states,
the results for the two different experiments will focus on certain aspects of the
network that are relevant to the actual simulation. For both experiments, the data
used to simulate the network configuration comes from the 14-bus case file in
MATPOWER [53] which is an Electric Power System Simulation and Optimization
Tools for MATLAB and Octave. Moreover, in order to bring about the modification
for the AC state estimation algorithm, the doSE function of MATPOWER was
modified for the requirements of the architecture. Originally, the algorithm uses
Honest Gaussian Newton method with a maximum number of iterations of 100 and
error tolerance of 10~>. It also uses a Flat Start initialization each time the function
is called. During the Flat Start, all the values of the different states for the initial
guess is set to 1 unit.

4.1 Cognitive control for BDD

In the first experiment, the measurement signals relating to the state values were
available from the case data in MATPOWER [52]. For this simulation, a noisy
version of those signals was then generated with a signal-to-noise ratio (SNR) of
20 dB to create z. From the case data, 39 measurement signals are used to calculate
the 29 state values of the IEEE 14-bus network, half of which are the voltage
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magnitudes and the other are the voltage angles for the different busses involved.
The total duration of this experiment is 2000s. The parameter L, which is the
window over which the past states is being accumulated, of the generative model of
the perceptor was set to 20. In regards to the initialization of the Kalman filter, the
initial estimates of the values to be received from the generative model are assigned
a value of 0 and the diagonal elements of Q were set to 0.0324. Those of R were
assigned a value of 0.01. On the executive side of the CDS for CC, the action space is
made up of 156 actions, whereby each meter can be assigned a weight value from
the following: 25, 50, 100, and 200. The goal of this experiment is to highlight this
architecture’s properties in terms of adaptability and robustness towards optimal
state estimation to changing conditions. Consequently, in order to create a pertur-
bation in the system, the SNR of the following meters is changed to 5 dB at the
mentioned times: t = 1000s for meter 2 and t = 1200s for meter 15. This simulated
context can be viewed as meter malfunction or a random attack, where the attacker
only has limited access to meters to perform his task. In this simulation, CC is
started at t = 300s. As mentioned in the earlier sections, CC is not started at t = Os
as some time (cycles) have to be allowed so that the Kalman filter can settle on the
track in order for the algorithm to be operated effectively.

Referring to Figure 2, it can be seen that CC makes the whole network dynamic,
whereby the executive of the CDS is assigning the best weight values for the meters
for optimal state estimation on a cycle to cycle basis. Consequently, the cognitive
controller shows it ability to learn from the current and past cycles to choose the
best actions for future. Moreover, the constant modification of the weight values
adds another level of nonlinearity on top of the already very complex and nonlinear
AC state estimator. While this may appear to be over-complicated at first, the
results show that this is not only feasible but it also makes the SG more powerful. As
it can be seen in Figure 2, at the first instance of meter malfunction for meter 2 at
t = 1000s, this has virtually no effect on this system at all as the CDS has assigned a
lower weight value to that meter compared from the rest. While Figure 2 shows the
graphs of weight values for the some of the meters pertinent to this simulation, it is
left to reader to realize that all the meters are undergoing weight reconfigurations
every cycle. Thus, the different respective weight values for the meters are not all
the same since the cognitive controller is adapting to the probabilistic nature of the
noisy signals continuously. It is also shown that the algorithm is able to apply more
than one action during each PAC under a stable manner. At t = 1200s, when meter
15 starts malfunctioning, we can now really see the capability of the architecture. As
shown in Figure 2, it takes only a couple of cycles for the cognitive controller to
learn and adapt to the new situation by lowering the weight assigned to meter 15

0t 20 0 A0 S0 B0 T &0 M0 00 HOD 0 £00 0D 50 KON MO0 f00 0 00
Time{set)

Figure 2.
Graphs of some affected states, weights and entropic state.
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and compensating for it by boosting the other meters. Thus, we can see that state 6
is the most affected and state 25 is also afflicted to a lower extent. Compared to the
traditional AC state estimator, the CC algorithm is able to keep this perturbation
under control as demonstrated in the referenced figure. Consequently, this shows
the robustness of the algorithm to adapt and act according to the evolving situa-
tions. Although some of those weight values are changed at a later point in time, this
is due to the frequentist approach of the Bayes UCB coupled with the probabilistic
origin of the noise. As a result of those reconfigurations in earlier situations, this
highlights the cognitive ability of the controller to trust certain meters more than the
others. This simulation demonstrated CC’s ability to pick the best set of meters for
state estimation on the go. Referring back to Figure 2, it can be seen the CC has
performed better than the traditional algorithm. Lastly, the Chi-squares test was not
implemented in this experimented as it is based on statistical properties of the signals
while the approach proposed is rooted on the principle of cognition of the brain.

4.2 Cyber-attack detection

In this section, the dual property of the entropic state for FDI cyber-attack
detection will be demonstrated. Previously, it was shown how the latter is an
objective function for the normal running of CC under the absence of uncertainty
whereby it is always positive. However, when the presence of uncertainties are no
longer probabilistic, such as when an attack takes place, the entropic state will also
enable early detection of such attacks. In all the cases, it is assumed that the attacker
has knowledge of current states of the system. Although many specialized attacks
such as replay attack or Distributed Denial of Service (DDoS) attack exist, four
broad categories of FDI attacks will be considered as follows:

i. Case 1: Here we assume that the intruder has perfect knowledge of the
network configuration H and full access to meters to commit the perfect
FDI attack as described earlier. The remaining cases consider more realistic
scenarios whereby the hacker faces some restrictions.

ii. Case 2: In this scenario, the intruder still has full knowledge of H but has
limited access to meters in the grid. To simulate this attack, half of the rows of
the attack vector a are zeroed to represent the inability to access those sensors.

iii. Case 3: Here the circumstances of case 2 are flipped around; the intruder
has access to all the meters but incomplete knowledge of H. To carry out
the attack, the entries of H, used to craft the attack vector, are altered in
some way as an indication of the lack of information. Depending on the
amount of incomplete information, this attack can have different effects. In
order to simulate the attack here, some noise are added to most of the non-
zero entries of the attacker’s H. However, it is important to mention that if
the attack vector was generated using an H matrix where the zero entries
have also been altered, as a representation of more lack of information from
the attacker’ side, then consequences will vary. In the lower extreme, the
attack will still be feasible and detected by the entropic state. In the most
extreme cases, the state estimation process will not coverage and fail.

iv. Case 4: Finally, a rogue attack combining case 2 and 3 is considered. The
attacker has both imperfect knowledge of H and constrained access to the
sensors in the grid. In order to simulate this attack, the conditions used in
those two cases were combined to create the attack vector.
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The mentioned attacks in those different situations were simulated on the IEEE
14 bus network as shown in Figures 3-6. In all of the mentioned cases, the hacker’s
goal is to deflect the value of two of the voltage magnitudes by —0.3 and 0.4 units
respectively and one voltage angle by 0.3 radians. Since attack data is not publicly
available, the parameters in the MATPOWER package will be used to simulate the
IEEE 14 bus network.

In all four attack cases, the attack is started at t = 500s. The same parameters
were used as in the previous simulation. Additionally, the property of & will be
demonstrated as a stand-alone utility in the absence of CC. While CC is originally
defined for tackling control when the uncertainties are probabilistic and %, is
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positive, the CDS has to expand its structure its to include CRC to be able to bring
risk under the control in the presence of the cyber-attacks. The implementation of
CRC to this architecture can be found in chapter 4 of [51]. The results pertaining to
the simulation of the attacks presented earlier are shown in Figures 3-6. In all four
cases, by assigning a suitable y, the attack was detected. Furthermore, it can also be
seen that as the hacker has less and less information on the current grid, it becomes
easier to detect the deflection as the entropic state becomes more negative. The
results also displays the efficiency of the generative model, whereby the attack
propagates throughout the cumulative sum up to a certain point before the Kalman
filter gets back on the current track. This propagation causes %, to become increas-
ingly negative which consequently lends the property of detection. All the compu-
tational experiments were carried out on a system running Windows 10 with an
Intel i7-8750H processor. The computational running time of the first experiment
was around 40s and the second experiment took ranged from the shortest time of 3s
for case 1 up to the longest time of 17s for case 3 and 4. This increase in time for
these two specific cases has mostly to do with the increased number of iterations
required from the AC state estimator when the sensor data has lost some coherence
due to the random attack vector generated as a result of lack of information.

If the CDS architecture proposed in this paper is applied in a medium or large-
scale power system, the computational complexity will be lesser compared to the
other current detection methods, such as the ones mentioned earlier. A greater
elaboration of this technique compared to the other detection methods can be found
in [7]. Moreover, the application of the CDS for an application such as the SG is
revolutionary as it is a dual system catering to both the control and attack detection
aspects of the SG. The main parameter of interest that needs to be scaled up for a
more complex grid will be the number of shunt cycles since more meters will have
to be evaluated. Nevertheless, it is recommended to keep the action space small so
as to make planned rewards, during planning, distinguishable from each other.
Another important hyper-parameter in the system, especially for FDI attack detec-
tion, are the values in the Q matrix. Unlike many tracking applications such as the
simulation carried out in [5], which was supported by a mathematical formulation
[53], this is not the case in our system. Thus, the contents of Q has be defined by the
designer depending on the required sensitivity of the system towards disturbances.
In order to find proper values for Q, prior simulations can be carried out using past
historical data. Usually, it is recommended to start with very small values, like the
ones used in the simulations carried out in this paper, and then tuning until the
desired performance is obtained. Lastly, as the SG is scaled up, that hyper-
parameter will have to be increased to reflect the circumstances of a bigger
power system.
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As voltage fluctuations are common occurrence disturbances in power systems,
the second simulation was designed to provide the reader a greater intuition on how
the algorithm is able to distinguish between what constitutes a perturbation and the
normal condition. When the states of the AC state estimator is experiencing impor-
tant fluctuations, this is propagated to the generative model and therefore affects
the entropic state as a result. Since /), serves as an embodiment of the grid’s
performance, it was illustrated in the earlier simulation how those perturbation
would cause a decline in the entropic state. Since the objective function of CC is to
always bring /&, as close as possible to 1, the optimization of /4, allows CC to
reduce fluctuations in the system and keep state estimation under control. Addi-
tionally, it was shown in Figure 2 that when the attack occurred, this caused the
estimated states to experience greater deviation. This was then propagated to the
generative model and the Kalman filter as result, thereby causing a large drop in A,
for a number of cycles. This was then successfully detected through the use of the
threshold y. Consequently, those experiments showcases the importance of each of
the individual roles of the different components of the CDS and how they work
together for goal oriented action on the SG.

5. Conclusion
This chapter covered the following points:

i. This is the first time that a CDS structure has been proposed for handling
the nonlinear version of the SG. While previous research in this field,
which were focused on bringing the CDS and the SG together, were based
on the DC model, the AC model is a more realistic approach to the SG.
Consequently, the new construct, which was described in the chapter,
shows a lot of potential at tackling the future problems that the grid will
face in the coming years as it becomes increasingly interconnected with the
other aspects IT such as IoT.

ii. While there are some tradeoffs to be made due to the already inherent
computational complexity of the AC state estimation algorithms, it was
shown that the CC is revolutionary in the sense that it allows the
application of multiple actions during every PAC while still maintaining the
stability of state estimation.

ili. The CDS tailored for the AC model of the SG, proposed in this chapter, is a
unique architecture that is able to make the SG more powerful by providing
a new kind of control and cyber-attack detection, that are both based on
cognition from the brain’s perspective.

In this chapter, a new CDS based architecture was united with the SG in order to
tackle the issues of nonlinear state estimation and cyber-attack detection through
CC. Computational experiments were carried out to show the individual benefits of
CC for optimal state estimation and FDI attack detection respectively. Moreover, it
was also discussed how the algorithm and the parameters can be adjusted so that it
can be scaled up to work with bigger networks. In those bigger networks comprising
of a large number of meters, a function approximator such as a Neural Network
[54] can employed to simplify some of the computations involved. Although this
chapter focused on the problems of control on state estimation and cyber-attack in
the SG, the architecture covered in this paper, can also be formulated to work for
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other similar applications where state estimation is critical such as Vehicular Radar
Systems. In order, to adapt the CDS for other applications, the mathematics involv-
ing the perceptor and the executive will have to be adjusted accordingly depending
on the final goal of the different intended systems.
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