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Abstract

In this thesis we develop novel methods for continuous and sustained con-
text inference on mobile platforms. We address challenges present in real-
world deployment of two popular context recognition tasks within ubig-
uitous computing and mobile sensing, namely localization and activity
recognition. In the first part of the thesis, we provide a new localiza-
tion algorithm for mobile devices using the existing GSM communication
infrastructures, and then propose a solution for energy-efficient and robust
tracking on mobile devices that are equipped with sensors such as GPS,
compass, and accelerometer. In the second part of the thesis we propose
a novel sparse-coding-based activity recognition framework that mitigates
the time-consuming and costly bootstrapping process of activity recogniz-
ers employing supervised learning. The framework uses a vast amount of
unlabeled data to automatically learn a sensor data representation through
a set of extracted characteristic patterns and generalizes well across activity
domains and sensor modalities.

Computing Reviews (1998) Categories and Subject
Descriptors:

G.3 Probability and Statistics: Probabilistic algorithms
H.3.3 Information Search and Retrieval: Clustering

1.2.6 Learning: Knowledge acquisition

1.5.2 Design Methodology: Classifier design and evaluation
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General Terms:
Algorithms, context, and machine learning.

Additional Key Words and Phrases:

Context-awareness, location-awareness, mobile platforms, radio map,
fingerprinting, position and trajectory tracking, energy-efficiency and
robustness trade-off, activity recognition, machine learning, pervasive
computing, and ubiquitous computing.
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Chapter 1

Introduction

Modern smartphones not only serve as the primary communication device,
but also have become a popular choice of computing platform [76]. Past
years have seen rapid technological development in the sensing capabili-
ties and miniaturizing of sensors. Today, off-the-shelf modern smartphones
readily support a rich set of on-device sensors, such as GPS, WiFi, GSM,
accelerometer, gyroscope, magnetometer and NFC, to name but a few.
These sensors can capture various aspects of the surroundings of a user in
real time, unobtrusively, and at an astounding rate [7, 140].

The novel sensing capabilities on the mobile platform, the ease in the
development of custom mobile applications, opportunities of a large-scale
distribution of applications through various app stores, and the availability
of scalable computing resources utilizing existing cloud infrastructures have
catalyzed an unprecedented growth in mobile sensing research. A large
number of innovative applications, which have impacted our everyday lives,
are now available to millions of users. Examples of such application domains
include location-based services (LBS) [2, 72, 91, 114, 146], healthcare [27,
80, 105], environmental monitoring [96, 114], social networking [94, 141],
and transportation [49, 128].

Following Moore’s law, as the number of transistors packed per unit area
is doubling every 18 months, mobile phone manufacturers are continuously
increasing the list of supported features to utilize the available transistor
budget [140]. However, the pace of battery capacity improvement is much
slower compared to the development of power demanding features of the
smartphones [63]. The limited battery power available on the mobile plat-
form thus poses a big challenge to continuous and sustained sensing. For
example, continuous sampling of the on-device GPS receiver, employed to
track a user’s motion within a city, can completely deplete the battery of
a smartphone in a few hours, thereby limiting the usability of such appli-
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2 1 INTRODUCTION

cations. Thus, novel solutions are needed that optimize the selection and
the use of various available sensors under a given energy budget to improve
the overall running time of mobile sensing applications.

Emerging mobile sensing applications often build on high-level contexts
inferred from noisy sensor measurements on the device, as privacy concerns
and costs of repeated radio communications do not always make utilization
of cloud services feasible. Examples of high-level contexts include per-
sonally meaningful places [99], the type of activity being performed [9],
current transportation mode [115], user’s destination [69], and health con-
ditions [109]. High-level contexts provide important clues of a user’s situ-
ational needs, and mobile applications can utilize the inferred contexts to
improve usability and user experience through suitable adaptations [119].
Often, the context inference task is formulated as a classification prob-
lem. Classification belongs to a popular family of algorithms well estab-
lished within the field of supervised machine learning [12]. However, the
real-world deployment of these sensing applications face the challenge of
a cumbersome and time-consuming bootstrapping process needed for the
context recognizer to work. For example, the bootstrapping process in a
supervised learning approach requires suitable feature representation of the
sensor measurements, in addition to the collection of a large training set.
The collection of training data, especially on the mobile platforms, is a
time-consuming, error prone, and costly process [77, 125]. Additionally,
obtaining optimal feature representations is not a trivial problem [13]. For
example, extraction of a large number of features requires significant pro-
cessing power and often the optimal set of features depends on the target
activities, thus restricting the generalizability of one feature set to a differ-
ent target domain or sensor modality. The bootstrapping task thus requires
a significant effort, by both the users and the developers of mobile sensing
applications, for real-world deployments, thereby limiting the usability of
such applications.

The aim of this thesis is to address some of the shortcomings of the
existing approaches in ubiquitous computing and mobile sensing with the
central research theme:

How do we facilitate continuous and sustained context inference
on mobile platforms?

1.1 Thesis Outline

This thesis contributes to the research directions in mobile sensing and
ubiquitous computing that are related to the development, understanding,



1.1 Thesis Outline 3

and deployment of continuous context recognition methods from embed-
ded sensors, with a special focus on resource-constrained mobile platforms.
The thesis addresses challenges present in two most popular context in-
ference tasks, namely energy-efficient localization and activity recognition.
Accordingly, the thesis is divided into two parts.

In the first part of this thesis we focus on continuous location sensing
and tracking on mobile devices. We begin by proposing a new localization
algorithm that relies on the existing GSM communication networks. The
localization algorithm runs completely on a user’s personal mobile phone
and uses signal intensity information of the serving GSM cell tower to esti-
mate the user’s locations over time. One of the benefits of using GSM-based
localization algorithms is that no additional energy is required for sensing
the surrounding radio environment. Contrary to the existing approaches
to GSM localization, we also develop techniques for maintaining an accu-
rate radio map through location dependent GSM signal-intensity modeling
and performing model parameter synchronizations over time. A central-
ized server is used to propagate changes in the radio map to mobile clients.
Details of the algorithm are presented in Chapter 2 of the thesis, which is
based on Article I.

Often the positioning accuracy of a GSM localization system is limited,
e.g., around hundreds of meters. In contrast, on-device GPS receivers pro-
vide highly accurate location information outdoors and are a popular choice
for localization by the vast majority of LBS [102]. However, integrated GPS
receivers are known to have a high energy consumption [103, 129]. Addi-
tionally, LBS often require other power consuming features such as the ac-
tivation of the screen to display maps and the use of a radio chip to send or
receive data for their operations [63]. To improve the running time of LBS,
in Chapter 3 we focus on methods for accurate and energy-efficient location
tracking on feature-rich mobile platforms. We propose the EnTrackedpr
system that employs novel sensor-management strategies, trajectory simpli-
fication, and an opportunistic transmission protocol to optimize the power
consumption of tracking a user or a mobile object over time, without vi-
olating application tunable accuracy requirements. The system judiciously
selects between GPS, accelerometer, and compass sensors to achieve energy-
efficiency. The EnTracked gy system also provides easy means to ensure 7o-
bustness in tracking. Through application-tunable parameters the system
allows for energy consumption and robustness trade-off. The EnTracked gy
system is described in Chapter 3, which is based on the contents of Article
II and Article III. The work on energy-efficient and robust tracking was
completed in collaboration with Aarhus University, Denmark.
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In the second part of the thesis we address challenges in supervised
learning-based activity recognition, which is another important and popu-
lar example of a high-level context inference task within ubiquitous com-
puting. We propose a new activity recognition framework based on sparse-
coding [100, 110] that significantly reduces the efforts needed in the boot-
strapping of an activity recognizer. The proposed framework automatically
learns characteristic patterns present in human motion from a large amount
of unlabeled sensor measurements and completely overcomes the require-
ment of domain-specific feature engineering. The proposed approach re-
quires a small amount of ground-truth data to train a classifier, which is
later used to recognize activities from novel sensor measurements. Chap-
ter 4 describes the sparse-coding-based framework for activity recognition.
This work was completed in collaboration with Newcastle University, UK.

1.2 Author Contributions

Article I. The algorithmic development of the probabilistic grid-based
particle filtering approach and the online radio map synchronization
method are joint work with Petteri Nurmi. The gird-coordinate map-
ping algorithms are joint work with Joonas Kukkonen. The present
author also contributed in writing a major part of the article.

Article II. The initial idea of the EnTrackedy system (precursor of the
EnTrackedpr) was given by Mikkel Baun Kjsergaard. The present
author contributed in the development of the trajectory simplifica-
tion algorithms, update protocol, system implementations, mobile
deployments, data analysis, and in the writing of the paper.

Article III. The idea of the velocity buffering to improve robustness in
tracking and the evaluation of the trade-off between energy consump-
tion and robustness are given by the present author. Other technical
aspects of the article are joint work with Henrik Blunk. The author
also contributed significantly to the data analysis and writing of the
article.

Article I'V. The original idea of developing a sparse-coding-based activity
recognition framework is given by the present author. The develop-
ment of the codebook pruning technique and the evaluation frame-
work are joint work with Thomas Plotz. The present author was
responsible for the entire implementation, deployment, and analysis
of the recognition framework. The writing of the article was joint
work with the co-authors.
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Chapter 2

On-device GSM Localization

Identifying the accurate location of a user or a mobile device has long been
at the heart of ubiquitous computing research [68, 101]. Location sensing is
also a core component of context-awareness [48]. Significant improvements
in mobile user interfaces, ease in the development of custom mobile ap-
plications, availability of application distribution channels, and increasing
popularity of mobile internet usage have resulted in a new surge of interest
in location-based services (LBS). The revenue generated from LBS is ex-
pected to exceed USD 12.7 billion by the end of 2014 [81]. The usability of
LBS mainly relies on the accurate knowledge of users’ current locations, and
the past decade has seen a lot of research on the development of location-
sensing technologies and on providing appropriate infrastructural support
for LBS.

GPS provides accurate location estimates outdoors; the median error in
GPS-based location estimation is within 10-20 meters [61, 75]. However,
GPS does not work reliably indoors, where people spend the majority of
their time [75]. The performance of GPS is also poor in areas where clear
view of the sky is not available, e.g., in so-called urban canyons with high-
rise buildings. Although the number of GPS-equipped mobile phones is on
the rise, only 55% of the mobile devices in 2014 are estimated to have an
inbuilt GPS receiver [89]. Moreover, the lack of accurate location coverage
by GPS in our everyday lives, in terms of percentage of time [75], has de-
veloped a significant research interest in localization using existing wireless
communication infrastructures.

The infrastructure of modern wireless communication is based on cel-
lular networks. Examples of such networks include Global System for Mo-
bile communications (GSM), Universal Mobile Telecommunications System
(UMTS), Wireless Local Area Network (WLAN), and Digital Enhanced

Cordless Telecommunications (DECT). Due to proliferation of mobile phone
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8 2 ON-DEVICE GSM LOCALIZATION

usage, GSM has become the most popular cellular telephony standard in
the world. By January 2014, GSM has been deployed in more than 248
countries'. In terms of the coverage area, the GSM network is farther out-
reaching than the existing WiFi networks [101]. Hence, at the moment,
GSM is the most ubiquitous wireless cellular infrastructure in the world.

Research efforts on GSM-based localization saw a boost after the E911
mandate by the United States Federal Communications (FCC), which re-
quires the network providers to locate a caller within 125 m, when dialing
the emergency number [1]. A similar mandate (E112) exists in Europe. A
localization approach using GSM signal information has several benefits,
including;:

e No requirement of additional hardware. Almost all phones use the
GSM network for basic communications.

e No significant burden on the battery in terms of sensing, as opposed
to the localization solutions using GPS or WikFi.

e FEasily deployable with wide coverage area.

e Cost of deployment is also small, compared to other approaches based
on radio beacons.

In this chapter we introduce an on-device algorithm for narrow GSM finger-
print-based localization. A narrow GSM fingerprint consists of signal in-
tensity information from only one base transceiver station (BTS) [135], con-
trary to other types of GSM fingerprints such as siz-strongest cells and wide
fingerprints [101]. Although the use of additional cell tower information,
in general, improves the localization accuracy [23], modern mobile phone
APIs often provide access to only one BTS information. We propose an on-
device algorithm that has comparable positioning accuracy to the current
state-of-the-art GSM localization solutions. The proposed algorithm pro-
vides good optimization on the storage requirement of the signal intensity
models, and enables an easy way of creating, maintaining, and updating
changes in GSM signal environments.
The content of the chapter is based on Article 1.

2.1 Approaches to GSM Localization

In this section we summarize previous work on GSM localization by divid-
ing existing research broadly into two categories: (i) fingerprinting-based

"http://www.worldtimezone. com/gsm.html [Retrieved: July 17, 2014]



2.1 Approaches to GSM Localization 9

approaches and (ii) other approaches to GSM localization including geo-
metric modeling, signal propagation modeling, and machine learning.

2.1.1 Fingerprinting

Fingerprinting is a popular localization technique. Generally, a fingerprint-
ing approach begins with a training phase to generate a radio map of the
environment of interest [135]. During the training, a mobile device is used
to record signal intensity measurements® from a group of radio sources,
e.g., GSM, WiFi, Bluetooth, FM radio, or TV stations, at various locations
within the environment. Once the radio map is generated, a client can esti-
mate its location by performing a radio scan and then measuring the simi-
larities of the signal intensities obtained from the scan with the radio map.
Several different approaches can be employed when computing the similar-
ity between two signal intensity measurements. In case of position estima-
tion, often the similarity computation is formulated as the task of finding a
measurement from the radio map that has the same radio sources and has
similar signal intensities. The performance of a fingerprint-based localizing
algorithm mainly relies on two properties of the fingerprints [68, 101]:

e Spatial variability, i.e., the radio signal intensity observed by a mo-
bile device should exhibit considerable variations, when the device is
moved by 1-10 m.

e Temporal stability, i.e., the signal strength of a given radio source at
a given location should be consistent over time.

A combination of both properties indicate that the constructed radio map is
feature-rich in space and reasonably consistent over time [136]. Localization
algorithms can exploit the learned radio map later for accurate position
estimations. However, the temporal stability of fingerprints may not hold
for a very long period of time (e.g., months or years). Especially in GSM
networks, changes in signal environment may occur due to incorporation
or deletion of BTSs and adjustment of the signal level made by the service
provider. Therefore, in case of fingerprint-based GSM positioning, one
challenge is:

To capture local changes in the radio environment over time
and to integrate changes to the previously learned radio map.

2 A measurement is composed of several readings, i.e., one value for each radio source
in range.
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One of the earliest works on GSM localization is by Laitinen et al. [74],
where the authors use a GSM fingerprinting-based technique to locate a
mobile station (MS) in urban and suburban areas of Helsinki, Finland. Ini-
tially, war-driving® is carried out to construct a database of location depen-
dent GSM fingerprints. The fingerprints are composed of signal strength
information from six neighboring GSM BTSs. The position of a MS is in-
ferred on a remote server by minimizing a difference score, which includes
a channel-based penalty term. The score is computed between the sensed
fingerprint and the fingerprints present within the database. The proposed
approach achieves a 90-percentile accuracy of 90 m (meters) and 190 m in
urban and suburban areas, respectively.

The PlaceLab initiative by LaMarca et al. [75] is probably the best
known work on device positioning using radio beacons. The main objective
of the PlaceLab approach is to maximize the coverage of a location-sensing
method in people’s daily lives. The system employes a war-driving approach
to construct a radio map of the environment and applies a Bayesian particle
filter for position inference. While using only GSM beacons, PlaceLab
achieves a median accuracy of 107 m in urban areas and 216 m in suburban
areas.

In case of GSM positioning within metropolitan areas, Chen et al. [23]
conduct an extensive study of five factors influencing on-device positioning
accuracy: (i) the deployed positioning algorithm (e.g., centroid, fingerprint,
and Monte Carlo localization with a Gaussian Process-based signal model),
(ii) the number of nearby BTSs used, (iii) simultaneous use of cell infor-
mation from different providers, (iv) testing on different devices, and (v)
the calibration data density. The fingerprinting algorithm achieves the best
median accuracy of 94 m in areas with high cell density (e.g., downtown),
whereas the Gaussian Process-based algorithm achieves the best accuracy
of 196 m in low density areas (e.g., residential areas). In general, the
presence of additional cell tower information helps both the fingerprinting
and the Gaussian Process-based algorithm to achieve better positioning
accuracy. When different devices are used for training and testing, the fin-
gerprinting algorithm exhibits poor generalizability, whereas the Gaussian
Process-based algorithm shows a superior performance.

Otsason et al. [101] show that wide GSM signal-strength fingerprints
can be used for accurate localization within indoor environments. The
wide fingerprints include information of up to 29 GSM channels, in addition

3War-driving is a process of searching for wireless network availability (e.g., Bluetooth,
GSM or WiFi) at a geographical location (usually obtained from GPS), while traveling
by car.
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to the six-strongest cell towers. However, the system requires a specialized
hardware, e.g., a GSM modem, to collect the wide fingerprints. The authors
use the k-nearest neighbor algorithm for position estimation and report a
median accuracy of five meters in large multi-floor buildings.

The SkyLoc system by Varshavsky et al. [136] uses a GSM fingerprinting
technique to locate the current floor of a user within multi-floor buildings.
During the training phase, the authors construct building-specific radio
maps by scanning available GSM networks across multiple providers. Dur-
ing the evaluation, the authors show that a floor-specific feature selection
method helps to improve the overall recognition accuracy of the system sig-
nificantly, compared to the naive nearest-neighbor algorithm, which does
not employ any feature selection. The SkyLoc system identifies the floor
of a user, within tall buildings (e.g, 9, 12 and 16 stories), correctly in 73%
of the test cases, and the estimation falls within two floors in 97% of the
cases.

2.1.2 Non-fingerprinting Approaches

The simplest way to locate a mobile phone is to approximate its position
by the (latitude, longitude) coordinates of the BTS currently handling the
phone’s communications. The method assumes that the phone is always
connected to the nearest BTS, which is often not the case. Additionally,
the approach requires mobile network operators to provide accurate loca-
tion information of the BTSs, which is often kept private. Trevisani and
Vitaletti [132] report that the accuracy of the simple Cell-ID localization
approach is around 500-800 m and the accuracy relies mainly on the size
of the cell, the cell density, and environmental characteristics. However,
the performance of the simple algorithm can be improved by performing a
weighted averaging of the locations of the nearby BTSs [75].

The position of a MS can be derived in a number of ways by measuring
various signal characteristics of a GSM cellular network and then applying
geometry-based methods. The most common signal measurements used
for GSM positioning include propagation time, time difference of arrival
(TDOA), angle of arrival (AOA), and signal phase [32]. Each of the mea-
surements define a locus on which the MS should be present. For example,
a propagation time measurement generates a circular locus, a TDOA mea-
surement creates a hyperbolic locus, and an AOA measurement generates
a locus of a straight line. The position of the MS can thus be estimated as
the intersection point of several measurement loci. However, the position-
ing accuracy is susceptible to environmental characteristics, e.g., multi-path
propagation, signal attenuation, reflection, and refraction. Additionally, for
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obtaining adequate accuracy, often additional hardware is needed.

Roos et al. [117] propose a statistical learning approach that models
signal propagation of BTSs to infer the position of a MS. The model first
learns the dependency of the observed signal intensity to the location. The
authors formulate the statistical learning as a propagation parameter esti-
mation task from the data. Once the propagation parameters are learned,
the location of a MS is determined using the maximum a posteriori ap-
proach over a discrete grid. Instead of modeling signal propagation, Wu
et al. [144] propose the use of support vector regression for GSM signal
intensity-based position estimation. The authors propose a sum of expo-
nential kernels to handle the sparsity in training data.

Schwaighofer et al. [120] propose a Gaussian Process-based model to es-
timate a mobile user’s location using received signal intensity information
from network base stations. Instead of using the RBF kernel, the authors
employ the Matérn kernel to model the likelihood of signal intensities of a
base station at various locations. The Matérn kernel allows to control the
smoothness using a parameter v, and can be reduced to the exponential
(v = 0.5) or the Gaussian kernel (v — 00), therefore allowing a greater flex-
ibility [41]. The position of the mobile user is then estimated by maximizing
the joint likelihood with respect to the unknown position. The proposed
approach outperforms the RADAR system [8], a fingerprinting approach
employing nearest neighbor search, especially when the calibration data is
sparse. Ferris et al. [35] combine the Gaussian process with a Bayesian
filtering approach to estimate a user’s location using the signal intensity
of wireless base stations. The authors propose a novel motion model em-
ploying a mixed graph/free space representation of the environment. In
case of GSM positioning, the proposed approach results in a median error
of 128 m, 208 m, and 236 m respectively in downtown, residential, and in
suburban areas.

2.2 Probabilistic GSM Localization

We follow a probabilistic localization approach, based on Bayesian filter-
ing [38], to estimate the location of a MS within a GSM network. The
proposed algorithm belongs to the family of algorithms known as Monte
Carlo Localization (MCL). MCL is a recursive Bayes filter that periodically
estimates the posterior probability distribution of the state of a system con-
ditioned on the observed sensor measurements [131]. In the case of GSM
positioning, the task is to estimate the posterior at time ¢, over the mobile
device’s state or location x4, conditioned on all measurements Dy.; obtained
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from the surrounding GSM environment. The posterior is also commonly
referred to as the belief and is denoted as:

Bel(xy) = p(x¢ | Do.t) (2.1)

In our case, the dataset Dg.; is composed of a sequence of GSM scans
performed by the MS, where each scan returns the identifier ¢ of the BTS
currently serving the phone and the associated signal strength s (dBm).
More specifically:

Dyt = {dp,...,di},where d; = (¢;, 8;) (2.2)
Hence, the belief at time ¢ can be written as:
Bel(xzy) = p(xy | dy, di—1, . . ., dp) (2.3)
Applying the Bayes rule, Equation 2.3 can be transformed to:

P(dt|$t,dt—17 e ,dO)P(CUt \ di—1,... 7d0)
p(dt | dt—l7 . .,do)

Bel(zy) = (2.4)

The denominator of the above equation is a normalizing constant and is
independent of z;. The equation can be rewritten as:

Bel(xt) = np(dt | Tt, dtfl, ey do)p(l‘t | dtfl, e ,d(]), (25)

where 7 = p(dy|di—1,...,do)" . As the number of sensor measurements
increases with time, exact computation of the belief Bel(x;) becomes in-
tractable [38]. To overcome the problem, the Bayes filter relies on the
Markov assumption [131], i.e., given the knowledge of the current state,
future sensor observations are independent of the past observations. The
Markov assumption helps to simplify Equation 2.5 as:

Bel(zt) = np(di | v¢) p(xt | di—1, - . ., do), (2.6)
Now, expanding the right-most term of the above equation we get:
Bel(xz:) = np(ds|xe) /P(ﬂft,xt—l |di—1,...,do)dxs 1
= np(di|t) /p($t |2e—1) p(ze—1|di—1,...,do) dxs 1

= np(de| ) /p(xt | z1—1) Bel(xy—1) dxi—y (2.7)
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Thus:
Bel(xt) o< p(dy | x¢) /p(a:t | 2i—1) Bel(xy—1) dxy—1, (2.8)

where  refers to proportionality. The above recursive equation forms the
core of a Bayes filter [38, 130, 131] and is updated whenever a new GSM
scan is performed on the phone.

We use particle filtering, which is a nonparametric implementation of
the Bayes filter, to maintain the belief Bel(xz;) of a MS’s location. The ba-
sic idea in particle filtering is to represent the posterior Bel(x;) by a set of
random state variables or particles instead of representing the distribution
in a parametric form, e.g., using a multivariate Gaussian distribution. The
filtering approach relies on an accurate estimation of the term p(d;|z;) in
Equation 2.8, which is called the likelihood. In our proposed GSM local-
ization approach, we first construct a radio map of the signal environment,
which is later used to estimate the likelihood of GSM signal intensities on
a 2D grid over the earth’s surface. Section 2.2.1 describes our employed
likelihood estimation approach in detail. In addition to the simplicity in its
implementation, the use of particle filtering allows for representing arbitrary
distributions and modeling nonlinear transformations [130]. The details of
our particle filtering implementation are described in Section 2.2.2.

2.2.1 Likelihood Estimation

We use a discrete representation of the world and employ a GSM signal
intensity model for each grid cell to construct the likelihood (e.g., p(d¢|z:)
in Equation 2.8) for geography-specific GSM signal characteristics. Accord-
ingly, we lay a grid over the world with a patch dimension of dim x dim (m?).
The parameter dim plays an important role in determining the trade-off
between the target localization accuracy and the radio map size [46]. In
our experiments we set dim = 20 m, which is selected based on the GPS
accuracy. More specifically, the lower bound for the parameter dim should
be at least the average accuracy of the position system used to obtain the
calibration or training data.

Grid-Coordinate Mappings

We have developed forward and backward mapping algorithms for seam-
less transitions between the grid cells and the GPS coordinates. Given the
(latitude, longitude) coordinates* of a point, the forward mapping returns

4We assume that a location is represented using the WGS 84 reference system.
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Figure 2.1: Tllustrating the concepts of (a) forward mapping, i.e., from
coordinates to grid cell and (b) backward mapping, i.e., from grid cell to
coordinates.

the row and column identifiers of the grid cell containing the point. When
computing the column identifier, the forward mapping algorithm first com-
putes the geodesic distance® dist,, of the given location from the point that
is located on the prime meridian and has the same latitude. Then the
column identifier is computed as:

disty
column = sgn(longitude) { ;;n J , (2.9)
where sgn(x) = I%I Similarly, the row identifier is computed as:
dist
= sgn(latitud z 2.1
row = sgn(latitu e){dimJ’ (2.10)

where dist, is the geodesic distance of the given location from the point on
the equator having the same longitude. Figure 2.1(a) illustrates the basic
idea of the forward mapping algorithm.

The backward mapping algorithm, on the other hand, computes the
(latitude, longitude) coordinates of the corner of the grid cell closest to (0,
0) with given row and column identifiers. The algorithm initializes the esti-
mated coordinates = (0, 0), A, = |column| * dim m, and A, = |row| * dim
m, where | - | represents the absolute value. Then the algorithm itera-
tively updates the estimates by moving first A, m keeping the current

®We use Vincenty’s algorithm [138] to compute the geodesic distance.
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Figure 2.2: Example of GSM training data locations obtained around
Kumpula, Helsinki during the war-driving on top of the grid system.

longitude fixed, and then moving A, m keeping the latest latitude fixed.
After the translations, the new estimate of the location coordinates are
(x, y). Especially when A, or A, is large, geodesic translations may
introduce some deviations due to rounding errors [138]. To overcome
the problem, we update A, = |column| * dim — geodist(x,y,0,y) and
A, = |row| x dim — geodist(z,y,x,0). Here, geodist(laty,lony,lats,lons)
refers to the geodesic distance between the coordinates (lati,lon;) and
(latg,long). The algorithm then iteratively performs similar translations
(as before) starting from the latest coordinates (x, y) until both A, and
A, become negligible. Figure 2.1(b) summarizes the basic idea of the back-
ward mapping algorithm.

Radio Map Generation

We used war-driving to collect GSM narrow fingerprints from various areas
within Helsinki, Finland. We chose different areas with varying GSM cell
tower densities (low-density and high-density residential areas) to collect
the training data. During the war-driving, we used Nokia S60 devices to
scan the surrounding GSM environment, and the location of the scan was
recorded using external GPS receivers. For example, Figure 2.2 illustrates
the geographic locations around Kumpula, Helsinki (yellow push pins) on
GoogleEarth® from where GSM scans were obtained during the war-driving.
The figure also depicts the grid structure used to facilitate the training pro-

http://wuw.google.com/earth/ [Retrieved: July 17, 2014].
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cedure. Using the forward mapping algorithm, we next construct the radio
map from the training data. The constructed radio map is composed of
records containing the grid cell identifier (g), the number of data points
obtained on the grid cell (n), the mean (1), and the standard deviation (o)
of the GSM signal intensities observed within the grid cell from a specific
BTS, along with the BTS identifier (¢). Keeping only the summary statis-
tics of the training data makes the radio map size invariant to the size of
the training dataset.

Signal Intensity Model

The signal intensity model captures the variation of GSM signal charac-
teristics from a specific BTS on the discretized world. For simplicity, we
assume that the signal intensity variations within a grid cell follow a Gaus-
sian distribution, and the probabilities of observing a GSM fingerprint on
two different grid cells are independent of each other. More specifically,
the probability of observing the latest GSM scan data, d; = (¢, S¢), given
a grid cell g is computed as:

St — g,c 2
p(de | 9) = N(pge 0g.c) = L exp (—(“)> ;o (2.11)

/ 2
27‘(’0’376 2O—g,c

where p4 . and o, . are the summary statistics (present in the radio map)
for BTS ¢ in grid cell g. If no radio map data is present for the BTS c
within the set of grid cells G’ = {g1,...,gn}, then we consider p(d;|g;) =
0, Vg; € G’. The zero probabilities and Equation 2.11, combined with the
independence assumption, constitute the overall likelihood, i.e., p(d; | ;) in
Equation 2.8.

2.2.2 Particle Filtering

Once the likelihood is computed, we can implement the recursive Bayes
filtering, as given in Equation 2.8, using a particle filtering approach devel-
oped on the same grid layout used during the generation of the radio map.
More specifically, we represent the belief Bel(x;) by a set of N weighted
particles [131] on the grid, i.e.:

Bel(xt) ~ {$£>w§}ij\;1> (2'12)

where each particle z¢ represents a hypothesis, in our case a potential lo-
cation (grid cell) of the MS, and has a non-negative weight or importance

"For notational simplicity we drop the time index, i.e., here ¢ = c;.
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factor wi. As the number of particles N goes to infinity, the discrete prob-
ability function, represented by the set of particles, converges to the true
posterior Bel(z;). In [67] we studied extensively the relationship between
the number of particles N and the achieved localization accuracy. We found
that the best localization accuracy is achieved when N > 3,000. However,
we currently use 1,000 particles for near real-time® position estimation on
the mobile devices. In our implementation if a particle is assigned to a grid
cell, it is placed at the center of the cell.

Particle Initialization

At the beginning of a tracking period, given the first GSM scan data dp, we
sample N particles based on the grid likelihood p(dy | g), computed using
Equation 2.11, for different grid cells. More specifically, the probability
that a particle will be sampled at a grid location g is:

p(zy =g) ~ C~'p(do| g), (2.13)

where C~! is a normalization constant that ensures the probabilities p(dyg | g)
over all grids add to unity. Initially all particles are assigned equal weights
of 1/N. Hence, the initialization process tend to assign more particles to
the grid cell with higher likelihood of observing the data dj.

Particle Motion Model

We employ a simple Gaussian motion model while computing the proba-
bility p(x:|zi—1), see Equation 2.8. Given the current location (at time
t) of a particle at grid cell g, we assume the probability that the particle
will move by a distance of £ meters along the same row and column of the
grid cell g is given by a Gaussian distribution. More specifically, we assume
that the row-wise and the column-wise particle movements are independent
and the amount of movement is sampled from a Gaussian distribution, i.e.,
k ~ N(0,€). The standard deviation of the Gaussian motion model € is se-
lected based on the number of particles used for approximating the Bel(x;),
and we use € = /N/3 in our implementation as a proof of concept. Thus
a large number of particles would assign a higher standard deviation for
the Gaussian motion model, which will favor wider explorations in the hy-
pothesis space. Moreover, the motion model generates data in meters, and
we discretize the error into grid width by using the floor function and the
grid dimension parameter dim. The motion model thus distributes some of

8The convergence speed of a particle filtering approach is O(1/v/N) [131].
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the particles assigned to a grid cell to other nearby grid cells. The motion
model can be summarized as:

xh ~ 2t + [N(0,€)/dim)| (2.14)

Importance Adjustment and Resampling of Particles

Once the motion model is applied, we compute the importance or weight
of an individual particle. We assume that each grid cell with non-zero
likelihood contributes to the weight of a particle, and the contribution de-
pends on the distance between the grid cell and the current location of the
particle. More specifically, we update the weight of a particle as:

M i
| g
i = (s gyyexp (52, (2.15)
i=1

where M is the number of grid cells having non-zero likelihood for the data
di, and ||z — g;||1 is the Manhattan distance between the grid location of
the particle 2% and the grid cell g;- Normalization of the particle weights is
done before resampling N new particles using the distribution represented
by the particle weights.

Location Estimation

At any time instant ¢, the set of particles collectively represents the poste-
rior probability distribution of the MS on the discrete world. Hence, the
grid cell location of the MS can be estimated by the weighted centroid of
the particle distribution, i.e.,

5= 25\21 wia}
= .

D=1 Wy
The (latitude, longitude) coordinates from the grid location estimate § can
be computed using the backward mapping algorithm (see beginning of the
current section).

(2.16)

2.3 Localization Performance

In this section of the thesis, we only report the localization accuracy of
the proposed GSM localization algorithm. Readers are referred to the
evaluation section of Article I for an in-depth analysis on the localization
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High Density Area Low Density Area

Error (m) Error (m)
50% 90%  100% | 50% 90%  100%

Grid + particle filter | 139.7 399.2 480.5 | 107.6 3286 769.0
Grid likelihood 174.9 366.4 710.0 | 116.3 312.2 795.7
Nearest neighbor [23] | 112.2 306.3 795.7 | 116.6 3123 795.7

Table 2.1: Comparison of positioning accuracies.

accuracy, cross-device generalization performance, and radio map storage
requirements of the proposed algorithm.

We evaluated the localization performance of the algorithm in two resi-
dential areas in Helsinki with varying GSM cell-tower (BTS) densities. The
overall median error of our proposed grid-based GSM localization algorithm
was found to be within 150 m in both high-density and low-density residen-
tial areas. For comparison, we consider (i) a variant of our proposed system
that does not use the particle filtering (denoted by grid likelihood) and (ii)
the k-nearest neighbor algorithm by Chen et al. [23]. Table 2.1 summarizes
different percentiles of the localization error demonstrated by the three al-
gorithms. In both test areas, our proposed localization algorithm achieves
a median error of 139.7 m and 107.6 m respectively. Thus, our proposed
algorithm can efficiently use the signal strength information from a single
BTS to provide localization service to a large number of mobile devices
without requiring significant deployment costs.

2.4 Radio Map Maintenance

The accuracy of a fingerprint-based localization system depends mainly on
the availability of a dense calibration data [135] and on the consistency of
the radio map, more specifically on the accuracy of the likelihood model
with time [70]. GSM signal intensity measurements are inherently noisy,
and measurements obtained from the same location tend to vary due to sev-
eral factors including time of the day, dynamic load on the BTSs, different
hardware used for obtaining the measurement [32], and addition/deletion
of BTSs by the mobile phone operator. A GSM localization algorithm thus
needs to detect and update changes in the radio environment to stay consis-
tent over time. As one of the salient novelties of our proposed localization
approach, in this section we introduce ways of creating, maintaining, and
updating the GSM radio map over time.
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Online Learning of Radio Map Parameters

Mobile phones equipped with a GPS receiver can be used to learn the
radio map parameters of the grid cells, i.e., ugy. and o4, locally. Once
the radio map parameters are learned, the user can switch off the GPS to
save energy, yet can achieve accurate location estimates based on the GSM
signal information only. Moreover, when the learned radio map is shared,
it can benefit a large number of users in the proximity, especially those
without an integrated GPS receiver on their phones.

A number of approaches have been proposed to maintain a radio map
across devices over time, e.g., one salient approach is proposed by Park et
al. [42], where the authors use Kernel density estimation to maintain radio
map of WiFi access points across heterogeneous devices. In our case of
GSM localization, we follow an online estimation technique for learning the
likelihood parameters. Online estimation of summary statistics of the signal
intensity model overcomes the requirement of storing measurements from
the GSM scans on the device, thereby optimizing the storage requirement
on the phone. Specifically, if a BTS ¢ is observed with a signal strength of
s while in a grid cell g, the online estimates of the mean p and the sum of
squared deviation from the mean S can be computed using [20]:

o, 1 _
/’LZ,C = Mg,cl + ﬁ(s - :u’g,cl)’ (217)

1, n—-1 2
ngc = S;C + - (s — /‘Z,c) , (2.18)
where n is the number of samples used to estimate the parameters for the
grid cell and BTS pair. We also store the value of n in the radio map. The
standard deviation of the signal intensity measurements is then computed
as:

n ngc
04 =max{ b, p—] (2.19)

We set a lower bound of 5 to the standard deviation parameter to avoid
a highly skewed signal intensity model for a grid cell. The tool for learn-
ing a radio map on a user’s mobile phone has the potential of large-scale
deployment, where the radio map can be learned incrementally using crowd-
sourcing techniques. We support the distribution of a radio map learned
on a user’s mobile phone with the help of a centralized server.
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Radio Map Synchronization

The opportunity of learning radio map parameters locally on a user’s mo-
bile phone also helps to detect changes in the surrounding GSM radio en-
vironment. If the local radio map changes significantly from the original
deployment, the new set of parameters should be propagated to other de-
vices for accurate positioning. We use the joint Kullback-Leibler (JKL)
divergence metric to identify changes in signal intensity models. For exam-
ple, let p(x) and ¢(x) denote two arbitrary probability distributions, then
the KL-divergence between p(x) and ¢(z) is given by:

Dicelplla) = [ plo)iog ];Egdx (2.20)

The joint KL-divergence? between the two distributions is given by:

Dykr(pllq) = Drr(pllq) + Drr(q||p) (2.21)

In case the two distributions are both univariate and Gaussian, i.e., p(z) ~
N(pp , 0p) and q(z) ~ N (g, 04), the joint KL-divergence can be computed
as:

1|02 o2 1 1
Dikrplla) = 5 U—§+U—‘§+(up—uq)2(ﬁ+§)—2 (2.22)
q p p q

As our likelihood is modeled using a Gaussian distribution, we use Equa-
tion 2.22 to detect changes in the radio map locally and trigger an update,
if the D g between the previously deployed signal intensity distribution
and the latest distribution for a grid cell exceeds a predefined threshold. In
our current implementation we set the threshold experimentally.
Moreover, on the server side, a radio map integration method needs
to be deployed when several clients send updates of radio map parameters
for the same grid cell. We follow a simple weighted averaging scheme for
this purpose, where the weights are determined based on the number of
samples used to compute the individual estimates. Specifically, let N
and N¢ denote the number of measurements used to compute the first
parameter estimate for a grid cell stored on the client device and the number
of measurements used when the parameter update is triggered for the same
grid cell. Moreover, let N is the number of samples on the server used to
compute the parameters for the same cell. While performing the weighted
averaging, as the weight for the client parameters we use Wg = N¢ — N©

9Joint KL-divergence is commutative, whereas KL-divergence is not.
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and we use Wg = N¥ — N9 as the weight for the server side parameters.
Formally, we obtain the new parameters after a client update as:

_stus—chx,uC

new W T (2.23)
new_WsXUS+W0><JC (224)
N Ws + We ’

Nmew = NS 4 NO - NO (2.25)

Hence, with the deployment of the online estimation of the likelihood pa-
rameters and their synchronized update, the server maintains a global view
of the radio map that is consistent over time. The server is also responsible
for the periodic distribution of the latest radio map to the mobile phones
requesting the localization service.

2.5 Discussion

The proposed GSM localization algorithm relies on the availability of a ra-
dio map of the environment on the phone, where the localization service
is requested. Moreover, when constructing a radio map, the storage re-
quirement depends linearly on the number of BTS and grid cell pairs the
device has seen. Additional storage space is also needed for the indexing
scheme used for fast retrieval of the relevant radio map parameters. For
example, a radio map that stores the signal intensity model parameters
from one BTS for all the grid cells (20m x 20m) would require around 5
Mb storage space for a coverage area of 100 km?. However, the radio map
storage requirement for everyday activities is significantly smaller and can
be incrementally fetched from the server as required, e.g., when the MS
connects to a new BTS, the new radio map for the BTS can be downloaded
to the device.

Mobile devices of different manufacturers have different sensitivity lev-
els, e.g., two mobile devices from different manufacturers may report differ-
ent GSM signal strength information, even though the phones are located
next to each other. Thus the radio map generation method can be adapted
based on the knowledge of the embedded operating system and is left as a
future work.

Lastly, the proposed parameter synchronization method is susceptible to
attacks such as erroneous reporting by a mobile device or sybil attack [30],
where a single mobile device sends update parameter requests for a large
number of grid cells claiming different identities. Thus, further research
is needed to deploy better radio map synchronization techniques that can
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identify the reliability and the identity of mobile devices, e.g., with the help
of reputation scores to provide protections against miscreants.



Chapter 3

Energy-efficient and Robust
Tracking

Emerging LBS prefer localization using GPS on smartphones as it provides
accurate location estimates outdoors, compared to GSM- or WiFi-based lo-
calization solutions [102]. However, GPS receivers in general consume high
energy to obtain location fixes and an application sampling GPS continu-
ously can deplete the battery in a few hours, thereby limiting the usability
of the application. In addition to spending energy due to localization, LBS
running on a mobile device often consume power by keeping the device dis-
play on for rendering information on a map and using the radio transceiver
for data communications. Therefore, the success of LBS rely on the level of
power consumption while using a phone’s features, especially if the services
run continuously over an extended period of time [63]. From a developer’s
perspective, a high energy footprint of an application is detrimental, as it
decreases end-user satisfaction and can even lead to the application being
classified as malware [133]. Hence, the limited battery power available on
the mobile platform poses a significant challenge for the deployment of LBS
requiring continuous location sensing [148]. Moreover, optimizing only the
energy consumption is not enough, as often tracking applications require a
guarantee on the accuracy violation rate or robustness; this has not been
addressed adequately in the literature.

In this chapter we introduce the EnTrackedgry, a tracking system for
mobile devices, that addresses two problems prevalent in smartphone-based
tracking solutions: (i) high energy consumption and (ii) lack of measures
for maintaining high robustness. The content of the chapter is based on
Articles II and III.

25



26 3 ENERGY-EFFICIENT AND ROBUST TRACKING

3.1 Challenges in Continuous Location Sensing

Application distribution channels, such as Google Play' and Apple App
Store?, contain a plethora of location-based applications. Emerging LBS
often require continuous and accurate location information of a user for
location-sensitive information delivery. Examples of such applications in-
clude health-care applications [137], microblogging [40], sports tracking [2],
location-based games [91, 112], local traffic monitoring [54], cyclist ex-
perience mapping [33], personal reminders [86], place recognition [6, 99],
location-based social networking [146], participatory sensing [114], and
many others.

Though more accurate, on-device GPS receivers have a comparatively
large energy footprint [103, 129]. For instance, on Nokia N95 mobile de-
vices GPS consumes on an average around 320 mW (milliwatt) [63, 102],
and on Android platforms the consumption is around 260 mW [82, 145].
With limited battery power available on the mobile platforms, sampling
of GPS in a continuous manner is infeasible, as it completely depletes the
battery within 6-7 hours (e.g., in case of Nokia N95 and Android Developer
phones) [40, 148]. Therefore, continuous GPS sensing is a major barrier to
all-day smartphone usage. One simple solution to reduce the power con-
sumption of GPS is to apply duty-cycling with large time intervals (e.g., 3-5
min). In other words, energy can be saved by putting the GPS receiver to
sleep in-between two successive samplings. This simple strategy, however,
cannot guarantee that the error in position tracking is bounded, especially
if the target has moved significantly during the sleeping period of the GPS.
Hence, a key challenge in mobile phone-based tracking is:

To provide accurate location information while spending as little
energy as possible.

However, the objective of accurate location tracking is conflicting with the
simultaneous objective of minimizing energy consumption. For example,
GPS measurements obtained at short and regular intervals (e.g., every sec-
ond) provide highly accurate location information during the tracking pe-
riod, at the expense of high power consumption. Hence, an effective solution
to energy-efficient tracking should intelligently deploy strategies to obtain
a trade-off between the requested tracking accuracy and the available en-
ergy budget. In this chapter we introduce EnTrackedpy, which takes into
account other external factors, such as regularities in human movements,

"mttps://play.google.com/store/apps [Retrieved: July 17, 2014].
*http://www.apple.com/itunes/charts/ [Retrieved: July 17, 2014].
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Figure 3.1: Illustrating the concept of (a) position tracking and (b) trajec-
tory tracking with uncertainty regions.

the transportation mode, and the speed information in order to provide an
energy-efficient and robust tracking solution for mobile devices.

3.2 Approaches to Energy-efficient Tracking

Over the past years several attempts have been made to improve the overall
energy consumption of tracking systems. In this section we summarize rele-
vant related work addressing two main problems in energy-efficient tracking:
(i) position tracking and (ii) trajectory tracking.

3.2.1 Position Tracking

The basic idea in energy-efficient position tracking is illustrated in Fig-
ure 3.1(a). In the figure, the latest sensed position of a moving object is
depicted by the small red circle. An energy-efficient system may operate
by scheduling the next position sensing when the true location of the ob-
ject can no longer be ensured to lie within the circular uncertainty region,
defined by an error radius or threshold Epggition-

Existing systems achieve energy saving by applying duty-cycling on the
GPS receiver and opportunistically using other sensors with relatively low
power requirements. While applying duty-cycling, one key challenge is:

To dynamically determine the time of the next GPS sensing,
as static duty-cycling, i.e., always sleeping for the same period
of time, is error-prone due to being oblivious to the underlying
human movements.
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Paek et al. [102] propose the Rate Adaptive Positioning System (RAPS)
based on the observation that in urban environments GPS exhibits poor
location accuracy. For energy efficiency duty-cycling is employed on the
GPS receiver. Moreover, a blacklist of GSM cell towers, e.g., environments
where previous attempts of obtaining GPS measurements have failed, is
maintained to further delay GPS activations. The system also uses duty-
cycling on the accelerometer to estimate the average activity level of a
user and only allows new GPS sensing when the user’s current movement
exceeds an accuracy bound computed from past motion history. Through
Bluetooth, the RAPS system shares position information among nearby
devices in an attempt to further reduce the power consumption.

The a-Loc system, proposed by Lin et al. [82], optimizes energy con-
sumption in positioning for mobile search applications. Combined with
a probabilistic location prediction approach, the system employs a sensor
selection algorithm to dynamically select among GPS-, WiFi-, Bluetooth-
and GSM-based localization approaches under different accuracy require-
ments. The accuracy requirement is estimated based on the user’s current
location and the spatial density of the entities being searched. For example,
while searching for the five nearest pizza places, a finer location granularity
is used if the density of nearby pizza places is high.

Zhuang et al. [148] propose four design principles for energy-efficient lo-
cation sensing, namely: (i) substitution, (ii) suppression, (iii) piggybacking
and (iv) adaptation. To save energy consumption, the system substitutes
GPS with less power consuming networking-based positioning whenever
possible. This is achieved by learning area-specific profiles based on past
availability and accuracy of positioning. Additionally, the system employs
an accelerometer to detect motion and suppresses unnecessary location
sensing while the device is stationary. When more than one location-based
applications are running, the system piggybacks new sensing requests with
existing requests. Lastly, to further improve the running time, the fre-
quency of sensing is adapted based on the current battery level.

Based on the observation that people spend the majority of their time
in personally meaningful indoor places, Chon et al. [24, 25] propose the
SmartDC system for energy-efficient everyday location monitoring. The
SmartDC system begins by collecting the mobility data of a user by polling
location sensors such as GPS, WiFi and GSM at regular intervals (e.g., 2
minutes) and builds a predictor model for estimating residence time at a
meaningful place. The system then optimizes for a sensing schedule under
a given energy constraint by employing an adaptive duty-cycling estimated
using the Markov decision process.
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Another energy-efficient position tracking system is EnTracked by Kjeer-
gaard et al. [65], which is a precursor of the EnTrackedpry system. The
EnTracked system employs two sensor management strategies to optimize
the use of on-device GPS and accelerometer sensors. Adaptive sensor duty-
cycling is achieved using estimation and prediction of system parameters,
as well as the underlying mobility of the user. The system supports an
application-specific error threshold Epysition to adapt GPS sampling inter-
vals to the accuracy requirements of different LBS.

Contrary to all previous approaches which treat the GPS receiver as a
black box, the low energy assisted GPS (LEAP) system proposed by Ramos
et al. [111] divides the processing pipeline of a GPS receiver and only out-
puts the sub-millisecond part of the time-of-flight® [61] encoded within GPS
signals. Energy is saved by applying duty-cycling on the Radio Frequency
(RF) front-end of the receiver and offloading tasks such as decoding time
stamps from satellite signals, least square location computation and output
generation (e.g., latitude, longitude) to a cloud.

3.2.2 Trajectory Tracking

Contrary to the task of position tracking, a trajectory tracking system
tries to ensure that the error in sensed motion history (irrespective of cur-
rent time) of an object always stays within an error bound Erygjectory-
Figure 3.1(b) illustrates the notion of trajectory tracking, where the er-
ror bound corresponds to an error corridor surrounding the true path of
motion (shown in red) of a moving target.

Trajectory data analysis, e.g., data collection, simplification, storage,
processing, and query performance have been extensively studied in the
field of moving object databases [45]. Among early approaches, Wolfson et
al. [142] propose position update policies for moving objects to minimize
overall cost due to database updates and inaccuracies in position queries.
Accordingly, the authors model the position update frequency as a function
of the ratio between the update cost and the cost of inaccuracies in position
estimates. Given the exact route of the moving object, the cost due to
inaccuracies is computed by integrating a deviation function over a period
of time.

Thiagarajan et al. [129] propose the CTrack system for energy-efficient
trajectory mapping for mobile devices using GSM fingerprints. The system
employs a two-pass Hidden Markov Model (HMM) to match a sequence of
GSM fingerprints to road segments. The mapping algorithm runs on a re-

3Time required for the GPS signal to travel from a satellite to the GPS receiver.
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mote server and receives sensor measurements from a device every minute
over a wireless link. Uncertainties in GSM localization is reduced by in-
ferring binary clues from on-device sensors. For example, an accelerometer
is used to detect if the device is stationary, and a compass or gyroscope is
used to detect if the device is turning. Though energy-efficient, the use of
coarse-grained cellular fingerprints limits the overall accuracy of the CTrack
system in case of trajectory tracking.

The CAPS system by Paek et al. [103] is another example of energy-
efficient tracking that uses GSM cell-id sequence matching. The system is
motivated by the fact that people often take similar routes every day and
observe similar GSM cell transitions. The system opportunistically learns
the user’s trajectory by sampling the on-device GPS and maintaining a
database. For GSM sequence matching, the CAPS system employs an
approach based on dynamic programing and selects the route with the
highest matching score. Once the best sequence is found in the database,
CAPS uses temporal interpolation for estimating the user’s current location
on the route. However, on failing to find a match, the system triggers GPS
sensing for position estimation.

Lange et al. [78] propose a generic real-time trajectory simplification
protocol for mobile objects for accurate trajectory tracking. The proposed
tracking system employs a linear dead-reckoning approach to trigger trans-
mission of motion history to a remote server based on a given error bound.
Before transmitting novel motion measurements, the system performs tra-
jectory simplification (see Section 3.4.3 for details) on the device to min-
imize the cost of data communications. The system, however, employs a
periodic GPS sampling strategy for position estimation and therefore ex-
hibits high power consumption.

3.3 Robustness in Trajectory Tracking

The majority of the previous systems (described in Section 3.2) only try to
optimize the power consumption. However, optimizing power consumption
solely is not sufficient, as trajectory tracking applications often require a
guarantee on the robustness, i.e., the tracking system should never or rarely
violate the accuracy requirement or the error threshold. For example, the
robustness requirement of an application assisting a visually impaired per-
son is much higher than an application mapping jogging paths. However,
providing a universal guarantee on the robustness is difficult as the accuracy
of positioning, and therefore the robustness, depends on the hardware used,
the surrounding environment and the handling of the device [15], among
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others. We argue that the problem can be mitigated, if a tracking system
adapts not only to the accuracy error bound, but also to the application-
specific robustness requirements. Below, we provide a formal definition of
robustness, used in our analysis, by first defining a trajectory and an error
metric.

A trajectory can be defined as a sequence of location data points ob-
tained at discrete time intervals. The locations are generally linearly in-
terpolated to represent a user’s motion history or trajectory. Formally,
following Lange et al. [78], we adopt the definition of a trajectory @ as a
piecewise-linear function which is defined by an ordered sequence of data
items {a1,as,...,a,}. Each data item a; = (a;.t, ai.ﬁ), has an associated
timestamp ¢ and a position 7 (e.g., latitude, longitude) information. In
other words, a trajectory @ can be viewed as a mapping from time to space
and is defined through spatio-temporal line segments {m}?:_ll as follows:

@t aair1(t) , where a;.t <t < ajpq.t (3.1)

Given the line segment and time, the position of the moving object can be
determined using linear interpolation as follows:

(ajy1.t — t)ai.? +(t— ai.t)ai+1.?.

a;q;11 :t—
et ai+1.t— ai.t

(3.2)

The sensed trajectory on a mobile device can deviate significantly from
the user’s actual trajectory due to a number of reasons, including sub-
optimal duty-cycling of the positioning sensor, on-device simplification of
the sensed trajectory and inaccuracies of the positioning sensors. The error
present in the sensed trajectory s, given the actual trajectory of motion
‘@, can be computed according to a chosen metric, e.g., we use the time
uniform distance metric &,(t), which is defined as:

Ea(t) = d(5 (1), @ (1)), ¥t € [ar.t, an.1], (3.3)

where d(ﬁ, ]7;) is the geodesic distance in meters between the position coor-
dinates p; and 17;, which can be computed using Vincenty’s algorithm [138].
The error function &,(¢) is defined on the entire time domain of the actual
trajectory ‘@. Now with the time-based error measure for trajectory error,
the robustness achieved by a tracking system can be defined as:

The rate of violation of tracking error with respect to the re-
quested error bound ETrqjectory-
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More exactly, the robustness (in percent) of a system Rg is computed as
follows:

100 &
R = == 3 Lies)>Brvagustony) Eulai), (3.4
=1

where, 14(+) is the indicator function defined as:

if A is true

La() = {07 (3.5)

otherwise.

The smaller the value of Rg, the more accurate the system is in case of
trajectory tracking.

3.4 EnTrackedzr: System Overview

The proposed EnTrackedpr? system mitigates two fundamental problems
present in any GPS-based tracking system: (i) rapid depletion of battery
life, and (ii) lacking guarantee on obeying the tracking error bound. Thus
EnTracked gy allows for continuous and accurate position/trajectory sens-
ing on mobile platforms for a sustained period of time. The main contri-
butions of the EnTracked gy system are as follows:

e The system provides a unified framework for both position and tra-
jectory tracking.

e It introduces a novel compass-based sensor management strategy for
energy-efficient tracking. The strategy employes an orthogonal dis-
tance function to overcome the effect of noise and the requirement of
frequent compass calibrations.

e The system improves overall robustness in tracking by introducing
two methods: robustness coefficient and speed adaptation.

e Extensive cross-platform experiments exhibit superior adaptabity of
EnTrackedgr, while performing trade-off between accuracy require-
ment and energy expenditure, compared to the state-of-the-art track-
ing systems.

The EnTracked gy system builds on and enhances capabilities of the previ-
ous EnTracked system [65]. Figure 3.2 illustrates the software architecture

4RT stands for robust trajectory.
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Figure 3.2: Software architecture of the EnTrackedrr client engine.

of the EnTracked gy system. The client engine of the EnTracked gy system
has been developed in Python, which follows a layered architecture. At
the top level, different protocols and sensor management strategies can be
plugged into the system. The client engine layer is responsible for main-
taining platform integration to retrieve various sensor data through suitable
API calls and running the system logic. The EnTrackedgr system imple-
ments three sensor management strategies, employs an opportunistic data
transmission protocol, and uses an on-device trajectory simplification algo-
rithm to minimize the overall energy consumption due to sensing and radio
transmission, while maintaining the required level of robustness. In the fol-
lowing, we describe various sensor management strategies, the transmission
protocol, and the trajectory simplification employed by the EnTracked gy
system in detail.

3.4.1 Sensor Management Strategies

The EnTracked gp system uses on-device accelerometer and compass to esti-
mate uncertainties in tracking and minimize the overall power consumption
by optimizing the use of GPS. The current version of the system supports
three sensor management strategies: (i) a movement-aware strategy that
uses the accelerometer to detect non-stationary periods and is responsible
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Figure 3.3: Overview of the EnTracked pr sensor management logic.

for triggering other strategies, (ii) a distance-aware strategy that dynami-
cally selects the sleeping period for the GPS between two successive location
measurements and (iii) a heading-aware strategy which uses the compass
to detect significant changes in the direction of motion. The EnTracked gy
system periodically selects the most suitable sensor management strategy
satisfying the underlying tracking requirements. The selection process is
based on the estimated power consumption and accuracy of the strategies
given the tracking parameters. While estimating the power consumptions
of the individual strategies, we take into account sensor- and platform-
specific variations, as well as power on/off delays [65]. Strategies which
do not comply to the accuracy requirements are assigned a penalty cost.
For example, GPS exhibits poor positioning accuracy where a clear view
of the sky is not available, e.g., indoors [64, 102] and therefore strategies
using GPS should be penalized in those locations. EnTracked gy selects the
strategy with the smallest overall cost. Details of the selection process are
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given in [65].

Figure 3.3 provides an overview of the control flow of the EnTracked gpr
tracking system. For instance, at the beginning of a tracking period, En-
Tracked gy requests a GPS location (1). Next, the deployed position update
protocol decides if a new position update is to be made (2). If a position
update is scheduled, the trajectory update protocol running on the device
piggybacks novel trajectory data with the position update (3—4). Then,
based on the current tracking requirements and the available sensor man-
agement strategies, the least power consuming strategy is selected (5). The
system then either monitors the accelerometer, or monitors the compass,
or sleeps for a certain period of time (6). The process is restarted when the
deployed sensor management strategy requests a new GPS position (7). In
the following, we describe the sensor management strategies employed by
EnTrackedpr in detail.

Movement-aware Strategy

The movement-aware strategy is motivated by the fact that when a user is
static then there is no need to sample GPS for location information. The
strategy uses the on-device accelerometer and the latest speed information
obtained from the GPS to robustly detect stationary periods. When the
device is detected as stationary, the GPS and the compass sensors are put
to sleep to save energy.

To detect stationary periods, we first apply a low-pass filtering on the
last 30 acceleration samples and compute the variance on individual axes. If
the sum of the variances, obtained from all the three axes, is below a device-
specific threshold, we predict the user’s state as stationary [65]. Further
energy-efficiency is achieved by applying duty-cycling on the accelerometer
with a period of:

At — min(ETrajectoryy EPosition) : (36)
Smazx
where S,,4: is the estimated upper bound on the speed of the user, which
could be adjusted based on the knowledge of the user’s transportation
mode. However, the stationary detection running on the mobile device
should be accurate to ensure robustness in trajectory tracking where a
false positive stationary prediction is costlier than a false negative predic-
tion. False positive predictions refer to the cases when the user’s state is
predicted as stationary, but in reality the user is moving. False positives can
often decrease the robustness by violating the prescribed error bound. On
the other hand, false negative predictions, i.e., the user’s state is predicted
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as non-stationary while the user is static, will not decrease robustness, but
will slightly increase the power consumption by scheduling additional GPS
sensing. While detecting the user being stationary, employing variance-
based approaches using the accelerometer, false positives often arise during
commuting by motorized vehicles, e.g., traveling by bus or car with a con-
stant speed on a smooth road. To decrease the number of false positives,
we use the speed information from the last GPS measurement to coarsely
detect the transportation mode of the user either as pedestrian or motor-
ized. More specifically, if the user is moving at a speed of over 1.5 m/s
(i.e., 5.4 km/h), we consider the transportation mode to be motorized and
suspend use of the movement-aware strategy.

Distance-aware Strategy

The main task of the distance-aware strategy, when activated, is to estimate
the period of time At the GPS receiver can be safely put to sleep in between
two successive activations. The strategy uses the latest speed estimate s¢q
obtained from the GPS to dynamically update the sleeping period so that
the moving object does not violate the prescribed error bound. A simple
estimate for At can thus be the time the device would take to move beyond
the error bound from the last sensed position. However, the GPS receiver
often reports positions with varying accuracies and to take the variations
into account, similarly to the work of Farrell et al. [34], we include an error
model function e,,.4e; in the equation and estimate At as:

At = min(ETrajectory7 EPosition) — €model

3.7

Sest ( )
The error model €,,,4¢; combines (i) the uncertainty in the latest GPS
measurement ugpg, (ii) the timestamp of the last GPS measurement t¢pg,
(iii) the estimated speed scs; and (iv) the current time ¢. as:

emodel = UapPs + (tc —taps) Sest (3.8)

The estimate for ugpg is computed primarily from the horizontal dilution
of precision (HDOP) value commonly returned by a GPS receiver. While
activated, the distance-aware strategy assumes that:

The estimated speed ses; of the moving object remains constant
during the entire sleeping period At of the GPS receiver.

However, the assumption on invariability of speed is restrictive, and it is
susceptible to error threshold violation especially in situations when the
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object starts to accelerate within GPS sleeping periods. To mitigate the
limitation, we introduce two concepts: (i) robustness coefficient and (ii)
speed adaptation, which are described in detail in Section 3.5.

Heading-aware Strategy

Compared to the previous attempts of developing energy-efficient trajec-
tory tracking systems, one novelty of the EnTracked pp system is the use of
the compass as a turn point detector. We demonstrate that, in case of tra-
jectory tracking only, the concept of error corridor can significantly reduce
power expenditure by monitoring device heading changes with a compass.
For example, Figure 3.4(a) shows the difference in GPS activation times
between a position and a trajectory tracking system when both systems
operate using the same error threshold, i.e., Eposition = ETrajectory- In
the figure, P; denotes the latest GPS reading location. A position tracking
system will schedule the next GPS sensing at location Py, whereas a tra-
jectory tracking system can save energy by further delaying the next GPS
sensing till location Py (with ¢ < t”), assuming the compass did not detect
significant changes in the direction of motion.

The heading-aware strategy is motivated by the fact that when an ob-
ject is traveling along a straight line with constant speed, there is no need
to activate the GPS for position sensing. Figure 3.4(b) summarizes the ba-
sic idea of the heading-aware strategy. While activated, the strategy keeps
track of the accumulated orthogonal distance from the initial direction of
motion reported by the GPS. In the figure, the initial direction of motion
is shown by the dotted arrow (1). As new compass measurements are ob-
tained, the accumulated orthogonal distance is updated using the estimated
speed Ses: and the change in the direction of motion compared to the initial
direction, e.g., (2)—(3). When the accumulated orthogonal distance exceeds
the trajectory error threshold Er,qjectory, & GPS sensing is triggered (4).

Formally, given the trajectory error threshold E7;gjectory and a set of
noisy compass heading measurements [0y, ...,60,], the performance of the
heading-aware strategy is governed by an accumulated orthogonal distance
function D (t), which we define as:

k
Dy(te) = (ti — ti1)sest| Sin(Ostare — 0:)|(1 + 0), (3.9)
i=1
where seq; and Ogq¢ are the estimated speed and the initial direction of
motion respectively, obtained from the last GPS measurement. The time
when the compass measurement 6; is recorded is denoted by t;, with ¢y rep-
resenting the time of the last GPS fix. Additionally, the definition includes
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ETrajectory

(o]

(a) Position vs. trajectory tracking. (b) Heading-aware strategy.

Figure 3.4: (a) Showing the basic difference between position and trajectory
tracking. (b) Illustrating the basic idea of the heading-aware strategy. A
new position update is requested when the orthogonal distance from the
initial direction of motion exceeds the given trajectory threshold.

a parameter o € [0, 1] to compensate for the error in compass measurement.
We experimentally set o = 0.1. With the definition of D/ (t), the heading-
aware strategy triggers GPS sensing when D (t) exceeds Erygjectory and
then reinitializes D (t) = 0.

Though the compass provides a cheap way to obtain the heading in-
formation of a device with the help of a magnetometer, compass mea-
surements are often noisy and susceptible to electromagnetic inference and
disturbance [121]. Additionally, while using the compass for absolute head-
ing measurements, often the compass needs to be calibrated precisely, e.g.,
as used in positioning and navigation applications [28, 141]. The heading-
aware strategy overcomes the frequent need for compass calibration by only
considering relative changes in heading measurements. For instance, the
term | sin(@stare — 0;)| € [0, 1] in Equation 3.9 only relies on relative change
in the direction of motion. Moreover, the function D, (t) is monotoni-
cally increasing, and when sqs; > 0, a set of noisy compass measurements
would rapidly increase the accumulated orthogonal distance and will trig-
ger a GPS sensing sooner. Premature GPS sensing due to noise in compass
measurements further helps to maintain robustness in tracking.

As in the distance-aware strategy, we assume that the user’s speed re-
mains constant between two successive GPS activations and to save energy
we also apply dynamic duty-cycling on the compass. However, we use a
much smaller duty-cycle period®, compared to the distance-aware strat-
egy (e.g., At/10), and provide an upper bound on the GPS sleeping time
when using the heading-aware strategy. The upper bound on the GPS sleep
period triggers occasional GPS activations, when the moving object is trav-
eling along a straight line for a long period of time. The upper bound is

5The sleeping period At can be computed as given in Equation 3.7.
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Figure 3.5: Example of the heading-aware strategy using real-word data.

particularly necessary to ensure reporting the latest location information
to a remote server, when position tracking is additionally requested.

To illustrate the performance of the heading-aware strategy, we collected
periodic compass and GPS measurements during a bike ride, whose trajec-
tory is shown in Figure 3.5(a). From the top, the plots in Figure 3.5(b)
respectively show (i) the raw compass heading measurements recorded dur-
ing the ride, (ii) the relative change in heading directions after duty-cycling
and (iii) the evolution of the D (¢) function (in red). For comparison, the
bottom-most plot in Figure 3.5(b) also indicates the time instances of GPS
activations by the distance-aware strategy.
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3.4.2 Transmission Protocol

The sensor management strategies, described in the previous section, opti-
mize energy consumption due to position/trajectory sensing on the mobile
platforms. However, often a mobile application running on the device re-
quires updating novel position information to a remote server to fetch or
deliver suitable information. A naive transmission protocol that transmits
location information as soon as they are sensed by the device would result
in high radio cost. Thus, in addition to the sensor management strate-
gies, an opportunistic data transmission protocol is required, which further
optimizes the energy consumption due to repeated radio transmissions.

The EnTracked gy system employs a simple and light-weight protocol
that uses an adaptive transmission scheme based on the application specific
error requirements. The deployed protocol takes into account the power
consumption profile of the radio communication module, as the amount
of power needed for transmission depends not only on the amount of data
being transmitted, but also on the number of connections being established.

The EnTracked gy system optimizes the power consumption due to data
transmission by: (i) adopting a batch transmission approach and (ii) per-
forming on-device trajectory simplification. In case of batch transmission,
the device maintains a buffer of sensed novel position information and be-
gins transmission when a dead reckoning [143] algorithm running on the
device schedules an update. The dead reckoning algorithm keeps track of
the deviation in the device’s location from the server estimate and triggers
an update, when the deviation exceeds the error threshold Ep,sition. Fur-
ther energy and cost of transmission is minimized by reducing the amount
of data transmission through on-device trajectory simplification. The tra-
jectory simplification procedure selects a subset of the novel positions for
transmission without significantly degrading the motion history. The En-
Trackedpr system piggybacks the simplified trajectory information, while
reporting the latest GPS position to the remote server. The following sec-
tion describes the on-device trajectory simplification in detail.

3.4.3 Trajectory Simplification

Modern mobile phones can generate position information at a very high
rate, e.g., polling the GPS every second would generate around 2.6 million
data points over a period of one month. The amount of space required to
store trajectory information of a large number of moving objects is thus
enormous and the computation burden to process the information is also
significant [17]. One attractive solution to both storage and processing
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Algorithm 1 The Douglas-Peucker line simplification algorithm.
1: procedure TRAJECTORYSIMPLIFYDP ('@, i, j, Errajectory)
2 Find the data point a, farthest from the line a;a; with distance dist.
3 if dist > ET'rajectory then
4 return TRAJECTORYSIMPLIFYDP (@, i, k, ETrqjectory)
5: return TRAJECTORYSIMPLIFYDP ('@, k, j, Errajectory)
6
7
8
9:

else
return (a;, a;)
end if
end procedure

problems is the application of spatio-temporal data reduction. The intu-
ition behind GPS-based trajectory data reduction is similar to line simplifi-
cation, where a location coordinate is eliminated if it can be approximated
with reasonable accuracy by interpolating two adjacent coordinates.

The line simplification problem has been extensively studied in the
field of digital cartography, as well as in the field of computer graphics.
The problem is defined as follows: Given an ordered set of n + 1 points
{po,p1,-..,pn} in a plane, which forms a polygonal chain C, i.e., a sequence
of n line segments, Pop1, - - ., DiDit1s - - - » Pn—1Pn, the line simplification prob-
lem asks for a chain C', with fewer segments than n, that represents C
well [50].

The EnTrackedrr system uses the well known Douglas-Peucker line
simplification algorithm [31] for trajectory simplification. The Douglas-
Peuker algorithm follows a divide-and-conquer paradigm and can be best
described recursively [50], see Algorithm 1 for details. In case of trajectory
tracking on mobile devices, we adapt the original algorithm and apply it
only on the set of novel location measurements present within the device
buffer. However, any trajectory simplification introduces error due to ap-
proximation, and there could be several measures for quantifying the error.
In case of robust trajectory tracking, we use the time uniform distance
metric &, (see Equation 3.3) as the error measure. The Douglas-Peucker
algorithm then selects a subset of the data points such that the error of the
simplified trajectory does not exceed the given error threshold Er,qjectory-

The trajectory simplification algorithm used by the EnTrackedrr sys-
tem begins with the line segment a@ja,,, where a; and a,, are respectively the
first and the last trajectory data points within the buffer. The algorithm
then identifies the point a; farthest from the line segment with respect to
the chosen distance metric &, (line 2). In case the distance of the farthest
data point aj exceeds the error threshold Et,4jectory, the algorithm adds
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the point a to the simplified list and then it is called recursively for data
points {ao, ...,ax} and {ag,...,an} (line 4-5). The algorithm terminates
when all points of the original trajectory are within a distance Er,qjectory
from its simplification.

The output of the trajectory simplification is influenced by the presence
of outlier data points resulting from poor location estimations. To overcome
the problem, we perform a validation on the GPS location measurements
prior to the simplification. During the validation, GPS estimates with less
than four satellites and an HDOP value greater than 6.0 are neglected [11,
99]. Experiments conducted on real-world datasets exhibit the O(nlogn)
running time of the Douglas-Peucker line simplification algorithm on mobile
devices.

3.4.4 Energy Consumption and Robustness

Next we summarize the performance of the EnTrackedpr system in terms
of energy consumption and robustness. For performance comparisons, we
consider the EnTracked system [65], the system of Lange et al. [78], which
is the current state-of-the-art for GPS-based tracking, and two variants of
our proposed EnTrackedrr system namely: periodic and EnTrackedgr .
As sensor management, the periodic system employes continuous GPS sam-
pling with a fixed time period and the EnTrackedgr , system employs the
movement- and distance-aware strategies. Moreover, to measure platform
specific variations we run emulation experiments on real-world datasets
collected on Android NOne and Nokia N97 devices.

When reporting the average power consumption, we consider two sce-
narios (i) simultaneous position and trajectory tracking, and (ii) trajectory
tracking only. Table 3.1 reports average power consumptions for a fixed
position error threshold Eposition = 500 m and varying trajectory error
thresholds Eryqjectory, i-€., the case of simultaneous trajectory and posi-
tion tracking. See Article III for further details on the experimental setup
and the choices of the scenarios. Similarly, Table 3.2 presents the results
when only trajectory tracking is requested. Irrespective of the scenarios,
the EnTracked gy system achieves the best energy-efficiency on both mobile
platforms and for all trajectory error thresholds. The system of Lange et
al. [78] and EnTracked exhibit the same power requirements in both sce-
narios, as they have been designed solely for position tracking and cannot
decouple the two tracking tasks.

Figure 3.6 illustrates the robustness performance of all the tracking
systems on NOne and N97 devices. Though energy-efficient, the robust-
ness performance of the EnTracked g system, especially for smaller trajec-



3.4 EnTrackedpr: System Overview 43
NOne N97

Avg. Energy [mW] Avg. Energy [mW]|

25m 50m 100m 200m| 25m 50m 100m 200m
EnTracked 373 286 226 184 | 482 367 275 211
Lange et al. [78] 430 384 350 331 | 504 417 362 332
Periodic 314 314 314 314 | 307 307 307 307
EnTrackedpr , 373 286 227 184 | 482 367 275 212
EnTrackedgpr 151 116 94 84 196 160 129 112

Table 3.1: Variation of average energy consumption with E7,qjectory and
fixed EPosition = 500 m.

NOne
Avg. Energy [mW]|

N97
Avg. Energy [mW]|

25m 50m 100m 200m| 25m 50m 100m 200m
EnTracked 373 286 226 184 | 482 367 275 211
Lange et al. [78] 430 384 350 331 | 504 417 362 332
Periodic 297 297 297 297 | 287 287 287 287
EnTrackedpr , 214 159 116 82 263 227 175 121
EnTrackedpr 131 93 71 61 176 135 99 83

Table 3.2: Variation of average energy consumption with E7,qjectory for
trajectory tracking only.
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Figure 3.6: Robustness in trajectory tracking.
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tory thresholds, is poor. The periodic tracking system and the system of
Lange et al. [78] provide the best robustness performance on both mobile
platforms. The results also highlight that an attempt to minimize energy
consumption solely often sacrifices robustness and hence new measures are
needed for performing optimal trade-offs between energy consumption and
robustness. In the following section we describe features of the EnTrac-
kedrr system that help to improve the overall robustness without signifi-
cantly sacrificing energy-efficiency.

3.5 Robustness

Contrary to the majority of the existing tracking systems, which only focus
on energy-efficiency, the EnTrackedgr system provides additional means
for the LBS to control the robustness during tracking. The current im-
plementation of EnTrackedpr supports two mechanisms, application of a
robustness coeflicient and velocity adaptation, to ensure improved robust-
ness at the expense of slightly higher energy consumption.

3.5.1 Robustness Coefficient

One way to improve robustness in tracking is to sample GPS positions
relatively frequently. In other words, when the distance- and heading-aware
strategies are running, triggering GPS sensing prematurely, i.e., activating
before the scheduled time, can improve overall robustness. This can be
achieved simply by allowing a shorter sleeping period for GPS as estimated
by the sensor management strategies. Accordingly, we define a robustness
coefficient R, € (0, 1] to internally use an error threshold ETrajectory that
is smaller than the prescribed threshold Er;qjectory. More specifically, the

internal threshold Eij ectory relates to ETrqjectory as:

E’}:rajectory = Rc- ETrajectory (310)

The robustness coefficient influences the GPS sleeping time approximately®
linearly and a small non-zero value for R, thus allows smaller GPS sleep-
ing periods and consequently reduces the rate of error threshold violations.
Hence, an application can select an appropriate vale for R, to trade-off
between overall energy consumption and robustness’. Interestingly, the

movement-aware strategy is not influenced by the robustness coefficient as

5The error model term in Equation 3.7 and the dynamic heading changes due to the
underlying motion in Equation 3.9 violate the linear relationship.
If not specifically mentioned, robustness coefficient is initialized as R. = 1.
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Figure 3.7: Influence of robustness coefficient R. on robustness and energy
consumption for different trajectory error thresholds (1 = 25 m, 2 = 50 m,
3 =100 m and 4 = 200 m) on two mobile platforms.

it is only activated when the user is stationary. In the evaluation we only
consider two values® for R,, i.e., R, = 0.954 and R. = 0.683. Figure 3.7
illustrates that the robustness coefficient can trade-off between overall en-
ergy consumption and robustness. For comparison the plots also include
the case R, = 1 as a baseline.

3.5.2 Speed Adaptation

The estimated current speed of the user plays an important role while
determining the sleeping period of the GPS, e.g., Equations 3.7, 3.8 and
3.9 all include the user’s current speed estimation s.s;. Hence, the validity
and accuracy of the speed estimate obtained from GPS influence the overall
robustness of the tracking system.

As mentioned before, the assumption that the user’s speed remains
constant during the GPS sleeping period is restrictive and prone to error
threshold violations. The assumption works relatively well for small val-
ues of the tracking error threshold and during pedestrian transportations.
However, during motorized transportation, the assumption often fails due
to the significant dynamic changes observed in the user’s speed [49]. To
improve the overall robustness, we introduce speed buffering as a method
to enforce a lower bound on the current speed estimate of the user based
on his/her motion history. Specifically, the EnTracked g system accepts a

8Exemplary values for R. are chosen based on the three-sigma rules of a normal
distribution. http://en.wikipedia.org/wiki/68-95-99.7_rule [Retrieved: July 17,
2014]
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Figure 3.8: Effect of speed buffering on a user’s current speed estimations
when using a buffer width of 5 minutes, i.e., B,, = 300 seconds.

buffer width parameter B,, (in seconds) and a function that can be applied
on the buffered speed values to obtain a better speed estimate based on
the user’s recent acceleration and deceleration profile. The buffered speed
estimate can be computed as:

SZst = F({Sist}ic:tc—Bw)v (311)

where t. is the current time and sl is the speed estimate obtained from
GPS at time ¢t. The role of the function F(-) is to allow relatively smaller
sleeping periods for the GPS receiver exploiting situational speed history.
It can be achieved by extracting various high percentiles of the buffered
speed values. The EnTrackedpy system currently uses the mazimum value
from the speed buffer as an estimate for the user’s current speed to be used
by the distance- and heading-aware strategies. For example, Figure 3.8
illustrates the effect of speed buffering (B,, = 300 s) on current speed esti-
mates of the user. The maximum function overestimates the current actual
speed of the user and allows for smaller GPS sleeping time compared to the
case when no buffering is employed. The increased amount of GPS activa-
tions thus improves the overall robustness in tracking with little increase
in overall energy consumption. Contrary to the robustness coefficient, the
speed buffering also influences the movement-aware strategy. For instance,
the speed estimates, based on a user’s motion history, help to distinguish
between pedestrian and other transportation modalities accurately. Fig-
ure 3.9 illustrates the effect of velocity buffering on overall robustness and
energy consumption. For comparison the plots also include the case when
no velocity buffering is employed, i.e., By, = 0 s.
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Figure 3.9: Influence of the velocity buffer width B, on robustness and
energy consumption for different trajectory error thresholds (1 = 25 m, 2
=50 m, 3 =100 m and 4 = 200 m) on two mobile platforms.

3.6 Energy and Robustness Trade-off

The vast number of LBS present in the application stores vary significantly
in terms of their energy and robustness requirements. For instance, an
application for navigation would assign more importance to the accuracy,
whereas a micro-blogging application puts more emphasis on the energy-
efficiency. To capture the performance of a tracking system under these
diverse requirements, we measure the wutility of a tracking system Ug by
defining the following function:

Us =p(1 = —=2) + (1 =p)(1 = =), (3.12)

where Rg is the robustness achieved by the system (see Equation 3.4) and
E¢ is the average power consumption of the system in mW. The parameter
p € [0, 1] in the above equation can be used to assign different weights on the
requirements of robustness and consequently on the energy consumption.
The normalizing factors are values in the same unit as the numerators (e.g.,
100% for Rg and 500 mW for E¢), which make Ug a unit-less quantity.
Moreover, the normalizing factors penalize the tracking system if either Rg
or [E¢ is high. For example, if a tracking system frequently violates the error
threshold then Rg will be close to 100, and thus 1— % will be close to zero.
Contrary to the case of robustness, a much higher normalizing constant
(500 mW) is used for the energy consumption, which is an upper bound
on the average power consumptions observed in our experiments. Hence,

under equal importance of robustness and energy consumption, i.e., p = %,
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NOne N97
with p = % 25m 50m 100m 200m| 25m 50m 100m 200m
EnTracked 0.47 0.60 0.67 0.72 | 0.28 0.46 0.58 0.69
Lange et al. 0.41 049 053 0.56 | 0.26 0.42 0.51 0.56
Periodic 0.59 0.60 0.60 0.60 | 0.55 0.59 0.61 0.61

EnTrackedgr , 0.70 0.78 0.84 0.88 [ 0.58 0.67 0.75 0.82
EnTrackedgr 0.78 0.85 0.88 0.90 | 0.67 0.76 0.82 0.86

with p = % 25m 50m 100m 200m| 256m 50m 100m 200m
EnTracked 0.58 0.68 0.73 0.77 | 040 0.56 0.65 0.74
Lange et al. 0.54 0.61 0.64 0.67 | 040 0.55 0.63 0.67
Periodic 0.68 0.70 0.70 0.70 | 0.62 0.68 0.70 0.71

EnTrackedpr , 0.76 0.83 0.87 0.91|0.64 0.74 0.80 0.85
EnTrackedgpr 0.81 0.86 0.89 0.91 | 0.68 0.77 0.83 0.88

with p = 2 25m 50m 100m 200m| 25m 50m 100m 200m
EnTracked 0.70 0.77 0.79 0.81 [ 0.51 0.65 0.72 0.80
Lange et al. 0.68 0.74 0.76 0.78 | 0.53 0.68 0.75 0.78
Periodic 0.78 0.80 0.80 0.80 | 0.68 0.76 0.79 0.80

EnTrackedgpr , 0.82 0.88 0.91 0.93 | 0.69 0.80 0.85 0.89
EnTrackedgr 0.83 0.88 0.90 0.93 ] 0.68 0.78 0.84 0.88

Table 3.3: Utility scores for different trade-offs between energy and rob-
ustness: with energy being twice as important (p = %) , equally important
(p= %), and half as important (p = %) as robustness, respectively.

a change of 5 mW in energy consumption is equivalent to a 1% change
in robustness. Table 3.3 illustrates the utility scores of all the tracking
systems studied in our experiments for three different tracking scenarios.
Additionally, Table 3.4 illustrates that the use of the robustness coefficient
and the velocity buffering helps the EnTrackedgrr system to achieve the
highest utility score on both mobile platforms and for all error thresholds,

when robustness is twice as important as the energy-efficiency (i.e., p = %)

3.7 Discussion

The heading-aware strategy employed by the EnTracked pr system is agnos-
tic to the sensor type used for the heading tracking and will work, without
requiring any modifications, with a more accurate sensor for heading in-
formation, e.g., gyroscope. However, a drawback of using a gyroscope is
its high power requirement. For example, on an Android platform (Sam-
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NOne

25m  50m 100m 200m

EnTrackedgr, R. = 0.683, B, =60 0.84 0.89 0.92 0.93
N97

25m  50m 100m 200m

EnTrackedgr, R. = 0.683, B, =300 0.69 0.80 0.86 0.90

Table 3.4: Utility scores of EnTrackedpy, when robustness is twice as im-

portant as energy, i.e., p = %

sung Galaxy SII) the gyroscope requires on an average 130 mW compared
to a mere 48 mW by the compass. Hence, to maintain the overall energy
consumption at a low level we use the compass as the heading sensor.

As demonstrated before, the orthogonal distance function D, (t) helps
to overcome the noise often present in compass measurements. However,
our extensive experiments on real-world datasets indicate that the robust-
ness performance of the heading-aware strategy suffers especially in the
case of motorized transportations (for details see Article III). This is due
to the bias of the magnetometer measurements towards the electromagnetic
field of the vehicle [19]. This situation can be easily identified using mag-
netic field anomaly detection, e.g., using an entropy-based measure on the
compass data. Under such anomaly situations, the sensor manager of the
EnTrackedpy system should not rely on the heading-aware strategy and
this can be easily achieved by assigning a penalty score to the heading-
aware strategy. We keep this improvement of the heading-aware strategy
for our future release of the EnTrackedpr system.

The sensor management strategies can be adapted based on the current
battery level, e.g., using R. > 1 when battery is low. The simple adaptation
based on the current battery level is also part of our future release. Lastly,
the utility objective can be integrated in the sensor management decision
making and is also left as a future extension of the EnTrackedgr system.
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Activity Recognition

o1






Chapter 4

Activity Recognition: Learning
from Unlabeled Data

Identifying a user’s physical activities such as ‘walking’, ‘running’, ‘opening
a door’, ‘taking a bus’, and ‘steering a wheel’ using sensors, e.g., accelerom-
eter and gyroscope, is a major research area within ubiquitous and perva-
sive computing [7, 76]. Accurate knowledge of a user’s current activity, e.g.,
whether a person is moving, also plays an important role in the develop-
ment of a highly energy-efficient position/trajectory tracking system such
as the EnTrackedpr. Other prominent application areas of activity recog-
nition include industrial training sectors [92, 122], smart homes [9, 84, 106],
sports and entertainment [71, 73], situated support [53], and monitoring of
mental health and physical wellbeing [27, 80, 105, 109]. Lately, activity
recognition has been successfully used in commercial game consoles such as
Nintendo Wii.

In line with general pattern recognition systems, a typical activity recog-
nition pipeline consists of the following stages [16]: (i) data acquisition, (ii)
preprocessing, (iii) frame extraction or segmentation, (iv) feature extraction,
and (v) classification. An illustration of the pipeline is given in Figure 4.1.
The classification stage of the pipeline operates in two different modes. In
training mode, the extracted features and the ground truth labels are used
as inputs to train a classification model. Whereas in prediction mode, the
previously trained model is used to infer the class of a set of features.

Common approaches to activity recognition predominantly follow the
well-established supervised learning paradigm [12, 36, 123, 124], where
heuristic, domain specific, and handcrafted features are first extracted
from the sensor data, and then combined with a large amount of ground
truth annotations a classifier is trained. Examples of supervised learn-
ing algorithms, popular in activity recognition research, include Nearest

93
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Neighbors [134], Decision Trees [9, 84], Naive Bayes [127], Support Vector
Machines (SVM) [57], Hidden Markov Models (HMM) [80], and various
Boosting techniques [113]. A successful deployment of an activity recog-
nition system thus requires to perform the bootstrapping of the recognizer
efficiently, i.e., (i) obtaining a good feature representation for the sensor
measurements and (ii) collecting a large amount of ground truth annota-
tions.

Recent technological developments in sensing abilities and miniaturiza-
tion of sensors have catalyzed a rapid growth in the number of sensors
readily available on modern smartphones. As mobile phones are typically
carried around by people during their everyday activities, sensor-rich mobile
platforms have become an attractive choice of performing continuous activ-
ity recognitions. However, existing supervised learning-based approaches
to activity recognition are not well suited for the mobile platforms due to
two main limitations. Firstly, the overall performance of the recognizer is,
in general, highly sensitive to the feature set used, and often the optimal
feature set varies depending on the target activities [36, 59, 66]. Therefore,
the generalizability of such approaches across application domains and sen-
sor modalities is limited. Secondly and more importantly, a large amount
of reliable annotation or ground truth data is required to obtain adequate
classification performance, which is difficult, costly, time-consuming, and
error prone to collect [16, 56, 77, 125].

Often annotations for activities are obtained through self-reporting by
users. While going about their everyday activities, people do not pay much
attention to the phones or their placements (in the pocket, in the backpack
etc.), and they sporadically interact with the device for answering a call or
explicitly using a service (e.g., information retrieval). Thus, getting active
support from users on annotating real-life sensor measurements is not feasi-
ble. Moreover, privacy and ethical considerations hinder collecting ground
truth data from real-life situations (outside the laboratory) through direct
observations made by an observer or through video recordings. Hence,
activity recognition applications targeted at real-world deployments suf-
fer from the lack of opportunity to collect ground truth information di-
rectly. Other alternatives for collecting ground truth information include
experience-sampling, i.e., prompting the user to label the current or previ-
ous activities [9, 123], opportunistic use of other sensors, e.g, mobile phone
cameras and microphones [84], activity diary maintained by the users [58],
and a combination of these approaches. The indirect methods alleviate the
ground truth collection problem to some extent and can be used to col-
lect ground truth for a smaller subset of the unlabeled data. However, the
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ground truth information obtained by an indirect method is often prone to
erTors.

Despite the difficulties in collecting ground truth information, collect-
ing a large amount of unlabeled data is straightforward. For example, a
script can be run on a mobile phone to record sensor measurements contin-
uously in the background. Moreover, the absence of requirements to follow
scripted activity patterns or protocols during the unlabeled data collection
period allows users to perform natural activities without necessarily being
conscious about the underlying data collection. Hence, major challenges
in mobile activity recognition under poor availability of ground truth data
are:

What insights can be learned from an easily obtainable large
amount of unlabeled sensor measurements? Can we exploit the
insights to improve the overall performance of an activity rec-
ognizer?

In this chapter we propose a novel framework for activity recognition
that overcomes the requirement of a large amount of ground truth data by
learning characteristic patterns present in human motion from unlabeled
sensor measurements. Based on the self-taught learning paradigm [110],
we develop a sparse-coding algorithm for representing sensor data obtained
during human physical motion. The unsupervised learning of the sensor
data representations also helps the proposed activity recognition framework
to overcome the time consuming and heuristic task of feature-engineering,
thereby making the bootstrapping process for activity recognizers easy.

We extend the sparse-coding method, which was mainly developed for
images and audio signals [43], by introducing a codebook selection technique.
The selection process primarily reduces redundancy present in the codebook
and improves the running time of the feature extraction method on resource
constrained mobile platforms. The features, computed using the learned
codebook, are then used to train a classifier, which requires a significantly
smaller amount of ground truth measurements than a supervised learning
technique. Lastly, we show the easy generalizability of the proposed activity
recognition framework across different sensor modalities. For example, the
proposed algorithm works well on accelerometer and gyroscope without
requiring any modeling changes.

The content of this chapter is based on Article IV.
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4.1 Approaches to Activity Recognition

The main objective of the work, described in this chapter, is to develop
a generalizable and feature-engineering free framework that utilizes a vast
amount of easily collectable unlabeled sensor data to augment training of an
activity recognizer for real-world deployment. So far, very little work can be
found that utilizes unlabeled data in activity recognition research. However,
incorporation of unlabeled data and automatic feature representations have
been studied extensively in general machine learning research. Accordingly,
we divide the relevant related work into non-supervised learning and feature
learning-based approaches.

4.1.1 Non-supervised Learning

Semi-supervised learning [21] approaches focus on learning from both un-
labeled and labeled data. The most well-known semi-supervised learning
algorithms are based on generative models, where the unknown data dis-
tribution p(x) is modeled as a mixture of class-conditional distributions
p(x |y), where y is the unobserved class variable. The Ezpectation Mazi-
mization (EM) algorithm can be used to learn the mixture components from
the unlabeled and the labeled datasets. The predictive distribution, i.e.,
p(y | x) can be computed by applying the Bayes theorem. Other approaches
of semi-supervised learning include self-training, co-training, transductive
SVM (TSVM), graphical models, and multiview learning [21, 147].
Semi-supervised learning has been successfully applied in activity recog-
nition research. For example, Guan et al. [44] propose an ensemble method
based on co-training (En-Co-Training) to identify locomotion-related ac-
tivities such as, ‘lying’, ‘sitting’, ‘standing’, and ‘walking’ from measure-
ments obtained from accelerometers attached to the trousers. Stikic et
al. [125] follow a feature-engineering-based approach combined with self-
training [21] and co-training [14] to identify activities within smart homes.
Moreover, the authors study active learning [97] strategies to reduce the
amount of ground truth annotations needed. However, in order to be effec-
tive, a semi-supervised learning approach requires a number of assumptions
to hold [21, 97, 98]. The strongest assumption made by a semi-supervised
learning approach is that the unlabeled and the labeled datasets are drawn
from the same distribution, i.e., D* = D' [104]. In other words, the set
of activities present within the unlabeled dataset should match the target
activities of the recognizer. This requirement substantially limits the ap-
plicability and makes the semi-supervised learning approach error prone

!Details are out of scope of this thesis.
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in real-world scenarios, where users perform extraneous activities or no
activity at all [122]. The proposed sparse-coding framework for activity
recognition relaxes the equality requirement and allows different data dis-
tributions for the unlabeled and the labeled datasets, i.e., D% # D'.

Allowing for different data distributions is also related to another pop-
ular machine learning technique known as transfer learning [104]. Transfer
learning aims at helping to improve a learning task in one domain from
the knowledge of a similar learning task in another domain. It acts as a
bridge between different application domains with different target classes
or sensing modalities [18]. Hu et al. [56] apply transfer learning to iden-
tify novel activities within smart homes under the assumption that (i) a
mapping exists between the source and target domain activities and (ii)
the domains share an identical feature space. Kasteren et al. [62] employ
the use of a meta-feature space, a common feature space for various source
domains, to transfer model parameters in order to identify the same set of
activities of daily living in a target home. Lane et al. [77] propose the Com-
munity Similarity Network (CSN) to personalize an activity classifier for
a user by selectively recruiting training data from other users with similar
traits. However, transfer learning techniques applied in activity recognition
research often do not directly reduce the amount of ground truth annota-
tions required. The data gathering task is shifted to other domains where
model training is easier.

Active learning [97] is another approach that optimizes the need for
ground truth annotations. In active learning the main focus is given to
obtaining ground truths for the most uncertain instances, such that the
new information would help the training phase the most. The instances for
which manual labels are requested are obtained automatically by applying
an information theory criterion. Active learning strategies have been ap-
plied by Alemdar et al. [3] and Stikic et al. [125] to identify activities within
smart homes. Liu et al. [83] combine a C'4.5 decision tree-based classifi-
cation with active learning to identify, e.g., ‘vacuuming’, ‘folding laundry’,
and locomotion activities from accelerometers attached to the hip and the
dominant wrist. However, one drawback of the active learning is that it
works on a pre-selected feature set, and hence is sensitive to the feature-
engineering process. In contrast, the sparse-coding framework learns the
feature representations automatically and thus has better generalizability.

Multi-instance learning has also been applied in activity recognition
research to alleviate the requirement of ground truth annotations. Contrary
to the standard supervised learning techniques, where each instance within
the training data is assigned a label, multi-instance learning techniques only
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assign a label to a set or a bag of instances [4]. The objective of the learner
is then to predict the labels of previously unseen bags. Stikic et al. [123, 124]
propose the use of multi-instance SVM [5], where labels of the instances
are considered hidden variables and a standard SVM is trained to minimize
the expected loss in classification using the labels of the bags. Similar to
the active learning approaches, multi-instance learning also operates on a
pre-selected feature set and thus has limited generalizability.

4.1.2 Feature Learning

Activity recognition approaches typically extract handcrafted, domain-spe-
cific features from the raw sensor measurements. A typical example is to
compute, e.g., statistical and frequency domain properties from analysis
windows extracted from continuous time-series data using, e.g., a sliding-
window procedure [36]. However, the predefined feature set optimal for one
domain may not be suitable for another similar application domain, e.g.,
when the target activities [59, 66] or the sensor type change. Therefore,
developers are often required to start from scratch to find a good data
representation or feature set while deploying an activity recognizer to a
different application domain.

One solution to overcome the sensitivity of traditional and domain spe-
cific feature-engineering is to learn a meaningful data representation auto-
matically from the data. For example, an unlabeled dataset can be utilized
to learn a compact and meaningful representation of sensor measurements,
and automatic feature learning is an active area of research in the machine
learning community [26]. An important objective of a feature learning pro-
cedure is to identify regularities present in the data [52]. However, learning
automatic features for activity recognition in particular has been a less
explored area, and only recently a few attempts have been made to learn
features from accelerometer measurements.

Among early attempts, Méntyjarvi et al. [90] compared the use of Prin-
cipal Component Analysis (PCA) [12] and Independent Component Anal-
ysis (ICA) [60] to automatically learn features from sensor data. After
applying either PCA or ICA to the raw acceleration measurements, the au-
thors apply a sliding window procedure to extract measurement windows.
Later, Wavelet-based [88] features are extracted from the measurement win-
dows, and a multilayer perceptron is trained for activity inference. Plotz et
al. [107] employ PCA to learn features from tri-axial accelerometer frame
windows. However, instead of applying PCA to raw sensor measurements,
the authors apply an Empirical Cumulative Distribution Function (ECDF)
-based normalization [47] to modify the frames. Additionally, the authors
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investigate the use of Restricted Boltzmann Machines (RBM) [52] to train
an autoencoder network for feature learning. Contrary to the PCA-based
feature learning, the sparse-coding-based approach allows deviating from a
purely linear input-output relationship, thereby enabling sparse-coding to
capture complex non-linear relationships present within the data. More-
over, the upper limit of the feature-space dimension in the PCA-based
approach is bounded by the effective dimension of the input data, whereas
sparse-coding can extract an over-complete feature set, i.e., the feature-
space dimension is higher than the input data dimension. An over-complete
feature set shows more resilience to noise and sensor degradations [100].

Minnen et al. [95] consider activities as sparse motifs and propose an
unsupervised algorithm to extract such motifs from multi-dimensional time
series data. Frank et al. [39] propose a related approach that applies time-
delay embeddings to learn features from sensor measurement frames and
use the extracted features to train a classifier for activity inference.

Contrary to the popular Fourier and Wavelet representations, the sparse-
coding is a data adaptive approach [55], i.e., it is tailored to the statistics
of the data and the basis vectors are learned directly from the data it-
self. Other examples of data-adaptive approaches include PCA, ICA, and
matrix factorization.

4.2 Activity Recognition Framework

The first step in our activity recognition framework is to collect a large
quantity of unlabeled sensor measurements. In case of an accelerometer-
based activity inference on the mobile phone, unlabeled data can be col-
lected simply by logging measurements continuously from the inbuilt tri-
axial accelerometer?. We then learn a codebook, comprising of a set of basis
vectors, from the unlabeled dataset (see Section 4.2.1). The codebook cap-
tures characteristic patterns present in human movements that can be ob-
served from the sensor measurements. Figure 4.2(a) provides an overview of
the codebook learning phase. Once the codebook is learned and optimized,
we transform the signal measurements to the feature space, spanned by the
basis vectors, through sparse representations (see Section 4.2.3). Lastly, ex-
tracted features are used to train an activity classifier with a small amount
of labeled measurements. Figure 4.2(b) illustrates the overall recognition
process. Below we provide a detailed description of the proposed activity
recognition framework.

2This holds also for other sensors.
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(b) Phase II: The learned codebook (Phase I) is used to extract features from a small
amounts of training data to train a classifier for activity inference.

Figure 4.2: Overview of the proposed sparse-coding-based activity recogni-
tion framework.
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4.2.1 Codebook Learning from Unlabeled Data

To learn a codebook from sequential sensor measurements, we apply a
sliding window procedure, a popular approach in activity recognition re-
search [36], to extract overlapping and fixed-length frames. Sensor measure-
ments belonging to the i** frame are represented by the vector z; € R",
where n is the number of measurements in the frame. The vector x; can
be constructed by concatenating the measurements observed by the three
axes of the sensor and for the same frame 7, i.e.:

x; = {AX(1),..., AN (w), AY (1),..., AY (w), AZ(1),..., AZ(w)}, (4.1)

where AX (j), AY (), and AZ(j) represent the j* measurement of the i
frame recorded by the axes AX, AY and AZ respectively and w is the frame-
width?. Vector x; can also be constructed by aggregating the measurements
from the axes. For example, a common approach in accelerometer-based
sensing is to construct x;(j) by taking the magnitude of the acceleration
components recorded on the three axes:

2i(j) = \JAX(1)2 + AY ()2 + AZ()? (42)

The magnitude-based sensor data aggregation is often employed to achieve
rotation invariance, i.e., making sensor measurements less sensitive to the
orientation of the phone, for smartphone-based activity recognition [85,
115, 139].

Once the measurement frames are extracted, the unlabeled dataset is
defined as:

X = {z,x9,...,zx}, ;€ R" (4.3)

where, K is the total number of frames obtained. We use the unlabeled
dataset X to learn a codebook B that captures latent and characteristic
patterns present in the sensor measurements. Codebook B contains S basis
vectors, i.e., B = {,Bj}le, where each basis vector? B; € R" represents a
pattern. Once the codebook has been learned, any frame of sensor mea-
surements can be accurately approximated as a linear superposition of the

learned basis vectors, i.e.,

S
T~ Zaz'ﬁja (4.4)
j=1

3Since we consider tri-axial accelerometer measurements, we have n = 3w.
“The dimension of a basis vector 3; is identical to the dimension of a frame of mea-
surements a;.
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Figure 4.3: Reconstruction of an accelerometer measurement frame using
54 basis vectors from a codebook comprising 512 basis vectors.

where aé- is the activation for the j** basis vector when representing the
measurement vector ;. Moreover, while representing frames of sensor mea-
surements using basis vectors, we look for a sparse solution, where a very
few basis vectors contribute to the accurate reconstruction of the frame. In
other words, the activations of the majority of the basis vectors during the
reconstruction are zero, i.e., a® is a sparse vector. Figure 4.3, for example,
illustrates the reconstruction of a measurement frame by a small number
of basis vectors from a codebook.

The task of learning the codebook B = {3; }]Szl from unlabeled data X
that favors sparse solutions can be formulated as a regularized optimization
problem [79, 100, 110]. Specifically, we obtain the codebook as the optimal
solution to the following minimization problem:

K S
wmin Y[z — Y @[3+ alla’]x (4.5)
=1 j=1
st (18]l <1,V5 € {1,...,5}.

The quadratic term (first term) of the above minimization equation tries
to learn a codebook that minimizes the reconstruction error, computed
using the squared Lo—norm, over the entire unlabeled dataset. The L1-
regularized term (second term) favors sparse activations of the basis vectors.
Moreover, the trade-off between the reconstruction quality and the sparse-
ness of the activations can be controlled by the parameter «.. For example,
smaller values of « allow the quadratic term in Equation 4.5 to dominate,
thereby generating basis vectors whose weighted combination can represent
input signals accurately. In contrast, large values (e.g., o ~ 1) shift the
importance towards the regularization term, thereby encouraging sparse
solutions, where the activations have a small L;-norm, i.e., the input signal
is represented using only a few basis vectors. Moreover, the minimization



64 4 AcTIvITY RECOGNITION: LEARNING FROM UNLABELED DATA

equation also needs to satisfy a set of constraints on the magnitude of the
basis vectors. The constraints on the magnitude of each basis vector 3;
are essential to avoid trivial solutions, e.g., very large 3; and very small
activations a’ [55].

Equation 4.5 does not provide any restrictions on the possible number
of basis vectors S that can be learned from the unlabeled dataset. We learn
an over-complete codebook, which contains more basis vectors than the ef-
fective dimension of the input space, i.e., S > n. Over-completeness is a
desirable property, as it is more robust to noise and other sensor degrada-
tions [100]. Sparsifying basis vectors, on the other hand, enables deviating
from a purely linear relationship between the input and output and helps
the codebook to capture complex and high-order patterns present in the
data [100, 110].

The minimization problem given in Equation 4.5 has two optimization
variables: codebook B and activations a = {a',a?,...,a’*}. Though the
minimization problem is not convex on both B and a simultaneously, it can
be easily divided into two convex sub-problems. The sub-divisions allow
for iterative optimization of both B and a, thereby keeping one variable
constant while optimizing for the other. In other words, optimizing for B
keeping a constant corresponds to solving a Ls-constrained least square
problem, whereas optimizing for a while keeping B constant corresponds
to solving a Lj-regularized least square problem [110]. In case of learning
a highly over-complete codebook from a very large dataset, the solution to
the minimization problem is computationally expensive. Following Lee et
al. [79], we use a fast iterative algorithm to learn an over-complete codebook
(see Article IV for details).

Estimation of Codebook Size

A practical approach employing sparse-coding-based recognition requires
learning a large number of basis vectors. However, knowing a good code-
book size a priori is often difficult. To overcome the problem, based on
average reconstruction quality, we adopt a greedy binary search procedure
to estimate a good codebook size. Formally, we assess the quality of a
codebook by computing the average reconstruction root-mean-square error
(RMSE) over the unlabeled dataset as:

1

S (Bl - X aiss13)
K )
where, n is the number of samples within a frame. To find a good estimate
for the codebook size, we begin by initializing the current codebook size

Qs = (4.6)
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Figure 4.4: Variation of reconstruction quality with codebook size.

with a small value (e.g., S = 16) and continue doubling the codebook
size as (Jg continues to decrease. When Qg fails to decrease further, we
backtrack by updating the next value for S to be halfway between the
current codebook size and the previously found .S with lowest Qg. We stop
the backtracking procedure if the current codebook size achieves the lowest
Qs. In our current implementation we set an upper limit on the size of the
codebook to 512. The constraint on the codebook size helps to limit the
amount of redundancy within the learned codebook and also allows us to
learn the codebook in reasonable time. Figure 4.4 illustrates an example
of the codebook size estimation procedure for n = 100 by plotting the
variation of average RMSE in reconstruction (Qg) with various codebook
sizes. In the example the backtracking procedure estimates S = 384 (shown
in red). The figure also demonstrates that an over-complete codebook, i.e.,
S > n, generally improves the accuracy in reconstruction.

4.2.2 Codebook Selection

The highly over-complete codebook learned from sequential or time-series
data, using Equation 4.5, exhibits structural redundancies within the set
of extracted basis vectors [43]. More specifically, some of the basis vectors
are similar in shape or structure, but shifted in time. The time-shifted
basis vectors are particularly problematic in case of measurement vector
representations and subsequent classifier training. For example, the sliding
window procedure that extracts measurement frames is agnostic of the
activity types, the activity durations, and the activity boundaries. Hence,
two frames of the same activity class often show a lag in time, e.g., two
successive frames with a large overlap. When representing the frames using
the learned codebook with redundancy, the sparse activation vectors for the
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frames can vary significantly, i.e., structurally similar, but different basis
vectors are activated while reconstructing the frames of the same activity.
In other words, the sparsity criterion can scatter the measurement frames
of the same activity class in the space spanned by the basis vectors, thus
making classifier training difficult.

To alleviate the problem, Grosse et al. [43] propose a convolution-based
technique and modify the minimization equation to learn a shift-invariant
codebook. In their approach, the extracted basis vectors have smaller di-
mensions than the measurement vectors, and the basis vectors can be placed
at all possible time-shifted positions within a measurement vector. How-
ever, the convolution-based approach requires significant computations and
is not suitable for resource-constrained mobile devices. Instead of updating
the minimization problem, we employ a codebook selection process that
reduces redundancies by removing specific basis vectors that exhibit struc-
tural similarities with other basis vectors.

As the first step in our codebook selection procedure, we cluster the
basis vectors learned using Equation 4.5. More specifically, we employ the
complete linkage clustering algorithm [10] to form a hierarchical represen-
tation of the set of extracted basis vectors. As the measure of structural
similarity between two basis vectors 3 and 3’ we use the maximum of the
unnormalized cross-correlation. The unnormalized cross-correlation 3 x 3
of two basis vectors is computed as:

min(n,t)

BBt = >0 B(r)B' (n+7—1), (4.7)

T=max(1,t—n+1)
Vie{l,....2n—1}

where n is the length of the basis vectors. The similarity between the two
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basis vectors is then computed as:

sim(B3,8) = max(Bx3). (4.8)

To extract individual clusters from the hierarchical representation, we cut
the hierarchy at a level such that it generates at least [S/10] clusters, where
S is the cardinality of B. For illustration, Figure 4.5 shows the dendrogram
of hierarchical relationships found within a codebook of 512 basis vectors
and the cutoff threshold used to generate 52 clusters. Next, from each of
the clusters we remove basis vectors that are not sufficiently informative.
Accordingly, we order the basis vectors within a cluster based on their
empirical entropy computed using a histogram-based approach:

H(B) = - py-logpq, (4.9)

where p, if the probability of the ¢"" histogram bin. We then discard the
lowest 10-percentile of the basis vectors in a cluster. In case of a highly
over-complete codebook, we experimentally select the threshold (e.g., 10-
percentile) such that the overall reconstruction quality of the unlabeled
dataset does not degrade significantly. The basis vectors, which are left
after the selection process, constitute the optimized codebook B* in our
activity recognition framework. Figure 4.6(a) shows examples of a subset
of basis vectors learned from accelerometer measurement frames obtained
after taking the magnitude of acceleration components. Figure 4.6(b) shows
the time shifting property observed within a cluster of basis vectors.

In addition to the reduction in the structural redundancies, a more sig-
nificant benefit of the codebook selection method is the improved running
time to extract the activation vectors with a smaller codebook. Small run-
ning time to compute activation vectors is essential for achieving real-time
recognition abilities on the mobile platform. In the following we describe
the activation or feature vector extraction method in detail.

4.2.3 Feature Representation and Classifier Training

Once the codebook is optimized, it can be used to accurately represent
sensor measurement vectors. The sparse activation vector needed to recon-
struct a measurement vector & can be computed by solving the following
optimization equation:

S*
a = argmin ||z — > a;B)/3 + allall1, (4.10)
j=1
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Figure 4.6: (a) Example of basis vectors learned from accelerometer mea-
surements (magnitude). (b) Time shifting property observed within a clus-
ter of basis vectors.

where S* is the cardinality of the optimized codebook B* and B; € B*,Vj.
The sparse activation vector a is the code for vector @ generated using code-
book B* and also the feature vector for continuous sensor measurements
within our framework. Figure 4.7 depicts examples of the sparse feature
vectors extracted from accelerometer measurements obtained on a user’s
personal mobile phone (Samsung Galaxy S III) for different transportation
activities performed by the user, e.g., ‘being idle’, ‘walking’, traveling by
‘bus’, ‘train’, ‘metro’ and ‘tram’.

To learn a mapping from the feature space to a set of target activ-
ity classes, we require a small amount of ground truth annotations along
with the sensor measurement vectors. Let X' = {z},...,2,}, where
x; € R", is the set of measurement frames for which ground truth an-
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Figure 4.7: Example of sparse feature vectors derived from accelerometer
measurement frames obtained during different transportation modalities.
The vertical red lines separate activations belonging to different clusters of
basis vectors identified during the codebook selection phase.

notations y = {y1,...,yn} are available. To train a classifier, e.g., a C4.5
decision tree [126] or a support vector machine (SVM) [29], we first con-
struct the feature vector set @ = {aq,...,ap } by solving Equation 4.10 for
all measurement vectors in X’. The classifier is then learned using a stan-
dard supervised learning technique using the dataset {(a;, v;)}£,. Once
the classifier is trained, it can be transferred to the mobile phone, along
with the optimized codebook, to perform online activity recognition (see
Section 4.4 for details).

4.3 Benefits of the Sparse-coding Approach

To study the benefits of the sparse-coding-based approach, we apply the
proposed activity recognition framework to the problem of accelerometer-
based transportation-mode detection. We also demonstrate the easy gen-
eralizability of the framework in case of gesture recognition using wearable
sensors, e.g., accelerometer and gyroscope, by running experiments on the
publicly available Opportunity dataset [87, 116]. The details of the datasets
and the pre-processing steps are given in Article TV.
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Figure 4.8: Classification accuracies for varying amounts of unlabeled data
while keeping the labeled dataset and the test dataset constant.

Accelerometer-based Transportation-mode Detection

To show that even a small amount of additional unlabeled data can be ef-
fectively used to significantly improve the performance of a sparse-coding-
based activity classifier we perform a set of experiments with SVM, where
the size of the unlabeled dataset is increased systematically (as they are
obtained), while keeping the labeled and the test dataset fixed. The ex-
perimental set-up corresponds to the envisioned application scenario, where
users carry the sensing device in their everyday life without worrying about
the phone, their activities, and ground truth annotations; see Article IV
for details.

Figure 4.8 summarizes the results of the experiments, where we study
the performances of the sparse-coding-based approach, the state-of-the-
art feature-engineering-based transportation-mode detection approach by
Wang et al. [139], a principal component analysis (PCA)-based feature
learning approach proposed by P16tz et al. [107], which employs the ECDF
normalization [47], and a semi-supervised learning algorithm En-Co-Train-
ining proposed by Guan et al. [44]. As the performance metric we use the
weighted Fi-measure or the F3-score [22, 118] to mitigate the effect of non-
uniform class distributions present within the test dataset. The F{/-score
is computed as:

¢, w; - Fi-score

FM _score = , 4.11
! D i1 Wi ( )

where Fi-score represents the Fj-score of the i'* class (out of ¢ different
classes within the test dataset) and w; corresponds to the number of samples
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Figure 4.9: Classification accuracies for varying amounts of labeled data,
while unlabeled and test datasets are kept fixed.

belonging to the it class.

As illustrated in Figure 4.8, the performance of the sparse-coding ap-
proach improves significantly, from a F}/-score of 71.8% to 84.6%, as more
unlabeled data is available for learning the codebook. The sparse-coding
based approach exhibits the best overall recognition performance among all
the approaches studied. Neither the PCA-based feature learning approach
nor the En-Co-Training algorithm can utilize the unlabeled dataset well
and show minor variations (effect of noise) in overall classification perfor-
mances with increasing size of the unlabeled data. The purely supervised
learning approach, on the other hand, cannot utilize the unlabeled dataset
and therefore shows constant performance level with a F}/-score of 68.2%.
In addition to the recognition performances, Figure 4.8 also includes the
ground truth labels of the unlabeled dataset to show the type of trans-
portation activities carried out by the user. However, we do not use the
annotations of the unlabeled dataset during model construction.

The superiority of the sparse-coding approach is also observed in case
of a siz-fold cross validation experiment using SVM across three users.
Table 4.1 summarizes the results of the experiments for all the algorithms
mentioned above. The sparse-coding approach achieves the best F{V[ -score
of 79.9%, which is significantly better than all other algorithms, i.e., p <
0.01 in McNemar’s x? test with Yates’ correction [93].

Even when a small amount of training data is available, the sparse-
coding algorithm demonstrates a much superior recognition performance.
In Figure 4.9 we show the performances of all the algorithms under varying
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Figure 4.10: Box plot of the reconstruction errors for previously seen and
extraneous (running and biking) activities.

Fy-score M
Algorithms Still | Walk | Bus | Train | Metro | Tram 1 -seore
Sparse-coding | 90.4 | 98.6 | 68.6 | 26.2 38.4 | 44.5 79.9
En-Co-Train. | 84.0 | 97.8 | 55.1 2.5 12.0 | 13.8 69.6
Wang et al. 81.5 | 96.3 | 51.3 2.5 10.2 | 17.3 67.9
PCA 83.9 | 91.0 | 39.7 0.2 3.7 6.6 65.5

Table 4.1: Classification performance of sparse-coding and other algo-
rithms.

percentages of the labeled data used to train the SVM classifier. When
only 2% of the labeled data is used, the sparse-coding algorithm achieves
a FM_score of 75.1%, significantly better (p < 0.05) than other baseline
algorithms. As more training data is added, the performance of the sparse-
coding algorithm improves and the algorithm achieves the highest lew -score
of 86.3% when 95% of the labeled data is used. Significant improvement
in the overall recognition performance for small training data sizes (e.g.,
between 1% and 5%) and the overall stability of the performance indicate
superior capability of the proposed sparse-coding-based approach.

The learned codebook can also be used to reconstruct extraneous ac-
tivities, i.e., activities present within the labeled and/or the test dataset,
but completely absent in the unlabeled dataset from which the codebook
is learned. For illustration, Figure 4.10 shows the box plot for the distri-
bution of reconstruction error of different transportation activities, along
with two extraneous activities: running and biking. The box plots indicate
that the derived codebook can reconstruct extraneous activities well with
reconstruction errors comparable to the activities seen during the codebook

learning. Further details of the evaluation results can be found in Article
IV.
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FlM—S(jore
Acc. | Gyro. | Acc. + Gyro.
Sparse-coding 65.9 | 67.2 66.6
P16tz et al. [108] | 65.0 | 66.0 64.9
PCA 63.7 | 65.3 63.3

Table 4.2: Classification performance of sparse-coding and other algorithms
on the Opportunity challenge dataset using accelerometer (acc.) and gyro-

scope (gyro.).

Gesture Recognition Using Wearable Sensors

Next we show the generalizability of the proposed sparse-coding framework
beyond the accelerometer-based sensing and apply our proposed framework
to identify activities of daily living as they are recorded in a sensor-rich en-
vironment as part of the Opportunity challenge dataset [87, 116]. More
specifically, we focus on identifying gestures performed with the right arm
from an unsegmented data stream of an inertial measuring unit (IMU)
attached to the right lower arms of users. We apply sparse-coding on mea-
surements obtained from the gyroscope and the accelerometer on the IMU.
Additionally, we consider combining features extracted from both the sen-
sors in case of gesture recognition. Table 4.2 summarizes the average results
of a six-fold cross validation experiment for the sparse-coding framework, a
feature-engineering based supervised learning approach proposed by Plotz
et al. [108], and a PCA-based feature learning approach with ECDF normal-
ization. The results show that the sparse-coding based approach outper-
forms all other state-of-the-art approaches for identifying activities of daily
living. The sparse-coding based approach achieves Fjlw—scores of 65.9%,
67.2%, and 66.6% while extracting features from the accelerometer, gyro-
scope, and both accelerometer and gyroscope respectively. For all sensor
configurations, the McNemar test indicates that the performance of the
sparse-coding is statistically significant, i.e., p < 0.01 in all three sensor
configurations.

4.4 Discussion

The most time-consuming process in our proposed sparse-coding frame-
work is the task of codebook learning from the unlabeled dataset. The
time required to extract the basis vectors depends mainly on (i) the size of
the unlabeled dataset, (ii) the number of basis vectors to be learned, (iii)
the sparsity requirement, which is controlled by the parameter « in Equa-
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tion 4.5, and (iv) the dimensionality of the data, i.e., the measurement
vector length n. The second most time-consuming step is the training of
a supervised classifier using the labeled dataset. The requirement of a
small labeled dataset also favors small training time. Both of the time-
consuming steps can be done offline. Online recognition of activities can be
performed on the mobile platform, as long as the mobile device has access
to the codebook and the classifier, which can be easily transferred, e.g.,
from a desktop computer. The only time-consuming task that has to be
performed on the mobile platform is the mapping of measurement vectors
to the feature vectors by optimizing Equation 4.10. With moderately large
codebook (e.g., 350 basis vectors) and measurement vectors, a recognition
rate of around 5 Hz can be achieved using contemporary smartphones (e.g.,
Samsung Galaxy S IIT). Moreover, the codebook selection step further helps
to improve the running time of the optimization equation. A plot, showing
the dependency of the codebook size on the running time, is given in Article
IV (Figure 10).



Chapter 5

Conclusions

In this thesis we have studied and proposed new methodologies that con-
tribute to the research directions in ubiquitous computing and mobile sens-
ing, in particular to those which are related to developing and deploying
highly usable, real-world, and continuous context sensing applications on
mobile platforms. The central research focus of this thesis has been to
develop novel algorithms for localization, energy-efficient position and tra-
jectory tracking, and activity recognition on mobile platforms with limited
battery power. As localization and activity recognition are the two most
popular and frequently performed context inference tasks on mobile plat-
forms, the technical contributions made in this thesis directly benefit a
large variety of mobile sensing applications that operate continuously in
everyday situations.

The results presented in the first part of the thesis provided solutions
to challenges regarding: (i) the optimization of GSM radio map storage,
radio map maintenance and synchronization, and overall localization accu-
racy, (ii) the identification of the optimal duty cycling period for on-device
GPS receivers, utilizing instantaneous motion contexts of a user, and (iii)
the trade-off between the robustness in tracking and overall energy con-
sumption. The second part of the thesis addressed challenges in activity
recognition, another important and highly popular context recognition task
within ubiquitous computing. The proposed framework (i) significantly
reduces the effort needed for bootstrapping activity recognizers, and (ii)
generalizes well across various application domains and sensor modalities.

The work presented in this thesis has opened up interesting new future
research directions. For instance in the GSM localization work (Chap-
ter 2), the time needed to estimate a user’s location depends mainly on
the number of particles and the radio map size matching the current BTS.
The estimation time can be improved by employing adaptive particle fil-

75
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tering [37, 51]. In future we plan on using on-device motion sensors and
high-level contexts, such as the current transportation mode of the user, to
deploy a better particle motion model. Another interesting research direc-
tion is to study the deployment of a hierarchical grid structure to support
positioning at various granularities, e.g., block or city level. Moreover, grid
cell dimensions can be adapted, based on several factors including the cal-
ibration data density and the number of visible BTSs. This adaptation
can be beneficial in case of trading-off radio map storage size with localiza-
tion accuracy. Our proposed GSM localization algorithm can also be used
by the EnTracked gy system, described in Chapter 3, as an alternative and
less power demanding localization technique, especially when the requested
error bound is large. Lastly, the parameter synchronization process is sus-
ceptible to erroneous and inflated reporting by miscreants. The lack of
protection against such malicious attacks calls for new research endeavors
on secure radio map synchronization.

The current implementation of the EnTrackedpy system (Chapter 3)
rely only on mobile phone sensors. We believe that the performance of
the system can be improved by utilizing additional information such as the
local road network, and current activity and traveling pattern of a user.
Thus, our proposed activity recognition framework (Chapter 4) can fur-
ther augment the EnTrackedgr system by providing accurate information
about a user’s current activity or transportation mode. Knowledge of user’s
current activity will allow the sensor manager of the EnTracked gy system
to switch confidently among on-device sensors. In addition to the opti-
mised sensing, the performance of the EnTracked gy system can be further
improved by learning and recognizing users’ movement patterns on the de-
vice. For example, a predictive motion model can be learned from a user’s
motion history on the phone to further suppress unnecessary GPS polling,
thereby developing a near zero emergy tracking system for mobile devices
on previously known routes. The integration of a suitable predictive model
with EnTracked gy is part of our future endeavor.

The codebook selection process in our proposed activity recognition
framework (Chapter 4) follows a simple cross-correlation-based clustering
approach. In the future we would like to integrate a correlation-based
penalty term into the optimization equation during the codebook learning.
There are still many challenges in activity recognition research that call for
further research. For example, there is no consensus on the optimal frame
width for activity recognizers, which often varies depending on the target
set of activities. The activity recognition framework outlined in this thesis
is highly generalizable and can be easily adapted to work with any sensors
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generating a continuous data stream. Thus, our proposed methodology pro-
vides a theoretically well-founded starting point for exploring other sensing
domains, including but not limited to, audio, image/video, physiological
measurements, and other time-varying signals. In future we plan on tak-
ing open problems in mobile sensing and try to provide practical solutions
based on solid theoretical background.

The rapid technological growth in sensing abilities and miniaturization
of sensors are making our surrounding environment intelligent. While going
about our everyday lives, people are leaving behind digital traces, which
can be analyzed to study and understand complex societal dynamics never
imagined possible before. Thus, increasing capabilities of continuous and
sustained sensing, combined with the computing power of the cloud infras-
tructures, bring the unique opportunity to amalgamate techniques from
several fields to find solutions to real-world problems. While new tech-
nological developments in pervasive sensing and inference methods have
joined the new revolution called ‘Big Data’, new privacy-related research
challenges are emerging.

The technological solutions presented in this thesis complement each
other to provide a rich context model on mobile platforms under limited
battery budget. The thesis also identified new and interesting research
directions to overcome emerging challenges in sustainable context inference
on mobile and wearable platforms.
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