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#### Abstract

In this Letter, the analysis problem for the existence and stability of periodic solutions is investigated for a class of general discrete-time recurrent neural networks with time-varying delays. For the neural networks under study, a generalized activation function is considered, and the traditional assumptions on the boundedness, monotony and differentiability of the activation functions are removed. By employing the latest free-weighting matrix method, an appropriate Lyapunov-Krasovskii functional is constructed and several sufficient conditions are established to ensure the existence, uniqueness, and globally exponential stability of the periodic solution for the addressed neural network. The conditions are dependent on both the lower bound and upper bound of the time-varying time delays. Furthermore, the conditions are expressed in terms of the linear matrix inequalities (LMIs), which can be checked numerically using the effective LMI toolbox in MATLAB. Two simulation examples are given to show the effectiveness and less conservatism of the proposed criteria.
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## I. Introduction

In the past few decades, delayed recurrent neural networks (especially delayed Hopfield neural networks, delayed cellular neural networks and delayed bidirectional associative memory neural networks) have found successful applications in many areas such as signal processing, pattern recognition, associative memories, and optimization solvers. Many important results have been reported on the existence, uniqueness, and global asymptotic or exponential stability of the equilibrium point for recurrent neural networks with constant delays or time-varying delays, see $[1,2,7,8,10,17,18,22-25]$ and the references therein for some recent publications.

It is well known that studies on neural dynamical systems not only involve a discussion of stability properties, but also involve many dynamic behaviors such as periodic oscillation, bifurcation, and chaos. In many applications, the properties of periodic solutions are of great interest, which have been successfully applied in, for example, learning theory [21] since effective learning usually requires repetition. In addition, an equilibrium point can be viewed as a special periodic solution of neural networks with arbitrary period. In this sense, the analysis of periodic solutions of neural networks can be considered to be more general than that of

[^0]equilibrium point. Recently, the existence and stability of the periodic solution have been studied for recurrent neural networks with constant delays or time-varying delays, see e.g. [13,19,27] and references therein.

It is worth noticing that, up to now, most recurrent neural networks have been assumed to act in a continuous-time manner. However, when implementing the continuous-time recurrent neural network for computer simulation, for experimental or computational purposes, it is essential to formulate a discrete-time system that is an analogue of the continuous-time recurrent neural network. To some extent, the discrete-time analogue inherits the dynamical characteristics of the continuous-time recurrent neural network under mild or no restriction on the discretization step-size, and also remains functional similarity to the continuous-time recurrent neural network and any physical or biological reality that the continuous-time recurrent neural network has [15]. Unfortunately, as pointed out in [16], the discretization can not preserve the dynamics of the continuous-time counterpart even for a small sampling period. Therefore, there is a crucial need to study the dynamics of discrete-time neural networks.

Recently, the dynamics analysis problem for discrete-time recurrent neural networks with or without time delays has received considerable research interest, see for example $[6,9,11,12,14-16,20,28-31]$ and references therein. In [12,14-16], the global exponential stability has been investigated for discrete-time delayed recurrent neural networks, and several sufficient conditions for checking the global exponential stability of the equilibrium point have been obtained. In [9], the global robust stability problem has been considered for a general class of discrete-time interval neural networks that contain time-invariant uncertain parameters with their values being unknown but bounded in given compact sets, and three sufficient conditions ensuring the global robust stability have been given. In $[28,29]$, the authors have studied the stability and bifurcation problems for a class of discrete-time neural networks. In [31], the stability and convergence of the periodic solution have been studied for discrete-time neural network of two neurons. In [6,20], several sufficient conditions have been derived for checking the existence and global exponential stability of the periodic solution for discrete-time recurrent neural networks with constant delay. In [11], the existence of a unique almost periodic sequence solution has been studied for discrete-time neural networks without delay. In [30], the authors have investigated the existence and global exponential stability of the periodic solutions for discrete-time BAM neural networks with periodic coefficients and distributed delays,

It should be pointed out that, the given criteria in $[6,20]$ have been based upon certain diagonal dominance or $M$-matrix conditions on weight matrices of the networks, which only depend on absolute values of the weights and ignore the signs of the weights. Therefore, the conditions are somewhat conservative. In [14], a linear matrix inequality (LMI) approach has been developed to deal with the analysis problem of exponential stability for a class of discrete-time recurrent neural networks (DRNNs) with time delays. Unfortunately, the construction of Lyapunov functional used in [14] appeared to be conservative, and there is much room to reduce the possible conservatism. Motivated by the above discussions, the objective of this Letter is to study the existence and stability of the periodic solution for discrete-time recurrent neural network with time-varying delays by employing a new Lyapunov-Krasovskii functional as well as a unified LMI approach. Under more general description on the activation functions, we utilize the latest free-weighting matrix method [3-5, 7, 8] and obtain several less conservative conditions, which can be checked numerically using the effective LMI toolbox in MATLAB. Two simulation examples are given to show the effectiveness and less conservatism of the proposed criteria.

Notations: The notations are quite standard. Throughout this Letter, $R^{n}$ and $R^{n \times m}$ denote, respectively, the $n$-dimensional Euclidean space and the set of all $n \times m$ real matrices. The superscript " $T$ " denotes matrix
transposition. The notation $X \geq Y$ (respectively, $X>Y$ ) means that $X$ and $Y$ are symmetric matrices, and that $X-Y$ is positive semidefinite (respectively, positive definite). $\|\cdot\|$ is the Euclidean norm in $R^{n}$. If $A$ is a matrix, denote by $\|A\|$ its operator norm, i.e., $\|A\|=\sup \{\|A x\|:\|x\|=1\}=\sqrt{\lambda_{\max }\left(A^{T} A\right)}$, where $\lambda_{\max }(A)$ (respectively, $\lambda_{\min }(A)$ ) means the largest (respectively, smallest) eigenvalue of $A$. For integers $a, b$, and $a<b$, $N[a, b]$ denotes the discrete interval given $N[a, b]=\{a, a+1, \cdots, b-1, b\} . C\left(N[-\tau, 0], R^{n}\right)$ denotes the set of all functions $\phi: N[-\tau, 0] \rightarrow R^{n}$. Sometimes, the arguments of a function or a matrix will be omitted in the analysis when no confusion can arise.

## II. Model description and preliminaries

In this Letter, we consider the following neural network model

$$
\begin{equation*}
x(k+1)=C x(k)+A f(x(k))+B f(x(k-\tau(k)))+I(k) \tag{1}
\end{equation*}
$$

for $k=1,2, \cdots$, where $x(k)=\left(x_{1}(k), x_{2}(k), \cdots, x_{n}(k)\right)^{T} \in R^{n}, x_{i}(k)$ is the state of the $i$ th neuron at time $k ; f(x(k))=\left(f_{1}\left(x_{1}(k)\right), f_{2}\left(x_{2}(k)\right), \cdots, f_{n}\left(x_{n}(k)\right)\right)^{T} \in R^{n}, f_{j}\left(x_{j}(k)\right)$ denotes the activation function of the $j$ th neuron at time $k ; I(k)=\left(I_{1}(k), I_{2}(k), \cdots, I_{n}(k)\right)^{T} \in R^{n}, I_{i}(k)$ represents the external input on the $i$ th neuron at time $k$; the positive integer $\tau(k)$ corresponds to the transmission delay and satisfies $\tau \leq \tau(k) \leq \bar{\tau}$ ( $\tau \geq 0$ and $\bar{\tau} \geq 0$ are known integers); $C=\operatorname{diag}\left(c_{1}, c_{2}, \cdots, c_{n}\right), c_{i}\left(0 \leq c_{i}<1\right)$ describes the rate with which the $i$ th neuron will reset its potential to the resting state in isolation when disconnected from the networks and external inputs; $A=\left(a_{i j}\right)_{n \times n}$ is the connection weight matrix, $B=\left(b_{i j}\right)_{n \times n}$ is the delayed connection weight matrix.

When $I(k)=I$ is constant, model (1) becomes the following model:

$$
\begin{equation*}
x(k+1)=C x(k)+A f(x(k))+B f(x(k-\tau(k)))+I \tag{2}
\end{equation*}
$$

for $k=1,2, \cdots$.
The initial conditions associated with models (1) and (2) are given by

$$
\begin{equation*}
x_{i}(s)=\phi_{i}(s), \quad s \in N[-\bar{\tau}, 0], \quad i=1,2, \cdots, n \tag{3}
\end{equation*}
$$

Throughout this Letter, we make the following assumptions:
(H1) $I(k)$ and $\tau(k)$ are periodic functions with common period $\omega$ for $k=1,2, \cdots$.
(H2) There exist constants $F_{j}^{-}$and $F_{j}^{+}(i=1,2, \cdots, n)$ such that

$$
F_{j}^{-} \leq \frac{f_{j}\left(\alpha_{1}\right)-f_{j}\left(\alpha_{2}\right)}{\alpha_{1}-\alpha_{2}} \leq F_{j}^{+}
$$

for all $\alpha_{1} \neq \alpha_{2}$.
Definition 1: The periodic solution $x^{*}(k)$ of model (1) with (3) is said to be globally exponentially stable if there exist two positive constants $M>0$ and $0<\varepsilon<1$ such that

$$
\left\|x(k)-x^{*}(k)\right\| \leq M \varepsilon^{k} \sup _{s \in N[-\bar{\tau}, 0]}\left\|\phi(s)-\phi^{*}(s)\right\|
$$

for all $k=1,2, \cdots$, where $x(k)$ is any solution of model (1) with (3), $\phi(s)$ and $\phi^{*}(s)$ are the initial functions of solutions $x(k)$ and $x^{*}(k)$, respectively.

Definition 2: The equilibrium point $x^{*}$ of model (2) with (3) is said to be globally exponentially stable if there exist two positive constants $M>0$ and $0<\varepsilon<1$ such that

$$
\left\|x(k)-x^{*}\right\| \leq M \varepsilon^{k} \sup _{s \in N[-\bar{\tau}, 0]}\left\|\phi(s)-x^{*}\right\|
$$

for all $k=1,2, \cdots$, where $x(k)$ is any solution of model $(2)$ with $(3), \phi(s)$ is the initial functions of solutions $x(k)$.

Lemma 1: [22] Given constant matrices $P, Q$ and $R$, where $P^{T}=P, Q^{T}=Q$, then

$$
\left[\begin{array}{cc}
P & R \\
R^{T} & -Q
\end{array}\right]<0
$$

is equivalent to the following conditions

$$
Q>0, \quad P+R Q^{-1} R^{T}<0
$$

## III. Main RESULT

In this section, we shall establish our main criteria based on the LMI approach.
For presentation convenience, in the following, we denote

$$
\begin{equation*}
F_{1}=\operatorname{diag}\left(F_{1}^{-} F_{1}^{+}, F_{2}^{-} F_{2}^{+}, \cdots, F_{n}^{-} F_{n}^{+}\right), \quad F_{2}=\operatorname{diag}\left(\frac{F_{1}^{-}+F_{1}^{+}}{2}, \frac{F_{2}^{-}+F_{2}^{+}}{2}, \cdots, \frac{F_{n}^{-}+F_{n}^{+}}{2}\right) \tag{4}
\end{equation*}
$$

Theorem 1: Under assumptions (H1) and (H2), there exists exactly one $\omega$-periodic solution of model (1) with (3) and all other solutions of model (1) with (3) converge exponentially to it as $k \rightarrow+\infty$, if there exist five $n \times n$ symmetric positive definite matrices $P, Q, R, Z_{1}$ and $Z_{2}$, two $n \times n$ positive diagonal matrices $D$ and $H$, three $5 n \times n$ matrices $S_{1}, S_{2}$ and $S_{3}$ such that the following LMI holds:

$$
W=\left[\begin{array}{cc}
W_{1}+\Xi+\Xi^{T} & W_{2}  \tag{5}\\
W_{2}^{T} & -W_{3}
\end{array}\right]<0
$$

where

$$
\begin{gathered}
W_{1}=\left[\begin{array}{ccccc}
\Pi_{1}-F_{1} D & 0 & 0 & \Pi_{2}+F_{2} D & \Pi_{3} \\
0 & -Q-F_{1} H & 0 & 0 & F_{2} H \\
0 & 0 & -R & 0 & 0 \\
\Pi_{2}^{T}+F_{2} D & 0 & 0 & \Pi_{4}-D & \Pi_{5} \\
\Pi_{3}^{T} & F_{2} H & 0 & \Pi_{5}^{T} & \Pi_{6}-H
\end{array}\right], \\
\Xi=\left[\begin{array}{llll}
S_{1}+S_{3} & -S_{1}+S_{2} & -S_{2}-S_{3} & 0 \\
0
\end{array}\right], \\
W_{2}=\left[\begin{array}{lll}
\sqrt{\bar{\tau}} S_{1} & \sqrt{\bar{\tau}-\tau} S_{2} & \sqrt{\bar{\tau}} S_{3}
\end{array}\right], \quad W_{3}=\operatorname{diag}\left(Z_{1}, Z_{1}, Z_{2}\right),
\end{gathered}
$$

with

$$
\begin{gathered}
\Pi_{1}=C P C-P+(1+\bar{\tau}-\tau) Q+R+\bar{\tau}(C-E)\left(Z_{1}+Z_{2}\right)(C-E), \quad \Pi_{2}=C P A+\bar{\tau}(C-E)\left(Z_{1}+Z_{2}\right) A \\
\Pi_{3}=C P B+\bar{\tau}(C-E)\left(Z_{1}+Z_{2}\right) B, \quad \Pi_{4}=A^{T} P A+\bar{\tau} A^{T}\left(Z_{1}+Z_{2}\right) A \\
\Pi_{5}=A^{T} P B+\bar{\tau} A^{T}\left(Z_{1}+Z_{2}\right) B, \quad \Pi_{6}=B^{T} P B+\bar{\tau} B^{T}\left(Z_{1}+Z_{2}\right) B
\end{gathered}
$$

Proof: Let $\Omega=\left\{\phi \mid \phi \in C\left(N[-\bar{\tau}, 0], R^{n}\right)\right\}$. For $\phi \in \Omega$, define

$$
\|\phi\|=\sup _{s \in N[-\bar{\tau}, 0]}\|\phi(s)\|
$$

then $\Omega$ is a Banach space with the topology of uniform convergence.
For any $\phi, \psi \in \Omega$, let $x(k, \phi)$ and $x(k, \psi)$ be the solutions of model (1) starting from $\phi$ and $\psi$, respectively. Define

$$
x^{(k)}(\phi)(\theta)=x(k+\theta, \phi), \quad \theta \in N[-\bar{\tau}, 0], \quad k=1,2, \cdots
$$

and then $x^{(k)}(\phi)(\theta) \in \Omega$ for all $k=1,2, \cdots$. It follows from model (1) that

$$
\begin{align*}
x(k+1, \phi)-x(k+1, \psi)= & C(x(k, \phi)-x(k, \psi))+A(f(x(k, \phi))-f(x(k, \psi))) \\
& +B(f(x(k-\tau(k), \phi))-f(x(k-\tau(k), \psi))) \tag{6}
\end{align*}
$$

Letting

$$
y(k)=x(k, \phi)-x(k, \psi), \quad g(k)=f(x(k, \phi))-f(x(k, \psi))
$$

model (6) can then be simplified as

$$
\begin{equation*}
y(k+1)=C y(k)+A g(k)+B g(k-\tau(k)) \tag{7}
\end{equation*}
$$

Consider the following Lyapunov-Krasovskii functional candidate for model (7) as

$$
\begin{equation*}
V(k)=V_{1}(k)+V_{2}(k)+V_{3}(k)+V_{4}(k)+V_{5}(k) \tag{8}
\end{equation*}
$$

where

$$
\begin{gather*}
V_{1}(k)=y^{T}(k) P y(k)  \tag{9}\\
V_{2}(k)=\sum_{i=k-\tau(k)}^{k-1} y^{T}(i) Q y(i)  \tag{10}\\
V_{3}(k)=\sum_{l=k-\bar{\tau}+1}^{k-\tau} \sum_{i=l}^{k-1} y^{T}(i) Q y(i)  \tag{11}\\
V_{4}(k)=\sum_{i=k-\bar{\tau}}^{k-1} y^{T}(i) R y(i)  \tag{12}\\
V_{5}(k)=\sum_{i=-\bar{\tau}}^{-1} \sum_{l=k+i}^{k-1} \eta^{T}(l)\left(Z_{1}+Z_{2}\right) \eta(l)  \tag{13}\\
\eta(k)=y(k+1)-y(k)
\end{gather*}
$$

Calculating the difference of $V_{i}(k)(i=1,2, \cdots, 5)$ along the trajectories of model (7), we obtain

$$
\begin{align*}
\Delta V_{1}(k)= & (C y(k)+A g(k)+B g(k-\tau(k)))^{T} P(C y(k)+A g(k)+B g(k-\tau(k)))-y^{T}(k) P y(k) \\
= & y^{T}(k)(C P C-P) y(k)+2 y^{T}(k) C P A g(k)+2 y^{T}(k) C P B g(k-\tau(k)) \\
& +g^{T}(k) A^{T} P A g(k)+2 g^{T}(k) A^{T} P B g(k-\tau(k))+g^{T}(k-\tau(k)) B^{T} P B g(k-\tau(k)),  \tag{14}\\
\Delta V_{2}(k)= & \sum_{i=k+1-\tau(k+1)}^{k} y^{T}(i) Q y(i)-\sum_{i=k-\tau(k)}^{k-1} y^{T}(i) Q y(i) \\
= & \sum_{i=k+1-\tau(k+1)}^{k-\tau} y^{T}(i) Q y(i)+\sum_{i=k-\tau+1}^{k-1} y^{T}(i) Q y(i)+y^{T}(k) Q y(k) \\
& -\sum_{i=k-\tau(k)+1}^{k-1} y^{T}(i) Q y(i)-y^{T}(k-\tau(k)) Q y(k-\tau(k)) \\
\leq & \sum_{i=k+1-\tau(k+1)}^{k-\tau} y^{T}(i) Q y(i)+y^{T}(k) Q y(k)-y^{T}(k-\tau(k)) Q y(k-\tau(k)) \\
\leq & \sum_{i=k+1-\bar{\tau}}^{k-\tau} y^{T}(i) Q y(i)+y^{T}(k) Q y(k)-y^{T}(k-\tau(k)) Q y(k-\tau(k)),  \tag{15}\\
\Delta V_{3}(k)= & \sum_{l=k-\bar{\tau}+2}^{k+1-\tau} \sum_{i=l}^{k} y^{T}(i) Q y(i)-\sum_{l=k-\bar{\tau}+1}^{k-\tau} \sum_{i=l}^{k-1} y^{T}(i) Q y(i) \\
= & (\bar{\tau}-\tau) y^{T}(k) Q y(k)-\sum_{l=k-\bar{\tau}+1}^{k-\tau} y^{T}(l) Q y(l),  \tag{16}\\
\Delta V_{4}(k)= & y^{T}(k) R y(k)-y^{T}(k-\bar{\tau}) R y(k-\bar{\tau}), \tag{17}
\end{align*}
$$

and

$$
\begin{align*}
\Delta V_{5}(k)= & \sum_{i=-\bar{\tau}}^{-1}\left[\eta^{T}(k)\left(Z_{1}+Z_{2}\right) \eta(k)-\eta^{T}(k+i)\left(Z_{1}+Z_{2}\right) \eta(k+i)\right] \\
= & \bar{\tau}^{T}(k)\left(Z_{1}+Z_{2}\right) \eta(k)-\sum_{i=k-\bar{\tau}}^{k-\tau(k)-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\tau(k)}^{k-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\bar{\tau}}^{k-1} \eta^{T}(i) Z_{2} \eta(i) \\
= & \bar{\tau}\left[y^{T}(k)(C-E)\left(Z_{1}+Z_{2}\right)(C-E) y(k)+2 y^{T}(k)(C-E)\left(Z_{1}+Z_{2}\right) A g(k)\right. \\
& +2 y^{T}(k)(C-E)\left(Z_{1}+Z_{2}\right) B g(k-\tau(k))+g^{T}(k) A^{T}\left(Z_{1}+Z_{2}\right) A g(k) \\
& \left.+2 g^{T}(k) A^{T}\left(Z_{1}+Z_{2}\right) B g(k-\tau(k))+g^{T}(k-\tau(k)) B^{T}\left(Z_{1}+Z_{2}\right) B g(k-\tau(k))\right] \\
& -\sum_{i=k-\bar{\tau}}^{k-\tau(k)-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\tau(k)}^{k-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\bar{\tau}}^{k-1} \eta^{T}(i) Z_{2} \eta(i) . \tag{18}
\end{align*}
$$

Denoting

$$
\alpha(k)=\left(y^{T}(k), y^{T}(k-\tau(k)), y^{T}(k-\bar{\tau}), g^{T}(k), g^{T}(k-\tau(k))\right)^{T},
$$

$$
\Pi=\left[\begin{array}{ccccc}
\Pi_{1} & 0 & 0 & \Pi_{2} & \Pi_{3} \\
0 & -Q & 0 & 0 & 0 \\
0 & 0 & -R & 0 & 0 \\
\Pi_{2}^{T} & 0 & 0 & \Pi_{4} & \Pi_{5} \\
\Pi_{3}^{T} & 0 & 0 & \Pi_{5}^{T} & \Pi_{6}
\end{array}\right]
$$

it follows from (8), (14)-(18) that

$$
\begin{align*}
\Delta V(k) \leq & \alpha^{T}(k) \Pi \alpha(k)-\sum_{i=k-\bar{\tau}}^{k-\tau(k)-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\tau(k)}^{k-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\bar{\tau}}^{k-1} \eta^{T}(i) Z_{2} \eta(i) \\
= & \alpha^{T}(k) \Pi \alpha(k)-\sum_{i=k-\bar{\tau}}^{k-\tau(k)-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\tau(k)}^{k-1} \eta^{T}(i) Z_{1} \eta(i)-\sum_{i=k-\bar{\tau}}^{k-1} \eta^{T}(i) Z_{2} \eta(i) \\
& +2 \alpha^{T}(k) S_{1}\left[y(k)-y(k-\tau(k))-\sum_{i=k-\tau(k)}^{k-1} \eta(i)\right] \\
& +2 \alpha^{T}(k) S_{2}\left[y(k-\tau(k))-y(k-\bar{\tau})-\sum_{i=k-\bar{\tau}}^{k-\tau(k)-1} \eta(i)\right] \\
& +2 \alpha^{T}(k) S_{3}\left[y(k)-y(k-\bar{\tau})-\sum_{i=k-\bar{\tau}}^{k-1} \eta(i)\right] \\
\leq & \alpha^{T}(k)\left(\Pi+\Xi+\Xi^{T}+\bar{\tau} S_{1} Z_{1}^{-1} S_{1}^{T}+(\bar{\tau}-\tau) S_{2} Z_{1}^{-1} S_{2}^{T}+\bar{\tau} S_{3} Z_{2}^{-1} S_{3}^{T}\right) \alpha(k) \\
& -\sum_{i=k-\tau(k)}^{k-1}\left(S_{1}^{T} \alpha(k)+Z_{1} \eta(i)\right)^{T} Z_{1}^{-1}\left(S_{1}^{T} \alpha(k)+Z_{1} \eta(i)\right) \\
& -\sum_{i=k-\bar{\tau}}^{k-\tau(k)-1}\left(S_{2}^{T} \alpha(k)+Z_{1} \eta(i)\right)^{T} Z_{1}^{-1}\left(S_{2}^{T} \alpha(k)+Z_{1} \eta(i)\right) \\
& -\sum_{i=k-\bar{\tau}}^{k-1}\left(S_{3}^{T} \alpha(k)+Z_{2} \eta(i)\right)^{T} Z_{2}^{-1}\left(S_{3}^{T} \alpha(k)+Z_{2} \eta(i)\right) \\
\leq & \alpha^{T}(k)\left(\Pi+\Xi+\Xi^{T}+\bar{\tau} S_{1} Z_{1}^{-1} S_{1}^{T}+(\bar{\tau}-\tau) S_{2} Z_{1}^{-1} S_{2}^{T}+\bar{\tau} S_{3} Z_{2}^{-1} S_{3}^{T}\right) \alpha(k) . \tag{19}
\end{align*}
$$

From (H2), we have

$$
\begin{gathered}
\left(g_{i}(k)-F_{i}^{-} y_{i}(k)\right)\left(g_{i}(k)-F_{i}^{+} y_{i}(k)\right) \leq 0, \quad i=1,2, \cdots, n \\
\left(g_{i}(k-\tau(k))-F_{i}^{-} y_{i}(k-\tau(k))\right)\left(g_{i}(k-\tau(k))-F_{i}^{+} y_{i}(k-\tau(k))\right) \leq 0, \quad i=1,2, \cdots, n,
\end{gathered}
$$

which are equivalent to

$$
\begin{gather*}
{\left[\begin{array}{c}
y(k) \\
g(k)
\end{array}\right]^{T}\left[\begin{array}{cc}
F_{j}^{-} F_{j}^{+} e_{j} e_{j}^{T} & -\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} \\
-\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} & e_{j} e_{j}^{T}
\end{array}\right]\left[\begin{array}{c}
y(k) \\
g(k)
\end{array}\right] \leq 0, \quad j=1,2, \cdots, m,}  \tag{20}\\
{\left[\begin{array}{c}
y(k-\tau(k)) \\
g(k-\tau(k))
\end{array}\right]^{T}\left[\begin{array}{cc}
F_{j}^{-} F_{j}^{+} e_{j} e_{j}^{T} & -\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} \\
-\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} & e_{j} e_{j}^{T}
\end{array}\right]\left[\begin{array}{c}
y(k-\tau(k)) \\
g(k-\tau(k))
\end{array}\right] \leq 0, \quad j=1,2, \cdots, m,} \tag{21}
\end{gather*}
$$

where $e_{r}$ denotes the unit column vector having 1 element on its $r$ th row and zeros elsewhere.
Letting $D=\operatorname{diag}\left(d_{1}, d_{2}, \cdots, d_{n}\right)$ and $H=\operatorname{diag}\left(h_{1}, h_{2}, \cdots, h_{n}\right)$, we have from (19)-(21) that

$$
\begin{aligned}
\Delta V(k) \leq & \alpha^{T}(k)\left(\Pi+\Xi+\Xi^{T}+\bar{\tau} S_{1} Z_{1}^{-1} S_{1}^{T}+(\bar{\tau}-\tau) S_{2} Z_{1}^{-1} S_{2}^{T}+\bar{\tau} S_{3} Z_{2}^{-1} S_{3}^{T}\right) \alpha(k) \\
& -\sum_{j=1}^{m} d_{j}\left[\begin{array}{l}
y(k) \\
g(k)
\end{array}\right]^{T}\left[\begin{array}{cc}
F_{j}^{-} F_{j}^{+} e_{j} e_{j}^{T} & -\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} \\
-\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} & e_{j} e_{j}^{T}
\end{array}\right]\left[\begin{array}{c}
y(k) \\
g(k)
\end{array}\right] \\
& -\sum_{j=1}^{m} h_{j}\left[\begin{array}{l}
y(k-\tau(k)) \\
g(k-\tau(k))
\end{array}\right]^{T}\left[\begin{array}{cc}
F_{j}^{-} F_{j}^{+} e_{j} e_{j}^{T} & -\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} \\
-\frac{F_{j}^{-}+F_{j}^{+}}{2} e_{j} e_{j}^{T} & e_{j} e_{j}^{T}
\end{array}\right]\left[\begin{array}{c}
y(k-\tau(k)) \\
g(k-\tau(k))
\end{array}\right] \\
= & \alpha^{T}(k)\left(\Pi+\Xi+\Xi^{T}+\bar{\tau} S_{1} Z_{1}^{-1} S_{1}^{T}+(\bar{\tau}-\tau) S_{2} Z_{1}^{-1} S_{2}^{T}+\bar{\tau} S_{3} Z_{2}^{-1} S_{3}^{T}\right) \alpha(k) \\
& -\left[\begin{array}{l}
y(k) \\
g(k)
\end{array}\right]^{T}\left[\begin{array}{cc}
F_{1} D & -F_{2} D \\
-F_{2} D & D
\end{array}\right]\left[\begin{array}{c}
y(k) \\
g(k)
\end{array}\right] \\
& -\left[\begin{array}{l}
y(k-\tau(k)) \\
g(k-\tau(k))
\end{array}\right]^{T}\left[\begin{array}{cc}
F_{1} H & -F_{2} H \\
-F_{2} H & H
\end{array}\right]\left[\begin{array}{l}
y(k-\tau(k)) \\
g(k-\tau(k))
\end{array}\right] \\
= & \alpha^{T}(k)\left(W_{1}+\Xi+\Xi^{T}+\bar{\tau} S_{1} Z_{1}^{-1} S_{1}^{T}+(\bar{\tau}-\tau) S_{2} Z_{1}^{-1} S_{2}^{T}+\bar{\tau} S_{3} Z_{2}^{-1} S_{3}^{T}\right) \alpha(k) .
\end{aligned}
$$

Define $G=W_{1}+\Xi+\Xi^{T}+\bar{\tau} S_{1} Z_{1}^{-1} S_{1}^{T}+(\bar{\tau}-\tau) S_{2} Z_{1}^{-1} S_{2}^{T}+\bar{\tau} S_{3} Z_{2}^{-1} S_{3}^{T}$. From (5) and Lemma 1, we know that $G<0$ and therefore

$$
\begin{equation*}
\Delta V(k) \leq-\lambda_{\min }(-G)\|\alpha(k)\|^{2} \leq-\lambda_{\min }(-G)\|y(k)\|^{2} . \tag{22}
\end{equation*}
$$

From the definition of $V(k)$, it is easy to verify that

$$
\begin{equation*}
V(k) \leq \lambda_{\max }(P)\|y(k)\|^{2}+\rho \sum_{i=k-\bar{\tau}}^{k-1}\|y(i)\|^{2}+2 \bar{\tau} \lambda_{\max }\left(Z_{1}+Z_{2}\right) \sum_{i=k-\bar{\tau}}^{k-1}\|y(i+1)\|^{2} \tag{23}
\end{equation*}
$$

where $\rho=(1+\bar{\tau}-\tau) \lambda_{\max }(Q)+\lambda_{\max }(R)+2 \bar{\tau} \lambda_{\max }\left(Z_{1}+Z_{2}\right)$.
For any scalar $\mu>1$, it follows from (22) and (23) that

$$
\begin{align*}
\mu^{j+1} V(j+1)-\mu^{j} V(j)= & \mu^{j+1} \Delta V(j)+\mu^{j}(\mu-1) V(j) \\
\leq & {\left[\mu^{j}(\mu-1) \lambda_{\max }(P)-\mu^{j+1} \lambda_{\min }(-G)\right]\|y(j)\|^{2} } \\
& +\rho \mu^{j}(\mu-1) \sum_{i=j-\bar{\tau}}^{j-1}\|y(i)\|^{2} \\
& +2 \bar{\tau} \lambda_{\max }\left(Z_{1}+Z_{2}\right) \mu^{j}(\mu-1) \sum_{i=j-\bar{\tau}}^{j-1}\|y(i+1)\|^{2} . \tag{24}
\end{align*}
$$

Summing up both sides of (24) from 0 to $k-1$ with respect to $j$, we have

$$
\begin{align*}
\mu^{k} V(k)-V(0) \leq & {\left[(\mu-1) \lambda_{\max }(P)-\mu \lambda_{\min }(-G)\right] \sum_{j=0}^{k-1} \mu^{j}\|y(j)\|^{2} } \\
& +\rho(\mu-1) \sum_{j=0}^{k-1} \sum_{i=j-\bar{\tau}}^{j-1} \mu^{j}\|y(i)\|^{2} \\
& +2 \bar{\tau} \lambda_{\max }\left(Z_{1}+Z_{2}\right)(\mu-1) \sum_{j=0}^{k-1} \sum_{i=j-\bar{\tau}}^{j-1} \mu^{j}\|y(i+1)\|^{2} . \tag{25}
\end{align*}
$$

It is easy to compute that

$$
\begin{align*}
\sum_{j=0}^{k-1} \sum_{i=j-\bar{\tau}}^{j-1} \mu^{j}\|y(i)\|^{2} & \leq\left(\sum_{i=-\bar{\tau}}^{-1} \sum_{j=0}^{i+\bar{\tau}}+\sum_{i=0}^{k-1-\bar{\tau}} \sum_{j=i+1}^{i+\bar{\tau}}+\sum_{i=k-\bar{\tau}}^{k-1} \sum_{j=i+1}^{k-1}\right) \mu^{j}\|y(i)\|^{2} \\
& \leq \bar{\tau} \mu^{\bar{\tau}} \sup _{s \in N[-\bar{\tau}, 0]}\|y(s)\|^{2}+\bar{\tau} \mu^{\bar{\tau}} \sum_{i=0}^{k-1} \mu^{i}\|y(i)\|^{2} \tag{26}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\sum_{j=0}^{k-1} \sum_{i=j-\bar{\tau}}^{j-1} \mu^{j}\|y(i+1)\|^{2} \leq \bar{\tau} \mu^{\bar{\tau}} \sup _{s \in N[-\bar{\tau}, 0]}\|y(s)\|^{2}+\bar{\tau} \mu^{\bar{\tau}} \sum_{i=1}^{k} \mu^{i}\|y(i)\|^{2} \tag{27}
\end{equation*}
$$

From (23), we obtain

$$
\begin{equation*}
V(0) \leq\left[\lambda_{\max }(P)+\rho \bar{\tau}+2 \bar{\tau}^{2} \lambda_{\max }\left(Z_{1}+Z_{2}\right)\right] \sup _{s \in N[-\bar{\tau}, 0]}\|y(s)\|^{2} \tag{28}
\end{equation*}
$$

It follows from (25)-(28) that

$$
\begin{equation*}
\mu^{k} V(k) \leq L_{1}(\mu) \sup _{s \in N[-\bar{\tau}, 0]}\|y(s)\|^{2}+L_{2}(\mu) \sum_{j=0}^{k} \mu^{i}\|y(i)\|^{2} \tag{29}
\end{equation*}
$$

where

$$
\begin{gathered}
L_{1}(\mu)=\lambda_{\max }(P)+\rho \bar{\tau}+2 \bar{\tau}^{2} \lambda_{\max }\left(Z_{1}+Z_{2}\right)+(\mu-1) \rho \bar{\tau} \mu^{\bar{\tau}}+2(\mu-1) \bar{\tau}^{2} \mu^{\bar{\tau}} \lambda_{\max }\left(Z_{1}+Z_{2}\right) \\
L_{2}(\mu)=(\mu-1) \lambda_{\max }(P)-\mu \lambda_{\min }(-G)+(\mu-1) \rho \bar{\tau} \mu^{\bar{\tau}}+2(\mu-1) \bar{\tau}^{2} \mu^{\bar{\tau}} \lambda_{\max }\left(Z_{1}+Z_{2}\right)
\end{gathered}
$$

Since $L_{2}(1)<0$, by the continuity of functions $L_{2}(\mu)$, we can choose a scalar $\beta>1$ such that $L_{2}(\beta) \leq 0$. Obviously, $L_{1}(\beta)>0$. From (29), we get

$$
\begin{equation*}
\beta^{k} V(k) \leq L_{1}(\beta) \sup _{s \in N[-\bar{\tau}, 0]}\|y(s)\|^{2} \tag{30}
\end{equation*}
$$

From the definition of $V(k)$, we have

$$
\begin{equation*}
V(k) \geq \lambda_{\min }(P)\|y(k)\|^{2} \tag{31}
\end{equation*}
$$

Let $M=\sqrt{\frac{L_{1}(\beta)}{\lambda_{\min }(P)}}, \varepsilon=\sqrt{\frac{1}{\beta}}$, then $M>0,0<\varepsilon<1$. It follows from (30) and (31) that

$$
\|y(k)\| \leq M \varepsilon^{k} \sup _{s \in N[-\bar{\tau}, 0]}\|y(s)\|
$$

for all $k=1,2, \cdots$. That is

$$
\begin{equation*}
\|x(k, \phi)-x(k, \psi)\| \leq M \varepsilon^{k}\|\phi-\psi\| \tag{32}
\end{equation*}
$$

for all $k=1,2, \cdots$.
We can choose a positive integer $L$ such that

$$
\begin{equation*}
M \varepsilon^{L \omega} \leq \frac{1}{4} \tag{33}
\end{equation*}
$$

Define a Poincarè mapping $\theta: \Omega \rightarrow \Omega$ by

$$
\theta(\phi)=x^{(\omega)}(\phi)
$$

Then, we can derive from (32) and (33) that

$$
\begin{equation*}
\left\|\theta^{(L)}(\phi)-\theta^{(L)}(\psi)\right\| \leq \frac{1}{4}\|\phi-\psi\|, \tag{34}
\end{equation*}
$$

which implies that $\theta^{(L)}$ is a contraction mapping and therefore there exists a unique fixed point $\phi^{*} \in \Omega$ such that

$$
\theta^{(L)}\left(\phi^{*}\right)=\phi^{*}
$$

Note that

$$
\theta^{(L)}\left(\theta\left(\phi^{*}\right)\right)=\theta\left(\theta^{(L)}\left(\phi^{*}\right)\right)=\theta\left(\phi^{*}\right)
$$

which shows that $\theta\left(\phi^{*}\right) \in \Omega$ is also a fixed point of $\theta^{(L)}$, and hence

$$
\theta\left(\phi^{*}\right)=\phi^{*}
$$

or

$$
x^{(\omega)}\left(\phi^{*}\right)=\phi^{*}
$$

Let $x\left(k, \phi^{*}\right)$ be the solution of model (1) through $\left(0, \phi^{*}\right)$. From assumption (H1), we know that $x\left(k+\omega, \phi^{*}\right)$ is also a solution of model (1). It follows from the fact

$$
x^{(k+\omega)}\left(\phi^{*}\right)=x^{(k)}\left(x^{(\omega)}\left(\phi^{*}\right)\right)=x^{(k)}\left(\phi^{*}\right)
$$

that

$$
x\left(k+\omega, \phi^{*}\right)=x\left(k, \phi^{*}\right)
$$

for $k=1,2, \cdots$, which indicates that $x\left(k, \phi^{*}\right)$ is exactly one $\omega$-periodic solution of model (1). To this end, it is easy to see that all other solutions of model (1) converge exponentially to it as $k \rightarrow+\infty$. The proof is completed.

Remark 1: In assumption (H2) of this Letter, the constants $F_{j}^{-}$and $F_{j}^{+}(i=1,2, \cdots, n)$ are allowed to be positive, negative or zero. Hence, assumption (H2) is weaker than the following assumption (H3):
(H3) There exists a positive diagonal matrix $F=\operatorname{diag}\left(F_{1}, F_{2}, \cdots, F_{n}\right)$ such that

$$
\left|f_{j}\left(u_{1}\right)-f_{j}\left(u_{2}\right)\right| \leq F_{j}\left|u_{1}-u_{2}\right|
$$

for all $u_{1}, u_{2} \in R, j=1,2, \cdots, n$. Assumption (H3) was mostly used in literature $[6,12,15,16,20,30]$. Obviously, the activation functions such as sigmoid type and piecewise linear type are also the special case of the function satisfying assumption (H2).

Remark 2: In $[6,20]$, the given periodicity criteria for discrete-time recurrent neural network with constant delays were based upon spectral radius or M-matrix conditions on weight matrices of the networks, which only depend on absolute values of the weights and ignore the signs of the weights, and hence are somewhat conservative.

Remark 3: In model (2), for any constant $T \geq 0$, we have $I=I(k+T)=I(k)$ for $k=1,2, \cdots$. Thus, by the above result, when the sufficient condition in Theorem 1 is satisfied, one unique periodic solution becomes a periodic solution with any positive constants as its period. So, the periodic solution reduced to a constant solution, that is, an equilibrium point. Furthermore, all other solutions globally exponentially converge to this equilibrium point as $k \rightarrow+\infty$. The unique equilibrium point of model (2) is globally exponentially stable. Thus, by applying Theorem 1, we can easily obtain the following result.

Corollary 1: Under assumption (H2) and condition (5), model (2) has one unique equilibrium point, which is globally exponentially stable.

Remark 4: In $[12,14,30]$, the boundedness of activation functions was required. In [9], the differentiability of activation functions was required. However, the boundedness and differentiability of activation functions have been removed in this Letter. Moreover, as shown in [3-5,7,8], the use of the latest free-weighting matrix method in this Letter leads to delay-dependent and less conservative LMI conditions, which can be checked numerically using the effective LMI toolbox in MATLAB.

## IV. Examples

Example 1. Consider a discrete-time recurrent neural network (1), where

$$
\begin{gathered}
C=\left[\begin{array}{cc}
0.1 & 0 \\
0 & 0.2
\end{array}\right], \quad A=\left[\begin{array}{cc}
-0.1 & 0.1 \\
-0.1 & 0.05
\end{array}\right], \quad B=\left[\begin{array}{cc}
0.05 & 0.1 \\
0.05 & 0.05
\end{array}\right] \\
f_{1}(y)=\tanh (2 y), f_{2}(y)=\tanh (-4 y), I_{1}(k)=-3 \sin \left(\frac{k \pi}{2}\right), I_{2}(k)=2 \cos \left(\frac{k \pi}{2}\right), \tau(k)=3+\sin \left(\frac{k \pi}{2}\right) .
\end{gathered}
$$

It can be verified that assumptions (H1) and (H2) are satisfied with $F_{1}^{-}=0, F_{1}^{+}=2, F_{2}^{-}=-4, F_{2}^{+}=0$, $\tau=2, \bar{\tau}=4, \omega=4$. Thus,

$$
F_{1}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad F_{2}=\left[\begin{array}{cc}
1 & 0 \\
0 & -2
\end{array}\right] .
$$

By the Matlab LMI Control Toolbox, we find a solution to the LMI in (5) as follows:

$$
\begin{gathered}
P=\left[\begin{array}{cc}
1055.1 & -888.9 \\
-888.9 & 2845.7
\end{array}\right], Q=\left[\begin{array}{cc}
129.6014 & -143.8212 \\
-143.8212 & 498.7914
\end{array}\right], R=\left[\begin{array}{cc}
55.2379 & -43.8092 \\
-43.8092 & 96.5058
\end{array}\right], \\
Z_{1}=\left[\begin{array}{cc}
49.3081 & -68.1327 \\
-68.1327 & 110.0119
\end{array}\right], Z_{2}=\left[\begin{array}{cc}
39.2746 & -56.1519 \\
-56.1519 & 87.8631
\end{array}\right], \\
D=\left[\begin{array}{cc}
129.4471 & 0 \\
0 & 66.6214
\end{array}\right], H=\left[\begin{array}{cc}
47.5456 & 0 \\
0 & 42.5023
\end{array}\right], \\
S_{1}=\left[\begin{array}{cc}
1.3014 & -2.0846 \\
-4.7929 & 7.9712 \\
7.5433 & -13.4121 \\
-33.3671 & 52.4395 \\
4.5495 & -4.3859 \\
-3.9036 & 8.3979 \\
-0.4771 & 0.7415 \\
-1.2612 & 2.0908 \\
-3.5770 & 4.0615 \\
-6.4967 & 11.4255
\end{array}\right], S_{2}=\left[\begin{array}{cc}
1.3014 & -2.0846 \\
-4.7929 & 7.9712 \\
7.5433 & -13.4121 \\
-33.3671 & 52.4395 \\
4.5495 & -4.3859 \\
-3.9036 & 8.3979 \\
-0.4771 & 0.7415 \\
-1.2612 & 2.0908 \\
-3.5770 & 4.0615 \\
-6.4967 & 11.4255
\end{array}\right], S_{3}=\left[\begin{array}{cc}
-0.3899 & 1.9731 \\
-11.8190 & 19.5288 \\
0.5649 & -0.8447 \\
-0.3821 & 0.7001 \\
1.0156 & -0.9129 \\
-0.6661 & 1.5394 \\
-2.9507 & 3.4808 \\
-5.8679 & 9.4122 \\
-0.9554 & 1.4179 \\
1.0456 & -1.5582
\end{array}\right],
\end{gathered}
$$

Therefore, by Theorem 1, we know that model (1) with above given parameters has exactly one 4 -periodic solution and all other solutions of the model converge exponentially to it as $k \rightarrow+\infty$, which is further verified by the simulation given in Figure 1.


Fig. 1. State responses of the discrete-time recurrent neural network with initial conditions $\left(x_{1}(s), x_{2}(s)\right)^{T}=(0.5,-0.3)^{T}$, $s \in N[-4,0]$.

It should be pointed out that the theorems in $[6,20]$ are not applicable to judge the periodicity of this model since the criteria in $[6,20]$ fail.

Example 2. Consider a discrete-time recurrent neural network (2), where

$$
\begin{gathered}
C=\left[\begin{array}{cc}
0.26 & 0 \\
0 & 0.1
\end{array}\right], \quad A=\left[\begin{array}{cc}
0.1 & 0.2 \\
-0.15 & 0.1
\end{array}\right], \quad B=\left[\begin{array}{cc}
-0.25 & 0.1 \\
0.02 & 0.08
\end{array}\right] \\
f_{1}(y)=\frac{1}{2}(|y+1|+|y-1|), f_{2}(y)=|y+1|+|y-1|, I_{1}=-0.91, I_{2}=1.75, \tau(k)=3-\sin \left(\frac{k \pi}{2}\right) .
\end{gathered}
$$

It can be verified that assumption $(\mathbf{H} 2)$ is satisfied with $F_{1}^{-}=-1, F_{1}^{+}=1, F_{2}^{-}=-2, F_{2}^{+}=2, \tau=2$, $\bar{\tau}=4$. Thus,

$$
F_{1}=\left[\begin{array}{cc}
-1 & 0 \\
0 & -4
\end{array}\right], \quad F_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

By the Matlab LMI Control Toolbox, we find a solution to the LMI in (5) as follows:

$$
\begin{gathered}
P=\left[\begin{array}{cc}
422.9 & -15.4 \\
-15.4 & 1366.8
\end{array}\right], Q=\left[\begin{array}{cc}
69.8245 & -2.7674 \\
-2.7674 & 251.9583
\end{array}\right], R=\left[\begin{array}{cc}
19.0205 & -1.1514 \\
-1.1514 & 28.1610
\end{array}\right], \\
Z_{1}=\left[\begin{array}{cc}
19.6348 & -0.6881 \\
-0.6881 & 23.5347
\end{array}\right], Z_{2}=\left[\begin{array}{cc}
13.2610 & -1.0395 \\
-1.0395 & 19.6730
\end{array}\right], \\
D=\left[\begin{array}{cc}
74.6901 & 0 \\
0 & 100.0409
\end{array}\right], H=\left[\begin{array}{cc}
67.5113 & 0 \\
0 & 56.7165
\end{array}\right],
\end{gathered}
$$

$$
S_{1}=\left[\begin{array}{cc}
-0.7941 & -0.0682 \\
-0.0791 & 0.0065 \\
2.3542 & 0.2302 \\
0.2463 & 0.3708 \\
0.4211 & 0.0421 \\
0.0435 & 0.0739 \\
-0.1349 & -0.4254 \\
-0.3359 & 0.1254 \\
0.3963 & 0.1970 \\
-0.1724 & 0.1355
\end{array}\right], S_{2}=\left[\begin{array}{cc}
-0.3023 & -0.0292 \\
-0.0287 & -0.0506 \\
-4.1587 & -0.4056 \\
-0.4310 & -0.6434 \\
0.9700 & 0.1096 \\
0.1221 & 0.0737 \\
0.0015 & -0.0096 \\
0.0020 & 0.0042 \\
-0.0042 & 0.0035 \\
0.0010 & 0.0043
\end{array}\right], S_{3}=\left[\begin{array}{cc}
-0.6910 & -0.0533 \\
-0.0679 & -0.0141 \\
0.1991 & 0.0180 \\
0.0212 & 0.0403 \\
0.6629 & 0.0658 \\
0.0744 & 0.0905 \\
-0.0904 & -0.3559 \\
-0.2538 & 0.1109 \\
0.2994 & 0.1607 \\
-0.1343 & 0.1169
\end{array}\right],
$$

Therefore, by Corollary 1, we know that model (2) with above given parameters has one unique equilibrium point, which is globally exponentially stable. In fact, we can verify that $(1,3)^{T}$ is a unique equilibrium point of the model. The global exponential stability of equilibrium point $(1,3)^{T}$ is further verified by the simulation given in Figure 2.

It should be pointed out that the theorem in [14] are not applicable to judge the stability of this model since the activation functions are not bounded.


Fig. 2. State responses of the discrete-time recurrent neural network with initial conditions $\left(x_{1}(s), x_{2}(s)\right)^{T}=(0.2,-0.6)^{T}$, $s \in N[-4,0]$.

## V. Conclusions

In this Letter, the existence and stability of periodic solution have been investigated for discrete-time recurrent neural network with time-varying delays. The description of the activation functions was more general than the recently commonly used Lipschitz conditions. By employing appropriate Lyapunov-Krasovskii func-
tional and the free-weighting matrix method, a new LMI criterion is established to ensure the existence, uniqueness, and global exponential stability of periodic solution for the addressed neural network. The proposed results are less conservative than some recently known ones in the literature, which are demonstrated via two simulation examples.

We would like to point out that it is possible to generalize our main results to more complex neural networks, such as neural networks with parameter uncertainties (e.g. norm-bounded uncertainties [23,25]), stochastic perturbations [23, 25, 26], and Markovian jumping parameters [24]. The corresponding results will appear in the near future.
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