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Multiple Probabilistic Delays and Multiple
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Abstract—In this paper, the robust H∞-control problem is in-
vestigated for a class of uncertain discrete-time fuzzy systems with
both multiple probabilistic delays and multiple missing measure-
ments. A sequence of random variables, all of which are mu-
tually independent but obey the Bernoulli distribution, is intro-
duced to account for the probabilistic communication delays. The
measurement-missing phenomenon occurs in a random way. The
missing probability for each sensor satisfies a certain probabilistic
distribution in the interval [0 1]. Here, the attention is focused on
the analysis and design of H∞ fuzzy output-feedback controllers
such that the closed-loop Takagi–Sugeno (T–S) fuzzy-control sys-
tem is exponentially stable in the mean square. The disturbance-
rejection attenuation is constrained to a given level by means of the
H∞-performance index. Intensive analysis is carried out to obtain
sufficient conditions for the existence of admissible output feed-
back controllers, which ensures the exponential stability as well
as the prescribed H∞ performance. The cone-complementarity-
linearization procedure is employed to cast the controller-design
problem into a sequential minimization one that is solved by the
semi-definite program method. Simulation results are utilized to
demonstrate the effectiveness of the proposed design technique in
this paper.

Index Terms—Discrete-time fuzzy systems, fuzzy control, mul-
tiple missing measurements, multiple probabilistic time delays,
networked-control systems (NCSs), robust H∞ control, stochas-
tic systems.

I. INTRODUCTION

OVER the past few decades, the fuzzy-logic control has
proven to be an effective approach when dealing with
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complex nonlinear systems [4], [8], [12], [26], [28], [29], [36].
In particular, the control technique based on the Takagi–Sugeno
(T–S) fuzzy model has attracted considerable research atten-
tion. Such a fuzzy model, which has a convenient and simple
dynamic structure, could approximate any smooth nonlinear
function to any specified accuracy within any compact set. As
such, it is possible for the existing results of traditional linear-
systems theory to be extended for certain class of nonlinear
systems [8]. As a result, a majority of literature has appeared
on the control problems for T–S fuzzy systems [1]–[3], [7],
[9], [10], [14]–[16], [18], [19], [21], [24], [34], [39], [41], [43].
Note that the output feedback T–S fuzzy control has received
particular research interests, owing to the unmeasured partial
state variables in practical applications. It is well known that
parameter uncertainties are unavoidable due mainly to the mod-
eling inaccuracies, variations of the operating point, and aging
of the devices, etc. Therefore, the issue of robustness analysis
has been taken into account in T–S fuzzy systems by many re-
searchers. For example, in [33], the robust H∞-control problem
has been considered for a class of uncertain time-delay T–S
fuzzy systems. The stability issue has been addressed in [32]
for a class of T–S fuzzy dynamical systems with time delays
and uncertain parameters. The robust stability and controller-
design problems for networked-control systems (NCSs) with
uncertain parameters have been studied in [13] and [39],
respectively.

On another active research frontier, NCSs have attracted much
attention because of their successful applications in modern
complicated industry processes, e.g., aircraft and space shut-
tle, nuclear power stations, high-performance automobiles, etc.
However, several practical factors, such as communication de-
lays (also called network-induced time delays) and missing mea-
surements (also called packet dropouts or probabilistic informa-
tion missing), which constitute crucial issues in NCSs, would de-
grade the system performance or even cause instability. Hence,
it is of vital importance to evaluate the effects of communica-
tion delays and missing measurements when designing NCSs in
the industrial applications. Many results exist in the literature,
which describe the communication delays in NCSs. For exam-
ple, in [40], the stability of an NCS under the network-induced
delay was studied by using a hybrid-system technique. The op-
timal stochastic-control method was proposed in [20] to control
communication delays in NCS. A networked controller was de-
signed in the frequency domain by using the robust-control
theory proposed in [11], in which the network delays were
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considered as an uncertainty. However, most of the relevant liter-
ature mentioned earlier has focused on the constant time delays.
Delays resulting from network transmissions are inherently ran-
dom and time varying. This is particularly true when signals are
transmitted over Internet, and therefore, existing control meth-
ods for constant time delay cannot be directly used [5], [31].
Recently, some researchers have started to model the network-
induced time delays in multiform probabilistic ways, and ac-
cordingly, some initial results have been reported. For example,
in [17], [39], and [42], the random communication delays were
modeled as Markov chains, and the resulting closed-loop sys-
tems were represented as Markovian jump linear systems with
two jumping parameters. In [37], two kinds of random delays,
which happen in the channels from the controller to the plant
and from the sensor to the controller, were simultaneously con-
sidered. The random delays were modeled in [37] as a linear
function of the stochastic variable, which satisfies the Bernoulli-
random binary distribution. Different from [37], the problem of
stability analysis and stabilization-control design was studied
in [38] for T–S fuzzy systems with probabilistic-interval delay,
and the Bernoulli-distributed sequence was used to describe the
probability distribution of the time-varying delay-taking val-
ues in an interval. It should be mentioned that, among others,
the binary representation of the random delays has been fairly
popular because of its practicality and simplicity in describing
communication delays. However, most research attention has
been centered on the single random delay having a fixed value
if it occurs. This would lead to conservative results, or even
degradation in the system’s performance, since, at a certain
time, the NCS could give rise to multiple time-varying delays
but with different occurrence probabilities. Therefore, a more
advanced methodology is needed to handle the time-varying-
network-induced time delays in a closed-loop-control system.

In terms of the missing measurement (packet dropout) phe-
nomena in the NCSs, which has also stirred a great deal of
research interest (see, e.g., [10], [13], [22], [25], [30], and ref-
erences therein), lots of results have appeared on this topic over
the past few years. For example, in [10], the H∞ controller was
designed for a class of nonlinear systems with missing mea-
surements, where the Bernoulli-random binary distribution was
utilized to model the unreliable communication links. In [22]
and [25], an improved model was presented to describe the
packet dropout problems, where the latest packet received would
be used if the current packet was lost during the transmission.
The H∞-control problem was studied in [23] for NCS with
random-packet losses described as a Markov chain. However,
most of the existing literature has implicitly assumed that the
measurement signal is either completely intact (with missing
probability 0) or completely missing (with missing probabil-
ity 1), and all the sensors have the same missing probability.
In fact, in some practical cases, where partial/multiple missing
measurements take place for an array of sensors, the individual
sensor would have different missing probability according to a
certain probabilistic distribution in the interval [0 1] (not just
0 or 1). Based on this fact, some new approaches should be
developed to describe the missing-measurement phenomena.

Looking into the reported results on NCSs and fuzzy-control
systems discussed earlier, it was observed that most of the

literature about NCSs has been based on linear systems. Little
attention has been focused on nonlinear NCSs, especially when
the probabilistic delays and missing measurements are taken
into consideration. In addition, the fact that nonlinear NCSs
can be approximated by T–S fuzzy models has been largely
overlooked due mainly to system complexity and mathematical
difficulty. Motivated by the aforementioned discussion, in this
paper, we aim to investigate the robust H∞ fuzzy-control prob-
lem for a class of discrete-time uncertain-networked systems
with multiple probabilistic time-varying communication delays
and multiple missing measurements. A sufficient condition for
the robustly exponential stability of the closed-loop fuzzy sys-
tem is obtained, while a prescribed H∞-disturbance-rejection-
attenuation level is guaranteed. The explicit expression of the
desired controller parameters is also derived. A numerical sim-
ulation example is used to demonstrate the effectiveness of the
proposed control scheme in this paper. The main contributions
of this paper, which lie primarily on the new research problems
and new system models, are summarized as follows.

1) A model is proposed to describe the multiple probabilistic
communication delays of different sizes, all of which could
occur according to a specified Bernoulli distribution.

2) Multiple missing measurements corresponding to partial
sensor outputs with missing probability over the interval [0 1]
are considered.

3) The investigation on the T–S fuzzy model is carried out
for a class of complex systems that account for the modeling
errors, disturbance rejection attenuation, probabilistic delay, and
missing measurements within the same framework.

The rest of this paper is organized as follows. Section II
formulates the problem under consideration. The exponentially
stability condition and robust H∞ performance of the closed-
loop fuzzy system are given in Section III. The fuzzy-controller-
design problem is solved in Section IV. An illustrative example
is given in Section V, and we conclude the paper in Section VI.

Notation: The notation used in the paper is fairly standard.
The superscript “T ” stands for matrix transposition, Rn denotes
the n-dimensional Euclidean space, Rm×n is the set of all real
matrices of dimension m × n; and I and 0 represent the identity
matrix and zero matrix, respectively. The notation P > 0 means
that P is real symmetric and positive definite, tr(M) refers to the
trace of the matrix M, the notation ‖A‖ refers to the norm of a
matrix A defined by ‖A‖ =

√
tr(AT A), and ‖ · ‖2 stands for the

usual l2 norm. In symmetric block matrices or complex matrix
expressions, we use an asterisk (∗) to represent a term that is
induced by symmetry, and diag{. . .} stands for a block-diagonal
matrix. In addition, E{x} and E{x| y} will, respectively, mean
expectation of x and expectation of x conditional on y. The set
of all nonnegative integers is denoted by I+ , and the set of all
nonnegative real numbers is represented by R+ . Matrices, if
their dimensions are not explicitly stated, are assumed to be
compatible for algebraic operations.

II. PROBLEM FORMULATION

In this paper, we consider the output feedback-control prob-
lem for discrete-time fuzzy systems in NCSs, where the frame-
work is shown in Fig. 1. The sensors are connected to the



714 IEEE TRANSACTIONS ON FUZZY SYSTEMS, VOL. 18, NO. 4, AUGUST 2010

Fig. 1. Framework of output feedback-control systems over networks envi-
ronments.

controller via a network, which is shared by other NCSs and
subject to communication delays and missing measurements
(packet dropouts). The fuzzy systems with multiple stochastic-
communication delays and uncertain parameters can be de-
scribed as follows:
� Plant Rule i: IF θ1(k) is Mi1 , and θ2(k) is Mi2 and, . . . ,

and θp(k) is Mip THEN

x(k + 1) = Ai(k)x(k) + Adi

h∑
m=1

αm (k)x(k − τm (k))

+ B1iu(k) + D1iv(k)

ỹ(k) = Cix(k) + D2iv(k)

z(k) = Czi(k)x(k) + B2iu(k) + D3iv(k)

x(k) = φ(k) ∀k ∈ Z−, i = 1, . . . , r (1)

where Mij is the fuzzy set, r is the number of IF–THEN rules, and
θ(k) = [θ1(k), θ2(k), . . . , θp(k)] is the premise variable vector.
It is assumed that the premise variables do not depend on the
input variables u(k), which is needed to avoid a complicated de-
fuzzification process of fuzzy controllers. x(k) ∈ Rn represents
the state vector, u(k) ∈ Rm is the control input, ỹ(k) ∈ Rs is the
process output, z(k) ∈ Rq is the controlled output, v(k) ∈ Rp

is a vector of exogenous inputs, which belongs to l2 [0,∞) (e.g.,
reference signals, disturbance signals, sensor noise, etc.), τm (k)
(m = 1, 2, . . . , h) are the communication delays that occur ac-
cording to the stochastic variables αm (k), and φ(k) (∀k ∈ Z−)
is the initial state.

The stochastic variables αm (k) ∈ R(m = 1, 2, . . . , h) in
(1) are mutually uncorrelated Bernoulli-distributed-white se-
quences, and a natural assumption on the sequence {αm (k)}
can be made as follows:

Prob {αm (k) = 1} = E {αm (k)} = ᾱm

Prob {αm (k) = 0} = 1 − ᾱm .

The following assumption is needed on the random-
communication time delays, which are considered.

Assumption 1: The communication delays τm (k) (m =
1, 2, . . . , h) are time varying and satisfy dt ≤ τm (k) ≤ dT ,
where dt and dT are constant positive scalars, which repre-
sent the lower and upper bounds on the communication delays,
respectively.

Remark 1: The description of the communication delays in
(1) includes two features. 1) The communication delays are al-
lowed to occur in any fashion, either discretely, successively,
or even distributely. 2) Each possible delay could occur inde-
pendently and randomly according to an individual probability
distribution, which can be specified a prior through statistical
test.

The matrices Ai(k) = Ai + ∆Ai(k), Czi(k) = Czi +
∆Czi(k), and Ai, Adi, B1i , B2i , Ci, Czi , D1i , D2i , and D3i are
known as constant matrices with compatible dimensions. The
matrices ∆Ai(k) and ∆Czi(k) represent time-varying norm-
bounded parameter uncertainties that satisfy[

∆Ai(k)
∆Czi(k)

]
=
[

Hai

Hci

]
F (k)E (2)

where Hai,Hci, and E are constant matrices of appropriate di-
mensions, and F (k) is an unknown matrix function satisfying

FT (k)F (k) ≤ I ∀k. (3)

The parameter uncertainties ∆Ai(k) and ∆Czi(k) are said to
be admissible, if both (2) and (3) hold.

In this paper, the missing-measurement (packet dropout) phe-
nomenon constitutes another focus of our present research. The
multiple missing measurements are described by

y(k) = ΞCix(k) + D2iv(k)

=
s∑

l=1

βlCilx(k) + D2iv(k) (4)

where y(k) ∈ Rs is the actual measurement signal of (1),
Ξ := diag{β1 , . . . , βs} with βl (l = 1, . . . , s) being s unre-
lated random variables, which are also unrelated with αm (k).
It is assumed that βl has the probabilistic-density function ql(s)
(l = 1, . . . , s) on the interval [0 1] with mathematical expecta-
tion µl and variance σ2

l . Cil is defined by

Cil := diag{0, . . . , 0︸ ︷︷ ︸
l−1

, 1, 0, . . . , 0︸ ︷︷ ︸
s−l

}Ci.

Note that βl could satisfy any discrete probabilistic distributions
on the interval [0 1], which includes the widely used Bernoulli
distribution as a special case. In the sequel, we denote Ξ̄ =
E{Ξ}.

Remark 2: In real systems, the measurement data may be
transferred through multiple sensors. On one hand, for a differ-
ent sensor, the data-missing probability may be different. On the
other hand, due to various reasons, such as sensor aging and sen-
sor temporal failure, the data missing at one moment might be
partial, and therefore, the missing probability cannot be simply
described by 0 or 1. In (4), the diagonal matrix Ξ accounts for the
probabilistic-missing status of the array of sensors, where the
random variable βj corresponds to the jth sensor. In addition,
βj can take value on the interval [0 1] and the probability for βj

to take different values may differ from each other. It is easy to
see that the widely used Bernoulli distribution is included here
as a special case.
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For a given pair of (x(k), u(k)), the final output of the fuzzy
system is inferred as follows:

x(k + 1) =
r∑

i=1

hi(θ(k))

[
Ai(k)x(k) + B1iu(k)

+ Adi

h∑
m=1

αm (k)x(k − τm (k)) + D1iv(k)

]

y(k) =
r∑

i=1

hi(θ(k)) [ΞCix(k) + D2iv(k)]

z(k) =
r∑

i=1

hi(θ(k))
[
Czi(k)x(k) + B2iu(k) + D3iv(k)

]
(5)

where the fuzzy-basis functions are given by

hi(θ(k)) =
ϑi(θ(k))∑r
i=1 ϑi(θ(k))

, ϑi(θ(k)) = Πp
j=1Mij (θj (k))

with Mij (θj (k)) represents the grade of membership of θj (k)
in Mij . Here, ϑi(θ(k)) has the following basic property:

ϑi(θ(k)) ≥ 0, i = 1, 2, . . . , r,
r∑

i=1

ϑi(θ(k)) > 0 ∀k

and, therefore

hi(θ(k)) ≥ 0, i = 1, 2, . . . , r,

r∑
i=1

hi(θ(k)) = 1 ∀k.

In what follows, we define hi := hi(θ(k)) for brevity.
In this paper, by the parallel distributed compensation (PDC),

we consider the following fuzzy dynamic output-feedback con-
troller for the fuzzy system (5):
� Controller Rule i: IF θ1(k) is Mi1 and θ2(k) is Mi2

and, . . . , and θp(k) is Mip THEN

xc(k + 1) = Akixc(k) + Bkiy(k)
u(k) = Ckixc(k), i = 1, 2, . . . , r

}
(6)

where xc(k) ∈ Rn is the controller state, and Aki, Bki , and Cki

are controller parameters to be determined. Then, the overall
fuzzy output-feedback controller is given by

xc(k + 1) =
r∑

i=1
hi [Akixc(k) + Bkiy(k)]

u(k) =
r∑

i=1
hiCkixc(k), i = 1, 2, . . . , r


 . (7)

From (5) and (7), the closed-loop system can be obtained as

x̄(k + 1) =
r∑

i=1

r∑
j=1

hihj

[
(Aij (k) + Bij ) x̄(k) + Dijv(k)

+
h∑

m=1

(Ādmi + Ãdmi)x̄(k − τm (k))

]

z(k) =
r∑

i=1

r∑
j=1

hihj

[
C̄ij (k)x̄(k) + D3iv(k)

]
(8)

where

x̄(k) =
[

x(k)
xc(k)

]
Aij (k) =

[
Ai(k) B1iCkj

BkiΞ̄Cj Aki

]

Bij =
[

0 0
Bki(Ξ − Ξ̄)Cj 0

]
Dij =

[
D1i

BkiD2j

]

Ādmi =
[

ᾱm Adi 0
0 0

]
Ãdmi =

[
α̃m (k)Adi 0

0 0

]
C̄ij (k) = [Czi(k) B2iCkj ]

with α̃m (k) = αm (k) − ᾱm . It is clear that E{α̃m (k)} = 0
and that E{α̃2

m (k)} = ᾱm (1 − ᾱm ).
Before formulating the problem to be investigated, we first

introduce the following definition.
Definition 1: For the system (8) and every initial conditions

φ, the trivial solution is said to be exponentially mean square
stable if, in the case of v(k) = 0, there exist constants δ > 0
and 0 < κ < 1 such that

E
{
‖x̄(k)‖2} ≤ δκk sup

−dM ≤i≤0
E
{
‖φ(i)‖2} ∀k ≥ 0.

Our aim in this paper is to develop techniques to deal with
the robust H∞ dynamic output feedback-control problem for
the discrete-time fuzzy system (8) such that, for all admissi-
ble multiple stochastic communication delays, multiple missing
measurements, and uncertain parameters, the following two re-
quirements are satisfied simultaneously.

R1): The fuzzy system (8) is exponentially stable in the
mean square.
R2): Under zero-initial condition, the controlled output
z(k) satisfies

∞∑
k=0

E
{
‖z(k)‖2}�γ2

∞∑
k=0

E{‖v(k)‖2} (9)

for all nonzero v(k), where γ > 0 is a prescribed scalar.

III. ROBUST H∞ FUZZY-CONTROL-PERFORMANCE ANALYSIS

Before proceeding further, we give the following lemmas,
which will be used in establishing our main results.

Lemma 1 (Schur complement): Given constant matrices
S1 ,S2 ,S3 , where S1 = ST

1 and 0 < S2 = ST
2 , then S1 +

ST
3 S−1

2 S3 < 0 if and only if[S1 ST
3

S3 −S2

]
< 0 or

[−S2 S3

ST
3 S1

]
< 0. (10)
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Lemma 2 (S-procedure): Letting L = LT and H and E be real
matrices of appropriate dimensions with F satisfying FFT ≤ I ,
then L + HFE + ET FT HT < 0 if and only if there exists a
positive scalar ε > 0 such that L + ε−1HHT + εET E < 0 or,
equivalently 

 L H εET

HT −εI 0
εE 0 −εI


 < 0. (11)

Lemma 3: For any real matrices Xij for i, j = 1, 2, . . . , r,
and n > 0 with appropriate dimensions, we have [21]

r∑
i=1

r∑
j=1

r∑
k=1

r∑
l=1

hihjhkhlX
T
ijΛXkl ≤

r∑
i=1

r∑
j=1

hihjX
T
ijΛXij .

(12)
For convenience of presentation, we first discuss the nominal

system of (8) (i.e., without parameter uncertainties ∆Ai(k) and
∆Czi(k)) and will eventually extend our main results to the
general case. We have the following analysis result that serves
as a theoretical basis for the subsequent design problem.

Theorem 1: Let us consider the nominal fuzzy system of (8)
with given controller parameters and a prescribed H∞ perfor-
mance γ > 0. Then, the nominal fuzzy system of (8) is expo-
nentially stable with disturbance attenuation level γ, if there
exist matrices P > 0 and Qk > 0 (k = 1, 2, . . . , h) satisfying[

Πi ∗
0.5Σii Λ

]
< 0 (13)

[
4Πi ∗
Σij Λ

]
< 0 (14)

where

Πi = diag
{
Υk , �i ,−γ2I

}
,Λ = diag

{
−P̌ ,−P,−I

}
Σij =

[
Φ11ij Φ12ij

Φ21ij D3i + D3j

]

Φ11ij =
[

Čij + Čji 0

P (Aij + Aji) P (Ẑmi + Ẑmj )

]

Φ12ij =
[

0
P (Dij + Dji)

]
Φ21ij = [ C̄ij + C̄ji 0 ]

Υk =
h∑

k=1

(dT − dt + 1) Qk − P

Ĉlij =
[

0 0
BkiCjl 0

]
Aij =

[
Ai B1iCkj

BkiΞ̄Cj Aki

]

Čij =
[
σ1Ĉ

T
1ijP, . . . , σsĈ

T
sijP

]T

Âdi =
[

Adi 0
0 0

]
P̌ = diag{P, . . . , P︸ ︷︷ ︸

s

}, P̆ = diag{P, . . . , P︸ ︷︷ ︸
h

}

Ădi = diag{Âdi , . . . , Âdi︸ ︷︷ ︸
h

}, Ẑmi =
[
Ād1i , . . . , Ādhi

]

C̄ij = [Czi B2iCkj ]

α̂ = diag {ᾱ1(1 − ᾱ1), . . . , ᾱh(1 − ᾱh)}
�i = α̂ĂT

diP̆ Ădi − Q̂, Q̂ = diag {Q1 , . . . , Qh} . (15)

Proof: Let

Θj (k) := {x(k − τj (k)), x(k − τj (k) + 1), . . . , x(k)}

χ(k) := {Θ1(k) ∪ Θ2(k) ∪ · · · ∪ Θh(k)} =
h⋃

j=1

Θj (k)

where j = 1, 2, . . . , h.
In order to show that the nominal system of (8) is exponen-

tially stable with disturbance-attenuation level γ under condi-
tions (13) and (14), we choose the following Lyapunov func-
tional for the nominal system of (8):

V (χ(k)) =
3∑

i=1

Vi(k)

where

V1(k) = x̄T (k)P x̄(k)

V2(k) =
h∑

j=1

k−1∑
i=k−τj (k)

x̄T (i)Qj x̄(i)

V3(k) =
h∑

j=1

−dm∑
m=−dM +1

k−1∑
i=k+m

x̄T (i)Qj x̄(i)

with P > 0, Qj > 0 (j = 1, 2, . . . , h) being matrices to be de-
termined. Then, along the trajectory of system (8), we have

E{∆V |x(k)} �
= E{V (χ(k + 1))|χ(k)} − V (χ(k))

= E{(V (χ(k + 1)) − V (χ(k))|χ(k)}

=
3∑

i=1

E{∆Vi |χ(k)}. (16)

From (8) and Lemma 3, we can obtain

E{∆V1 |χ(k)}
= E{(x̄T (k + 1)P x̄(k + 1) − x̄T (k)P x̄(k))|χ(k)}

= E

{
r∑

i=1

r∑
j=1

r∑
s=1

r∑
t=1

hihjhsht

[
(Aij + Bij ) x̄(k)

+
h∑

m=1

(
Ādmi + Ãdmi

)
x̄(k − τm (k)) + Dijv(k)

]T

× P

[
(Ast + Bst) x̄(k)

h∑
m=1

(
Ādms + Ãdms

)
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× x̄(k − τm (k)) + Dstv(k)

]∣∣∣∣∣χ(k)

}
− x̄T (k)P x̄(k)

≤ E

{
r∑

i=1

r∑
j=1

r∑
s=1

r∑
t=1

hihjhsht

[
x̄T (k)

(
AT

ijPAst − P

+BT
ijPBij

)
x̄(k) + 2x̄T (k)AT

ijPDstv(k) + 2x̄T (k)

× AT
ijP

(
h∑

m=1

Ādmsx̄(k − τm (k))

)
+ vT (k)DT

ijPDst

× v(k) + 2

(
h∑

m=1

x̄T (k − τm (k))ĀT
dmi

)
PDstv(k)

+

(
h∑

m=1

x̄T (k − τm (k))ĀT
dmi

)
P

(
h∑

m=1

Ādms

× x̄(k − τm (k))

)
+

h∑
m=1

x̄T (k − τm (k))

× ÃT
dmiP Ãdmix̄(k − τm (k))

]}
(17)

E
{
BT

ijPBij

}
=

s∑
l=1

σ2
l

[
0 0

BkiCjl 0

]T

P

[
0 0

BkiCjl 0

]

=
s∑

l=1

σ2
l ĈT

lijP Ĉlij (18)

E

{
ÃT

mdiP Ãmdi

}

= E

{[
α̃m (k)Adi 0

0 0

]T

P

[
α̃m (k)Adi 0

0 0

]}

= ᾱm (1 − ᾱm )
[

Adi 0
0 0

]T

P

[
Adi 0
0 0

]
= ᾱm (1 − ᾱm )ÂT

diP Âdi . (19)

Taking (17)–(19) into consideration, we have

E{∆V1 |χ(k)}

≤
r∑

i=1

r∑
j=1

r∑
s=1

r∑
t=1

hihjhsht

[
x̄T (k)

(
AT

ijPAst − P

+
s∑

l=1

σ2
l ĈT

lijP Ĉlij x̄(k)

)
+ 2x̄T (k)AT

ijPDstv(k)

+ 2x̄T (k)AT
ijP

(
h∑

m=1

Ādmsx̄(k − τm (k))

)

+

(
h∑

m=1

x̄T (k − τm (k))ĀT
dmi

)
P

(
h∑

m=1

Ādms

× x̄(k − τm (k))

)
+

h∑
m=1

ᾱm (1 − ᾱm )

× x̄T (k − τm (k))ÂT
diP Âdi x̄

T (k − τm (k))

+ 2

(
h∑

m=1

Ādmix̄(k − τm (k))

)T

PDstv(k)

+ vT (k)DT
ijPDstv(k)

]
. (20)

Next, it can be derived that

E

{
∆V2

∣∣∣∣∣χ(k)

}

≤ E




h∑
j=1

(
x̄T (k)Qj x̄(k) − x̄T (k − τj (k))Qj

× x̄(k − τj (k)) +
k−dm∑

i=k−dM +1

x̄T (i)Qj x̄(i)

) ∣∣∣∣∣χ(k)

}

E

{
∆V3

∣∣∣∣∣χ(k)

}

= E

{
h∑

j=1

(
(dT − dt)x̄T (k)Qj x̄(k) −

k−dm∑
i=k−dM +1

x̄T (i)

×Qj x̄(i)

)∣∣∣∣∣χ(k)

}
.

For notational convenience, we denote the following matrix
variables:

ξ(k) = [ x̄T (k) x̄T (k − τ) vT (k) ]T

ξ̂(k) = [ x̄T (k) x̄T (k − τ) ]T Ωij = [ ĀT
ij C̃T

ij ]T

Āij = [Aij Ẑmi Dij ] Ãij = [Aij Ẑmi ]

Z̄ij = [ P̌−1Čij 0 0 ] Z̃ij = [ P̌−1Čij 0 ]

C̃ij = [ C̄ij 0 D3i ] P̃ = diag{P, I}

x̄(k − τ) = [ x̄T (k − τ1(k)), . . . , x̄T (k − τh(k)) ]T

P̂ = diag {Υk , �i} P̄ = diag
{
Υk , �i ,−γ2I

}
.

(21)

In the following, we first prove the exponential stability of
the nominal fuzzy system of (8) with v(k) = 0. It follows from
Lemma 3 that
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E{∆V |x(k)}

≤
r∑

i=1

r∑
j=1

r∑
s=1

r∑
t=1

hihjhsht ξ̂
T (k)

(
ÃT

ijP Ãst + Z̃T
ij P̌ Z̃ij

+ P̂
)
ξ̂(k)

≤
r∑

i=1

r∑
j=1

hihj ξ̂
T (k)

(
ÃT

ijP Ãij + Z̃T
ij P̌ Z̃ij + P̂

)
ξ̂(k)

=
r∑

i=1

h2
i ξ̂

T (k)
(
ÃT

iiP Ãii + Z̃T
ii P̌ Z̃ii + P̂

)
ξ̂(k)

+
1
2

r∑
i,j=1,i<j

hihj ξ̂
T (k)

[(
Ãij + Ãji

)T
P
(
Ãij + Ãji

)

+
(
Z̃ij + Z̃ji

)T
P̌
(
Z̃ij + Z̃ji

)
+ 4P̂

]
ξ̂(k). (22)

By the Schur complement, we know that E {∆V |x(k)} < 0 if
and only if (13) and (14) are true. Furthermore, from [30, Th. 1],
it can be concluded that the discrete-time nominal fuzzy system
of (8) with v(k) = 0 is exponentially stable.

Let us now deal with the H∞ performance of the nominal
fuzzy system of (8). Let us assume zero-initial condition and
introduce the following index:

J(n) = E

n∑
k=0

[
zT (k)z(k) − γ2vT (k)v(k)

]

where n is a nonnegative integer. Obviously, our aim is to show
J(n) < 0 under the zero-initial condition. From (8) and (17)–
(22), we have

J(n) = E

n∑
k=0

[
zT (k)z(k) − γ2vT (k)v(k) + ∆V (χ(k))

]
− EV (χ(n + 1))

≤ E

n∑
k=0

[
zT (k)z(k) − γ2vT (k)v(k) + ∆V (χ(k))

]

≤ E

n∑
k=0

{
r∑

i=1

r∑
j=1

r∑
s=1

r∑
t=1

hihjhsht

([
(Aij + Bij )

× x̄(k) +
h∑

m=1

(
Ādmi + Ãdmi

)
x̄(k − τm (k))

+ Dijv(k)

]T

P

[
(Ast + Bst) x̄(k) + Dstv(k)

+
h∑

m=1

(
Ādms + Ãdms

)
x̄(k − τm (k))

]

+
[
C̄ij x̄(k) + D3iv(k)

]T [
C̄st x̄(k) + D3sv(k)

])

− x̄T (k)P x̄(k) + x̄T (k)

(
h∑

m=1

(dT − dt + 1)Qm

)

× x̄(k) −
h∑

m=1

x̄T (k − τm (k))Qm x̄(k − τm (k))

− γ2vT (k)v(k)

}

=
n∑

k=0

r∑
i=1

r∑
j=1

r∑
s=1

r∑
t=1

hihjhshtξ
T (k)(ΩT

ij P̃Ωst

+ Z̄T
ij P̌ Z̄ij + P̄ )ξ(k)

≤
n∑

k=0

r∑
i=1

r∑
j=1

hihj ξ
T (k)

(
ΩT

ij P̃Ωij

+ Z̄T
ij P̌ Z̄ij + P̄

)
ξ(k)

=
n∑

k=0

r∑
i=1

h2
i ξ

T (k)
(
ΩT

ii P̃Ωii + Z̄T
ii P̌ Z̄ii + P̄

)
ξ(k)

+
1
2

n∑
k=0

r∑
i,j=1,i<j

hihj ξ
T (k)

[
(Ωij + Ωj i)

T P̃

× (Ωij + Ωj i) +
(
Z̄ij + Z̄ji

)T
P̌
(
Z̄ij + Z̄ji

)
+ 4P̄

]
ξ(k). (23)

From Schur complement Lemma, we can conclude from (13)
and (14) that J(n) < 0. Letting n → ∞, we obtain

∞∑
k=0

E

{
‖z(k)‖2

}
≤ γ2

∞∑
k=0

E

{
‖v(k)‖2

}
which completes the proof of Theorem 1. �

Remark 3: In Theorem 1, with given controller gain and dis-
turbance attenuation level γ, we obtain the stochastic-stability
conditions of the nominal fuzzy system (8), which are repre-
sented via a set of matrix inequalities in (13) and (14). We will
show later in the following section that such inequalities can be
converted into linear matrix inequalities (LMIs) when designing
the actual controllers. Note that the feasibility of LMIs can be
easily checked by using the MATLAB LMI toolbox.

IV. ROBUST H∞ FUZZY-CONTROLLER DESIGN

In this section, we aim to solve the robust H∞ fuzzy output-
feedback controller design problem for the system (8). That is,
we are interested in determining the controller parameters in (7)
such that the closed-loop fuzzy system in (8) is exponentially
stable with a guaranteed H∞ performance. The following theo-
rem provides sufficient conditions for the existence of such an
H∞-fuzzy controller for the nominal fuzzy system of (8).
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Theorem 2: Let us consider the nominal fuzzy system of (8).
For a prescribed constant γ > 0, if there exist positive definite
matrices P > 0, L > 0, Qk > 0 (k = 1, 2, . . . h), and matrices
Ki and C̄ki such that

Γ1
�
=

[
Πi ∗

0.5Σ̄ii Λ̄

]
< 0

i = 1, 2, . . . , r. (24)

Γ2
�
=

[
4Πi ∗
Σ̄ij Λ̄

]
< 0

1 ≤ i < j ≤ r. (25)

PL = I (26)

hold, then the nominal system of (8) is exponentially stable with
disturbance attenuation γ, where Πi is defined in Theorem 1,
and

Λ̄ = diag
{
−L̄,−L,−I

}
Σ̄ij =

[
Φ̄11ij + Φ̄11j i Φ̄12ij + Φ̄12j i

Φ̄21ij + Φ̄21j i D3i + D3j

]

Φ̄11ij =
[

Čij 0

Āi + ĒKiR̄j + B̄1i C̄kj Ẑmi

]

Φ̄12ij =
[

0
D̄1i + ĒKiD̄2j

]
Φ̄21ij = [ C̄zi + B2i C̄kj 0 ]

Āi =
[

Ai 0
0 0

]
Ē =

[
0
I

]
B̄1i =

[
B1i

0

]

Ril =
[

0 0
Cil 0

]
D̄1i =

[
D1i

0

]
D̄2i =

[
0

D2i

]
Ki = [Aki Bki ] C̄ki = [ 0 Cki ]

C̄zi = [Czi 0 ] L̄ = diag{L, . . . , L︸ ︷︷ ︸
s

}

R̄i =
[

0 I

Ξ̄Ci 0

]
C̆ij =


σ1ĒKiR̂j1

· · ·
σsĒKiR̂js


 . (27)

Furthermore, if (P,L,Qk ,Ki, C̄ki) is a feasible solution of
(24)–(26), then the controller parameters in the form of (7)
can be easily obtained by Ki and C̄ki .

Proof: In order to avoid partitioning the positive define ma-
trices P and Qk, we rewrite the parameters in Theorem 1 in the
following form:

Aij = Āi + ĒKiR̄j + B̄1i C̄kj , Ĉlij = ĒKiR̂jl

C̄ij = C̄zi + B2i C̄kj , Dij = D̄1i + ĒKiD̄2j .

(28)

Noticing (28), (13) and (14) can be rewritten as[
Πi ∗

−0.5ΛΣ̄ii Λ

]
< 0 (29)

[
4Πi ∗

−ΛΣ̄ij Λ

]
< 0. (30)

Pre- and post-multiplying the inequalities (29) and (30) by
diag{I, I, I, P̌−1 , P−1 , I} and letting L = P−1 , we can obtain
(24) and (25) readily, and the proof is then complete. �

Having established the main results for nominal systems,
we are now in a position to show that the robust H∞ controller
parameters can be determined based on the results of Theorem 2.

Theorem 3: Let us consider the uncertain fuzzy system (8).
For a prescribed constant γ > 0, if there exist positive definite
matrices P > 0, L > 0, Qk > 0 (k = 1, 2, . . . , h), and matrices
Ki, C̄ki and a positive constant scalar ε > 0 such that

 Πi ∗ ∗
0.5Σ̄ii Λ̄ ∗

Σ̂ 0.5Σ̃ii Ξ


 < 0

i = 1, 2, . . . , r (31)


4Πi ∗ ∗
Σ̄ij Λ̄ ∗
Σ̂ Σ̃ij Ξ


 < 0

1 ≤ i < j ≤ r (32)

PL = I (33)

hold, where Πi is defined in Theorem 1 and

Σ̂ = [ Φ̂ 0 ] Φ̂ =
[

0
εÊ

]

Σ̃ij =
[

0 H̄T
ai + H̄T

aj H̄T
ci + H̄T

cj

0 0 0

]
Ξ = diag{−εI,−εI}

then the system (8) is exponentially stable with disturbance
attenuation γ. Furthermore, if (P,L,Qk ,Ki, C̄ki) is a feasible
solution of (31)–(33), then the controller parameters in the form
of (7) can be obtained directly from Ki and C̄ki .

Proof: In (24) and (25), let us replace Āi , Āj , C̄z i , and C̄zj

with Āi + ∆Āi(k), Āj + ∆Āj (k), C̄z i + ∆C̄zi(k), and C̄zj +
∆C̄zj (k), respectively, where

∆Āi(k) =
[

∆Ai(k) 0
0 0

]
∆C̄zi(k) = [ ∆Czi(k) 0 ] .

Then, we rewrite (24) and (25) in terms of Lemma 2 as follows:

Γ1 + Ȟ1F (k)Ě + ĚT F T (k)ȞT
1 < 0

Γ2 + Ȟ2F (k)Ě + ĚT F T (k)ȞT
2 < 0

where Γ1 and Γ2 have been defined in (24) and (25), and
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Ȟ1 = [ 0 0 0 0 H̄T
ai H̄T

ci ]T

H̄ai = [HT
ai 0 ]T H̄ci = Hci

Ě = [ Ê 0 0 0 0 0 ] Ê = [E 0 ]

Ȟ2 = [ 0 0 0 0 (H̄ai + H̄aj )T (H̄ci + H̄cj )T ]T .

From Lemma 1 and Lemma 2, we can easily obtain (31) and
(32), and the proof is then complete. �

Note that there is a matrix equality in Theorem 3, which gives
rise to significant difficulty in numerical computation. Never-
theless, such difficulty can be overcome by using the cone-
complementarity linearization (CCL) algorithm proposed in [6]
and [9]. As described in [6] and [9], the CCL algorithm can
convert the LMIs with equality constraints to strict LMIs un-
der mild conditions, which can then be easily solvable via the
MATLAB LMI toolbox. To be specific, the key point of the

CCL algorithm is that if the LMI
[

P I

I L

]
≥ 0 is feasible in the

n × n matrix variables L > 0 and P > 0, then tr(PL) ≥ n, and
tr(PL) = n if and only if PL = I . Based on such a statement,
it is likely to solve the equalities in (33) by using of CCL algo-
rithm. In view of this observation, we put forward the following
nonlinear minimization problem involving LMI conditions in-
stead of the original nonconvex feasibility problem formulated
in Theorem 3.

The nonlinear minimization problem: min tr(PL) subject to
(31) and (32) and [

P I

I L

]
≥ 0. (34)

If the solution of min tr(PL) subject to (31) and (32) exists and
mintr(PL) = n, then the conditions in Theorem 3 are solvable.

Finally, the following algorithm is suggested to solve the
above problem.

Algorithm 1: HinfFC (HinfFC: H∞ Fuzzy Control)

Step 1: Find a feasible set (P(0) , L(0) , Qk (0) ,Ki(0) , C̄ki(0)) sat-
isfying (31), (32), and (34). Set q = 0.

Step 2: According to (31), (32), and (34), and solving the LMI
problem, min tr(PL(q) + P(q)L).

Step 3: Substitute the obtained matrix variables (P,L,Qk ,
Ki, C̄ki

)
into (13) and (14). If conditions (13) and (14) are

satisfied with |tr(PL) − n| < δ for some sufficiently small
scalar δ > 0, then output the feasible solutions. Exit.

Step 4: If q > N , where N is the maximum number of
iterations allowed, then output the feasible solutions
(P,L,Qk ,Ki, C̄ki), and exit. Else, set q = q + 1, and go to
Step 2.

V. ILLUSTRATIVE EXAMPLES

In this section, we present two illustrative examples to demon-
strate the effectiveness of the developed method.

Example 1: Consider a T–S fuzzy model (1) with multiple
communication delays and multiple missing measurements. The
rules are given as follows:

Plant Rule 1: IF x1(k) is h1(x1(k)) THEN




x(k + 1) = A1(k)x(k) + Ad1

h∑
m=1

αm (k)x(k − τm (k))

+ B11u(k) + D11v(k)
y(k) = ΞC1x(k) + D21v(k)
z(k) = Cz1(k)x(k) + B21u(k) + D31v(k).

(35)
Plant Rule 2: IF x1(k) is h2(x1(k)) THEN




x(k + 1) = A2(k)x(k) + Ad2

h∑
m=1

αm (k)x(k − τm (k))

+B12u(k) + D12v(k)
y(k) = ΞC2x(k) + D22v(k)
z(k) = Cz2(k)x(k) + B22u(k) + D32v(k).

(36)
The model parameters are given as follows:

A1 =


 1 0.2 0

0.1 0.1 0.1
0.1 0.2 0.2


D11 =


 0.1

0
0




Ad1 =


 0.03 0 −0.01

0.02 0.03 0
0.04 0.05 −0.1




B11 =


 1 1

0.4 1
0 1


D31 =


−0.1

0
0.1




C1 =
[

1 0.8 0.7
−0.6 0.9 0.6

]
D21 =

[
0.15
0

]

C2 =
[

0.1 0.8 0.7
−0.6 0.9 0.6

]
D22 =

[
0.1
0

]

Cz1 =


 0.2 0 0

0 0 0
0 0 0.1


B21 =


 1 1

0 1
0 1




Ha1 =


 0.1

0.1
0.1


 Hc1 =


 0.1

0
0.1


 Ha2 =


 0.1

0
0.1




E =


 0.1

0.1
0.1




T

Hc2 =


 0.1

0
0.5


 D32 =


 0.1

0
0.1




A2 =


 1 −0.38 0
−0.2 0 0.21
0.1 0 −0.55


 B12 =


 1 0

1 1
0 1




Ad2 =


 0 0.01 −0.01

0.02 0.03 0
0.04 0.05 −0.1


D12 =


 0.1

0
0.1
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Cz2 =


 0.1 0 0

0.2 0 0.2
0 0.1 0.2


B22 =


 1 0

0 1
1 1


 .

Let us assume that the time-varying communication delays
satisfy 2 ≤ τm (k) ≤ 6 (m = 1, 2) and

ᾱ1 = E {α1(k)} = 0.8, ᾱ2 = E {α2(k)} = 0.6.

Let the probabilistic density functions of β1 and β2 in [0 1] be
described by

q1(s1) =




0, s1 = 0

0.1, s1 = 0.5
0.9, s1 = 1

q2(s2) =




0.1, s2 = 0
0.1, s2 = 0.5
0.8, s2 = 1

(37)

from which the expectations and variances can be easily calcu-
lated as µ1 = 0.95, µ2 = 0.85, σ1 = 0.15, and σ2 = 0.32.

The membership function is assumed to be

h1 =
{

1, x0(1) = 0
| sin(x0(1))|/x0(1), else

h2 = 1 − h1 . (38)

Our aim is to design a dynamic-output feedback paralleled
controller in the form of (7) such that the system (8) is expo-
nentially stable with a guaranteed H∞ norm bound γ.

Letting γ = 0.9 and applying Theorem 3 with help from
Algorithm 1, we can obtain the desired H∞ controller parame-
ters as follows (other matrices are omitted for space saving):

Ak1 =


−0.3671 0.0015 0.1389
−0.2568 0.0028 0.1000
−0.1402 −0.0063 0.0417




Ak2 =


−0.5428 −0.0071 0.2040
−0.4209 −0.0074 0.1557
−0.0515 0.0069 0.0292




Bk1 =


 0.0245 0.1445

0.0187 0.1091
0.0031 0.0246




Bk2 =


 0.1098 −0.1159

0.0426 −0.1057
0.1741 0.0509




Ck1 =
[−0.8083 −0.0014 0.3029

0.2878 0.0006 −0.1093

]

Ck2 =
[−0.4780 0.0039 0.1819

0.6162 0.0004 −0.2310

]
.

For simulation purposes, we set the initial condition as

x(0) = [ 1 0 −1 ]T xc(0) = [ 0 0 0 ]T (39)

Fig. 2. State evolution x(k) of uncontrolled systems.

Fig. 3. State evolution x(k) of controlled systems.

and the external disturbance as v(k) ≡ 0. Fig. 2 gives the state
responses for the uncontrolled fuzzy systems, which are ap-
parently unstable. Fig. 3 gives the state simulation results of
the closed-loop fuzzy system, from which we can see that the
closed-loop system is exponentially stable.

Next, to illustrate the disturbance-attenuation performance,
the initial condition is chosen as x(0) = 0, xc(0) = 0, and the
external disturbance v(k) is assumed to be

v(k) =




0.3, 20 ≤ k ≤ 30
−0.2, 50 ≤ k ≤ 60
0, else.

(40)

Fig. 4 shows the controller output, Fig. 5 plots the controller
state, and Fig. 6 depicts the disturbance input v(k) and con-
trolled output z(k). Fig. 7 shows the time-varying delays τm (k)
(m = 1, 2). All the simulation results have confirmed our the-
oretical analysis for the robust H∞ fuzzy-control problem for
discrete-time fuzzy systems with multiple time-varying random
communication delays and multiple missing measurements.

Example 2: In this example, we consider an uncertain
nonlinear mass-spring-damper mechanical system [27], [35]
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Fig. 4. Output feedback controllers u(k).

Fig. 5. Controller-state evolution xc (k).

controlled through a network, whose dynamic equation is given
as follows:

ẍ(t) = c(t)ẋ(t) − 0.02x(t) − 0.67x3(t) + u(t). (41)

Let us assume that x(t) ∈ [−1.5, 1.5], ẋ(t) ∈ [−1.5, 1.5] and
that c(t)ẋ(t) = −0.1ẋ3(t), where c(t) is the uncertain term,
and c(t) ∈ [−0.225, 0].

Let us consider the following controlled and measurement
outputs:

z(t) = [xT (t) uT (t) vT (t) ]T

y(t) = [xT (t) vT (t) ]T . (42)

Using the same procedure as in [27], the nonlinear term
−0.67x3(t) can be represented as

−0.67x3 = M1(x) · 0 · x − M2(x) · 1.5075x,

where M1(x),M2(x) ∈ [0, 1], and M1(x) + M2(x) = 1. By
solving the equations, M1(x) and M2(x) are obtained as
follows:

M1(x) = 1 − x2(t)
2.25

, M2(x) =
x2(t)
2.25

.

Fig. 6. Controlled output z(k) and disturbance input v(k).

Fig. 7. Time-varying delays τi (k)(i = 1, 2).

M1 , M2 can be interpreted as membership functions of fuzzy
sets. By using these fuzzy sets and set sampling time T = 0.02,
the uncertain nonlinear system (41) and (42) can be represented
by the following T–S fuzzy model:
Plant Rule 1: IF x(k) is M1(x) THEN



x(k + 1) = (A1 + ∆A1(k)) x(k) + B11u(k) + D11v(k)

+Ad1

h∑
m=1

αm (k)x(k − τm (k))

y(k) = ΞC1x(k) + D21v(k)
z(k) = (Cz1 + ∆Cz1(k)) x(k) + B21u(k) + D31v(k).

(43)
Plant Rule 2: IF x(k) is M2(x) THEN



x(k + 1) = (A2 + ∆A2(k)) x(k) + B12u(k) + D12v(k)

+Ad2

h∑
m=1

αm (k)x(k − τm (k))

y(k) = ΞC2x(k) + D22v(k)
z(k) = (Cz2 + ∆Cz2(k)) x(k) + B22u(k) + D32v(k)

(44)
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where

A1 =
[−0.1125 −0.02

1 0

]
A2 =

[−0.1125 −1.527
1 0

]

Cz1 = Cz2 =
[

0 1
0 0

]
, C1 = C2 = [ 0 1 ]

Ad1 = Ad2 = 0, B21 = B22 = [ 0 1 ]T

D21 = D22 = 0.5, B11 = B12 = [ 1 0 ]T

D11 = D12 = 0, D31 = D32 = [−0.1 0 ]T

and ∆A1(k), ∆A2(k) and ∆Cz1(k), ∆Cz2(k) can be repre-
sented in the form of (2) with

Ha1 = Ha2 =
[−0.1125

0

]
E =

[
0.1
0.1

]T

Hc1 = Hc2 =
[

0.1
0

]
.

Let the probabilistic density functions of β1 in [0 1] be de-
scribed by

q(s1) =




0, s1 = 0
0.1, s1 = 0.5
0.9, s1 = 1

(45)

from which the expectations and variances can be easily calcu-
lated as µ = 0.95 and σ = 0.15, respectively.

Letting γ = 0.8 and applying Theorem 3 with help from
Algorithm 1, we obtain the solution as follows:

Ak1 =
[

0.6442 0.0125
−0.2583 0.0457

]
Bk1 =

[
0.1205
−0.0177

]

Ak2 =
[−0.1098 0.1147
−0.1765 0.0508

]
Bk2 =

[−0.1159
0.0509

]
Ck1 = [−0.6145 0.2876 ]

Ck2 = [ 0.1039 −0.1765 ] .

First, we assume

x(0) = [ 1 0 ]T , xc(0) = [ 0 0.5 ]T . (46)

Fig. 8 gives the state responses of the closed-loop fuzzy system,
when the external disturbance v(k) = 0, from which we can see
that the two states converge to zero.

Next, to illustrate the disturbance-attenuation performance,
we assume zero-initial condition and the external disturbance
v(k) is as in (40). Fig. 9 shows the changing curves of the state
variables with which, according to Theorem 3, the addressed un-
certain discrete-time fuzzy systems with multiple time-varying
random communication delays and multiple missing measure-
ments is exponentially stable in the mean square, and the effect
of the disturbance input on the controlled output is constrained
to the given level.

Fig. 8. Closed-loop state evolution x(k) when v(k) ≡ 0.

Fig. 9. Closed-loop state evolution x(k) with v(k) in (40) .

VI. CONCLUSION

In this paper, we have investigated the robust H∞ fuzzy-
output feedback-control problem for networked systems with
multiple time-varying random communication delays and mul-
tiple missing measurements. The system model considered
here involves parameter uncertainties, multiple stochastic time-
varying delays, and multiple missing measurements. The control
strategy takes the form of parallel distributed compensation. By
using the CCL algorithm, sufficient conditions for the robustly
exponential stability of the closed-loop T–S fuzzy-control sys-
tem have been obtained, and at the same time, the prescribed
H∞-disturbance-rejection attenuation level has been guaran-
teed. Then, the explicit expression of the desired controller pa-
rameters have been derived. An illustrative simulation example
has been provided to show the usefulness and effectiveness of
the proposed design method.
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