Утверждение 5. Пусть $g(x+2 y)=a(x, y)+2 b(x, y)$, где $x, y \in \mathbb{Z}_{2}^{n}$ и $a, b$-булевы функции от $2 n$ переменных, является бент-функцией. Тогда функция $g^{\prime}(x+2 y)=$ $=3 a(x, y)+2 b(x, y)$ также является кватернарной бент-функцией от $n \geqslant 1$ переменных.

Отметим, что утверждение верно и в обратную сторону.
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# ON A SECONDARY CONSTRUCTION OF QUADRATIC APN FUNCTIONS ${ }^{1}$ 

K. V. Kalgin, V.A. Idrisova

Almost perfect nonlinear functions possess the optimal resistance to the differential cryptanalysis and are widely studied. Most known constructions of APN functions are obtained as functions over finite fields $\mathbb{F}_{2^{n}}$ and very little is known about combinatorial constructions in $\mathbb{F}_{2}^{n}$. We consider how to obtain a quadratic APN function in $n+1$ variables from a given quadratic APN function in $n$ variables using special restrictions on new terms.
Keywords: vectorial Boolean function, APN function, quadratic function, secondary construction.
Let us recall some definitions. Let $\mathbb{F}_{2}^{n}$ be the $n$-dimensional vector space over $\mathbb{F}_{2}$. A function $F$ from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{m}$, where $n$ and $m$ are integers, is called a vectorial Boolean function. If $m=1$, such a function is called Boolean. Every vectorial Boolean function $F$ can be represented as a set of $m$ coordinate functions $F=\left(f_{1}, \ldots, f_{m}\right)$, where $f_{i}$ is a Boolean function in $n$ variables. Any vectorial function $F$ can be represented uniquely in its algebraic normal form (ANF):

$$
F(x)=\sum_{I \in \mathcal{P}(N)} a_{I}\left(\prod_{i \in I} x_{i}\right)
$$

where $\mathcal{P}(N)$ is a power set of $N=\{1, \ldots, n\}$ and $a_{I} \in \mathbb{F}_{2}^{m}$. The algebraic degree of a given function $F$ is the degree of its ANF: $\operatorname{deg}(F)=\max \left\{|I|: a_{I} \neq 0, I \in \mathcal{P}(N)\right\}$. If algebraic

[^0]degree of a function $F$ is not more than 1, then $F$ is called affine. If for an affine function $F$ it holds $F(\mathbf{0})=\mathbf{0}$, then $F$ is called linear. If algebraic degree of a function $F$ is equal to 2 , then $F$ is called quadratic. Two vectorial functions $F$ and $G$ are extended affinely equivalent (EA-equivalent) if $F=A_{1} \circ G \circ A_{2}+A$, where $A_{1}, A_{2}$ are affine permutations on $\mathbb{F}_{2}^{n}$ and $A$ is an affine function. Let $F$ be a vectorial Boolean function from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$. For vectors $a, b \in \mathbb{F}_{2}^{n}$, where $a \neq 0$, consider the value
$$
\delta(a, b)=\left|\left\{x \in \mathbb{F}_{2}^{n}: F(x+a)+F(x)=b\right\}\right| .
$$

Denote by $\Delta_{F}$ the following value:

$$
\Delta_{F}=\max _{a \neq 0, b \in \mathbb{P}_{2}^{n}} \delta(a, b) .
$$

Then $F$ is called differentially $\Delta_{F}$-uniform function. The smaller the parameter $\Delta_{F}$ is, the better the resistance of a cipher containing $F$ as an $S$-box to differential cryptanalysis. For the vectorial functions from $\mathbb{F}_{2}^{n}$ to $\mathbb{F}_{2}^{n}$, the minimal possible value of $\Delta_{F}$ is equal to 2 . In this case, the function $F$ is called almost perfect nonlinear (APN). This notion was introduced by K. Nyberg in [1]. APN fuctions draw attention of many researchers, but there is still a significant list (see, for example, $[2-4]$ ) of important open questions. We are especially interested how to find new constructions of APN functions in vector space $\mathbb{F}_{2}^{n}$, since almost all the known constructions of this class are found only as polynomials over the finite fields, and to the best of our knowledge, only a few approaches to such combinatorial constructions was proposed $[5,6]$.

Since EA-equivalence preserves APNness, it is always possible to omit linear and constant terms in the algebraic normal form of a given APN function. Further we will consider quadratic vectorial Boolean functions that have only quadratic terms in their ANF. The following theorem gives a necessary condition on the ANF of a given APN function.

Theorem 1 [7]. Let $F=\left(f_{1}, \ldots, f_{n}\right)$ be an APN function in $n$ variables. Then every quadratic term $x_{i} x_{j}$, where $i \neq j$, appears at least in one coordinate function of $F$.

This property motivated us to suggest the following construction of quadratic APN functions. Let $G=\left(g_{1}, \ldots, g_{n}\right)$ be a quadratic APN-function in $n$ variables. Consider vectorial function $F=\left(f_{1}, \ldots, f_{n}, f_{n+1}\right)$ in $n+1$ variables such that

$$
\begin{gather*}
f_{1}=g_{1}+\sum_{i=1}^{n} \alpha_{1, i} x_{i} x_{n+1}, \\
\ldots  \tag{1}\\
f_{n}=g_{n}+\sum_{i=1}^{n} \alpha_{n, i} x_{i} x_{n+1}, \\
f_{n+1}=g_{n+1}+\sum_{i=1}^{n} \alpha_{n+1, i} x_{i} x_{n+1},
\end{gather*}
$$

where $\alpha_{1, i} \ldots, \alpha_{n+1, i} \in \mathbb{F}_{2}$ for $i=1, \ldots, n$ and $g_{n+1}=\sum_{1 \leqslant j<k \leqslant n} \beta_{j, k} x_{j} x_{k}$ for some fixed $\beta_{j, k} \in \mathbb{F}_{2}$. Note that if $\alpha_{1, i}, \ldots, \alpha_{n, i}$ are such that each term $x_{i} x_{n+1}$ appears at least in one of the coordinate functions $f_{1}, \ldots, f_{n}$, then the necessary condition of Theorem 1 is held for the constructed function $F$.

Each quadratic vectorial function $G$ in $n$ variables can be considered as a symmetric matrix $\mathcal{G}=\left(g_{i j}\right)$, where each element $g_{i j} \in \mathbb{F}_{2}^{n}$ is a vector of coefficients corresponding to
term $x_{i} x_{j}$ in the algebraic normal form of $G$ and all diagonal elements $g_{i i}$ are null. It is necessary to mention that these matrices are essentially the same as so-called QAM matrices that were used in $[8,9]$ to construct and classify a lot of new quadratic APN functions over finite fields. Using these matrices, the APN property can be formulated in the following way:

Proposition 1. Let $\mathcal{G}$ be the matrix that corresponds to quadratic vectorial function $G$. Then function $G$ is APN if and only if $x(\mathcal{G} \cdot a) \neq 0$ for all $x \neq a$, where $a, x \in \mathbb{F}_{2}^{n}$ and $a \neq \mathbf{0}$.

In terms of matrices, the construction (1) can be considered as an extension of a given $\mathcal{G}$ with an extra bit that represents $g_{n+1}$ in every element and an extra pair of row and column that represents a set of new terms $x_{i} x_{n+1}$.

Consider a quadratic APN function $G$ and the corresponding $n \times n$ matrix $\mathcal{G}$. Denote the vector of nonzero coefficients as $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. Let us fix $g_{n+1}$ and construct $(n+1) \times$ $\times(n+1)$ matrix $\mathcal{F}$ by adding $\left(\alpha_{1}, \ldots, \alpha_{n}, 0\right)$ as the last column and the last row and adding new bit to every element according to the choice of $g_{n+1}$. Let us denote as $\mathcal{G}^{\prime}$ the submatrix $\left(f_{i j}\right)$ of $\mathcal{F}$, such that $i, j<n+1$. Let $\langle X\rangle$ denote the linear span of $X$ and $F$ be the quadratic vectorial function corresponding to the constructed matrix $\mathcal{F}$.

Theorem 2. A function $F$ is APN if and only if $\alpha \cdot a^{\prime}$ does not belong to $\left\langle\mathcal{G}^{\prime} \cdot a^{\prime}\right\rangle$ for all $a^{\prime} \in \mathbb{F}_{2}^{n}, a^{\prime} \neq \mathbf{0}$.

Theorem 2 shows how to choose new coefficients $\alpha_{1, i} \ldots, \alpha_{n+1, i} \in \mathbb{F}_{2}$ in the construction (1) such that an obtained function $F$ is APN. When $n=3,4$ and 5 , for APN functions that are representatives of EA classes, all possible classes of quadratic APNs are obtained for 4,5 and 6 variables from the classification [10] and large variety of classes for constructing functions in 6 and 7 variables.
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