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ABSTRACT
Space access and satellites lifespan are increasingly threatened by the great amount of debris in Low

Earth Orbits (LEO). Among the many solutions proposed in the literature so far, the emphasis is put here

on a robotic arm mounted on a « chaser » satellite to capture massive debris, such as dead satellites or

launch vehicle upper stages. The modeling and control of such systems are investigated throughout the

paper. Dynamic models rely on an adapted Newton-Euler algorithm, and control algorithms are based

on the recent structured H∞ method. The main goal is to efficiently track a target point on the debris

while using simple PD-like controllers to reduce computational burden. The structured H∞ framework

proves to be a suitable tool to design a reduced-order robust controller that catches up with external

disturbances and is simultaneously compatible with current space processors capacities.

1. Introduction

After 60 years of intensive space use and uncontrolled debris proliferation, Earth orbits have now
reached a shifting point where human intervention is necessary. Known as the « Kessler syndrome », a
200 years forecast stated that space access would almost disappear if nothing is done [1, 2]. As shown
by the NASA scientist J.C. Liou through [3], at least 5 massive objects, like dead satellites or rocket
upper stages, need to be de-orbit each year to reverse the current trend and stabilize the debris popu-
lation. It is clearly shown in Fig. 1 how recent events and human carelessness increased dramatically
the number of objects in low Earth orbits, especially by the Fengyun Chinese satellite break-up and the
Iridium/Cosmos collision.

In order to mitigate debris proliferation, space agencies around the world have investigated all kinds
of solutions. Among them, one can find an Earth-based pulsed laser [5], electrodynamic tethers [6], foam
sprays [7], or even debris captures based on harpoons and nets solutions [8]. Nevertheless, conside-
ring the urgent situation, the robotic arm approach has appeared as the best capture mechanism to get
a prototype ready to fly in the next years. Its advantage over the previous ideas lies in its Technology

FIGURE 1 – Debris population evolution during the last 60 years [4]
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Readiness Level (TRL), since robotics has been embedded in space systems for 30 years, and has
known a tremendous development since then, in both research and industry.

Robotics is about to replace astronauts for safety reasons and difficulty of the performed tasks.
Extra-Vehicular Activities (EVA) are indeed becoming more and more risky as debris multiply, and robo-
tic arms have been introduced in space systems to reduce their frequency. The first attempt was made
with the Canadian arm, Canadarm, attached to the Space Shuttle in the 80’s [9]. Many others have
been added on the International Space Station (ISS) afterwards, like the DEXTRE arm, the European

Robotic Arm or the JEMRMS. Apart from operating in micro-gravity, these examples are quite similar
to classic terrestrial arms whose base is fixed on the ground, since the ISS is so massive it almost
experiences no reaction from the arms motions. The dynamic coupling between the arm and its base
started being a real issue for missions like the Japanese Engineering Test Satellite-VII (ETS-VII) [10],
or the American Orbital Express project [11], for which the arm was embedded on a satellite and crea-
ted a strong dynamic coupling. In the last years, the German space agency 1 has been working on the
DEutsche Orbitale Servicing (DEOS) mission, and takes advantage of its robotic facilities to test and
validate robotic sensors and hardware configurations [12].

These past and actual missions are based on a very active and prolific research field. This paper
tries to summarize the main issues through the literature review in Section 2., by focusing on the major
contributions in modeling and control of space robots. Section 3. presents the algorithms used to model
and simulate their dynamics, before applying the structured H∞ method for control purpose in Section
4.. A 1-Dimensional example is used to highlight the control strategy and is then applied to a full space
robot. Eventually, Section 5. gathers the paper main results and proposes future research avenues.

2. Literature Review

Modeling and control of space robotic manipulators is mixing spacecrafts and robotics theories. As
a simplifying hypothesis, it will be considered that the satellite equipped with the robotic arm is floating
freely in space such that orbital mechanics can be neglected at this stage 2. In the sequel, we will refer
to such a system as a « space robot ».

A. Kinematics and Singularities

Kinematics of a robot is based on the relation linking the end-effector position and orientation to the
joints angles : xe = f(q), where xe ∈ R6×1 contains the position and Euler angles of the end-effector
frame, while q ∈ RN×1 is the arm’s configuration (i.e. joints angles). When derived with respect to time,
this relation results in a linear dependency of the velocities with the Jacobian matrix Je ∈ R6×N :

ẋe = Je(q) q̇ (1)

Singularities are then defined as the configuration where the Jacobian matrix is loosing its full rank
[14]. For a fixed-based arm, these configurations correspond to the alignment of two axis of rotation or
when the arm’s workspace is reached. Singularities are critical for motion planning and control phases.
For fixed-based arms, they are only functions of the configuration q. In this case, they are called kine-

matic singularities [15].

Conversely, in the case of a space robot, it has been shown that additional dynamic singularities

appear [16]. This analysis lies on the fact that the new Jacobian matrix is now function of the base
attitude. To describe the inertial state of the effector, the direct kinematics is given by : xe = f(xb,q),
where xe is the base position and attitude. It yields the following velocity relation :

ẋe = Jb ẋb + Je(q) q̇ (2)

where Jb, the base’s Jacobian matrix, is constant and only function of the arm’s location on the
spacecraft.
Now using the fact that the global momentum is conserved for a free-floating space robot (i.e. the base

1. Deutsches zentrum für Luft- und Raumfahrt (DLR)
2. More insights about the full orbital mechanics of the space robot can be found in [13].
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is moving freely in reaction to the arm’s motion [17]), an additional relation is found between ẋb and q̇

that leads to the Generalized Jacobian Matrix (GJM) of Umetani and Yoshida [18] :

J∗ = Je − Jb I−1

b
Im (3)

with Ib and Im the mass matrices of, respectively, the base and the manipulator.

Dynamic singularities of such systems are path-dependent, in the sense that they can be avoided
depending on the effector path followed to reach an inertial position [19]. Due to the nonholonomic
nature of the angular momentum conservation, base attitude is determined by the effector path, and a
careful planning enables to reject the paths where the arm and base configurations result in a singularity,
as shown in [20].

B. Dynamics and Modeling

Considering a moving base is equivalent to add an initial segment to a classic robotic arm, except
that this one has six degrees of freedom instead of one. Based on this assumption, Newton equations
or Lagrangian approach can be adapted to derive a space robot model. On the one hand, Carignan
uses the recursive Newton-Euler algorithm [21] to obtain the base dynamics, by computing the resulting
efforts when the arm is moving [22]. On the other hand, by augmenting the Lagrangian of the robotic
arm with the base’s kinetic and potential energy, the space robot dynamics are derived through [23].
The first algorithm proved to be numerically more efficient, while the second one is much more suitable
to include flexible behaviors.

The dynamic model of a space robot takes the following form, based on [24] :

M(q)

[

ẍb

q̈

]

+

[

hb(q, q̇,ωb)
he(q, q̇,ωb)

]

=

[

∞

′

]

Fb +

[

′

∞

]

τ +

[

Te
T

Je
T

]

Fe (4)

with
- M Global mass matrix
- (hb,he) Nonlinear effects (centrifugal and Coriolis)
- ωb Base angular rate (ẋb =

[

ẋGb
ωb

]T
)

- Fb Efforts applied at the base
- τ Joints torques
- Fe Efforts applied at the end-effector
- Te Spatial twist from the effector to the base
- (∞, ′) Identity and Zero matrices of suitable size

Eventually, works based on a mixed approach were developed by Rodriguez [25] and Saha [26] to
provide the Decoupled Natural Orthogonal Complement (DeNOC) method. By expressing the velocity
constraints on each segments, analytical expressions of M and h can be obtained and a very efficient
and stable algorithm is created for inverse dynamics [27].

C. Control Issues

Two main strategies exist for the control of a space robot : one couples the Attitude and Orbital

Control System (AOCS) of the spacecraft with the robotic arm controller, while the other lets the base
move freely in reaction of the arm motion. They are called, respectively, of free-flying and free-floating

systems [17, 28]. It has been suggested by Papadopoulos and Dubowsky that any classic terrestrial
control scheme can be applied to these types of space robots for a limited workspace, provided that
dynamic singularities are avoided [29].

The free-flying mode enables to maintain a base attitude during an arm motion. This is a strong
requirements if the space robot was to be operated from the ground, and the antennas need to be
accurately pointed. The same kind of constraints could apply to ensure a sun pointing performance or
to move the spacecraft to avoid an impact while the arm is moving. One strategy is then to design two
separate controllers, as proposed by Oda in [30], but the AOCS can be quickly saturated if the arm
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moves too fast, thus degrading the overall performance. An improvement has been proposed in [31] by
estimating roughly the disturbance induced by the arm, and then feedforwarding it to the AOCS. Ano-
ther option is to adapt the arm motion speed to meet exactly the spacecraft’s actuators saturation [32].
Eventually, a complete coordinated control is designed by Papadopoulos and Dubowsky through [33].
Based on an adapted Transposed Jacobian control, they achieve a position and orientation control of
both the end-effector and the base.

When fuel consumption or arm disturbance have to be canceled, the free-floating mode is preferred.
The momentum conservation introduces a nonholonomic relation that enables to control the base with
cyclic end-effector motions [20, 34]. By inspecting the angular momentum structure, Nenchev also in-
troduced the Reaction Null Space, enabling to plan end-effector trajectories that do not disturb the base
position and attitude [24]. He also proposes a control scheme derived from the computed-torque stra-
tegy, which cancels exactly any disturbance from the arm for a sufficient redundancy. This is ensured for
a manipulator with more than 6 Degrees-of-Freedom (DoF), or it can be obtained artificially by reducing
the end-effector constraints to the angular position for example.

Considering the trajectory planning, the goal of the space robot is mainly to capture a target. A
cartesian motion is proposed in [19] to move the end-effector toward a target position, while avoiding
any dynamic singularity to occur. Other studies propose to catch an object with a linear motion [35], by
capturing it when its trajectory crosses the arm’s workspace which is free of singularities. A more rea-
listic approach is given in [36], where the object rotation is accounted and the end-effector is controlled
to follow a circular motion. Recent studies also consider the parameter uncertainties, by designing an
adaptive control law in [37], or by using a Kalman filter to predict the target motion [38].

3. Modeling

The model of a space robot is now given in more detail. Starting with the classic robotics results, it is
shown how the base motion can be handled in the kinematic and dynamic modeling phases by adapting
traditional algorithms.

A. Kinematics

For a N DoF arm, N+1 frames are rigidly attached to each segment, from R0 to RN . The first frame
R0 is attached to the ground, when the arm is fixed, or to its base, when it is moving. The last frame
is attached to the end-effector. Each of them is chosen according to the classic Denavit-Hartenberg
convention [14], as illustrated in Fig. 2.

Using the homogeneous transformation framework [39], where ix =
[

ixT 1
]T

stands for the x
vector expressed in the Ri frame, and i−1Ti for the homogeneous transformation from Ri−1 to Ri, the
direct kinematics is expressed as follows :

0xE = 0T1(q1)
1T2(q2) . . .

N−1TN(qN ) NxE

= 0TN(q) NxE

with 0xE the effector inertial position, and NxE its position in RN : NxE =
[

′ 1
]

.

The inverse kinematics is given by inverting the previous relation. An effector location and orienta-
tion is specified through the matrix 0TN,des. Then the last joint angle qN is computed by examining the
matrix equality 0TN−1 = 0TN,des

N−1TN(qN). Once the right-hand term is known, the same process
is repeated recursively to deduce the other joint angles. More insights are given about this analytical
technique and other approximate methods are proposed in [14, 40].

These algorithms are easily adapted for a space robot, noting that the base can be considered as
a special segment with 6 DoF. The frame Rb is then attached to its Center of Gravity (CoG), and an
inertial frame Rin needs to be defined. It is worth noticing that R0 and Rb are fixed one over the other,
as seen in Fig. 2, but R0 is fixed to the arm’s base according to the Denavit Hartenberg convention.
Thus the transformation matrix from the inertial origin Oin to the frame R0 is given by :

inT0 = inTb
bT0 =

[

inRb(Φb) XGb

′1×3 1

] [

bR0 pb,0

′1×3 1

]

(5)
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FIGURE 2 – Space robot frames using the classic Denavit-Hartenberg convention

with Φb and XGb
, respectively, the Euler angles of the base and its CoG inertial location Gb, inRb(Φb)

the resulting rotation matrix from the inertial frame Rin to Rb, 0Rb the rotation matrix from the base
frame Rb to the arm’s initial frame R0, and pb,0 the vector between them : pb,0 = GbO0, which is constant
in Rb or R0.

The direct and inverse kinematics for a space robot are now based on the relation :

inxE = inT0(xb)
0TN(q) NxE (6)

B. Kinetics

Given the Ri frames defined previously, the linear and angular velocities of their origin are obtained
recursively through the Newton-Euler relations, specified here for rotating joints :

ωi = ωi−1 + qi zi (7)

vi = vi−1 + ωi × pi−1,i (8)

ω̇i = ω̇i−1 + qi (ωi × zi) (9)

v̇i = v̇i−1 + ω̇i × pi−1,i + ωi × (ωi × pi−1,i) (10)

with
- (vi,ωi) Linear/Angular velocities of the frame Ri attached at Oi

- (v̇i, ω̇i) Linear/Angular accelerations
- qi ith Axis of rotation
- zi ith Axis of rotation
- pi−1,i Vector Oi−1Oi expressed in Ri

The base velocity and acceleration affect the initial conditions of the previous algorithm. Indeed, the
values of (v0,ω0) and (v̇0, ω̇0) are no longer 0, but functions of the base parameters instead. Recording
that pb,0 is the vector between the frames Rb and R0, one obtains :

ω0 = ωb (11)

v0 = vb + ωb × pb,0 (12)

ω̇0 = ω̇b (13)

v̇b = v̇b + ω̇b × pb,0 + ωb × (ωb × pb,0) (14)

(15)

5/17



!
The new initial conditions for the algorithm are (vb,ωb) and (v̇b, ω̇b),which are respectively the

linear/angular velocities and accelerations of the spacecraft’s CoG. These quantities are given by its
rigid body dynamic equations, detailed in the sequel.

C. Dynamics

To complete the kinetic part of the Newton-Euler equations, the dynamic equations are computed
through a descending recursion, from the efforts applied by the environment on the effector, to the
efforts applied by the arm on its base. As presented in [39] or [14], the classic set of recursive equations
starts with fN+1 = feff and nn+1 = neff and continues ∀i = N . . . 1 :

v̇Gi
= v̇i + ω̇i × ri + ωi × (ωi × ri) (16)

Fi = mi v̇Gi
(17)

fi = fi+1 + Fi (18)

Ni = Ii ω̇i + ωi × (Ii ωi) (19)

ni = ni+1 + pi−1,i × fi +Ni + ri × Fi (20)

τi = ni
T zi (21)

with
- mi Mass of the ith segment
- vGi

Linear velocity of its CoG Gi

- ri Position of Gi from the frame Ri (i.e. vector OiGi)
- Ii Inertia matrix of the ith segment, expressed at Gi, in Ri

- Fi Net force acting on the ith segment
- fi Force applied by the (i− 1)th segment on the ith one, at Oi−1

- Ni Net moment acting on the ith segment
- ni Moment applied by the (i− 1)th segment on the ith one
- τi ith joint torque, applied along zi

This approach is used in [21] to get the closed-form equations describing the arm’s dynamics. An
update of these results has been done by Featherstone in [41].

Eventually, Carignan adds the spacecraft’s dynamics in this fixed-based model [22]. By writing the
rigid-body equations, he expresses the efforts applied by the arm on the base as an external disturbance
given by −f1 and −n1 in the previous algorithm. It yields :

mb v̇b = fb − f1 (22)

Ib ω̇b + ωb × (Ib ωb) = nb − n1 − pb,0 × f1 (23)

with
- fb External forces acting on the spacecraft (including its thrusters. . .)
- nb External moments acting on the spacecraft (including its thrusters, reaction wheels. . .)

Using the notations introduced in [24], the closed-form equation for a space robot is given by the
equation presented in (4), by merging equation (21) with (22) and (23) :

M(q)





v̇b

ω̇b

q̈



+ h(q, q̇,ωb) =

[

Fb

τ

]

+

[

Te
T

Je
T

]

Fe (24)

where M is the Mass Matrix, h the vector of the nonlinear effects (centrifugal and Coriolis forces), Fb

and Fe concatenate the forces and moments applied, respectively, at the base and at the end-effector,
Je is the arm’s Jacobian matrix, and Te is the twist propagation matrix, from the effector ON to the
spacecraft’s CoG Gb :

[

feff ,b neff ,b

]T
= Te

T
[

feff neff

]T
. Its expression is given as follows, with

[v×] the cross-product matrix defined by v × x = [v×] x :

Te =

[

∞3×3 − [(GbON )×]
′3×3 ∞3×3

]

(25)

Numeric and symbolic implementations of this algorithm have been used for both simulation and
control purposes. The numeric version is embedded in a Matlab/Simulink scheme to perform the
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FIGURE 3 – Decentralized control architecture between AOCS and arm’s controller

computation of M and h based on [22], while the symbolic version is implemented in Maple to compute
symbolic models for robust control (e.g. the disturbance matrices in the case of parametric uncertain-
ties).

4. Control Design

A control law is now investigated for the considered space robot to follow a given effector trajectory.
A choice has to be done on the control architecture, between a free-flying and a free-floating configura-
tion, and the controller gains are synthesized based on the well-known structured H∞ framework. Two
examples come to validate this approach, by means of a 1D model illustrating the main issues, and by
a full arm with 6DoF, mounted on an actuated satellite.

A. Control Architecture

As mentioned in Section 2., two main architectures are used to control a space robot. Their choice
over the other strongly depends on the processor capacities and on the need for a centralized or a
decentralized control law between the arm and the spacecraft. It is worth recalling that actual space
processors are significantly less powerful that terrestrial ones, due to their robustness to the hard en-
vironment in which they work. Even though, in theory, any terrestrial robot controller could be used in
space according to [29], a low complexity control architecture will be preferred in this study to anticipate
on a limited on-board processor.

The free-flying is chosen to control the space robot to extend the cartesian workspace of its mani-
pulator and to improve its accuracy. Following the approach used in the Japanese mission ETS-VII [30],
two separate controllers will be designed based on the spacecraft specifications, on the one side, and
on the arm’s specifications, on the other side. The AOCS design is kept very simple with a Propotional-

Derivative controller, since the main purpose of the study is to underline the dynamic coupling between
the arm and its support, and to show how to deal with it. The global control architecture is illustrated
in Fig. 3. For the arm’s controller, two main structures are used : one is centralized and gathered all
measurements before specifying the joints command, and the other is decentralized on each joint by
giving the command torque based on the local measurements. It will be shown how a decentralized
controller, though much simpler to implement, will give similar results in our trajectory tracking issue.

B. Control Synthesis

H∞ synthesis framework
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The so-called H∞ method has known a growing interest in the last years, with its implementation

in a Matlab toolbox and the development of the structured H∞ synthesis [42, 43]. Among the many
advantages that offers the classic H∞ framework, it can be emphasized that it enables to consider :

• Many control constraints at the same time, using weighting functions [44] ;

• Robustness and performance at the same time in the synthesis ;

• Multi-model synthesis to handle worst-cases scenarios.

The improvements with the structured method are numerous and could be summarized as follows :

• A low-order controller can be specified (skipping the reduction of the optimal full controller obtained
by classic H∞ solvers) ;

• A decentralized controller structure can be used with an axis-by-axis control ;

• Key parameters can be introduced in the design process to start a co-design study [45] ;

• Controller optimization is only focused on the transfers of interest by specifying the suitable
constraints.

Furthermore, the synthesis will be based on the acceleration sensitivity function to perform an ef-
ficient disturbance rejection. Still, it will be shown that this method yields quite good results on the
trajectory tracking scenario.

Linearized models

Since the H∞ synthesis applies for linear models, the nonlinear model is first linearized around dif-
ferent arm’s configurations. The linearization is done for a given configuration q0, and for zero joint
velocities. This hypothesis holds well for low speed maneuvers, but should be revisited for an agile
space robot concept.

Noting δx the variation around the nominal cases, it reads :

M(q0)





δv̇b

δω̇b

δq̈



 =

[

Fb

τ

]

(26)

since the nonlinear terms in h vanished because they are quadratic in the velocities [14], and the forces
acting at the effector have been canceled in a pre-capture scenario.

H∞ synthesis scheme

As mentioned earlier, the synthesis will be done on the acceleration sensitivity function to improve the
disturbance rejection in priority [46]. By weighting the acceleration with the frequency template given in
27, it yields the global H∞ scheme illustrated in Fig. 4.

W (s) =
s2 + 2 ξdes ωdes s+ ω2

des

s2
(27)

Weighting function enables to reject efficiently any disturbance like the unmodeled dynamics of
gravity gradient, atmospheric drag or solar pressure. They are used for both the base and the arm
specifications, with, respectively, Wb(s) defined by (ωb, ξb) = (0.01 rad/s, 0.707), and Wm(s) defined
by (ωm, ξm) = (20ωt, 1). For the arm template, the angular rate of the target is fixed to ωt = 1◦/s.
The base’s parameters are chosen to reproduce a quasi free-floating system, with a very slow AOCS in
order to minimize the base consumption. On the other hand, the manipulator’s parameters are taken 20
times greater than the debris tumbling rate ωt, to ensure a 1% tracking error in rotation.
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Validation scheme

The simulation is done on the full nonlinear model, as detailed in Fig. 5. The reference trajectory is
followed at the target angular rate ωt, and the tracking error is then observed to check the 1% requi-
rements. The base consumption is also evaluated by integrating the base command (i.e. forces com-
manded to the thrusters) to compute the mass of fuel consumed, according to the following relation :

mfuel =
1

g0 Isp

∫ t

0

u(t)dt (28)

with g0 = 9.81m.s−2 the Earth gravity acceleration, Isp the thrusters specific impulse, and u = fb+nb/d
the thrusters command according to the required AOCS force fb and moment nb. The distance d is the
lever arm from the thrusters location to the base’s CoG.

C. 1-Dimensional example

A 1-Dimensional example is firstly investigated to understand the main issues involved in the control
design, and in the requirements specifications. The system structure is given in Fig. 6, and its dynamic
equations in rotation are given by :

Ib φ̈b = nb − τm (29)

Im φ̈m = τm (30)

with Im and Ib the inertia matrices of the manipulator and the base, φm and φb their respective attitude
in the inertial frame, τm the manipulator torque, and nb the base torque applied by on-board actuators.

It must be noted than the previous equations are written in the inertial frame, and that they neglect the
Coriolis and centrifugal terms, responsible for the linear and angular coupling. In addition, the variables
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FIGURE 6 – 1-Dimensional system model

used in practice for the manipulator control are indeed relative ones. So the model can be re-written in
terms of the relative coordinate qm = φm−φb, as shown in Fig. 6, assuming that available measurements
are the inertial base attitude φb (from inertial sensors) and the relative arm position qm :

(Im + Ib) φ̈b + Im q̈m = nb (31)

Im φ̈b + Im q̈m = τm (32)

Using the notations introduced in Fig. 3, the control inputs are reduced to
[

nb τm
]T

, while the mea-

sured outputs are
[

φb qm
]T

.

The H∞ scheme in Fig. 4 is then applied to this system, using two Proportionnal-Derivative (PD)
controllers on the base’s actuators and on the arm’s motor command. An additional constraint has
been added on the controller H∞-norm to avoid high gains, and another on the H2-norm of the energy
consumption of the base, by integrating its command signal. This last constraint must decrease the
base actuator consumption, saving by this mean the fuel consumed. The synthesis yields the following
settings for the PD controllers :

Cb(s) = Kp,b +Kd,b s = 10 + 12 s (33)

Cm(s) = Kp,m +Kd,m s = 10 + 15 s (34)

The frequency responses on the acceleration sensitivity function are given in Fig. 7(a), where the
templates Wb(s) and Wm(s) are clearly respected. The trajectory tracking for a circle reference is also
illustrated in Fig. 7(c), and the corresponding command signals and consumption in Fig. 7(d). On this
last graph, the mass of fuel consumed for the base attitude control shows is very low thanks to the soft
constraint specified in the H∞ synthesis.

D. Full space robot example

The robotic arm used for the complete example has 6 DoF and its structure is illustrated in Fig. 2.
It is inspired from a human arm, with a shoulder, a forearm, an arm and a wrist. The base is a cubic
satellite of 200 kg and 2 m a side, while the arm weights almost 70 kg and each of its main segments
are 2.6 meters long for a full extension of 5.7 meters.

Two strategies are used to control this space robot. The first one is based on a full decoupling
controller by the mean of the mass matrix used in the feedback loop. The final results show that this
controller is very efficient on the trajectory tracking issue. The second approach is based on a decen-
tralized structure, with a PD-like controller on each axis. As explained in [47], trajectory tracking can
be efficiently done with this type of controller, when the derivative action is sufficiently high. Neverthe-
less, the tracking error remains around 10 cm since a gain limit has been fixed to 1000 to prevent high
command torques. Each controller is checked on a cyclic trajectory, followed at the angular rate ωt.

Centralized controller
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FIGURE 7 – Simulations results for the 1D example

For the centralized architecture, the arm controller includes the mass matrix M0 for one configuration
of the trajectory, enabling a full decoupling and ensuring good performance for this very configuration.
It takes the form :

K(s) = M0



















Kp,1 0 . . . 0 0 Kd,1 0 . . . 0 0

0
. . .

... 0 0
. . .

... 0
... Kp,i

...
... Kd,i

...

0 . . .
. . . 0 0 . . .

. . . 0
0 0 . . . 0 Kp,N 0 0 . . . 0 Kd,N



















(35)

The synthesis is done using the systune function of the Robust Control Toolbox of Matlab. The
frequency template are specified as « hard constraints », while the gain limitation and the consumption
minimization are set by « soft constraints »[44].

To improve the robust performance of this controller, five different models obtained along the tra-
jectory have been considered at the same time for the synthesis. The algorithm gives the gain setting
in Tab. 1, and the frequency responses of each weighted transfer is illustrated in Fig. 8(a). It can be
seen that the templates represented by two black curves are well-respected, for both the base and the
manipulator.

Decentralized controller

For the decentralized architecture, each PD controller on the axis is simultaneously synthesized consi-
dering the whole arm dynamics. With this architecture, each of them only uses its local measure of
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TABLE 1 – Gains setting for a centralized arm controller
Joint i 1 2 3 4 5 6
Kp,i 981.76 -1.09 1.94 0.44 3.33 0.22
Kd,i 301.32 45.89 34.40 47.33 131.36 377.70

position and velocity. The coupling between the joints and the base, or between the joints themselves,
are actually considered directly in the synthesis since the linearized model is coupled. The synthesized
controller is given by :

K(s) =



















Kp,1 0 . . . 0 0 Kd,1 0 . . . 0 0

0
. . .

... 0 0
. . .

... 0
... Kp,i

...
... Kd,i

...

0 . . .
. . . 0 0 . . .

. . . 0
0 0 . . . 0 Kp,N 0 0 . . . 0 Kd,N



















(36)

The synthesis is done one more time with five different models along the trajectory, to obtain the
gains setting given in Tab. 2. The frequency templates are mostly respected even if some peaks are
degrading the H∞-norm of the transfer, as shown in Fig. 9(a). Even though the controller is much more
simpler, the trajectory tracking remains under a 10 cm error in Fig. 9(e).

TABLE 2 – Gains setting for a decentralized arm controller
Joint i 1 2 3 4 5 6
Kp,i 107.51 406.89 106.96 98.78 1000 0.2167
Kd,i 1000 1000 1000 1000 1000 12.56

Results

To summarize, the use of a simple PD controller on each joint can be considered as a good compro-
mise between easiness of implementation and tracking performance, according to the previous simula-
tions results. It is clear that a centralized architecture enables a good trajectory tracking, under a 1 cm
error, but at the expense of a high computational burden since the mass matrix needs to be evaluated
in-line.

5. Conclusion

A space robot controller has been presented through this paper, to follow a predefined end-effector
trajectory. To do so, a first part recalled the main results of classic robotics on which are based space
robotics. An adaptation of the Newton-Euler algorithm enabled to compute the whole dynamic model,
used in simulation. Then a H∞ scheme has been developed to synthesize the spacecraft AOCS and
the arm controller at the same time. Two main strategies were tested : either a centralized arm controller
to improve decoupling on one configuration, or a decentralized one, to keep the structure as simple as
possible. It has eventually been shown how this last very simple controller can provide a quite good
trajectory tracking by using a multi-model based synthesis.
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FIGURE 8 – Centralized controller - Simulations results for the complete space robot
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FIGURE 9 – Decentralized controller - Simulations results for the complete space robot
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