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Figure 1: (Left) Face display mask and Face capture mask, (Center) The user’s facial expression is reflected onto the avatar,
(Right) Usage Image of e2-MaskZ

ABSTRACT
The goal of this research is to propose the e2-MaskZ, a mask-type
display that changes the user’s face to the face of an avatar. The
e2-MaskZ is composed of a face-capture mask to recognize the
facial expression, and a face-display mask to present the avatar that
reflects the recognize expression of the system wearer. 40 photo
reflective sensors are laid out across the entire surface of the face-
capture mask, and the e2-Mask is made to learn the sensor data for
each new facial expression.

CCS CONCEPTS
• Human-centered computing → Systems and tools for in-
teraction design.
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1 INTRODUCTION
The face is an important body part which decides the impression
a person makes on others. Secord [9] asserts that, in face-to-face
communication, each person makes assumptions about the other
person’s personality based on facial features. Kawanishi [5] showed
that there is a positive correlation between pleasing facial features
and an affinity with a person.

In contrast, researcher have explored a variety of wearable meth-
ods Head Mounted Displays (HMDs) to enable a virtual face ma-
nipulation in the context of face-to-face communication [1, 4, 7].
The method, however, requires all the interlocuters to wear HMDs
to see essential for natural faec-to-face communication, it has been
difficult to achieve with conventional HMD methods. If the actual
face of the display wearer himself, which is seen by a large unspec-
ified number of third parties, can be altered, it is thought that the
impression and aura of the wearer that are conveyed to others can
be manipulated more flexibly.
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Figure 2: Overview of the e2-MaskZ workflow from face-capture to face-display

Therefore, we propose the e2-MaskZ (Figure 1 (left and center)),
a mask-type display that replaces the user’s face with that of an
avatar. It should be stated that in this paper we define face-to-face
communication as communication between two parties in the real
world, such as in a medical examination (Figure 1 (right)), meeting
or interview.

2 DESIGN AND IMPLEMENTATION
2.1 Work Flow
Figure 2 shows work flow of the e2-MaskZ. The e2-MaskZ is com-
posed of a face-display mask and face-capture mask. The face-
capture mask samples the facial expression data of the wearer and
the face-display mask outputs the encoded face information as the
avatar on the curved screen. To reproduce the convex profile of a
human face, the face display mask utilizes an off-the-shelf flexible
OLED display, Flexible Top Hat [8]. The photo reflective sensors
laid out on the underside of the face capture mask. The system then
identifies the facial expression based on the photo reflective sensor
data and produces an avatar presenting the same facial expression1.
The image of a generated avatar is displayed on the face display
mask.

2.2 Facial Expression Identification Method
Hardware: We used photo reflective sensors, Genixtek Corpora-
tion’s TPR-105 [2] to recognize the facial expression of a mask
wearer [6]. As this miniature sensor has a small dimension of 2.7
x 3.2 x 1.4 mm (W x L x H), 40 units of it are densely arranged
at sampling points on the face capture mask, as shown in Figure
1 (left). 40 photo reflective sensors were placed on the eyebrows,
cheeks and around the eyes and mouth. We ensure that the sensors
do not contact the eyes, nose and mouth of the mask wearer. Data
from each sensor is collected using the Arduino Pro mini, then sent
from the Arduino Pro mini to the PC by serial communication.

Software: Every time facial expression changes, the contours of the
skin of the face change and simultaneously the distance between
the photo reflective sensors and the skin of the face changes with
each facial expression. Using this characteristic, we take the data
from each photo reflective sensor as feature values and use Support
Vector Machine (SVM) to construct a facial expression identifica-
tion model. The input from each photo reflective sensor was first
encoded as 10-bit data through the Arduino and then normalized
between 0 and 1 on the PC. After this, the SVM (C = 10, gamma =

1Duet Display [3] is used to make the PC recognize an iPhone as an external display
and present the created avatar on the iPhone. The organic EL display mounted onto
Flexible Top Hat can perform mirroring of the image on the iPhone, by using the iOS
application RoStyle, developed by Royole Corporation. This is used to make the image
on the iPhone be displayed on the face display mask.

1.0) algorithm of rbf kernel was applied and the facial expression
identification model was constructed. The 40 pieces of photo re-
flective sensor data that have been normalized are taken as feature
values then the facial expression class is estimated by applying
these to the facial expression identification model. To create the
avatar’s intermediate facial expression, described in section 2.3, the
probability distribution of the feature values to belong to each class
of facial expression was constructed in a database.

2.3 Output of Avatar
The user’s facial expression is reflected onto the avatar based on
the facial expression identification result explained in section 2.2.
This method refers to the work of Suzuki et al. [10, 11]. In the case
in which the facial expression to be reflected onto the avatar can be
expressed by arbitrary n dimension facial expression parameters,
the avatar’s facial expression parameters

−→
𝑃 that are stored in the

computer memory, such as the degree to which the left and right
eyes are open, the width of the mouth, etc., can be composed by
the formula below. In the formula below,

−→
𝑃𝐵 shows the straight-

face facial expression parameters,
−→
𝑃𝑖 (i = 1, 2, ..., m) shows the

m number of facial expression parameters besides the straight-
face facial expression parameters, and

−→
𝐶 = (𝑐1, 𝑐2,..., 𝑐𝑚) shows the

probability value of multiple-class classification of facial expression.
−→
𝑃 =

−−→
𝑃𝐵 +

𝑛∑
𝑘=1

𝑐𝑖 × (−→𝑃𝑖 −
−−→
𝑃𝐵 )

Changing the avatar’s expression by the above method makes it
possible to express not only basic facial expressions, but also subtle
ones, and also to output intermediate facial expressions that occur
as facial expression is changing. We created an avatar 3D model
by Live2D and rendered it with Unity3D Game Engine. Communi-
cation between the programs on the PC uses UDP and comprises
transmission of facial expression identification results, keyboard
input, etc.

3 FUTUREWORK
As future work, there is evaluation of facial expression identification
accuracy, investigation into sense of agency, evaluation of the per-
formance of avatars created on the e2-MaskZ (whether the wearer
can think of the substituted avatar face as his/her own face) when
wearing the e2-MaskZ, and a cognitive psychological experiment
using the e2-MaskZ.
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