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Abstract

Quantitative assessment of haemodynamics has been utilised for better understand-

ing of cardiac function and assisting diagnostics of cardiovascular diseases. To

study haemodynamics, magnetic resonance imaging (MRI) and computational fluid

dynamics (CFD) are widely used because of their non-invasive nature. It has been

demonstrated that the two approaches are complementary to each other with their

own advantages and limitations. Four dimensional cardiovascular magnetic reso-

nance (4D Flow CMR) imaging enables direct measurement of blood flow velocity

in vivo while spatial and temporal resolutions as well as region of image acquisition

are limited to achieve a detailed assessment of the haemodynamics. CFD, on the

other hand, is a powerful tool that has the potential to expand the image-obtained

velocity fields with some problem-specific assumptions such as rigid arterial walls.

We suggest a novel approach in which 4D Flow CMR and CFD are integrated syn-

ergistically in order to obtain an enhanced 4D Flow CMRI (EMRI). The enhance-

ment will consist in overcoming the spatial-resolution limitations of the original

4D Flow CMRI, which will enable more accurate quantification of flow dependent

bio-mechanical quantities (e.g. endothelial shear stress) as well as non-invasive

estimation of blood pressure. At the same time, it will reduce a number of assump-

tions in conventional haemodynamic CFD such as in/outflow conditions including

the effect of valves, the impact of patient-specific vessel wall motion and the effect

of the surrounding tissues.

The approach was first tested on a 2D portion of a pipe, to understand the

behaviour of the parameters of the model in this novel framework. Afterwards the

methodology was tested on patient specific data, to apply it to the analysis of blood
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flow in a patient specific human aorta, in 2D. The outcomes of EMRI are assessed

by comparing the computed velocities with the 4D Flow CMR one.

A fundamental step to allow the translation to clinics of this methodology was

the validation. The study was performed on an idealised-simplified model of the

human aortic arch – a U bend – with a sinusoidal inflow applied by a pump. Firstly,

phase resolved particle image velocimetry (PIV) (an experimental technique en-

ables high spatial-temporal resolution) was performed in 5 different time points of

the pump cycle, using a blood alike fluid with the same refractive index matched of

the clear silicon phantom, and seeded with silver coated hollow glass spheres. Real

time 4D Flow CMR was then performed on the phantom with MRI. Lastly using

the pump flow rate and the phantom geometry, a computation of the flow through

the U bend was conducted using Ansys CFX. The flow patterns obtained from the

3 methods were compared in the middle plane of the phantom.

The methodology was then applied to study a patient specific aorta in 3D,

and retrieve flow patterns and flow dependent parameters. Finally, the validated

methodology was applied to study atherogenesis, and in particular to investigate the

relation between EMRI retrieved flow quantities (e.g. wall shear stress (WSS)) and

temperature heterogeneity. A carotid artery phantom was realised and studied with

CFD, MRT and EMRI.

All the results demonstrate that EMRI preserves flow structures while correct-

ing for experimental noise. Therefore it can provide better insights of the haemody-

namics of cardiovascular problems, overcoming the limitations of 4D Flow CMR

and CFD, even when considering a small region of interest. These findings were

supported by the validation experiment that showed how EMRI retrieved flow pat-

terns were much more consistent with the one measured with high resolution PIV,

compensating for 4D Flow CMR errors.

These findings lead to the application to the atherogenesis problem, allowing

higher resolution flow patterns, more suitable to be compared to the temperature

distribution and highlighted how flow patterns exert an influence on the temperature
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distribution on the vessel wall.

EMRI confirmed its potential to provide more accurate non-invasive estimation

of flow derived and flow dependent quantities and become a novel diagnostic tool.



Impact statement

The research described in this thesis deals with the implementation of a computa-

tional framework that integrates CFD and 4D Flow CMR imaging, the enhanced

magnetic resonance imaging (EMRI). In particular this thesis explores the proof of

concept of EMRI, its validation and the application to patient specific data and to

study of novel biomarkers for atherosclerosis.

This investigation deepens his roots in the need for an accurate description of

blood flow in vessels, at the basis of cardiovascular system functioning and cardio-

vascular diseases. The approach suggested copes with the intrinsic limitations of

4D Flow CMR and CFD, that taken alone leads to an approximate velocity field es-

timation. On the contrary, EMRI proves to give access to high resolution and fluid

dynamic sounds flow fields, which in turn improves the retrieval of important bio-

mechanical markers for cardiovascular diseases (CVDs), such as wall shear stress

(WSS) and pressure.

The accuracy of EMRI flow computation was confirmed by the in vitro vali-

dation. The development of the experimental setup leads to a novel methodology

to generate phantom for flow studies, published in the Journal of Engineering and

Science in Medical Diagnostics and Therapy (JESMDT) by American Society of

Mechanical Engineering [1]. The same manufacturing methodology was applied

to an inter-departmental project leading to another publication [2]. The validation

study has been presented to several conferences (7th International Conference on

Computational Bioengineering, 8th World Congress of Biomechanics) and a paper

has been submitted to the journal IEEE Transaction on Medical Imaging.

The application of EMRI to a patient specific aorta was carried out, showing
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agreement with physiological parameters and the advantage over standard CFD and

4D Flow CMR. This research was presented in a conference (Frontiers of Simula-

tion and Experimentation for Personalised Cardiovascular Management and Treat-

ment), where it was selected within the best computational works and granted an

invitation to write a research paper [3]. A work comprising the validation and the

application of EMRI has been accepted for an oral presentation to the Virtual Phys-

iological Human 2020 conference.

During the last year of PhD the fellow established an international collabora-

tion with the Laboratory for Vascular Translational Science (LVTS) of INSERM

in Paris, and earned an Erasmus scholarship to fund a three months collaboration.

Part of the work carried out during this collaboration is part of this thesis. It deals

with the application of EMRI to retrieve flow dependent parameters, and in par-

ticular wall shear stress and temperature distribution in athero-prone vessels. This

work set the basis for a Marie Curie Fellowship application that was submitted in

September 2019.

The suggested computational framework could be potentially applied to the

study of CVDs, especially where correct estimate of flow parameters plays a deci-

sion making role. To make this translation happen, work needs to be done to extend

EMRI to time resolved analysis, to have access to high resolution flow through the

cardiac cycle, and to embed this technology in a software package to be of easy use

for clinicians.
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Chapter 1

Background

“Panta rhei.”

(everything flows)

Heraclitus of Ephesus

Figure 1.1: Leonardo da Vinci, cardiovascular system and principle organs of a woman,
1509-10.

The role of cardiovascular system as the main way in which the body was

nourished was known since ancient Greece (400 BC). Aristotle (384 BC) under-
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stood that a disruption in this nutritive process played a major role in disease, and

that the heart was at the centre of this mechanism. The first model of the circulatory

system was hypothesized by Erasistratus (300 BC), who considered the heart to be

the source of arteries (that would contain air) and veins. Galen (129 AD) synthe-

sized all the Greek knowledge, performed experiments and studies on dead or living

animals, and was the first one to prove that arteries contain blood.

After the fall of the Roman Empire (500- 1400 AD), the church played a central

role in the scholarly tradition and the focus was mainly to preserve the Ancient

Greek teachings, harmonizing them with theology. The first dissection of human

body appeared in the 13th century at the University of Bologna, with the aim of

confirming the findings of Galen.

a b

Figure 1.2: The haemodynamics of the aortic root: (a) eddys in Valsalva sinuses in a
drawing from Leonardo’s notebook (19083 Verso, copyright reserved by Her
Majesty Queen Elizabeth ZI.) (b) 4-dimensional flow magnetic resonance
imaging streamline visualization of aortic root of a volunteer [4].

It was the Italian Renaissance that brought breakthrough discoveries, starting

with Leonardo da Vinci (1452 - 1519) that was the first one to make accurate draw-

ing of the heart, with atria and valves. A Leonardo’s drawing depicting the human

anatomy, including the vascular system, is shown in Figure 1.1.

Among his important contributions there is also the identification of vortex

formation in the aortic root sinuses as a mechanism for the valve’s closure (Figure

1.2 a). An in-vivo confirmation of his finding had to wait for the use of flow sensitive
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magnetic resonance imaging to map the velocity field inside the Valsalva sinuses

(Figure 1.2 b) [4].

The pulmonary circulation of blood was theorized by Realdo Colombo (1516

- 1559), where the venous blood in the right ventricle passes through the lungs into

the left ventricle and arteries, creating a circulatory system model which is an hybrid

between closed (pulmonary) and open (systemic) circulation.

Figure 1.3: Demonstration of the one way action of the valves in the veins in the the circu-
lation of the blood from De Motu Cordis in 18th-century Latin edition of the
anatomical works of William Harvey ’Exercitatio anatomica de motu cordis et
sanguinis in animalibus’ [5].

It was only in 1628, that William Harvey (1578 - 1657), an English clinician-

scientist, published his work Exercitatio anatomica de motu cordis et sanguinis in

animalibus (which translates in Anatomical exercises on the motion of the heart and

blood in animals) in which a closed circulatory system was presented. Figure 1.3, a

picture from Harvey’s anatomical work, shows the demonstration of blood flow in

the venus system.

Harvey discovered that blood circulates around the whole body and not only in

the lungs, quoting his words:
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’It has been shown by reason and experiment that blood by the beat of the

ventricles flows through the lungs and heart and is pumped to the whole body. There

it passes through pores in the flesh into the veins through which it returns from the

periphery everywhere to the centre, from the smaller veins into the larger ones,

finally coming to the vena cava and right atrium. This occurs in such an amount,

with such an outflow through the arteries and such a reflux through the veins, that it

cannot be supplied by the food consumed. It is also much more than is needed for

nutrition. It must therefore be concluded that the blood in the animal body moves

around in a circle continuously and that the action or function of the heart is to

accomplish this by pumping. This is only reason for the motion and beat of the

heart.’

Thanks to Harvey’s findings, light was shed on the blood circulation mecha-

nisms, that had eluded many scientists till 1600. He is remembered as the father of

modern physiology.

The human cardiovascular system, whose main components are the heart and

the blood vessels, includes a pulmonary circulation, a pathway through which the

blood is oxygenated, and a systemic circulation, that allows the blood to provide

oxygen and nourishing to the rest of the body.

The heart is the pump of the cardiovascular system and has one atrium and

one ventricle for each circulation. In particular the right atrium collects the deoxy-

genated blood from the superior and the inferior venae cavae, that would be then

passed to the right ventricle to be pumped through the pulmonary artery to the lungs,

to receive oxygen and release carbon dioxide. On the contrary the left atrium re-

ceives the oxygenated blood from the pulmonary veins, and then it is passed to the

left ventricle that pumps it through the aorta to the systemic circulation. The aorta,

the biggest artery of the human body, branches out into smaller arteries, arterioles

and capillaries, in order to supply with oxygen and nutrients all the body. The blood

leaving the capillaries is deoxygenated and rich in cell waste products, and travels

through venules and veins to reach the superior and inferior vena cavae, and finally

the right heart.
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1.1 Clinical motivation

Figure 1.4: Pie chart showing the causes of death (in %) in Europe (source
https://ec.europa.eu/eurostat).

Cardiovascular Diseases (CVDs) are a group of conditions and disorders that affect

the heart and the blood vessels, and include: hypertension, coronary heart diseases,

cerebro-vascular diseases, peripheral vascular diseases, heart failure, rheumatic

heart diseases, congenital heart diseases and cardio-myopathies.

CVDs are the major causes of death globally, accounting for 31 % of fatalities

in 2016 [5]. 85% of these deaths are due to heart attack and stroke. Over the past

two decades, the rates of mortality due to CVDs have declined substantially in high-

income countries and with no doubt this is the results of prevention and individual

health-care intervention strategies [5].

Most of the CVDs can be in fact prevented, by tackling the behavioural risks

factors (e.g. unhealthy diet, obesity, smoking of tobacco, physical activity, etc.)

and some medical conditions (e.g. hypertension, diabetes, hyperlipidaemia, etc.),

in which CVDs have their roots. The main alarm bells are high blood pressure [16],

elevated blood glucose [17], overweight and obesity [18].

Unfortunately, although early detection and diagnosis would enable more ef-

fective therapeutic interventions, early stage CVDs are often undetected because

they are asymptomatic. Consequently, there is a pressing need for novel markers



1.1. Clinical motivation 34

which could predict the development of a cardiovascular disease and reduce the

occurrence of cardiovascular events.

In current practice, functional assessments of CVDs are carried out only for

specific applications, such as the transvalvular pressure drop to quantify heart

valves’ stenosis, or the fractional flow reserve to assess functional severity of coro-

nary artery stenosis. Efforts have also been made to predict long-term vascular

remodelling, such as development of atherosclerotic plaque or aneurysms, estimat-

ing more difficult-to-measure parameters e.g. wall shear stress (WSS), a descriptor

of the force acting on the vessel walls proven to alter the cells physiology and de-

termine the onset of some CVDs [19, 20].

Haemodynamics is also a crucial factor in aortopathies, where a thoracic aortic

enlargement could progress to the life-threatening complication of acute aortic dis-

section. For example in the pathogenesis of aortic enlargement of bicuspid aortic

valve patient, a problem still controversial as two distinct theories exist. A genetic

theory, seeing the aortic wall weakness as a genetic developmental result affecting

both the aortic valve and the aorta, and an haemodynamic one, linking the aortic

enlargement to the abnormal stress on the aortic wall generated by turbulent flow

and eccentric jets characterizing bicuspid aortic valve patients [21, 22].

The effect of disturbed flow patterns on the cardiac function has also been in-

vestigated in patients with abnormal anatomies or those who underwent surgical

interventions. An example is given by patients with single ventricle heart defects,

palliated with a Fontan procedure, that passively directs the venous blood to the pul-

monary circulation to cope with the absence of a ventricle. In these cases the effort

to reduce energy loss with favourable haemodynamics led to an alternative approach

to the classical Fontan operation, with the introduction of the total cavopulmonary

connection (TCPC) and the removal of the right atrium, part of the standard ap-

proach [23].

Haemodynamics has been proved to be vital for prosthetic devices implanta-

tion, such as aortic valve replacement. In these case the characteristics and location

of the vortex in the Valsalva sinuses has a crucial impact on the performances of



1.2. Cardiovascular Magnetic Resonance Imaging 35

the device implanted and the restoration of the physiological flow in the aortic root

[24].

Hence, the knowledge of the flow characteristics and their changes over time

could offer an important support to the understanding, prevention and diagnosis of

CVDs and provide an assessment of the outcome of a surgical intervention in terms

of “flow restoration” [25].

1.2 Cardiovascular Magnetic Resonance Imaging

Figure 1.5: Cardiovascular MRI: a transversal slice of the ascending (AAO) on the left, and
descending aorta (DAO), on the right, of an healthy patient.

Diagnosis and risk assessment of CVDs in clinical environment could be performed

using multiple direct techniques such as magnetic resonance imaging (MRI), com-

puted tomography (CT), ultrasound. MRI, thanks to its non invasiveness, is widely

used by clinicians as a tool for assessing CVDs, monitor their evolution and the

treatment efficacy [6]. Figure 1.5 shows two slices of an MRI scanning of the de-

scending and ascending aorta of an healthy volunteer.

During the last decade technical developments of MRI, allowed access to not

only morphological information on the cardiovascular anatomy but also functional

information, such as blood flow or cardiac perfusion, allowing a more thorough

assessment of CVDs. The introduction of phase contrast MRI (PC-MRI) in the

1980s, allowing only a 2D velocity evaluation, and its development allowing a time-
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resolved (CINE) three dimensional (3D) PC-MRI, which is referred to as 4D Flow

CMR [26], has granted a broad clinical acceptance of this technique as a valuable

resource for the visualization and quantitative evaluation of blood flow in the heart,

aorta and large vessels.

Promising results have been achieved in investigating blood flow patterns in

healthy aorta, allowing the visualization of the sequential development of axial,

helical and retrograde flow [27]. Flow sensitive MRI has been used also to show

the abnormal flow patterns in the descending aorta and a marked helical flow paths

of patients with aortic coarctation [28] or bicuspid aortic valve (Figure 1.6) [6].

Figure 1.6: 4D flow MRI with streamlines, of a patient with bicuspid aortic valve showing
the flow paths in the ascending aorta and post-coarctation segment (adapted
from Stankovic et al. [6]).

Moreover 4D Flow CMR enabled improvements upon the haemodynamic as-

sessment of diseases, allowing to access flow derived metrics such as wall shear

stress (WSS). For example this parameter is potentially related with the occurrence

of CVDs in patients with bicuspid aortic valve, where abnormally high values of

WSS ( 1.96 standard deviation higher than volunteers) on the greater curvature of

the ascending aorta, are associated with tissue remodelling [29]. Pressure gradients

have also been calculated using MR-based three-directional velocity vector fields,

for instance in the aorta [30] and in the left atrium and left ventricle [31].
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Among the other parameters estimated via velocity sensitive MRI there are vol-

umetric flow (cardiac output, valve regurgitation), peak blood velocity (for steno-

sis), patterns and timings of velocity waveforms, and flow and pressure distributions

within heart chambers (abnormal ventricular function) and vessels (pulse-wave ve-

locity, vessel wall disease) [32]. However the limited spatio-temporal resolution

affects the accuracy of the estimate of MRI-based haemodynamic parameters [33].

Firstly in order to understand the limits of 4D Flow CMR, the basis of this

technique will be introduced, and afterwards the limitations of this approach.

1.2.1 Magnetic Resonance Imaging

MRI is a non invasive imaging tool able to provide images of human body. The

main source of MR signals are hydrogen nuclei, abundant in the human body in

form of water and fat. These nuclei are characterised by an intrinsic form of angular

momentum called spin. At room temperature no net magnetic moment is present,

due to the thermal random motion. It is therefore necessary to apply an external

magnetic field.

Hydrogen, in presence of an external magnetic field, has two energy states,±1
2 ,

often referred to as parallel (+) (or spin up) and anti-parallel (−) (or spin down)

with respect to external magnetic field. A transition between these two levels could

happen if there is an absorption or an emission of an electromagnetic radiation with

frequency ω0, so that the resonance condition is met (equation 1.1):

ω0 =
∆E
h̄

=
γ h̄B0

h̄
(1.1)

where ∆E is the energy difference between the two states, h̄ is the Plank con-

stant (6.62607004 · 10−34 kg ·m2 · s−1), γ is the gyromagnetic ratio and B0 is the

main magnetic field.

At body temperature, with a magnetic field of 1.5 Tesla there is one extra spin-

up proton in 106. If we assume a magnetic field B0 to be along the z-axis, the x

and y component of the magnetisation M are zero, since a net magnetisation will be

present only in the z-direction.
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Since at thermal equilibrium the number of spin up is bigger than the number

of spin down , M points along the positive direction of the z-axis. Unfortunately it

is not possible to measure M when it is aligned with the magnetic field B0, since the

magnitude of B0 is substantially bigger than the magnetisation of the spin popula-

tion in that direction. Nevertheless, each magnetic moment vector has a non-zero

transverse component, and coherence in this direction could be achieved applying

a magnetic field B1, perpendicular to the main magnetic field. However, in order to

resonate with the system, the frequency of B1 must be equal to ω0.

B1 is referred to as an radio frequency pulse, since the associated frequency is

in the range of the radio frequency. When an external magnetic field B0 is applied

to a population of magnetic moments, a torque is produced, and M precesses about

B0 at angular frequency ω0, the well known Larmor frequency.

The result of this precession (called forced precession) is that the vector M

is tipped onto the x-y plane, and can be therefore measured. Indeed by placing

RF-receive coils in the x-y plane, the time varying magnetisation vector M induces

a voltage proportional to Mxy. This signal is named free induction decay, since it

decays exponentially as a consequence of the magnetisation relaxation.

1.2.1.1 Encoding information about the position of all the different

spins

By introducing spatial varying magnetic fields, it is possible to spatially encode

the MR signal. In order to do that, gradient coils are used; they produce a linearly

varying magnetic field across the volume to be imaged. The gradient separates spins

according to their positions (figure 1.7) by making their resonance frequency vary

with position.

The data is acquired in the so called k-space (frequency space) and Fourier

transformed in order to obtain the image in the physical space. Usually Fast Fourier

Transform (FFT) is used because of its computational efficiency. The MR sig-

nal could be acquired in a 3D k-space. Nevertheless most techniques reduce the

problem to two dimensions, exploiting a slice selecting gradient (usually in the z-

direction).
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Figure 1.7: Effect of a spatial varying gradient on the resonance frequency. (adapted from
Netter, F. H. (2010). [7])

Figure 1.8: Slice selection process: when a spatial varying gradient Gz is applied, the total
magnetic field experienced by a proton and its resonance frequency depend on
its position zi. The slice thickness ∆z is determined by the amplitude of Gz and
by the bandwidth ∆ω [8].

1.2.1.2 Excite selectively a 2D slice in the object to be imaged

If we apply an RF pulse with a limited range of frequency components at the same

time as a gradient along the z direction Gz, only the nuclei that are resonating with
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the bandwidth of the RF pulse will be excited (figure 1.8).

The central frequency of the RF-pulse and the gradient determines the location

excited: changing the central frequency of the pulse changes the slice position.

Whereas the bandwidth of the pulse regulates the slice thickness, together with the

gradient amplitude Gz.

So far it has been shown how the 3D problem has been simplified to a 2D one,

using the slice selection process. In Cartesian MR imaging the data is acquired

moving in the k-space row by row. In order to do so, after a slice select gradient

(applied on the z-axis), two other gradients are applied in x and y axis.

Firstly a phase encoding gradient is applied on the y-axis: this gradient allows

the trajectory in the k-space to move along the y direction, therefore up and down.

The second gradient, so called readout or frequency encoding gradient is instead

applied on the x-axis, in order to move the trajectory in the x-direction, thus left and

right in the k-space. At the same time of the readout gradient the data is acquired.

1.2.2 Cardiac MRI

Figure 1.9: Visualization of the flow in the aorta using flow estimated by 4D flow MRI
Arterys Inc, San Francisco.

The strong correlation between disturbed flow patterns and the development of

vascular diseases created a huge interest in studying the blood flow in the human

vascular system, and in particular in the heart [25].

MRI is the gold standard method of measuring blood flow in the clinical envi-
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ronment. This sensitivity to flow can be better understood by examining the formu-

lation of the received MRI signal S (t) at time t (Equation 1.2):

S (t) =
∫ ∫ ∫

ρ (r)exp
(
− jγGr · rt

)
dr (1.2)

It can be seen that the rate at which the spins dephase depends on their position (in

3D space) and the amplitude of the gradient waveforms (Gr) at time τ . Therefore,

spins accumulate a phase over time depending on their location, according to the

Equation 1.3:

φ (t) = γ

∫ t

t0
G(τ)r (τ)dτ (1.3)

Performing a Taylor expansion of this equation demonstrates that in fact the phase

of an MR signal is proportional to a spins position, velocity, acceleration, jerk, and

higher orders of motion (Equation 1.4):

φ(t) = γr0

∫ t

t0
G(τ)dτ + γv0

∫ t

t0
G(τ)τdτ + ...+ γ

1
n!

∫ t

t0
G(τ)τndτ =

= γ

(
r0M0 + v0M1 +a0M2 + ...

1
n!

(
dnr
dtn

)
t=0

Mn

) (1.4)

where the nth-order moment of a gradient G, Mn is defined as (Equation 1.5):

Mn =
∫ t

t0
G(τ)τ

ndτ (1.5)

From Equation 1.4 it can be seen that the velocity of a spin is proportional to M1

(Equation 1.6):.

M1 =
∫ t

t0
G(τ)τdτ (1.6)

Velocity can be measured using velocity encoded phase-contrast magnetic res-

onance (PC-MR) imaging. PC MRI can be used for pressure estimation, however

as all measurements are affected by noise, the differentiation of velocity causes a

strong amplification of the velocity noise itself.

4D Flow CMR refers to PC MR with flow-encoding in all three spatial direc-

tions (3D) along the cardiac cycle (+1D), resulting in 4D.
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In order to do so, the phase of the MRI signal is exploited to encode velocity

and acceleration of the blood in the cardiovascular system. Let us rewrite Equation

1.4 up to the second order of n (Equation 1.7):

φ(t) = γ(r0M0 + v0M1 +a0M2 + ...) (1.7)

If we assume no acceleration or higher order motion quantities, this equation be-

comes (Equation 1.8):

φ(t) = γ(r0M0 + v0M1) (1.8)

It is possible to remove the effect of displacement of the spins from the phase of the

signal with an ad-hoc sequence design so that M0 = 0. As a consequence (Equation

1.9):

φ(t) = γv0M1, M0 = 0 (1.9)

From Equation 1.9, it is possible to see that the phase encoded is proportional

to the velocity of the spins. This assertion applies if we neglect the phase offsets

coming from additional sources, such as B0 inhomogeneities, susceptibility effects,

Eddy currents (for details see section 1.2.5). In order to remove these additional

phase offsets two measurements are made, with different first order moment, and

subsequently they are subtracted. This approach enables to remove the background

offsets. The phase difference could be expressed as (Equation 1.10):

∆φ(t) = γv0∆M1 (1.10)

where ∆M1 is the difference between the first order moments of the two measure-

ments. This approach allows to determine the velocity of the spins, and it is called

velocity encoding vENC. A spin that travels at velocity ±vENC will cause a shift in

the phase signal of ±π radians (Equation 1.11):

vENC =
π

γ∆M1
(1.11)

The most common approach is the so called asymmetric encoding In this case one
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measurement is acquired with velocity compensated gradients (M1 = 0, thus vENC =

0) and the other with velocity encoded gradient (desired M1, thus desired vENC).

In order to collect data during in-vivo imaging, usually the acquisition has to

be triggered by means of an electrocardiogram waveform. In cases where triggering

is not possible, the acquisition method is called real-time. With respect to conven-

tional gated MRI, in which the k-space is covered during cardiac cycles thanks to a

trigger, real time sequences do not use any triggering. Therefore they exploit highly

under sampled imaging techniques in order to acquire the k-space in single shots.

The clinical reason for these sequences is to accommodate the needs of ill patients

that could not handle long breath-holding. In fact a single image could be acquired

in less than 100 ms. The main drawbacks of real time PC MRI are the low temporal

and spatial resolutions [34].

1.2.3 Spatial resolution

MRI spatial resolution is defined by the size of the voxels of the image. Usually the

resolution is different in each direction. Therefore voxels are often not cubes. The

size of a voxel is related to the matrix size, the field of view (FOV) and the slice

thickness. Usually the spatial resolution in clinical cardiovascular MRI is 1−2 mm

[35].

The matrix size is given by the number of phase encodings in one direction

and the number of frequency encodings in the other one. Increasing them improves

the spatial resolution. Increasing the frequency encoding step or readout steps is

related to the sampling rate of the scanner, therefore does not affect the duration of

the scanning. Contrarily increasing the phase encoding steps increases accordingly

the time of the acquisition. The FOV is the area scanned during the acquisition,

hence if this is divided by the matrix size, the voxel size is obtained [36].

The depth of the voxel is determined by the slice thickness. Usually this is the

largest dimension of the voxel, due to the fact that the thicker the slice the higher the

signal to noise ratio (SNR). It is usually two or three times larger than the in-plane

encoding direction. Therefore the resolution is quite poor in this direction.

Slice thickness might have a significant impact on flow parameter assessments
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for example when it comes to give an estimate of the jet velocities, since it could

give rise to velocity underestimations [37].

Scanning with high resolution is really important considering that, the lower

the resolution, the higher the partial volume effect [8]. In order to explain this

concept let us consider a voxel that contains the amount fA and fB of two materials

A and B. The MRI signal of the entire voxel Svoxel will be given by the Equation

1.12:

Svoxel = fASA + fBSB (1.12)

where SA and SB are the MRI signals of the tissue A and B respectively. As a

consequence the contrast of the tissue A (or tissue B) is reduced accordingly to

the fraction of the voxel it occupies. Reducing the voxel size reduces the partial

volume effect, since most of the pixel is more likely to be made out of only one

type of tissue.

When it comes to the phase of the signal, the voxel dimension is really im-

portant for a voxel may contain a range of velocities [11]. In fact this voxel could

contain different phase-shifts and as a consequence the signal measured is only an

average of all the single signals in the voxel. Therefore the velocity measured could

be inaccurate [38].

To minimise this error to no more than 10%, it is necessary to have at least four

pixels across the vessel diameter [37].

1.2.4 Temporal resolution

The main features of flow compensated sequences with asymmetric encoding are

the presence of more gradients than usual, and the fact that two acquisitions are

needed, one phase compensated and one with phase encoding. An advantage of

this approach is to reduce flow artefacts. However in comparison with standard

sequences, the additional gradients lead to increased echo and repetition time.

In cardiac MRI, temporal resolution is chosen such that cardiac cycle is cov-

ered by approximately 15−20 time frames. The acquisition consists of at least four

data sets for each directional velocity encoding [8]. Doing so allows to average the
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velocities of each time point of the cycle. Moreover this procedure increases the

SNR. In fact the SNR improves as the square root of the number of acquisitions (if

the noise is un-correlated from one experiment to the next) [8].

A standard sequence normally requires about 15-20 minutes [39], and 8-12

minutes per scan even using a fast sequence [40] (spatial resolution can be im-

proved by increasing the acquisition time). As a consequence, the flow captured is

affected by the physiological beat-to-beat variability of the flow field during the ac-

quisition, that could impair the accuracy of the velocity field encoded. The fact that

the acquisition comes out at a certain interval implies that the exact time of peak

velocity may be missed and the velocity is therefore usually underestimated [41].

1.2.5 Sources of errors in MRI

Together with the resolution limitations, another source of inaccuracy, in the esti-

mate of the velocities through MRI, is given by the intrinsic errors caused by the

physics behind this imaging modality [11]. The major source of errors include

Maxwell terms, gradient field distortions and eddy current effects.

However there are some strategies that could help in reducing them and enable a

more accurate flow quantification.

1.2.5.1 Maxwell Terms

Whenever a magnetic field gradient is switched on, additional unwanted non linear

magnetic field are generated. This results in phase errors and therefore in inaccurate

velocity measurements [42]. It is possible to implement some strategies in order to

correct or reduce these effects. Some of them have to be implemented on the gradi-

ent design, resulting however in longer acquisition. Other corrections are performed

during the post processing on the image itself.

1.2.5.2 Gradient field distortions

Significant image artefacts are caused by the non uniformity of the magnetic field

gradients. These imperfections could cause lots of errors in the estimate of velocity

fields. In fact, any inaccuracy in the gradient strength results in a wrong velocity

encoding [43].
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A substantial improvement in the velocity quantification, could be achieved by cor-

recting the phase acquired with the phase shift caused by the bias field. For instance

a phantom with steady flow could be used to determine this phase shift, that is then

subtracted from the phase of the acquisition of interest. However, this approach is

sometimes non-practical since a bias field estimate has to be done for each scan

in advance. More recent methods exploit statistical approaches or non parametric

automatic algorithms, executed without user interaction [44].

1.2.5.3 Eddy currents

During an MRI acquisition, when magnetic gradients are switched on, the magnetic

flux undergoes variations. Hence some currents, called eddy currents, are induced

in parts of the scanner (e.g. coils) and in the patient [8]. Therefore the desired

gradients strength and duration are altered and, as a consequence, spatially varying

phase errors affect the acquisitions. Subtraction of two acquisitions eliminates shifts

due only to static field inhomogeneities.

However during flow sensitive MRI, different gradients waveforms used for the

subsequent velocity encoding, lead to different eddy current-induced phase shifts.

Therefore phase shifts present in the subtraction image could not be due to the flow

[45].

Corrections for these phase changes are based for example on subtraction of

the estimate of eddy current phase shifts. Usually the region containing static tissue

is used, and a plane (or higher order polynomial ) is fitted to the phase difference

data, and then subtracted from the image.

1.2.6 Impact of 4D Flow CMR limits on the flow descriptors

The limited resolution of 4D Flow CMR has limited its application to the heart [46],

aorta [47] and large arteries [48]. Nevertheless all the aforementioned limitations of

MRI lead to inaccuracies in the reconstructed velocity field, which, in turn, result in

non-conformance with some fluid dynamics principles such as mass conservation

and divergence free velocity fields.

The first one is caused by the fact that errors in the velocity lead to different
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flow rates at different cross sections. In the second case the inaccuracy in the ve-

locity vectors directions could cause some streamlines to stop on the walls of the

region of interest [41].

One of the limits of the 4D Flow CMR sequences is the definition of the ve-

locity encoding (vENC). If vENC is set too high this can cause phase wrapping, if it

is set too low then it results in poor sensitivity to low velocities [46]. This aspect is

very important when velocity fields are used to compute WSS, as in the case when

the velocity gradient in the proximity of the wall is computed. This flaw adds up to

the limited spacial resolution that make these regions highly susceptible to velocity

estimation errors.

To compensate for these inaccuracies cumbersome post processing is neces-

sary [49]. For example B-spline interpolation of the velocity field could provide

continuous velocity and derivatives on the vessel wall; this is the case of the exam-

ple shown in Figure 1.10, where this interpolation is applied to 4D Flow CMR of an

aorta [9]. Another common approach is to assume the velocity on the vessel surface

to be zero, and then apply linear interpolation in the normal direction towards the

centre of the vessel [12].

Even when considering big vessels, such as the aorta, complex flow patterns

may not be captured directly and to be visualized might require post-processing to

allow for a quantitative assessment of flow features [50].

Markl et al. [51] showed also problems with the reproducibility of flow and

wall shear stress using flow sensitive MRI in the aorta. In particular they point out

that the correct estimation of absolute WSS might be problematic and that only the

relative distribution of wall-related parameters might be reliable. These inaccura-

cies originate partly from the low or zero velocity components missed or added due

to segmentation errors, but also from the calculation of the local velocity derivative

at the vessel lumen boundary.

Also flow paths are susceptible to 4D Flow CMR limitations. In fact Hope et al.

[52] used 4D Flow CMR to assess the flow patterns characterizing ascending aortic

aneurysms. This study shows how the flow in patients with aneurysms was char-
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Figure 1.10: (a) Segmentation of the lumen of 4D Flow CMR data of an aorta, and corre-
sponding velocity map ; (b) B-spline interpolation of the measured velocities,
used to derive continuous flow velocities and velocity derivatives along the
segmentation contour (adapted from A.F. Stalder et al. [9]).

acterized by larger helices and long lasting retro-grade flow. Moreover an increase

in the average velocity between the ascending and descending aorta characterized

the aneurysm patients compared to the volunteers. However the limited spatial and

temporal resolution of the 4D Flow CMR sequence limited a correct estimation of

flow patterns at shorter time scales and therefore impacted the measurements of

peak systolic velocities.

These limitations are evident when MRI measurements are compared with

MRI-derived computational models, as it will be shown later on. Due to these

limitations, 4D Flow CMR is not yet extensively used in common practice as an

alternative to conventional MRI or echocardiogram to assess blood flow, though

many exploratory studies are being carried out, showing the great potential of the

technique [53].

1.3 Cardiovascular Computational Fluid Dynamics
Computational Fluid Dynamics (CFD) consists in solving numerically the fluid dy-

namics governing equations in a specified geometry and with certain boundary con-
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Figure 1.11: Visualization of the flow patterns of a patient specific CFD model of the aortic
arch.

ditions. This approach provides arbitrarily high spatial and temporal resolution and

the possibility of estimating all the quantities without recurring to averaging or in-

terpolation, typical in experimental methods. In the figure 1.11 the blood flow in

the aortic arch in late systole, computed by a CFD patient specific model, is shown

using streamlines. In this chapter we will illustrate briefly the principles of fluid

dynamics and the methods used in CFD.

1.3.1 Fluid Dynamics

“Fluid dynamics concerns itself with the study of the motion of fluids. The phe-

nomena considered in fluid dynamics are macroscopic, therefore we will regard to

fluid as continuous medium.” [54]

This means that any small volume considered in the fluid is considered to be

large enough that it still contains a great number of molecules. The study of fluid

dynamics is based on three laws of conservation: the conservation of mass, mo-

mentum and energy. Under the assumption of incompressible flow and constant

viscosity, using the conservation laws, we could write the the Navier-Stokes (NS)

equations 3.1:

ρ

(
∂v
∂ t

+ v ·∇v
)
=−∇p+µ

(
∇

2v
)
+ f (1.13)

∇ · v = 0 (1.14)

where v = (u,v,w) is the velocity vector, u, v and w are the velocity components in
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the x, y and z directions respectively, ρ and µ are the density and the viscosity of

the fluid respectively, f = ( fx, fy, fz) is the body force and p is the pressure.

The NS equations are four non linear partial differential equations. There are

few cases in which analytical solutions exist: numerical methods are needed in order

to solve real-world problems. To do this, the NS equations have to be transformed

into discrete algebraic equations. After defining the geometry of the system, its

mesh, and the boundary conditions, these equations are solved in each mesh element

associated with the fluid.

There are a number of methods used to discretise NS equations. The most

used approaches are the finite volume and the finite difference methods [55]. In

this research project, ANSYS CFX (version 18.0, ANSYS Inc. Cannonsburg PA,

USA) is the software used to solve the computational fluid dynamic problems and

it is based on the finite volume method.

In this approach, the fluid domain is divided in control volumes, and nodes

are placed between control volume boundaries. The control volume could take any

shape, therefore the mesh shape is more flexible. However this flexibility could lead

to some errors if it is not adequately chosen. The principle of mass conservation is

applied. Therefore the flux leaving a control volume is equal to the flux entering it.

Together with the geometry, also the boundary conditions of the geometry have

to be defined. These features define where the flow is entering the system, where

the flow goes out, the features of the boundaries, and the sets of fluid dynamic

quantities defining the flow (e.g. velocities, pressures, flow rate). The choice of

boundary conditions affect strongly the outcome of the simulation [56].

1.3.1.1 Turbulence models

In the laminar regime, flow follows the equations of continuity and momentum

conservation. In this case, the inertia forces are smaller than the viscous forces,

and disturbances are dissipated away granting the flow to be laminar. When the

inertia forces grow, the disturbances are amplified and the flow regime starts getting

turbulent [57].

In turbulent conditions the fluctuations of flow properties such as velocity, are
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completely random. If we consider a flow in turbulent regime, its velocity u(t) in

a fixed point in space, could be expressed as u(t) = u+ u′(t), where u is the time

average of the velocity, and u′(t) is the fluctuating component. This description

applies to all the flow quantities.

This suggests that in order to describe a turbulent system and therefore take

into account flow quantities fluctuations, the governing equations 3.1 need to be

modified in order to be resolved in a reasonable amount of computational time.

The average form of NS equations is called Reynolds Averaged Navier Stokes

Equations (RANS). If we consider a 2D case, these equations would be similar to

the NS equations, except for the presence of the terms u′u′, u′v′ and v′v′, which will

constitute three additional unknowns (in 3D we will have 9 additional unknowns).

These terms are called Reynolds stresses.

There are different approaches in order to resolve these equations [58]. How-

ever this topic goes beyond the scope of this work.

1.3.1.2 Wall Shear Stress

Shear stress is the resistance of the fluid to the shear forces. As a consequence, a

fluid at rest is not subject to shear stresses, whereas shear stresses are developed

when the fluid is in motion, and the particles of the fluid have different velocities

causing the fluid to deform.

For solids the shear stress τ is a function of the shear strain γ , while for the

fluid is a function of the rate of shear strain dγ/dt. For Newtonian fluids the relation

between shear stress and rate of strain is expressed by the Newton’s Law of viscosity

1.15:

τ = µ
dγ

dt
(1.15)

For an incompressible Newtonian fluid, to calculate the shear stress, the stress

tensor σ needs to be taken into account. In 3D cartesian coordinate σ is given by



1.3. Cardiovascular Computational Fluid Dynamics 52

Equation 1.3.1.2:

σ =−


p 0 0

0 p 0

0 0 p
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∂ z 2∂w

∂ z


(1.16)

To calculate the stress at a surface we need to compute σ ·n, which is a vector, and

its viscous component in the tangential direction of the surface is the WSS. WSS is

one of the most important markers in cardiovascular science [59], and in particular

in atherosclerosis as it will be discussed in chapter 6.

1.3.2 Cardiovascular CFD

In the last two decades CFD has been proven to be a powerful tools to study flow

patterns in various anatomical regions and cardiovascular conditions such as the

heart [31], intra-cranial aneurysms [11, 60] , the thoracic aorta [61, 62, 33], and the

carotid bifurcation [43, 63, 64] in vitro or in vivo.

Indeed CFD predictions have so far proven to be reliable, showing good qual-

itative agreement with experimental techniques such as PC-MRI [63, 62, 33, 11].

Furthermore CFD models enable investigation of flow fields at a temporal and

spatial resolution unachievable by any medical imaging methodology. Thanks to

this, some quantities such as pressure [31, 43] and wall shear stress (WSS) [63, 60]

maps are accessible in a detailed and non-invasive way.

Moreover CFD models are a vital resource also for device design, such as

stents [65], in order to estimate the WSS perturbation induced by the stent itself,

and heart valves [66], in order to have insight into their thrombogenic potential.

In clinical applications, CFD models are constructed following a standard

pipeline, which could be summarized as follow:

1. geometry: a range of imaging technique could be used to provide the geom-
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etry of the system. Afterwards using reconstruction and segmentation tech-

niques the medical images are converted into in silico geometric models.

2. mesh: in order to discretise the geometrical domain, a number of elements

or cells are used to produce a mesh. The accuracy of the solution is condi-

tioned by the refinement of the mesh. A good compromise enables to capture

important features of the fluid dynamic and to have reasonable computational

time.

3. boundary conditions: given that it is impossible to model the entire car-

diovascular system, the region of interest needs an inlet and an outlet, and

must be characterised from a physiological perspective. Quantities such as

velocity, pressure and flow rate are usually used for this purpose. Together

with them, the walls, enclosing the domain, and the fluid properties must be

embedded in the model.

4. simulation: when the fluid and the domain properties are defined a CFD

simulation could be launched.

5. results and validation: the data obtained from the simulation must be anal-

ysed and validated against literature or with experiments.

The CFD model prediction accuracy is determined by the model design and the

input data. The resolution of medical devices is improving the quality of the exper-

imental data, but the models’ parametrisation of physiological quantities is still a

challenge, since lots of assumptions and simplifications have to be done in order to

have computationally feasible models.

1.3.2.1 CFD MRI coupling

Within the various imaging modality used for retrieving geometry and model pa-

rameters, MRI is getting more and more used in cardiovascular science because of

its appealing features (non invasiveness, operator independence, flow sensitivity).

As described before PC MRI, and in particular 4D Flow CMR, produces two

types of information: the signal intensity, that used for building the geometry of the
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anatomical area of interest, and the phase of the signal, that is used for retrieving

the velocity field.

In order to retrieve the geometry the intensity of the signal has to be segmented.

Afterwards the 3D model is obtained using image processing tools. For example

when dealing with vessels, after segmenting the lumen, a surface (e.g. B-spline

surface [41], least square cubic spline [64] ) is fitted to the sections to obtain a 3D

model. Afterwards some smoothing algorithms are applied to the surface.

The vessel walls are usually modelled as rigid [64, 63, 11, 41, 10, 12], be-

cause in most cases the vessel compliance is within the MRI pixel dimension, or its

a reasonable approximation considering the advantage from a computational cost

perspective. However the wall properties must be chosen accordingly to the proper-

ties of the region of interest; for example aneurysmal blood vessels lack elastin and

therefore the compliance is really small [11] and therefore the rigid approximation

is reasonable. However in some anatomical regions, such as coronary arteries and

cerebral aneurysm, it might be more appropriate to model the wall as compliant as

this could make an impact on the fluid dynamic description [67, 68].

After meshing the surface, and modelling the wall of the region of interest,

the inflow and outflow boundary conditions are set. In this case there are many

different ways to approach the problem. These could be summarised in three main

categories:

• uniform velocity profile: in this case the velocity profile is constant in the

cross section for a given instant of time. In order to use this approach an

extended length of the vessel is assumed in order to match the flow values

measured in vivo [11, 56, 69];

• fully developed flow: a parabolic velocity profile is imposed at the inlet in

order to match the measured flow-rate [41, 70];

• imaging fitted profile: the experimental velocity profile is used at the inlet,

after being interpolated onto the mesh [62, 10, 71].

There is no standard way to set the inflow condition, however the main fact is that
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MRI could not provide accurate flow rate measurements: in particular in order to

use these flow rates as boundary condition for a transient model, they have to be

correct at every time step. This incorrectness does not allow to use flow rate as

outlet boundary condition [64], since it will not lead to mass conservation [12]. A

common practice is to adjust them in order to do so [72].

The most common way for selecting the outlet boundary condition are zero

pressure outlet or traction-free boundary condition [63, 10]. However, when it

comes to model blood flow in anatomical regions, zero pressure outlet models the

situation in which the vessel is exposed to atmospheric pressure. This approach

leads to inaccurate results, when considering compliant vessel or compressible fluid,

since it ignores the changes of pressure and the flow rate by wave-reflection from

the downstream vessels [73]. As a consequence in some works measured pressure

is used as the outlet boundary condition [69, 56].

Generally in cardiovascular applications blood flow is assumed incompress-

ible [41, 53, 10, 62, 11]. Even though it is well known that blood exhibits non-

Newtonian behaviour, this feature mainly affects flow in small vessels and capil-

laries, and therefore Newtonian fluid model is generally assumed in large vessel

[74].

1.3.3 CFD and PC MRI: results comparison

A good way of evaluating the outcome of MRI and MRI-derived CFD models is to

compare their results. If we consider their outcome from a qualitative point of view,

in the literature there is good qualitative agreement between the two techniques

[10, 11, 12, 69], however there are substantial differences from a quantitative per-

spective.

Cebral et al. [10] assessed the performances of 4D Flow CMR and CFD

through studying the haemodynamics in normal cerebral arteries. In these vessels,

hemodynamics plays a central role in the understanding of the underlying mecha-

nisms of initiation and progression of cerebrovascular diseases, e.g. strokes, in the

majority of the case caused by the rupture of a cerebral aneurysm. In Figure 1.12

the flow patterns at systole in the cerebral arteries of a subject studied with MRI
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Figure 1.12: Blood-flow patterns at peak systole in the major cerebral arteries of a subject
obtained by MRI data and CFD model (adapted from Cebral et al. [10]).

and CFD are shown. Qualitatively, the major flow structures, the swirling flows

and the flow direction show a very good agreement. However from a quantitative

perspective a number of differences arise: (1) the velocity magnitude is higher in

CFD model with respect to MRI, (2) PC MRI is not capable of capturing accurately

secondary flows (as a result MRI derived flow results are more laminar) and recir-

culation , which on the contrary are clearly visible in the CFD model, (3) the flow

fields in PC-MRI are not divergence free.

In particular CFD models yield to a velocity that is from 5 to 50 % higher with

respect to PC MRI; this difference is larger as the arteries become smaller, as a con-

sequence of the low signal and the limited resolution of the MRI. Contrarily CFD,

thanks to the very fine mesh that can be used in areas characterized by strong veloc-

ity gradients, allows to capture more detailed features of the flow such as secondary

flows or recirculation regions [41].

Another limitation of PC MRI arises when haemodynamic parameters such as

WSS have to be estimated: in fact this would require interpolation or fitting of the

measured flow field, which would likely lead to a poor estimation of this parameter

which is essential for lots of applications.

In this context Boussel et al. [11] used CFD and flow sensitive MRI to study

intracranial aneurysms, assessing among other fluid dynamic parameters, WSS. In

Figure 1.13 the WSS maps in systole in the cerebral aneurysm of a subject studied
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CFD PC-MRI

Figure 1.13: Wall shear stress (WSS) in a patient aneurysm in systolic phase computed
with CFD (on the left) and PC-MRI (on the right) (adapted from Boussel et
al. [11]).

with PC-MRI and CFD are shown. It is quite clear that even though there is a good

visual agreement, from a quantitative perspective WSS calculated from MRI data

results in an overestimation, particularly in area of high shear. As previously pointed

out the main causes leading to these differences are the partial volume effect and

the temporal averaging, characterizing MRI. Partial volume effect is predominant

when considering flow in the proximity of the wall, since in these cases a single

voxel might contain a broad distribution of velocities.

Differences in the haemodynamic descriptors between CFD and 4D Flow CMR

were found also in larger vessels [12]. The purpose of Miyazaki et al. 2017 study,

which was performed on a healthy adult and a child with a double-aortic arch, was

to validate CFD using 4D Flow CMR. In Figure 1.14 the streamlines and the in-

plane velocity maps computed with a laminar CFD model and measured with 4D

Flow CMR are shown for the healthy adult aorta. This study once again shows how

the velocity distributions comparison highlights the discrepancies between the two

techniques, from a quantitative as well as qualitative perspective. On the other hand

CFD models are based on assumptions and impose simplifications which could im-

pact the computed flow, and that could surely contribute to the differences between

computational models and experimental results.
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Figure 1.14: Streamlines and in-plane velocity distributions in one plane of the systolic
peak in the healthy adult aorta measured with PC-MRI and Laminar CFD
model (adapted from Miyazaki et al. [12]).

Figure 1.15: Localized Normalized Helicity at late systole in a patient specific aorta CFD
model with full (3D) and axial (1D) blood velocity field prescribed as inlet
boundary condition (adapted from Morbiducci et al. [13]).

For example Morbiducci et al. [13] highlight how the choice of the inlet bound-

ary conditions can influence the entire numerical solution, showing in particular, the

effect on the aorta haemodynamic. Figure 1.15 shows the impact on the CFD mod-
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els outcome when assuming as inlet boundary condition the full 3D velocity field

and the axial one, when considering in the helicity of the flow. The parameter used

(Localized Normalized Helicity LNH) shows the isosurfaces of aligned/opposed

velocity and vorticity vector fields and its positive and negative values indicate

counter-rotating flow structures. This study highlights how the incorporation of in

vivo measured velocity profiles could be a necessary step in the pipeline for subject-

specific analysis of the aorta haemodynamics. It shows in fact how the assumption

on the shape of the inlet velocity profile affects the topology of the bulk flow in the

aorta, as a consequence of the flattening of the helical patterns in the flow when

in-plane velocity components at the inlet are not taken into account.

Despite all its limitations, PC-MRI could provide realistic quantification of the

main blood-flow structures [10] useful from a clinical perspective, but also to build

computational model; CFD models on the other side could give access to high reso-

lution flow fields, even though requiring necessary simplifications and assumptions

that could impact the haemodynamic description.

A way to quantify the differences between the two methodologies is to have an

high resolution reference field accessible experimentally.

1.4 Particle Image Velocimetry

1.4.1 Principle

Particle Image Velocimetry (PIV) is an in-vitro experimental technique that enables

high resolution measurement of velocity fields. In order to understand the physics

behind it, let us consider the experimental apparatus (Figure 1.16). As the name

PIV implies, particles have to be added to the fluid in order to image the velocity

field. In order for the seeding to do not affect the flow features, the particles have to

be small enough to follow the flow. On the other hand they have to be big enough

to scatter the light of the laser, used to illuminate the particles.

In order to have high frame rate PIV, high repetition rate diode-pumped lasers

(e.g. Nd:YAG laser) need to be used. In order for the laser to penetrate the working

fluid and the phantom without refraction, the fluid and the material of the phan-
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Figure 1.16: A 2D PIV experimental apparatus.

tom must have the same refractive index. This requirement strongly conditions the

choice of the material of the phantom to be imaged as well as the working fluid.

The light scattered by the particles has to be recorded by means of an high

quality camera/s. CMOS cameras operate at 1000 frames per second and they

allow high-speed PIV (time resolution in the µs). The 2D PIV makes use of only

one camera, allowing only in-plane velocity components measurements.

There are more complex PIV system, such as Stereoscopic and Tomographic

PIV that make use of more cameras. In these cases however an accurate triangula-

tion between the cameras used is needed [75]. Moreover the reconstruction process

is quite demanding since multiple pairs of 2D images of the same instant of the

cycle have to be processed in order to retrieve a 3D velocity map [76].

The velocity field is computed from the frames recorded, via post-processing.

In particular, the field of view is divided in interrogation areas, and the displacement

of the particles is determined for each interrogation area from the paired frames.

The spatial resolution is related to this quantity. In fact it determines the number of

independent velocity vectors that could be imaged, given the spatial resolution of

the camera sensor.

In order to work, the laser and the camera need to be synchronized and trig-

gered with the pump that is producing the flow. To study the flow in a precise instant

of time of a pump cycle, in order to improve the SNR, multiple image pairs have to
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be recorded. This type of PIV is called phase resolved, and it is the one used in this

study. Thus, a quantity that plays an important role is the trigger delay. This is the

time delay between the start of the pump cycle and the instant of time in the pump

cycle that we want to study.

Another crucial parameter is the time interval between the firing of the two

laser pulses, that enables to record the images at time t and t ′. This time delay must

be long enough to allow the imaging of the displacement of the particles, and short

enough to avoid particles leaving the interrogation plane between the subsequent

illuminations.

Apart from the great spatial and temporal resolution, PIV presents other ad-

vantages [77]:

• Non-intrusive velocity measurements: since PIV is a purely optical tech-

nique, it does not employ any probes that could disturb the flow.

• Whole field technique: PIV allows to record image of large portion of the

flow to be studied.

The main drawbacks of 2D PIV could be summarized in [78]:

• Particle choice: the seeding, as said before, could affect the properties of the

the flow. For instance, if the density of the particles used is not the same as

the fluid they will not follow the fluid. The same will happen if they are too

big.

• Only 2D velocity components: the out of plane component of the velocity is

not accessible.

• Averaged velocity field: in phase resolved PIV, the velocity field of an instant

of time is the result of cross correlated image pairs. The cross correlation

process leads to an average spatial representation of the velocity field.

• Homogeneous displacement assumption in PIV is assumed that the dis-

placement of the particles, used for the seeding, is homogeneous in the in-

terrogation areas. This assumption does not always apply and the correlation
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function is affected by out of plane velocity components and spacial velocity

gradients.

• Mismatch of the refractive index: a slight mismatch in the refractive in-

dex between the model and the fluid could cause light refraction and optical

distortion.

• Misalignment of the laser: if the laser sheet is not coplanar with the flow,

the velocity field estimation is inaccurate.

1.4.2 PIV in cardiovascular imaging as a validation tool

The use of PIV in medical imaging has mainly the purpose of validation; the

measured high resolution flow field is used as reference for computational mod-

els of aneurysms [79, 80], carotid arterys [78], aortic valves [81, 82], total cavo-

pulmonary connection [14], or device implantation such us stents [83]. With the

same purpose, PIV has been used also to validate MRI sequences [15, 84].

Figure 1.17: In-plane velocity estimated by a laminar CFD mode and measured with PIV
in two planes of a TCPC model (adapted from Pekkan et al. [14]).

Raschi et al. [80] investigated haemodynamics in a model of cerebral

aneurysm. Their objective was to investigate whether experimental and compu-
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tational models derived from computed tomography angiography of the aneurysm

would lead to a consistent fluid dynamics description. This study showed how the

CFD and PIV techniques yielded consistent flow patterns; nevertheless some differ-

ence in magnitude were observed. The main difference in the velocity magnitude

was close to the wall where the PIV led to smaller velocities (Figure 1.17). This

was likely due to the experimental error. In general, CFD yielded higher velocity

magnitudes, and the source of this discrepancy was attributed to an imperfect match

of the CFD model boundary conditions.

Pekkan et al. [14] used PIV to assess the prediction capability of a CFD model

by studying the total cavo-pulmonary connection in steady flow condition. In this

study CFD and PIV showed a remarkable agreement, especially considering the

complexity of the anatomical region studied. The CFD velocities resulted however

systematically lower (max 15%) with respect to the one measured by PIV. This

discrepancy may be explained by the unpolished interior model surfaces that could

have introduced a background noise effect.

A quantitative comparison of high resolution 3D PC-MRI, PIV and CFD was

carried out by Van Ooji et al. [15] by assessing the flow of a real-size patient-

specific phantom of an intra-cranial aneurysm. Also this study confirmed that good

qualitative and quantitative agreement exists between PC-MRI measurements, CFD

simulations and PIV measurements of flow patterns, on steady and pulsatile con-

ditions. However the difference between CFD simulations and PC-MRI measure-

ments (RMSE = 4–5 %) was smaller than that between PIV and PC-MRI mea-

surements (10–12 %). In Figure 1.18 the velocity vectors computed with CFD and

measured with MRI and PIV in a slice of the aneurysm in the steady experiment are

shown. However these findings need to be interpreted taking into account a study

limitations: a different fluid was used in the PIV experiment and in the PC-MRI

measurement and a scaling of the results measured with PIV was then necessary,

which may have introduced bias. Moreover in this study a PC-MRI sequence with

a resolution of 0.2 × 0.33 × 0.2 mm3 was used; in clinical practice the resolution is

at least 5 times lower, raising an issue on the fundamental question about the ability
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Figure 1.18: Velocity fields for steady measurement in the cerebral aneurysm. (a) MRI
and (b ) particle image velocimetry (PIV) velocity vectors; (d) MRI and (e)
computational fluid dynamics (CFD) in plane velocity vectors images in the
slice indicated by the red arrow in the top row (adapted from Van Ooji et al.
[15].

of the clinical used PC-MRI to correctly measure flow features in a reasonable scan

time.
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1.5 Data driven computational approaches

The knowledge of 3D flow fields in the cardiovascular system, as mentioned, has

provided new insights in the understanding of CVDs diagnosis and progression.

Besides the velocity values and paths, also pressure changes in segments of the car-

diovascular system is a critical parameter for diagnosis and treatment planning in

many cardiovascular diseases, such as aortic valve stenosis [85] and aortic coarcta-

tion [86]. Flow fields measured with PC-MRI could be used to calculate pressure

gradients. In particular Ebbers et al. [87] used the pressure Poisson equation using a

multigrid-based solver, which works directly on the domain defined by the specific

region of interest, obtaining very good results validated in silico, in vitro, and in

vivo in the aorta.

A similar approach, based on finite elements, is the one suggested by Krittian

et al. [88], that allows this method to be less sensitive to the boundary conditions.

Moreover the proposed methodology allows to build an automatic mesh based on

the MR data as well as a mesh with modified element size to interpolate the experi-

mental data.

The limit of this approach lies in the decreasing accuracy when considering

narrow flows and in the fact that the higher resolution is achieved via interpolation

[89].

In a recent work, Marlevi et al. [90] suggested another interesting approach,

exploiting imaging data to enable a more accurate estimate of pressure, by using a

virtual work energy. This technique demonstrated the capability of estimating in-

vivo relative pressure throughout the cardiac cycle, with an high accuracy and in the

aortic coarctation scenario.

However the flaw of these methodologies is that they allow only to obtain the

pressure estimate, and do not improve in any way the blood flow field computa-

tion. Moreover relying only on 4D Flow MRI data they carry the inaccuracy of the

measured flow and therefore its limited resolution.

An approach that would allow to make use of the experimental data but at the

same time rely on the accuracy of the CFD in reconstructing the flow was proposed
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by Szmyds et al. [91] in which computational methods and experimental techniques

were merged together. In particular, their method allowed to pool sparse computa-

tional and experimental data to create a composite dataset and alleviate experimen-

tal uncertainties and theoretical constraints in the simulations. This approach was

applied to thermofluid phenomena (e.g. convective heat transfer), but little is known

about how the CFD and experimental data interact in this framework.

This concept – data assimilation – has become a common approach in atmo-

spheric flow simulations for weather forecasting, where CFD results are ‘corrected’

by measured data at some sampling locations in the flow domain [92].

Hayase et al. [93] introduced this concept for the first time in biomedical fluid

dynamic problems. The approach is based on the introduction of a body force in

CFD which acts as a feedback term proportional to the difference between exper-

imental and computational measurements, such that the experimentally-measured

flow patterns are reflected in the computed ones, that strictly follow fluid dynamic

principles.

These concepts have been applied to ultrasonic colour Doppler measurements

of the aortic flow [94] and to 4D Flow CMR of a cerebral aneurysm [95], suc-

cessfully leading to improved accuracy and resolution of the blood flow parameters

which could provide a more accurate diagnosis. The approach has been tested on

small regions of interest using 4D Flow CMR data, without consideration of errors

in PC MRI measurement, nor a validation of the reconstructed flow field.

Recently, Rispoli et al. [96] used a similar approach to CFD simulations of

the blood flow of the carotid bifurcation using PC MRI. In this study, however,

the mesh had to be uniform and therefore did not ensure the flexibility required by

typical cardiovascular problems, in which a refined mesh is necessary in proximity

of the walls.

Therefore a more flexible approach that would allow an integration of CFD

and 4D Flow CMR data is needed: in particular a method implemented in commer-

cial software, that would allow (1) to improve the resolution of the 4D Flow CMR

velocity field, (2) to compute other important cardiovascular parameters (e.g. WSS,
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pressure) (3) a user defined mesh. This would made the methodology applicable in

a wider range of scenarios and would allow to compute all the markers of interest

with high accuracy. Moreover a validation of this approach with an high resolution

reference field would allow to understand how the coupling could be performed and

the limitation in the current use of MRI data or computational model independently.

1.6 Summary of the first chapter
Let us briefly recapitulate the main points of the first chapter. In clinical practice,

and in particular in cardiovascular diagnostics, 4D Flow CMR is a most insightful

technique since it enables to measure blood flow and to retrieve CVDs biomarkers.

MRI is non-invasive, it does not use ionizing radiation, it is comparatively operator

independent, and enables to access flow characteristics. However due to its limited

spatial and temporal resolution and the experimental noise, the parameters retrieved

with this imaging modality are susceptible to errors. Another technique, widely

used in engineering, is CFD. It allows to solve fluid dynamic equations in user de-

fined geometries and boundary conditions; contrarily to 4D Flow CMR, it provides

high spatial and temporal resolution. These advantages have made it suitable for

biomedical applications, in particular in cardiovascular fluid dynamics, where it

is used in combination with experimental imaging modalities, and in particular 4D

Flow CMR. In this case both the geometry and the boundary conditions are retrieved

from the 4D Flow CMR data and embedded in CFD models.
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Aim and Objectives

The aim of this work is to integrate 4D Flow CMR and CFD using the interaction

of their velocity fields over all the domains of interest, rather than using the first

one only as a boundary conditions source. In order to do this, firstly a clear idea

of the limitations of the two methodologies is needed and also the quality of this

coupling has to be assessed. A third modality, the PIV, was then considered to fulfil

the aforementioned objectives. This technique is characterized by high spatial and

temporal resolutions and could be used as a reference velocity field.

The first objective of this work was then to prove the feasibility of the sug-

gested methodology. In particular a numerical application was carried out in a 2D

pipe in order to understand the behaviour of the parameters of EMRI, and the conse-

quences of the introduction of an external force in the system from a fluid dynamic

perspective. Afterwards the methodology was tested on a 2D portion of a patient

specific descending aorta to test the feasibility of EMRI with real 4D Flow CMR

data.

The second objective of the presented research was to create an experimen-

tal set-up that would allow to assess the performances of EMRI and highlight the

limitation of CFD model and 4D Flow CMR. To do so the velocity field measured

with 4D Flow CMR, and computed with CFD and EMRI, were compared to the

one obtained by 2D PIV. As a consequence the experimental set-up had to be MRI-

compatible (i.e. all the equipments used have to be non-magnetic, so that they

could be placed safely inside an MRI imaging room) and at the same time PIV-



69

compatible (i.e. the phantom to be imaged should have the same refractive index

of the fluid used).

The third objective of this study was to show some applications of EMRI.

Blood flow in a patient specific human aorta was studied, using a clinical 4D Flow

CMR sequence. Finally EMRI was applied to study the WSS distribution in a

carotid bifurcation phantom, and the flow-dependent temperature distribution in or-

der to investigate temperature heterogeneities in athero-prone vessels.



Chapter 3

EMRI framework and preliminary

testing

In this chapter the general framework of EMRI will be presented together with a

numerical verification and a 2D application to 4D Flow CMR data. The results

presented in this chapter have been published in the ASME Journal of Engineering

and Science in Medical Diagnostics and Therapy [3].

3.1 EMRI framework

In this work, CFD is used in combination with 4D Flow CMR to enhance the res-

olution of the MRI and alleviate the modelling limitations of the CFD. We called

our approach Enhanced magnetic resonance imaging (EMRI). The concept is

applied, for the first time, to a body-fitted mesh and using a commercial CFD soft-

ware.

The concept of EMRI (Figure 3.1) is CFD with correction of its velocities in refer-

ence to the velocity field acquired from 4D Flow CMR.

Therefore, the governing equations are the incompressible 3D Navier-Stokes

equations:

ρ

(
∂v
∂ t

+ v ·∇v
)
=−∇p+µ

(
∇

2v
)
+ f (3.1)

∇ · v = 0 (3.2)



3.1. EMRI framework 71

• High resolution

• Physically correct

EMRI Velocity field 

Boundary conditions

Body force

4D Flow CMRI

Magnitude Geometry

Segmentation

Phase MRI Velocity field 

 
𝜌

𝜕  𝑣

𝜕𝑡
+  𝑣 ∙ ∇  𝑣 = −∇𝑝 + 𝜇∇2  𝑣 +  𝑓

∇ ∙  𝑣 = 0

EMRI algorithm

Figure 3.1: Diagram showing the EMRI workflow.

where~v, p, ρ and µ are the velocity, the pressure, the density and the viscosity

of the fluid, respectively. The body force ~f is used to enable the incorporation of

the experimentally-acquired velocity~vexp in CFD:

~f = K · (~vexp−~v) (3.3)

where, K is the gain in this proportional external force and is expressed as follows:

K = k
(

ρU
L

)
(3.4)

where k is a dimensionless constant, and U and L are the characteristic velocity and

length of the system studied (chosen at the inlet).

The ‘correction force’ ~f is updated at every convergence iteration within one

time step, allowing the velocity field computed to converge towards the experimen-

tal velocities.

If k is kept constant across the computational domain and over a simulation, the

strength of the force is varied only by the discrepancy between the computational

and experimental velocity. Otherwise, k would be the coefficient weighting the
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velocity difference.

The correction force becomes closer to zero when the weighted difference between

the experimental velocities and the CFD derived ones reduces, and the fluid dynamic

description of the measurement better approaches the theoretical solution of the

Navier-Stokes Equations.

3.1.1 Computational aspects

In this study, steady state approximations were adopted, assuming that the flows in

the different instants of the cardiac cycle can be computed independently.

The simulations were conducted using a commercial computational fluid dynamic

solver ANSYS CFX. The governing equations were discretized in space using an

element-based finite volume method, where volume and surface integrations are

performed at the Gaussian integration points on each element/face using tri-linear

shape function, interpolating nodal values of velocity and pressure in 3D within

each element.

The linearised system by the spatial discretization was then solved with an algebraic

multi-grid solver. The convergence was evaluated based on the root mean square

(RMS) of the residuals of the governing equations. The convergence criterion was

set to 10−6.

Computations were conducted using 5 cores on a standard desktop workstations

(Intel Core i7 6700K 4GHz, 16GB RAM, 8 cores).

3.2 Numerical verification

In order to assess the feasibility and the accuracy of EMRI, a series of numerical ex-

periments were designed. In particular the flow in a 2D channel (width dx = 0.0025

m and length dy = 0.030 m) was studied (Figure 3.2), which has the advantage of

having an analytical solution, the known parabolic velocity profile (equation 3.5):

vy =
3
2
(vinlet)y

(
1−
(

2x
d

)2
)

(3.5)
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where d is the width of the channel, vy is the velocity in the y direction, and vinlet is

the axial velocity at the inlet of the channel.

The main point of examination was the analysis of the behaviour of the devel-

opment of flow along the channel. This would normally require a distance equal to

the entry length if started from a flat velocity profile; in this case a fully-developed

profile was enforced by the EMRI scheme, aiming to ‘accelerate’ the flow develop-

ment. This approach will allow the understanding of the application of EMRI to 4D

Flow CMR data, where the experimental data are enforced in the domain of interest

with the intent of having a developed flow without extending the physical domain

to have a fully-developed profile.

The theoretical velocity profile (equation 3.5) was sampled using different

grids (Table 3.1) and these values, which for consistency will be indicated with

vexp, were then used by the EMRI scheme.

The fluid was modelled as blood, assuming it to be incompressible and New-

tonian, with its density and viscosity set to 1060 kg ·m−3 and 0.004 Pa · s. The flow

was assumed laminar.

At the inlet a flat velocity profile with vinlet = 0.2 m · s−1 was imposed, whilst

at the outlet constant pressure was used. The channel’s walls were assumed rigid

and no-slip boundary condition was applied.

The entry length is given by (equation 3.6):

L = 0.05
ρvyd2

µ
= 0.01655m (3.6)

The sensitivity of the computational outcome of EMRI for the application of

this method in real scenarios, was assessed by studying the following parameters:

1. number of sampling data points across the channel width at which vexp is

given;

2. k, the constant in the body force.

3. enhancement in presence of noise;
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4. temporal persistence of the enhancement;

A mesh convergence test was performed (see Appendix A.1) to select the most

suitable discretization, considering the value of velocity on the longitudinal axis of

the channel, and considering 1% change as threshold. However given the objective

of this study, the mesh chosen was the most refined one, characterized by 72717

quad elements (Figure 3.2).

a)                     b)

x

y

Figure 3.2: Quad mesh of the 2D channel.

3.2.1 Enhancement with different sampling grids

In the first test the computational method was performed using 4 different grids

of sampling points (Table 3.1) where ~vexp was given by Equation 3.5 at a uniform

spatial interval. The velocities computed using the EMRI scheme via the correction

force ~f with k = 1, were compared at y = 0.003 m (non-developed flow region),

together with the kinetic energy of the system, evaluated as (equation 3.7):

Ekin = ρ
v2

2
. (3.7)

Ekin was selected as quantity because it is a scalar and convenient descriptor

of the total correction the EMRI is performing via experimental data enforcement.
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Table 3.1: Energy and energy change (%) for the different grids at which the experimental
velocity vexp was sampled

Grid no Spacing (mm) Points along the
cross section

Points along the
longitudinal

direction
1 0.5 6 61
2 0.25 11 121
3 0.1 26 301
4 0.05 51 601

Its value is proportional to the difference between ~v and ~vexp when convergence is

reached. In the ideal case scenario this has to be minimal but when dealing with

real data this is an inevitable price to pay for imposing 4D Flow CMR velocities in

CFD.

Another indicator of the effect of the integration of the force in the system

is the pressure drop along the longitudinal axis of the channel. This quantity was

computed together with the force residuals, given by the magnitude of the external

force term at the last iteration of the simulation.

3.2.2 Enhancement with different force parameter k

The effect of the force parameter k, was assessed in the case of high resolution grid

(grid no 4), which provides the best depiction of the velocity profile, by using differ-

ent values of k, in particular 0, 10−1, 1, 10, 102 and 103, and assess how the strength

of the enforcements affects the EMRI computation of the flow. The outcomes of the

simulations were compared in terms of the velocity difference between ~vexp and

the computed velocity, the energy of the system and the number of convergence

iterations.

3.2.3 Enhancement in presence of noise

In order to translate the EMRI approach to a real case scenario, the enhancement

needs to be verified in presence of noisy data. 4D Flow CMR data without contrast

agent have an signal-to-noise ratio (SNR) around 30 [97], expressed as (equation

3.8):
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SNR =
S

σN
(3.8)

where S is the average signal in the region of flow, and σN is the standard

deviation of the signal in a background area where there is no flow (i.e. noise).

The effect of the enforcement was assessed in the case of high resolution grid (grid

no 4) with the most refined mesh, with k = 1 using two values of SNR, 20 and 30

dB (SNR = 10 · Log10SNR). The outcome of this test was evaluated in terms of

the velocity (computed in the developed flow region y= 0.025 m) and the pressure

(along the axis of the channel) with respect to the ones obtained in a absence of

noise.

3.2.4 Temporal persistence of the enhancement

A time resolved simulation was run, with a steady velocity at the inlet, and with the

application of the enforcement for a ∆t , to assess the persistence of the enforcement

in time. The total time was set at 0.5 s and the force was applied for ∆t = 0.1 s from

t1 = 0.1 s to t2 = 0.2 s. The effect of the enforcement was assessed in the case of

high resolution grid (grid no 4) with the most refined mesh. The outcome of this

test was evaluated in terms of the velocity difference between ~vexp and the computed

velocity, focusing on the time-steps following the removal of the external force.

3.2.5 Results and discussion

3.2.6 Enhancement with different sampling grids

In Figure 3.3 the velocity profiles at y = 0.003 m – approximately 20% into the entry

length from the inlet – are shown for the simulations with and without correction

force. The “measured velocities” ~vexp, to be expected in the fully-developed region

(equation 3.5), were given at the points shown in the (Figure 3.3).

The EMRI scheme forces the velocity profiles to approximate the parabolic

profile. The computed velocity profiles show minor dependence to the resolution of

the grids where the ~vexp data were given. This is obvious if one looks at the squared

velocity difference between the parabolic and computed profiles and the relative

root mean squared error (RMS) at different sampling points (Figure 3.3 e and f).
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Figure 3.3: a), b), c), d) Velocity profiles at y = 0.003 m computed with different grids at
which the experimental velocity vexp was sampled; the lines ‘vexp interpolation’
indicate the interpolation of the experimental points on the mesh and the ‘no
force’ lines are the velocity profile in the case without external force e) squared
velocity difference between the parabolic profile and the computed ones with
different grids of sampling points and f) root mean squared difference.

The highest RMS is obtained for the case with the lowest sampling points, and

in all the other cases the RMS is of the same magnitude (Figure 3.4 f), showing

that 11 data points across the channel are sufficient to reflect the experimentally

observed velocity profile.

Furthermore, by plotting the velocity along the longitudinal axis of the channel

(from the inlet to the entry length) for the different density of sampling points (Fig-

ure 3.4 a), it is easy to highlight the effectiveness of the force in allowing a faster
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development of the flow profile.

Figure 3.4: Velocity (a) and pressure (b) along the axis of the channel for the different grids
at which the experimental velocity ~vexp was sampled, and with the case without
enforcement.

It must be emphasized that the imposed force drives the flow to take a the-

oretically incorrect velocity profile since in the studied area the flow is not fully

developed. This is visualized with the force residuals (force value at the last itera-

tion) maps in Figure 3.5.
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Figure 3.5: Force residuals maps in a portion of the 2D surface computed for the different
grids at which the experimental velocity vexp was sampled.

The residual maps show that an increase of the number of ~vexp sampling points

leads to a decrease of the residuals. Moreover the area where the residual is focused
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Table 3.2: Energy and energy change (%) for the different grids at which the experimental
velocity ~vexp was sampled

Grid no Energy of the
system (Jkg−1)

Increase in the
energy (%)

1 1834.1 1.431
2 1828 1.096
3 1827.3 1.055
4 1824.25 1.053

No force 1808.2 0

is the one around the inlet, where the discrepancy between computed velocity and

~vexp is larger.

The effect of force residual could be described also in terms of kinetic energy

(Table 3.2).

It is noticeable how a larger number of ~vexp sampling points leads to a smaller

injection of kinetic energy in the system. This is due to the fact that the solution

converged to a more physically-reasonable velocity profiles. Even in the worst case

(grid no 1), the energy increase is only 1.5 %.

The increase of the residual amount in the inlet region is a consequence of

the energy increase needed to accelerate the onset of the developed profile. This is

reflected in the pressure drop along the channel (Figure 3.9 b).

The velocity profiles in the developed flow region (y = 0.025 m) with different

sampling point densities, shown in Figure 3.6, are closer to each other compared to

those in the region of flow development. The only profile that differs from all the

others is the one of the lowest sampling density (6 points across the channel).

The percentage differences of velocities are also shown in the figure, show-

ing that when there is a sufficient number of sampling points the quantitative dis-

crepancy with the parabolic distribution is small (less than 4 % for more than 11

sampling points across the vessel cross section).

3.2.7 Enhancement with different force parameter k

Figures 3.7 and 3.8 illustrate the results of the sensitivity test to another important

parameter, k. The trends demonstrate that larger values of k lead to a stronger en-
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forcement of the parabolic profile, even in the area where the flow is still developing.

Figure 3.6: a) Velocity profiles at y = 0.025 m, calculated for the different grids at which
the experimental velocity v was given. b) Percentage difference between the
velocity profiles with various sampling point densities at y=0.025m and the
case with no force
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Figure 3.7: Velocity difference maps in a portion of the 2D surface computed at different
values of k

Higher degree of velocity profile enforcement means that a higher level of

external energy is injected into the system, as shown in Figure 3.8 a. However, the

increase it is only of 2.1% for k = 103, as shown quantitatively in Table 3.3.

Observing the behaviour of the number of convergence iterations (Figure 3.8 b

and Table 3.3), it is clear how markedly it is influenced by k, resulting in an almost

halving of iterations from k = 10 to k = 102. Difficulties in convergence through



3.2. Numerical verification 81

Table 3.3: Energy and duration of the simulation change (%) at different values of k

k Energy increase
(%)

no iterations
variation (%)

10−1 0.22 -7.6
1 0.98 -43

10 1.60 -43
102 1.82 -26
103 2.14 +213.9

the iterative solution process arise when the enforcement is too strong, and as a

consequence the duration of the simulation increased more than two-folds for the

largest level of k = 103.

A similar trend in the behaviour associated with the amount of enforcement

was reported by Funamoto et al. [95], who observed a monotonic increase in the

convergence toward the values enforced, when increasing the coefficient of the force

(the equivalent of the k used in this work), until divergence was observed.

This trend suggests that convergence is supported by the force term for a certain

range of k, whereas when k is above a certain threshold the force has an opposite

effect. For large values of k, in fact, even small differences between ~v and ~vexp

play a major role and might create convergence problems. However, it should be

considered that, in this scenario, the force is based on a ~vexp that is not affected by

noise. Therefore, no matter how high k is, the force would converge to zero in the

developed flow area.

In real case scenario, where ~vexp is extracted from 4D Flow CMR, the conver-

gence of~v to ~vexp might not happen, because of the presence of excessive noise and

experimental errors. Therefore, the choice of k requires careful considerations on

the fluid dynamic of the system.

Also the pressure drop along the channel (Figure 3.9), reflected this trend,

showing steady increases with increasing k, reaching very large values for k = 103.

The case examined constituted an extreme situation, where a flat velocity profile

was imposed at the inlet and a parabolic profile was imposed immediately down-

stream, ending up with local high pressure gradient.



3.2. Numerical verification 82

Figure 3.8: Kinetic energy of the system (a) and number of convergence iterations at dif-
ferent values of k.
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Figure 3.9: Pressure drop along the axis of the channel at different values of k and without
force.

3.2.8 Enhancement in presence of noise

In Figure 3.10 a and b, the velocity profiles obtained ’experimentally’ and computed

with EMRI in the developed flow area (y=0.025 m) in the case with SNR 20 and

30 dB are shown respectively. In both cases, the EMRI ’corrects’ for the noisy

data and produces a velocity profile very close to the theoretical one. In order

to have a quantitative assessment of the EMRI performances in this scenario, the

velocity profiles in the developed flow area (y=0.025 m) computed with EMRI in

the case of SNR 20 and 30 dB are compared against the one obtained in absence of
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ba

Figure 3.10: Velocity profiles obtained ’experimentally’ and computed with EMRI in the
developed flow area (y=0.025 m) in the case with SNR 20 (a) and 30 dB (b).

noise (Figure 3.11 a). Moreover in Figure 3.11 b the differences between the EMRI

computed velocity in the SNR 20 and 30 dB cases and the case without noise are

plotted. The highest discrepancy between the velocity in the case with and without

noise is of 1% and 2.5% for the SNR of 30 dB and 20 dB respectively.

a b

Figure 3.11: (a) Velocity profiles in the developed flow area (y=0.025 m) computed with
EMRI in the case without noise, and with SNR 20 and 30 dB; (b) velocity
difference between the velocity computed with EMRI with noise and without
noise for the two values of SNR.

The impact of the noise on the pressure estimate, is assessed by comparing the

case with and without noise (Figure 3.12 a). In the case with SNR of 30 dB the

discrepancy is of the order of 0.2 Pa whereas in the case with SNR of 20 dB is 3.2

Pa (Figure 3.12 b) which account respectively for 0.5% and 1%.

The results obtained for velocity and pressure demonstrate that EMRI is re-

silient to a noise of the order of the one that is typically observed in 4D Flow CMR

data, and even in a case with a much lower SNR. Therefore the translation to real

case scenario is feasible and would bring benefit to the estimate of velocity fields

and pressures.
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a b

Figure 3.12: (a) Pressure drop along the axis of the channel in the case without noise and
for SNR 20 and 30 dB (b) difference in the pressure drop along the axis of the
channel between the case without noise and the case with noise (SNR 20 and
30 dB).

3.2.9 Temporal persistence of the enhancement

In Figure 3.13 a and b the velocity value and the velocity profiles in the non devel-

oped flow region (y=0.003 m) at t2 (last time step with the enforcement) and at 10

time steps following the removal of the external force are shown respectively. It is

clear that after t2, the effect on the enforcement starts to vanish and, as can be seen

from the Figure 3.13 a, it takes 7 time steps for the system to converge towards the

solution of the simulation without external force.

However the investigation of time resolved scenario goes beyond the scope of

this work.

a b

Figure 3.13: (a) Velocity value on the axis of the channel and (b) velocity profiles in the non
developed flow region (y=0.003 m) at t2 (last time step with the enforcement)
and at 10 time steps following the removal of the external force.

The results obtained in this section have the limitation of being in 2D; this does

not allow to make more quantitative considerations on the velocity distribution, be-

ing the vector field a 3D entity. However this was a needed step in order to translate
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this approach from synthetic data to MRI data, and from an idealized geometry to

a patient specific one. It has been proved that EMRI parameter k, influences the

convergence time as well as the fluid dynamics of the system. In order to obtain

sensible values of pressure, but at the same time inform the simulation using exper-

imental data, k should be kept equal to 1. Moreover it was proved that using EMRI

with data with the SNR of clinical 4D Flow CMR, not only corrects the flow field,

but also gives an estimate of the pressure less than 1% different from the ideal case.

In the next section EMRI will be tested on clinical 4D Flow CMR data.

3.3 2D EMRI
In this section a 2D application of the EMRI method will be presented. The study

focused on a part of a patient specific descending aorta, in order to test the method-

ology on real 4D Flow CMR data. Before introducing the EMRI 2D application,

the methodology to post process the 4D Flow CMR data will be shown.

3.3.1 4D Flow CMR data processing

The 4D Flow CMR data were processed using a in-house code written in Matlab

environment (Matlab, MathWorks, Natick, MA), that allowed to retrieve the ve-

locity components from the phase data, and to switch from the DICOM voxel to

patient coordinate system, allowing the computation of the point of application of

the external force in the CFD aortic domain.

In order to do so, the Digital Imaging and COmmunications in Medicine (DI-

COM) format provides:

• Image position patient: that specifies the Cartesian coordinate of the upper

left hand corner of the image, that is the centre of the first voxel of the MRI

dataset.

• Image orientation patient: that specifies the direction cosines of the first

row and the first column with respect to the patient.

• Pixel spacing attribute: refers to the row spacing and the column spacing in

mm.
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Figure 3.14: Slice of the 4D Flow CMR showing the magnitude (a), and the three phase
encoding anterior- posterior (AP) (b), right-left (RL) (c) and feet-head (FH)
(d) .

• Slice thickness: refers to the spacing between slices.

• vENC: the velocity encoding used in the sequence.

This information allows to perform the mapping of the image coordinate to the

patient coordinate, writing the overall transformation M =T1 R S T0, where:

• T1 is the translation that locates the first pixel of the image at the image posi-

tion of the patient,

• R is the rotation of the image coordinate that uses the direction cosines,
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• S is the scaling of the coordinate based on pixel spacing and slice thickness,

and

• T0 is the translation of the first image voxel centre to the origin.

In order to extract the blood flow velocity, the grey scale image of the phase

and the vENC value are used. In particular the following relationship (equation 3.9)

holds:

v =
Ip−GS

GS
· vENC (3.9)

where Ip is the intensity of the pixel and GS is the grey scale of the phase

image. In the Figure 3.14 the magnitude and the phases in the three encoding di-

rections, anterior-posterior (AP), right-left (RL), feet-head (FH) are shown, for the

case study.

3.3.2 Materials and methods

A healthy male volunteer was scanned with a cardiac gated 4D Flow CMR sequence

(QFlow SENSE) on a 1.5 T MRI scanner (Achieva®, Philips Medical Systems,

Cleveland, OH) at Hammersmith Hospital, London, UK. Prior to the scan, a written

informed consent was obtained from the subject.

The parameters of sequence used were repetition time (TR) 4.4369 ms, an echo

time (TE 2.6335 ms, flip angle 15o, matrix 256 × 256, pixel dimension 1.36 × 1.36

× 3 mm3, number of slices 17, number of phases 20.

Velocity encoding was made in three orthogonal directions: head-foot, right-

left and anterior-posterior with vENC of 130 cm · s−1. The image sets were acquired

at 20 equally-spaced intervals over the cardiac cycle, collecting 120 volumetric im-

age sets (20 time points x 3 encoding directions x pairs of magnitude and phase

images).

A 2D slice of the aorta was segmented from magnitude images, averaging the

three encoding directions, using Simpleware ScanIP (version X.Y, Synopsys, CA,

USA) and meshed using ICEM CFD (ANSYS Inc, Cannonsburg, PA, USA) using
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tetrahedral elements and prism elements for the boundary layer (10 layers) near the

wall.

Figure 3.15: Slice of the MRI with the mask (in blue) of the region on which the study was
performed.

In this study the flow was assumed to be laminar, incompressible and Newto-

nian, with density and viscosity equal to 1060 kg m−3 and 0.004 Pa s respectively.

Afterwards an EMRI algorithm was applied using a uniform k. In particular in or-

der to make use of the optimum value for k obtained in the numerical verification

(k=1), the gain K had to be scaled as this quantity is a function of the characteris-

tic parameters of the system U , L and of the viscosity ρ . If U0, L0 and ρ0 are the

characteristic velocity, length and density of the system studied in the numerical

experiment respectively, and U , L and ρ are the same quantities for the segment of

aorta considered, the scaling factor is given by Equation 3.10:

s =
(ρ0/ρ) (U0/U)

L0/L
(3.10)

The segment of the descending aorta considered had a L=0.0178 m, and an

instant during late systole (t = 0.2348 s from the start of the cardiac cycle, refer to

Figure 3.16) was selected for this test. The average velocity at the inlet was U =

0.4997 m · s−1. Therefore the scaling factor s = 2.85.
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Figure 3.16: Velocity waveform of the aorta at the inlet and instant selected for the 2D
analysis.

Cartesian velocity profiles were used as inlet boundary conditions in both the

EMRI and the CFD. The outlet boundary condition was placed at the exit of the de-

scending aorta. The vessel’s wall was assumed rigid and no-slip boundary condition

was applied.

The correct coordinate transformation was assessed by (1) plotting the mapped

MRI data and the nodes of the CFD model mesh and (2) comparing the velocity

retrieved directly form the MRI data to the one imported in the CFD model. After-

wards the velocity maps estimated with EMRI were compared with those derived

with 4D Flow CMR and CFD.

3.3.3 Results and discussion

3.3.4 MRI coordinate mapping

Figure 3.17 a, shows the plot of the mapped MRI data and the nodes of the CFD

model (reduced by 50 % to allow for visual comparison). It is clear that the coordi-

nate mapping leads to a perfect overlap between the CFD model geometry and the

MRI data.

In order to assess the correctness of the velocity values, the velocity maps

retrieved directly from the 4D Flow CMR data and the velocity map resulting from

the linear interpolation of the 4D Flow CMR velocity data on the CFD mesh (Figure

3.17 b). Also in this case, there is perfect agreement in the spatial distribution of the

velocity values as well as in their values, confirming the goodness of the mapping.
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Figure 3.17: (a) Plot of the mapped MRI data (indicated as MRI data) and the mesh nodes
of the CFD model. (b) Velocity maps retrieved directly form the MRI data
(indicated as data) and velocity maps interpolation on the domain of the CFD
model.

3.3.4.1 Velocity field comparison

The in plane velocity map measured with 4D Flow CMR, and computed with CFD

and EMRI are presented in Figure 3.18.

The difference between the flow field computed is evident. In particular the

following aspects could be considered:

• Spatial resolution: the 4D Flow CMR shows its resolution limitation, espe-

cially if compared with CFD and EMRI.

• Velocity field: comparing CFD and 4D Flow CMR velocity field it could be

noticed how the velocity patterns present evident differences. On the other

side the EMRI enables to embed the 4D Flow CMR obtained velocity field

features. This is shown clearly in Figure 3.21 where the velocity difference

map is presented.

The EMRI is able then to provide high resolution results, capturing the experimental

velocity field features. There is another main advantage of EMRI: the capability of
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Figure 3.18: Velocity maps of the region of the descending aorta computed with the MRI,
CFD and EMRI.
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Figure 3.19: Velocity maps with vectors of the region of the descending aorta computed
with the MRI, CFD and EMRI.

providing solutions that satisfy the laws of fluid dynamics.

In order to enlighten this aspect, the velocity vectors of 4D flow CMR and EMRI are

showed (Figure 3.19). The EMRI analysis enables to correct velocity vectors that

are generated most likely by noise, like in the portion enlarged in Figure 3.19. It is

clear that the non-physical velocity vectors obtained using raw 4D Flow CMR data
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Figure 3.20: Section of the aortic portion (a) where the velocity profiles measured with 4D
Flow CMR, and computed CFD and EMRI where compared.
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Figure 3.21: Velocity difference map between the 4D Flow CMR measured velocity and
the one computed with EMRI.

[41, 69], non-zero on the wall of the domain are corrected by the EMRI approach,

leading to a divergence free velocity field.

A quantitative confirmation is given by:
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• the velocity difference map Figure 3.21 that shows an heterogeneous pattern

with peaks in the region close to the wall and in some specific point of the

domain (these last are most likely caused by phase encoding errors)

• the comparison of the velocity profile obtained with 4D Flow CMR, CFD and

EMRI along a line crossing the descending aorta. 4D Flow CMR velocity

values are non-zero on the aortic wall, in contrast with the two computational

models that correctly fulfil the non-slip boundary condition.

These features will impact dramatically the cardiovascular markers that could

be estimated from the 4D Flow CMR, such as WSS. In fact EMRI high resolution

and physically sound results will lead to a more accurate estimate of velocity fields

and velocity dependent quantities.

A necessary step to extend this approach to a 3D patient specific case was the

validation of EMRI, which would be shown in the next chapter.



Chapter 4

Validation of EMRI: assessment of

the flow field in a U bend using 4D

Flow CMR, CFD, 2D PIV and EMRI

In the previous chapters the concept of EMRI was presented and tested firstly in 2D

in a channel, to investigate the behaviour of the model parameters, and afterwards in

a 2D portion of the human descending aorta to study the feasibility of the suggested

method on real 4D Flow MR data. However an important step needed to bring

forward this methodology is its validation.

As mentioned before, PIV is a technique which is widely used to quantify flow

fields with high spatial and temporal resolutions. In the recent years, with the devel-

opment of sophisticated computational fluid dynamics models, the aforementioned

technique has become widely used to provide a reference velocity field [79, 78].

Indeed PIV is an ideal imaging tool for providing a reference velocity field be-

cause it is a non-intrusive quantitative technique capable of capturing instantaneous

complex flow structures with high spatial resolution. The aim of this chapter is to

validate EMRI using 2D PIV, by fulfilling the following objectives:

1. to build a test rig compatible with PIV and MRI;

2. to compare the flow patterns measured with 4D Flow CMRI, PIV and com-

puted with CFD, to highlight their advantages and limitations;
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3. to validate the EMRI against PIV and to highlight its potential to bring further

the concept of measure informed computational modelling.

The methodology for the fabrication of phantoms presented in this chapter

has been published in the ASME Journal of Engineering and Science in Medical

Diagnostics and Therapy [1]. The validation study has been included in another

paper submitted to Journal of IEEE Transactions on Medical Imaging (comparison),

and have been presented at the 8th World Congress of Biomechanics and at the

Virtual Physiological Human (VPH) 2020 (allowing to gain the Medtronic Travel

Grant).

4.1 Material and Methods

4.1.1 Test rig

In order to have a test rig allowing to perform 4D Flow CMR and PIV measure-

ments, the system needed to be:

• MRI compatible: no ferromagnetic parts had to be used in the MRI scanner

room.

• PIV compatible: the phantom had to be made in a transparent material and

with the same refractive index as the liquid used.

To ensure the MRI compatibility, no ferromagnetic parts had to be used in the

test rig. Therefore the pump used had to be placed outside of the MRI scanner room,

and therefore long pipes were used and 20 litres of working fluid were necessary.

Given the intrinsic difficulties of realizing PIV-compatible phantoms a simple

shape was chosen; in particular a U bend was used as an idealized and simplified

model of the aortic arch. The transparency requirement was addressed by manu-

facturing the phantom with a clear, solvent free, low viscosity silicone elastomer

(MED 6015, NuSil Technology, CA, USA) with a refractive index n = 1.4.

A novel manufacturing process was adopted [1], involving three stages (Figure

4.2): (1) Creation of the geometry; (2) 3D printing in Poly Vinyl Alcohol (PVA);

(3) Casting and dissolving of PVA in water.
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Figure 4.1: Geometry and PVA mould of the U bend pipe.

The mould for the U bend (lumen diameter D of 0.025 m, curvature radius

of 0.05 m ) was designed with a CAD software (SolidWorks, Dassault Systems,

Canada) .

The U bend lumen volume was 3D printed in PVA (Figure 4.1) using a stereo-

lithography (SLA) printer, in particular a Delta WASP 2040 Turbo 2 (Wasproject,

Massa Lombarda, Italy). PVA is commonly employed as a support material to

create complex geometries in Polylactic acid (PLA), which is then dissolved in

water to obtain the object of interest. However, in this approach, PVA was used as

the primary material to create a mould for the casting process (i.e. negative mould).

Attention was paid to the choice of the infill, one of the most important factors

for 3D printing (i.e. the structure printed inside the object). A higher infill will result

in a stronger model, which is especially important in the case of a complex structure,

but it will also lead to increased duration of the PVA dissolving process. To find the

best compromise, different simplified test sections were 3D printed varying the infill

parameter (10% - 60% ) and the shell thickness ( 1 mm - 3 mm), leading to the final

choice of 30% infill and shell thickness of 2 mm.

The 3D printed model, constituting the negative mould, was further post pro-

cessed before the casting procedure. In particular a transparent acrylic spray paint

(PlastiKote, UK) was used to make the contact surface with the casting material, im-

permeable and hydrophobic, so as to reduce chemical interactions that could have

affected the silicone optical properties.

The final stage in the manufacturing process was the casting. The model was
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Figure 4.2: Schematics of the casting : the PVA model is enclosed in a box and afterwards
the silicone is poured, which results in a hollow structure once the material is
dissolved.

enclosed in a rigid box (manufactured in clear cast acrylic, Perspex) and the casting

material was pored to create a box with a hollow structure reproducing the lumen.

The curing of the silicone required 48 hours, and subsequently the object was placed

in a water bath to let the inner PVA mould dissolve.

Finally the phantom was placed back in the rigid box to ensure a rigid be-

haviour during the experiments and in order to connect the phantom to the flow

circuit.

To minimise optical distortion the refractive index of the working fluid has to

match that of the silicone U bend pipe. A mixture of water and glycerol (60 % by

weight of the solution, leading to a refractive index of n = 1.4 [98] ), was adopted

(Figure 4.4), resulting in a liquid with a density and viscosity of 1150 kg ·m−3 and

0.008 Pa · s respectively. In Figure 4.3 the optical distortions before and after the

refractive index matching are shown in a silicone phantom used for testing purposes,

and in the final U bend phantom used in the experiments. The density and viscosity

of the fluid used are 8% more and twice as much as the one of blood, respectively.

This choice was driven by the fact that the amount of fluid needed was 20 l and the

use of glycerine and water kept the costs reasonable and posed no health and safety
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a b

c

Figure 4.3: A silicone phantom used for testing purposes before (a) and after (b) the refrac-
tive index matching. The square grid at the back shows the optical distortions
due to the difference in the refractive index of the silicone and the surrounding
fluid. (c) U bend phantom filled with the working fluid with the same refractive
index of the silicone, with the square grid at the back, showing the absence of
optical distortions.
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issues.

Hollow glass particles with a nominal diameter was 10−5 m (Dantec Dynamics

HGS-10) were dispersed in the fluid, in order to scatter any light incident upon them.

Their density was of 1100 kg ·m−3, leading therefore to a 50 kg ·m−3 difference with

respect to the density of the working fluid. This would result in a gravitationally

induced velocity of the order of 10−6 m · s−1, well outside of the expected range of

measured velocity.

A pulsatile flow was generated by means of a Blood Pump (Harvard Apparatus,

UK) (Figure 4.9), which was operated at 60 bpm, with a systole diastole ratio of

40/60, which are in the same range as physiological ones. However the stroke

volume chosen was 40 ml, which is smaller than the physiological one (70 ml). The

resulting Womersley number (α) was 12.23 and the peak Reynolds number (Re) was

977.8; in aortic flow these are in the ranges 16−20 and 3500-4500, respectively.

The parameters had to be adjusted in order to fulfil the following requirements:

• have a rigid phantom without exerting to much force on the perspex box

(which was held together by plastic screws) and avoid spillage of working

fluid in the MRI scanner.

• have flow in laminar regime, to fit the validation purpose of the experiment.

The pump, the U bend and the working fluid reservoir were connected in series

according to the diagram shown in Figure 4.5.

4.1.2 PIV Experimental set-up

A TSI PIV 2D Measurement system (TSI Inc., Minnesota, USA) was used to per-

form 2D PIV , which gives access to a high resolution velocity maps in the imaged

plane. Images were captured by a camera placed orthogonally to the plane of mea-

surement which is illuminated by a laser sheet ( of thickness 0.4 mm) (Figure 4.7).

The plane chosen is in the middle section of the U bend, and it is indicated in Figure

4.6.

A spatial resolution of 0.3717 mm (67.5 points across the phantom diameter)

was achieved by subdividing the U bend into 9 different regions of interest (Figure
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Figure 4.4: U bend silicone phantom without (on the left) and with (on the right) refractive
index matched fluid.

PUMP

RESERVOIR
U BEND

Figure 4.5: Diagram of the experimental rig.

4.8) which were imaged separately and merged together during the post processing.

Using a synchroniser, the PIV system was connected to the pump trigger in

order to repeatedly capture images from specific instants within the pump cycle,

allowing for phase-averaging over multiple image pairs (Phase resolved PIV). The

phase resolved velocity maps were obtained at four instants of the pump cycle,

three during systole (where relevant flow changes are expected) and one in diastole.

These instants are shown in Figure 4.13), and correspond to the points of 57 ms

(1), 145 ms (2), 233 ms (3) and 527 ms (4) from the start of the systole. The phase

resolved velocity maps were obtained by taking an ensemble average of 100 cycles

for each of the 4 time points.

Each acquisition consists of two images, corresponding to each of the two laser

pulses fired, one at time t and one at time t + ∆t, calculated according to the the
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Figure 4.6: Phantom with the plane selected for the comparison.
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Figure 4.7: Diagram of the piv experimental setup.
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Figure 4.8: U bend with the 9 regions of interest imaged separately during the PIV experi-
ment.

one-quarter rule [77]. This rule says that ’the maximum displacement of a particle

should not exceed 1/4 of the size of the interrogation spot’ (Equation 4.1):

∆t =
nspot ·R
4 · vmax

(4.1)

where nspot is number of pixels of the final interrogation spot (32 x 32 pix-

els), R is the µm to pixel ratio defined during the calibration process of the system

(20.5 µm/pixel), vmax is the maximum velocity expected at the time point selected.

Therefore according to the point of the cycle considered, the ∆t (the laser delay)

was varied in the range 300 - 500 µs ((1): 500 µs, (2): 300 µs, (3): 300 µs and (4):

500 µs).

The images capture with the PIV system were subsequently processed using

Insight 4GT M (TSI Inc., US). In particular the processing step comprised:

• pre-processing: during this step R is determined via a calibration step, that
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relates the physical length of the object imaged and the pixels. Afterwards,

in order to save computational time, a mask is applied to the images to select

the area of interest which would be subsequently processed to determine the

velocity field. Lastly, a Gaussian low-pass filter was applied to the image to

blur the particles and make easier the recognition during the processing.

• processing: the pre-processed images are divided in small spots for the com-

puting of the velocity vectors. In particular the image pairs are processed in

two subsequent steps, using first a spot of 64 x 64 pixels used to compute an

average displacement which is then used as initialization for the second step

which adopts a 32 x 32 pixels spot to compute the displacements for which

the cross correlation between the two images is maximum.

• post-processing: at this stage the computed vectors are ’validated’ by mean

of comparison with the mean velocity in a 5 x 5 neighbourhood, in order to

filter out the displacement vector exceeding a tolerance threshold (2 pixels).

The last step of the post processing allows to recover the displacement values

in pixels that fail the previous step. In particular the mean vector of neigh-

bourhood vectors is used in areas with a minimum of 3 ’good’ neighbour

vectors in a 5 x 5 neighbourhood.

• velocity field: the 100 instantaneous flow fields, each obtained at the same

instant during the cycle, are then averaged.

The PIV velocity data are intrinsically affected by an error, which may be in-

troduced at different phases of the measurement pipeline. They fall in three main

categories: the errors caused by system components (e.g. installation and align-

ment, timing and synchronization error, particle tracing capability, illumination),

those due to the flow itself (velocity gradients, fluctuations) and those caused by the

evaluation technique.

In order to minimize the experimental errors, attention was paid to the selection

of the working fluid in order to minimize the refraction of the laser light and the
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particle used, as previously explained. The background noise was minimized by

isolating the test rig from external light sources.

The out-of-plane motion, which could cause unwanted movements of the seed-

ing particles out of the interrogation area between the image pair was minimized by

choosing a suitable ∆t.

The velocity uncertainty due to the random error on the estimate of the dis-

placement field with a finite interrogation window could be calculated as (Equation

4.2):

εv =
0.1 ·R

∆t
(4.2)

which assumes that the maximum absolute uncertainty on the displacement is

0.1 pixel [77].

However the use of a ’universal constant’ is very simplistic as the uncertainty

could vary greatly from experiment to experiment, with space and time within the

same experiment, and is heavily dependent on the flow to be imaged, the imaging

system, the experimental conditions and the image processing [99].

A simple but effective way to assess the accuracy of the computed velocity

profile is the analysis of mass conservation [100]. Assuming axial symmetry of

the velocity profile (which in this case is a reasonable assumption as the captured

images are in the middle plane of a cylindrical tube), and constant viscosity, the

conservation of mass requires that the flow rate is consistent across the sections of

the chosen ROI.

Taking into consideration a region A in the inlet segment of the U bend, where

A is a S x P matrix, with S the number of sections, and P the number of pixels across

the section (s = 1, ...,S, p = 1, ...,P) the average flow rate FLs at each instant is

given by (Equation 4.3):

FLs =
P

∑
p

πxpvs,pdpix (4.3)

where xi is the position along the diameter, vs,i(t) is the axial velocity at the
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Figure 4.9: Photo of the blood pump and of the MRI control room during the experiment.

s-th section and i-th pixel, and dpix is the pixel dimension.

The minimum flow rate FLmin and the maximum flow rate FLmax were calcu-

lated to compute the percentage error εPIV using Equation 4.4:

εPIV =
FLMax−FLmin

FLmax
(4.4)

The velocity maps obtained for each of the U bend parts were merged together

using Matlab (The Mathworks, Natick, MA, USA).

4.1.3 4D Flow CMR

The U bend was scanned with a cardiac gated 4D Flow CMR (Siemens) on a 1.5 T

MRI scanner (Avanto MRI scanner, Siemens, Erlangen, Germany) at Great Ormond

Street Hospital for Children (NHS Foundation Trust, London, UK).

The MRI acquisition was triggered by the blood pump, and the parameters of

the sequence used were TR 26.64 ms, TE 3.67 ms, flip angle 15o, matrix 160 x 160,

pixel dimension 1.875 x 1.875 x 1.9 mm3, number of slices 30, number of phases

32. Velocity encoding was made in three orthogonal directions: head-foot, right-left

and anterior-posterior with vENC= 50 cm · s−1.

The image sets were acquired at 32 equally-spaced intervals over the pump

cycle, corresponding to 192 volumetric image sets (32 time points x 3 encoding
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directions x pairs of magnitude and phase images), subsequently processed with an

in-house Matlab code.

To assess the accuracy of the velocity field measured with the 4D Flow CMR,

the standard deviation of the velocity was calculated using equation 4.5 [101]:

σv =

√
2 ·VENC

πSNR
(4.5)

where SNR is the signal-to-noise ratio of the magnitude images, calculated as

the ratio of the average pixel intensity in two equally sized regions of interest, one in

the U bend lumen (experiencing phase change) and the other in a stationary region.

The standard deviation was assessed at the inlet, and in the three parts where the

velocity profiles comparison were performed (Figure 4.15).

Another important parameter to assess the quality of the velocity mapping is

the V NR that is defined as 4.6 [101]:

V NR =
v

σv
(4.6)

where v is the measured velocity. As the vENC value is set to exceed the peak

velocity, this value is usually very high compared to velocity in diastole, which

leads to a decrease of the VNR.

4.1.4 EMRI and CFD

The CAD geometry of the phantom was registered to the MRI magnitude images

and meshed using ICEM CFD (ANSYS Inc, Cannonsburg, PA, USA). After running

a grid independence test, the geometry (Figure 4.6) was meshed using tetrahedral

elements and prism elements for the boundary layer (10 layers) near the wall. The

mesh has 727498 nodes and 1697646 elements.

An EMRI algorithm was performed using MRI retrieved flow rate as bound-

ary conditions. Constant pressure outflow boundary condition (set to 0 Pa) was

prescribed at the outlet of the U bend. The flow was assumed to be laminar and

incompressible and the fluid Newtonian, with density and viscosity equal to 1150

kg ·m−3 and 0.008 Pa · s respectively. Walls were assumed to be rigid and a no-slip
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boundary condition was applied. The force coefficient k was set to 1 in the domain.

In order to do so, as in the case of the 2D aortic segment, a scaling factor s had

to be applied (Equation 3.10), taking into consideration the characteristic length

(L=0.025 m) and the characteristic velocity (refer to Figure 4.13) of the U bend, and

the density of the working fluid. The values of s are reported in Table 4.1.

Table 4.1: Gain scaling s at the different instants of the pump cycle considered.

Instant s
1 12.289
2 7.374
3 6.583
4 23.043

For comparison a standard time resolved CFD analysis was also carried out

over three cardiac cycles (with a time step of 0.001s). A time dependent and fully

developed parabolic velocity profile was imposed at the inlet. The average velocity

of the parabolic profile at each time step was set consistent to the measured flow

waveform (shown in red in Figure 4.13, together with the one measured with PIV

in blue). At the exit of the tube an outlet boundary condition with 0 Pa pressure

was applied.

The simulations were conducted using a commercial computational fluid dy-

namic solver ANSYS CFX (version 18.0, ANSYS Inc. Cannonsburg PA, USA)

using a standard desktop workstations (Intel Core i7 6700K 4GHz, 16GB RAM, 8

cores).

The velocity maps of the longitudinal plane of the U bend (Figure 4.6) estimated

with EMRI were compared with those derived from MRI, CFD and validated

against 2D PIV, in the selected instants of the cycle (Figure 4.13).

Furthermore the 4D Flow CMR, CFD, EMRI and PIV velocity profiles were

compared in three sections across the PIV plane in each of the 4 instants consid-

ered (Figure 4.15). In order to compare 4D Flow CMR measured, and CFD and

EMRI computed velocities, the relative difference ∆ with PIV measured velocity

was computed at each pixel of the considered sections at the four time instants,
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using Equation 4.7:

∆p =

∣∣vPIV
p − vC

p
∣∣

|vPIV
max|

(4.7)

The relative percentage difference of each section was also computed (Equa-

tion 4.8):

∆ =
P

∑
p

1
P

∣∣vPIV
p − vC

p
∣∣

|vPIV
max|

(4.8)

where p = 1, ...,P with P the number of pixels across the section, and vPIV
p

and vC
p the velocity at the p− th pixel measured with PIV and computed (with CFD

or EMRI) or measured with 4D Flow CMR, respectively. vPIV
max is the maximum

velocity measured with PIV at each section and time instant. Finally, although the

purpose of this chapter is EMRI validation, the cross sectional velocity maps at the

entrance (0o) and at the exit (180o) of the U bend are shown (Figure 4.22).

4.2 Results and discussion
The validation of the EMRI approach was carried out in a U bend geometry. Based

on the theory, when a fluid is moving in a straight pipes towards a bend, the fluid

particles will change their direction of motion. In fact the curvature generates a pres-

sure gradient that causes a decrease of velocity close to the inner side of the bend

and an increase of it in the outer part of it. Moreover the centrifugal force originates

a secondary flow, and as a consequence a flow from the inner curvature to the outer

curvature occurs around the symmetry plane of the pipe, and the flow comes back

inward along the wall [102]. This effect in combination with the pressure difference

between the outer and inner wall causes the well-known Dean vortices in the cross

section.

The flow regime is characterize by a Womersley number (α) of 12.23, a peak

Reynolds number Repeak of 977.8 and an average Reynolds number Remean of 456.3.

In unsteady condition, the critical Reynolds number for the onset of turbulence

decreases with the increase of the Womersley number, and the ratio Re/α = 200

could be used as a threshold [103]. In this study this ratio at the peak velocity is 89,
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largely below that threshold, therefore the flow could be considered in the laminar

regime.

Another parameter used to assess the onset of turbulence is the critical

Reynolds number Recrit as empirically found by Peacock et al. [104], computed

as (Equation 4.9):

Recrit = 169α
0.83St−0.27 (4.9)

where St is Strouhal number, calculated as (Equation 4.10):

St =
D f

2(vpeak− vmean)
(4.10)

where D is the characteristic length of the system (in this case the diameter),

f is the pump cycle frequency, and vpeak and vmean are respectively the peak and

the mean velocity magnitude of the cycle. In the studied system the Recrit=2576.6,

therefore the system regime is expected to be laminar.

The unsteady flow in curved pipes depends not only by Reynolds and Wom-

mersley number but also by the ratio between the pipe curvature radius and the

radius of the pipe Rc, that in the considered geometry is 4. Even though the as-

sessment of the flow patterns in curved pipes with steady and pulsatile flow could

be found in literature [102, 105, 106], studies with the exact same flow conditions

and geometry are not present. Moreover this type of investigation goes beyond the

objective of this work that focused on the velocity field in the middle plane of the

bend with the aim of comparing four different techniques.

Before comparing the outcomes of the different methodologies used, some

examples of the PIV and 4D Flow CMR data are shown.

In Figure 4.10 the raw and processed PIV data of the region II of the U bend

(refer to Figure 4.8) are presented: Figure 4.10 a, shows the raw picture captured by

the camera in the mid plane, and the particles are clearly visible. In Figure 4.10 b the

extracted vectors are presented in the full image and in Figure 4.10 c a magnification

of a smaller portion of the region of interest is shown with the purpose of showing
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Table 4.2: ∆t (the laser delay), εPIV (the maximum velocity uncertainty) and εpiv of the PIV
measurements at the different instants of the pump cycle .

Instant ∆t (µs) εv (ms−1) εPIV (%)
1 500 0.41 ·10−3 11.41
2 300 6.83 ·10−3 4.11
3 300 6.83 ·10−3 4.28
4 500 0.41 ·10−3 6.73

the vectors retrieved.

In Table 4.2 the theoretical maximum velocity uncertainty εv (Equation 4.2)

and the percentage error εpiv (Equation 4.4, computed using S = 30) is shown for

each instant of the pump cycle selected for the PIV experiment.

It is clear that the theoretical error is underestimating the uncertainty on the

measured velocities, whereas the percentage error εpiv, given the test rig geometry

gives a robust way to asses the uncertainty. The higher value obtained for the per-

centage error is at the first time instant, due to the flow disturbances in this portion

of the U bend.

In Figure 4.11 the magnitude (M), and the three phase encoding maps (anterior-

posterior (AP), right-left (RL) and feet-head (FH)) of one slice of the 4D Flow CMR

data at the time instant 2 are shown. In Figure 4.12 the velocity map and the velocity

vectors overlaid on the velocity contour plot are shown for the slice in Figure 4.11.

In Table 4.3 the SNR, the VNR and the σv of the 4D Flow CMR in the instant

of the pump cycle considered for the comparison, are presented.

Table 4.3: SNR, VNR and σv of the 4D Flow CMR data at the different instants of the
pump cycle considered.

Instant SNR VNR σv (ms−1)
1 12.04 4.07 0.0415
2 16.46 5.64 0.0443
3 15.71 8.3 0.0318
4 5.91 0.376 0.0845

A comparison of velocity maps and velocity profiles in the symmetry plane

and in selected cross sections of tube was carried out.
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4.2.1 Velocity maps

The average velocity at the inlet of the U bend during the pump cycle, measured

with 4D Flow CMR and PIV (with the standard deviation) in the section considered

(Figure 4.6), is plotted in Figure 4.13.

The average cross sectional velocity shows a good agreement between the two

sets of experimental data. This is particularly true during systole while in diastole

the PIV data deviates from the 4D Flow CMR. In this phase of the pump cycle the

velocity magnitude is much lower than the vENC and as a consequence the velocity

encoded with MRI is less accurate, as it is shown by the trend of the v±σv (dashed

lines in Figure 4.13).

Figure 4.14 shows the velocity maps in the selected plane (Figure 4.6) at the 4

selected instants, measured with 4D Flow CMR and PIV and computed with CFD

and EMRI.

Overall there is a good qualitative agreement of the velocity distribution be-

tween all the different modalities.

The first time instant is at the beginning of the systole. Considering PIV as the

reference flow, the velocity magnitude in the outlet section and in the inner part of

the arch is lower in the 4D Flow CMR measurement results. On the other hand CFD

shows much higher velocities in the whole domain. On the contrary EMRI velocity

map is much closer to the PIV in terms of velocity magnitude and flow patterns.

A similar agreement can be identified when comparing the different sets of

data at time instant 2. Although the 4D Flow CMR retrieved velocity map shows

good similarity to the PIV one, the outlet branch and the arch are characterized by

lower velocities. CFD and EMRI show very good agreement with PIV in terms

of velocity magnitude, however the flow patterns are better captured by EMRI that

corrects for the velocity drop that characterizes MRI in the low velocities areas,

while preserving the flow structures.

In the third instant considered, the velocity distribution is consistent across all

the approaches, experimental, computational and hybrid. However PIV shows less

flow separation in the arch with respect to the other techniques.
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The last point considered is in the diastole of the pump cycle. The flow patterns

are in good agreement. Nonetheless the CFD analysis presents higher velocity in

the inlet branch, while the MRI shows lower velocity in the arch.

4.2.2 Velocity profiles

In order to have a quantitative comparison between the different approaches, the

velocity profiles in three sections of the selected plane of the U bend (Figure 4.15)

at the 4 instants of time considered, were compared (Figure 4.16 - 4.18).

Overall 4D Flow CMR shows lower velocities in comparison to PIV (adopted

as the reference field), as also remarked during the analysis of the velocity maps.

This is clearly evident in section B and C at instant 1 and 2.

On the other hand the CFD analysis leads overall to slightly higher velocities

compared to PIV: section A instants 3 and 4, section C instant 2. Moreover CFD

leads to a different velocity distribution in almost all the sections considered.

In most of the cases EMRI velocity profiles show a good agreement with the

ones measured with PIV. In particular the velocity profiles show consistency with

the reference ones in particular at instants 1, 2 and 4 in section A, at instants 1, 2

and 4 in section B, and 2 and 3 in section C.

Even in the cases in which the 4D Flow CMR-derived velocities were much

lower than the PIV ones, like in section B instant 1 and 2, and in section C instant

1, EMRI corrected for these low velocities, producing flow patterns comparable

to the PIV ones. Using Equation 4.7, the relative difference between the velocity

measured with PIV and the one computed with CFD/EMRI or measured with 4D

Flow CMRI were computed in all the sections considered at the four instants of time

(Figure 4.19 - 4.21).

In most of the cases the highest differences between the velocity computed and

measured are in the region near the wall, as PIV suffers from errors in the velocity

estimation in these areas [107].

While CFD and EMRI show relative differences within the same range in all

the sections, 4D Flow CMR relative difference is higher in sections B and C.

In the Tables 4.4 - 4.5 -4.6 the relative difference of the velocity magnitude
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is computed for all the time instants at the different sections comparing CFD with

PIV, EMRI with PIV and MRI with PIV respectively.

In section A the agreement between EMRI and PIV is better with respect to

CFD in all the instants except the third one. In this case the EMRI overestimates

the velocity as could be seen in Figure 4.16. In this section the 4D Flow CMR has

the higher agreement with the reference flow in the systole, while in diastole the

relative difference is higher.

Also in section B the EMRI has a lower relative difference with respect to CFD

and 4D Flow CMR in all the time instants but the forth one, where the ∆ is an order

of magnitude higher with respect to the other instant and is higher than the one of

MRI.

In section C the relative difference of CFD and PIV is lower than the one

between EMRI and PIV in all the instants except the second one. Therefore the

CFD performs better compared to the EMRI even though the relative differences

are overall comparable.

Table 4.4: ∆PIV−CFD for each section at the different instants of the pump cycle considered.

∆PIV−CFD
Instants Section A Section B Section C

1 0.1208 0.1590 0.1300
2 0.0873 0.0741 0.1508
3 0.1557 0.1720 0.1136
4 0.3457 0.5589 0.2569

Table 4.5: ∆PIV−EMRI for each section at the different instants of the pump cycle considered.

∆PIV−EMRI
Instants Section A Section B Section C

1 0.0971 0.0704 0.1949
2 0.0652 0.0715 0.0875
3 0.1969 0.0634 0.1583
4 0.0981 0.6364 0.2713

Table 4.7 summarises the results, showing the ∆ averaged over the sections at

the time instants selected.
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Table 4.6: ∆MRI−PIV for each section at the different instants of the pump cycle considered.

∆PIV−MRI
Instants Section A Section B Section C

1 0.1367 0.3349 0.5410
2 0.0699 0.3082 0.3457
3 0.0728 0.1575 0.1565
4 0.2822 0.4212 0.5201

Overall EMRI computed velocities show higher agreement with the PIV ones

with respect to CFD and 4D Flow CMR, and in particular in the systole. In diastole

the relative difference is doubled. The CFD relative difference shows the same

trend of EMRI, while the 4D Flow CMR relative difference is much larger in the

accelerating phase of the systole and in diastole.

Table 4.7: ∆ for each time instant of the pump cycle considered, averaged over the sections
considered.

Instant ∆PIV−CFD ∆PIV−EMRI ∆PIV−MRI
1 0.1366 0.1208 0.3375
2 0.1041 0.0748 0.2413
3 0.1471 0.1395 0.1289
4 0.3872 0.3353 0.4078

4.2.3 Cross sectional flow

The cross sectional velocity maps in the sections showed in Figure 4.22 are shown

for the four instants of time in Figures 4.23 and 4.24.

The velocity maps show good agreement at the 0o section in the 4 instants

selected. At instant 1 the velocity distribution of the EMRI is less symmetric with

respect to the one of CFD, showing a similar distribution with respect to the 4D

Flow CMR. At instant 4 while EMRI has a flow distribution similar to the MRI

one, the CFD shows higher velocities in the centre of the lumen, as in this case the

profile has negative velocities in the boundary layer as could be seen in Figure 4.16

at instant 4.

The velocity maps in the cross section at 180o, presented in Figure 4.24, show

overall a consistency in the velocity distribution. However the 4D Flow CMR data
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in the instants 1, 2 and 4 shows lower velocity magnitude compared to the other

modalities. It should be also considered the overall velocity decrease between 180o

with respect to what observed in the section at 0o.

4.3 Discussion and limitation of the study
This validation study highlights the main flaws of 4D Flow CMR. In particular

it is evident that the sensitivity of the MRI sequence to low velocities is highly

compromised by the chosen vENC. This results in some deviation of the 4D Flow

CMR data from the PIV profiles, with an effect which is more pronounced during

diastole.

In the MRI sequence used, the temporal resolution was selected such that car-

diac cycle was covered by 32 time frames, and the acquisition consisted of two

data sets for each directional velocity encoding. This allowed to average the ve-

locities of each time point of the cycle, increasing the signal to noise ratio (SNR)

[8]. However dividing the cardiac cycle in temporal intervals causes an averaging

of the signal over these time intervals. Therefore the velocity estimated by 4D Flow

CMR results averaged and therefore lower than expected. This limit leads also to

underestimation of peak velocities, as observed in systole [41].

Another reason behind the lower velocities measured is the fact that the depth

of the voxel is determined by the slice thickness. Usually this is the largest dimen-

sion of the voxel, due to the fact that the thicker the slice the higher the SNR. Being

the slice thickness 1.9mm the velocities measured in the plane bisecting the U bend

are averaged over this thickness, giving rise to velocities underestimations [37].

Another main limit of 4D Flow CMR is the partial volume effect, predominant

in the region close to the wall, since in these regions velocity gradients are very high

and as a consequence a single voxel contains a broad distribution of velocity [11].

The decrease of velocity magnitude between inlet and outlet segment, con-

firmed by the cross sectional velocity maps, is prominent in all the instants apart

from instant 3; it could find its justification in two facts:

• the U bend used, even though made in rigid silicone and enclosed in a rigid
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box, had a compliant behaviour.

• in order to connect the system to the blood pump, placed in the control room,

long pipes and pipe fittings were needed, which affected the pressures at the

inlet and outlet of the bend.

Also the computational models present limitations. Most of the time, CFD

overestimates velocities. Moreover in some cases the experimental features of ve-

locity profiles are not well captured. This is the case of the non parabolic flow

structure present in the inlet segment. This feature is consistently present in the

velocity maps measured with PIV and 4D Flow CMR, and is likely to be originated

by the pipe coupling with the U bend. This feature is correctly reproduced by the

EMRI, and it is not captured by the CFD model. This is the direct consequence of

the simplifications introduced by choosing the idealized parabolic shaped velocity

profile at the inlet. These approximations are common in computational studies for

clinical applications [108, 109] and might lead to substantially different flow paths

and flow derived parameters.

Morbiducci et al. [13] highlight how the choice of the inlet boundary condi-

tions plays a major role in computational studies, showing the impact on the CFD

model outcome of a patient specific aorta when imposing the full 3D velocity field

and the axial one as inlet boundary condition. This study highlights how enhanc-

ing computational models incorporating in vivo measurements of velocity profiles

could be a necessary step in the pipeline for subject-specific analysis of haemody-

namics.

Part of the limits of 4D Flow CMR and CFD are mitigated by EMRI. The poor

sensitivity of 4D Flow CMR to low velocities is compensated by the need of satis-

fying the mass conservation, leading to a fluid dynamic sound velocity distribution

also in diastole.

Moreover the non-slip condition and the presence of high resolution mesh in

the boundary layer characterising EMRI allows to correct the velocities in proximity

of the wall, which in the 4D Flow CMR case are more likely to be affected by a large

error. This is a characteristic which is present in all the velocity profiles presented,
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and it is reported in literature; this feature is of fundamental importance especially

when velocities in proximity of the wall are used for the retrieval of flow derived

parameters (e.g. WSS) in clinical environment [51, 63].

Overall the agreement between EMRI and PIV is satisfactory. Some discrep-

ancies might be observed in the velocity magnitude in section A instant 3, section B

and C instants 3 and 4. The first reason behind this discrepancy might be the wrong

estimate of flow rate with 4D Flow CMR, especially in the area of low velocity,

where the signal-to-noise ratio is low as the vENC is larger than the velocity of the

fluid.

Secondly it should be taken into account that also the EMRI model is charac-

terized by rigid walls, which might lead to the velocity discrepancy with respect to

the PIV. In fact the compliance of the silicone elastomer used to fabricate the U bend

might have led to changes in the diameter during data acquisition. Consequently the

enlargement of the lumen due partly to the internal pressures and partly to the outlet

pressure caused by the long pipes used could be at the origin of the discrepancies in

the average velocities between PIV and the computational models [110].

Lastly, it should be considered that PIV is characterized by experimental un-

certainties. In particular:

• errors in the phantom fabrication, connected also to the 3D printing of the

mould used for the phantom.

• the PIV velocity maps of the U bend were obtained as a result of 9 different

experiments. Even if these experiments were conducted all in one session, to

limit the change in the experimental conditions, the camera and the laser had

to be moved to image each of the U bend pipe portions. Moreover after the

post processing of each section, the velocity maps had to be registered to the

U bend geometry, to obtain the full U bend velocity map.

The last limitation of this study concerns the use of PIV as reference technol-

ogy for velocity near the walls. In fact also for PIV, a similar consideration to the

one done for 4D Flow CMR applies, presenting non-zero velocity on the wall, as
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visible in the velocity profiles of the different sections and instants presented. This

is clearly showed also by the relative difference profiles, where the boundary layer

of PIV measurements is often characterized by higher relative difference values

with respect to the bulk flow. This error might be linked to the non-uniform par-

ticles distribution in proximity of the wall and the Gaussian low-pass filter applied

during the processing, that makes easier the recognition of the particle in the subse-

quent processing steps but biases the locations of the correlation peak in the case of

near-wall flow investigations [107]. Nonetheless, even in these areas, if compared

with 4D Flow CMR, PIV flow field shows values of velocity very close to zero,

justifying the choice of this method as a validation tool.
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Figure 4.10: PIV raw data (a), processed vectors (b) of the region II of the U bend, with a
magnification of one portion of it (c).
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APM

FH RL

Figure 4.11: Slice of the 4D Flow CMR showing the magnitude (M), and the three phase
encoding anterior-posterior (AP), right-left (RL) and feet-head (FH) at the
time instant 2.
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a b

Figure 4.12: Post processed 4D Flow CMR data in the coronal plane (middle plane of the U
bend) at the time instant 2: (a) velocity map and (b) velocity vectors overlaid
on the velocity contour plot.

Figure 4.13: Average velocity at the inlet of the U bend during the pump cycle measured
with 4D Flow CMRI (with dashed line representing the average velocity ) and
PIV (with standard deviation, at the four instants of the cycle considered for
the comparison).
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Figure 4.14: Velocity maps in the selected plane at the 4 instant measured with 4D Flow
CMRI and PIV and computed with CFD and EMRI.
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Figure 4.15: Three sections of the U bend where the velocity profiles are compared.
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Figure 4.16: Velocity profiles in section A at the 4 instant of time considered, measured
with 4D Flow CMRI and PIV (with standard deviation) and computed with
CFD and EMRI.
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Figure 4.17: Velocity profiles in section B at the 4 instant of time considered, measured
with 4D Flow CMRI and PIV (with standard deviation) and computed with
CFD and EMRI.
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Figure 4.18: Velocity profiles in section C at the 4 instant of time considered, measured
with 4D Flow CMRI and PIV (with standard deviation) and computed with
CFD and EMRI.
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Figure 4.19: Relative difference between PIV and CFD, and PIV and EMRI velocity mag-
nitudes (v) in section A at the 4 instant of time considered.
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Figure 4.20: Relative difference between PIV and CFD, and PIV and EMRI velocity mag-
nitudes (v) in section B at the 4 instant of time considered.
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Figure 4.21: Relative difference between PIV and CFD, and PIV and EMRI velocity mag-
nitudes (v) in section C at the 4 instant of time considered.
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Figure 4.22: Cross sections of the U bend at 0o and 180o.
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Figure 4.23: Velocity maps in the cross sectional plane at 0o at the 4 instants measured with
4D Flow CMRI and computed with CFD and EMRI.
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Figure 4.24: Velocity maps in the cross sectional plane at 180o at the 4 instants measured
with 4D Flow CMRI and computed with CFD and EMRI.



Chapter 5

3D EMRI: patient-specific

application

In the previous chapter the EMRI approach was validated against 2D PIV in a U

bend, showing the capability of EMRI of correcting for the inaccuracies of 4D Flow

CMR and capturing flow features that a CFD model might not correctly reproduce

as a consequence of modelling assumptions and simplifications. In this chapter the

EMRI methodology is applied to study the flow in a patient specific aorta.

Figure 5.1: A model of the human aorta.

The aorta is the largest artery of the human body (Figure 5.1), which con-

sists of ascending aorta, aortic arch and descending aorta. This vessel is charac-
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terized by numerous branches, and the main ones are branching out from the aortic

arch, in particular the brachio-cephalic artery (BCA), the left common carotid artery

(LCCA) and the left sub-clavian artery (LSCA).

Together with coronary and peripheral artery diseases, aortic diseases such as

atherosclerosis, aortic aneurysms, acute aortic syndromes (e.g. aortic dissection)

contribute importantly to the spectrum of cardiovascular diseases [111].

Endothelial cells, forming the innermost layer of the arterial walls, are directly

exposed to the blood flow, and the fluid drag force acting on the vessel walls via

mechano-transduction, results in biochemical signals, which induce changes in cells

behaviour and vascular morphology [112]. Therefore flow separation, secondary

flow, and wall shear stress are haemodynamic factors which play a big role in en-

dothelial dysfunction and arterial wall remodelling, which are directly linked to the

development of CVDs.

The blood flow entering the aortic arch is skewed to the inner wall during the

acceleration phase, while during the deceleration, the flow direction is reversed. As

a consequence this region is exposed to high and low wall shear stress which are

thought to correlate with development and progress of CVDs such as atherosclerotic

lesions or aneurysms. As a consequence there is a huge interest in investigating the

flow patterns in the aorta in order to gain more insights into the pato-physiological

processes at the base of CVDs [113].

As mentioned blood flow information could be obtained by means of 4D Flow

CMR or modelled with CFD. As explained in the previous chapters 4D Flow CMR

allows non invasive in vivo acquisition of velocity fields, however the limited spatial

and temporal resolutions, and the signal to noise ratio, result in considerable under-

estimation of cardiovascular biomarkers, such as WSS [114]. In fact conventional

MRI acquisitions are characterized by a single value of vENC, hence introducing a

bias of the SNR toward the assessment of velocities in the vENC range.

Aortic flow constitutes a good example, as the 90% of the blood flow velocity

is less than 0.2 m s−1 in late diastole, and with with a vENC of 150 m s−1 these

velocities are acquired with a SNR 10 times lower than if a suitable value of vENC
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were used [115]. The same issue affects the velocities in proximity of the walls,

where limited spatial resolution and partial volume effects, make the estimation of

velocity-dependent parameters challenging [9].

The development of CFD has allowed to investigate haemodynamics, in par-

ticular thanks to computational models’ ability to quantify variables difficult-to-

measure in-vivo, and to give access to very high resolution. The limitations of CFD

are mainly linked to model assumptions, such as the choice of blood rheological

model, the interaction of blood with vessel walls and the boundary conditions, as

discussed in the previous chapters.

The aim of this chapter is to apply the EMRI to study the blood flow in the

human aorta, and in particular:

• to analyse the EMRI computed bio-mechanical parameters in a patient spe-

cific geometry.

• to compare the flow and the flow-derived parameters (e.g. WSS) computed

with EMRI and CFD in the aorta during the cardiac cycle.

Part of the results presented in this chapter have been published in the ASME

Journal of Engineering and Science in Medical Diagnostics and Therapy [3] and

will be presented at the Virtual Physiological Human (VPH) Conference 2020.

5.1 Methods

5.1.1 Magnetic resonance imaging and post processing

The data set used was the same as chapter 3.3. Let us recall the main parameters

of sequence used: TR 4.4369 ms, TE 2.6335 ms, flip angle 15o, matrix 256 256,

pixel dimension 1.36 x 1.36 x 3 mm3, number of slices 17, number of phases 20.

The velocity encoding was made in three orthogonal directions: head-foot, right-left

and anterior-posterior with vENC of 130 cm s−1. The image sets were acquired at

20 equally-spaced intervals over the cardiac cycle, collecting 120 volumetric image

sets (20 time points x 3 encoding directions x pairs of magnitude and phase images).
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The anatomy of the aorta was segmented from magnitude images, averaging

the three encoding directions, using Simpleware ScanIP (version O-2018.12-SP2,

Synopsys, CA, USA) and meshed using ICEM CFD (ANSYS Inc, Cannonsburg,

PA, USA). The geometry (Figure 5.2) was meshed using tetrahedral elements and

prism elements for the boundary layer (10 layers) near the wall. The mesh, that was

chosen after a sensitivity test (see A.2), has 433765 nodes and 1396493 elements.

LSCA
BCA

LCCA

INLET

OUTLET

Figure 5.2: 3D geometry of the aorta.

4D Flow CMR data were first processed using an in-house code written in

Matlab environment (Matlab, MathWorks, Natick, MA), that extracts the velocity

components at the inlet of the aortic root, at the brachio-cephalic artery (BCA), at

the left common carotid artery (LCCA) and at the left sub-clavian artery (LSCA)

and also the velocity field in the entire aortic domain. The average velocity at the

inlet, at the BCA, LCCA and LSCA outlets during the heart cycle are presented in

Figure 5.3.

The flow regime is characterize by a Womersley number (α) of 18.87, a peak

Reynolds number Repeak of 2905.6 and an average Reynolds number Remean of
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Figure 5.3: Average velocity at the inlet of the aorta, at BCA, LCCA and LSCA during the
cardiac cycle.

976.8. To assess the onset of turbulence, the critical Reynolds number Recrit was

computed with (Equation 4.9):

Recrit = 169α
0.83St−0.27 (5.1)

where St is Strouhal number, calculated as (Equation 4.10):

St =
D f

2(vpeak− vmean)
(5.2)

where D is the aortic diameter (0.02726 m), f is the frequency of the cardiac

cycle, vpeak and vmean are respectively the peak and the mean velocity over the

cardiac cycle. In the patient specific aorta studied the Recrit=4160, therefore the

flow regime could be considered laminar [116].

The accuracy of the velocity measured with MRI was assessed by computing

the standard deviation as in section 4.1.3, using equation 5.3 [101]:

σv =

√
2 ·VENC

πSNR
(5.3)

where SNR is the signal-to-noise ratio of the magnitude images, calculated as

the ratio of the average pixel intensity in two equally sized regions of interest, one
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in the aortic lumen and the other in stationary tissue. The standard deviation was

assessed throughout the cardiac cycle, and it is shown in Figure 5.4 together with

the inlet velocity waveform.

1

2

3

4

Figure 5.4: Average velocity at the inlet of the aorta with standard deviation and the instants
selected for the comparison of 4D Flow CMR, CFD and EMRI (blue dots).

Another important parameter to assess the quality of the velocity mapping is

the V NR that is defined as 4.6 [101]:

V NR =
v

σv
(5.4)

where v is the measured velocity. As pointed out previously, the vENC is set to

be higher than the peak systole velocity, which impacts negatively the VNR during

diastole. This is evident by the values in Table 5.1, where the SNR, the VNR and

the σv of the 4D Flow CMR of the 4 instants of the cardiac cycle considered for the

comparison between 4D Flow CMR, CFD and EMRI, are presented.

In order to estimate the WSS from the 4D Flow MRI data, the retrieved flow

field was interpolated on the computational mesh, requiring additionally the veloc-

ity on the wall to be zero [63, 9]. In order to do so vMRI was defined as follows

(Equation 5.5):
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Table 5.1: SNR,VNR and σv of the 4D Flow CMR data at the 4 instants considered of the
cardiac cycle.

Instant SNR VNR σv (ms−1)
1 14.11 8.36 0.034
2 12.73 11.02 0.037
3 13.28 6.29 0.036
4 14.30 1.97 0.033

vMRI =

vMRI · 1
1.5 mm (dWALL) ∀ dWALL <1.5mm

vMRI ∀ dWALL >1.5mm
(5.5)

so that vMRI within half voxel distance (1.5 mm) from the aortic wall along the

normal of the aortic surface would smoothly approach zero on the wall [12]. This

velocity field was used for the WSS computation only, whereas the raw 4D Flow

CMR measured velocity field was used in the EMRI approach.

In Figure 5.5 the raw 4D Flow CMR velocity profile and the processed one for

computing the WSS are shown in a line crossing the descending aorta.

Length of line (m)

Figure 5.5: Raw 4D Flow CMR velocity profile and processed one at t=0.2348 s from the
beginning of the systole, computed on the line crossing the descending aorta
(on the right of the picture).

In Figure 5.6 the velocity surfaces of the raw 4D Flow CMR velocity field and

the processed one in a transverse plane of the descending aorta (Figure 5.10 b) are
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showed.

4D Flow CMR                                 

0.90.450

Velocity (m s-1)

Raw Processed

Figure 5.6: Velocity surfaces computed from raw 4D Flow CMR velocity profile and pro-
cessed one at t=0.2348 s from the beginning of the systole, in a transverse plane
of the descending aorta (shown Figure 5.10 b).

5.1.2 Enhanced Magnetic Resonance Imaging

5.1.2.1 EMRI Wall function

As it was pointed out previously, WSS is one of the main cardiovascular biomarker.

It is related to the gradient of the velocity field near the wall. When considering 4D

Flow CMR data, it is needed to take into consideration that the spatial resolution is

defined by the size of the voxels of the image (usually 1−2 mm3). This is true also

near the wall.

Figure 5.7 shows the raw velocities measured with 4D Flow CMR in a transver-

sal cross section of a patient specific aorta, with the segmentation profile of the

vessel overlaid. It is straightforward to notice how the segmentation line intersects

the voxels on the boundary layer, hence in this region the velocities are usually

represented by only one voxel.

If these facts are taken into consideration, the introduction in the EMRI frame-

work, of a function dependent on the distance from the vessel wall dWALL, could be

vital to alleviate the 4D Flow CMR spatial resolution limitations, especially in real
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Figure 5.7: Diagram showing the raw velocity measured with 4D Flow CMR (right end
side) in a transversal cross section of a patient specific aorta (left hand side),
with the segmentation profile of the vessel overlapped.

case scenarios in which an estimation of parameters dependent on the velocity field

in proximity of the walls, such as WSS, is needed.

In particular the function φ(dWALL) was introduce to ensure a smooth transition

of the vMRI from 0 when moving radially from the wall towards the vessel centreline,

so that:

• if dWALL is the distance from the aortic wall, φ(dWALL = 0)≈ 0

• if ∆Pix is the chosen offset from the wall, φ(∆Pix)≈ 1

The resulting function for φ(dWALL) could be written in a linear form in the follow-

ing way (Equation 5.6):

φ(dWALL) =


1

∆Pix (dWALL) ∀ dWALL < ∆Pix

1 ∀ dWALL > ∆Pix
(5.6)

The EMRI force is therefore expressed as (5.7):

~f = K · (φ(dWALL) ·~vexp−~v) (5.7)
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In order to find the optimal ∆Pix a sensitivity test was performed, computing

the following parameters: kinetic energy (Equation 3.7), εvTOT and εvB which rep-

resent the difference between the computational velocity v and the vMRI averaged

over the computational domain and averaged on the volume formed between the

wall and a surface translated normally inward with an offset of 1.5 mm respectively.

This approach will be referred as EMRI Wall function and it will be compared with

the standard EMRI.

5.1.2.2 EMRI computational models

In the EMRI approach the flow was assumed to be laminar and incompressible. The

blood was assumed Newtonian, with its density and viscosity set to 1060 kgm−3 and

0.004 Pa · s [12]. Walls were assumed to be rigid and a no-slip boundary condition

was applied. The EMRI algorithm was run in steady state using the Cartesian ve-

locity profile at the inlet, BCA, LCCA, LSCA . A 0 Pa boundary condition was

applied at the outlet of the descending aorta (Figure 5.2).

In order to have a force coefficient k ranging from 0 to 1 in the domain, as in all

the other cases studied, a scaling factor s had to be applied (Equation 3.10), taking

into consideration the characteristic length (the aortic diameter L=0.02726 m), the

characteristic velocity (refer to Figure 5.4) of the aorta, and the value of the fluid

density. The values of s are reported in Table 5.2.

Table 5.2: Gain scaling s at the considered instants of the heart cycle.

Instant s
1 7.922
2 5.497
3 9.733
4 29.404

5.1.3 CFD

A transient CFD simulation of the aorta was run as comparison, with the same

assumptions as the EMRI model. A time dependent velocity profile was imposed

at the inlet. In order to do so the inlet of the aorta was extended (for 2 times its

diameter) to apply a flat velocity profile (Figure 5.8), consistent to the measured
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Figure 5.8: Geometry of the aorta used for the CFD simulation.

velocity waveform (shown in Figure 5.4), which was interpolated with a spline.

Mass flow rate boundary condition was applied at the BCA, LCCA, LSCA based

on the waveform in Figure 5.3. A 0 Pa boundary condition was applied at the outlet

of the descending aorta (Figure 5.8).

5.1.4 Sets of simulations conducted

Three sets of simulations were conducted:

1. the first one analysed the whole aorta in late systole (at the time t = 0.2348

s from the beginning of systole) (instant 3 in Figure 5.4) comparing the out-

come of 4D Flow CMR, steady state CFD (EMRI with k=0) and EMRI.

2. the second one aimed at comparing the outcome of EMRI and EMRI Wall

function, and the impact of the introduction of a wall function on the energy

and on the velocity difference between 4D Flow CMR and EMRI.

3. the third set of simulations aimed at comparing the aortic flow measured with

4D Flow CMR, computed with EMRI wall function and with time resolved
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CFD in 4 phases of the cardiac cycle (accelerating phase, peak systole, de-

celerating phase and mid diastole). The flow path are assessed in the sections

showed in Figure 5.10.

4. the last one focused on a small portion of the artery, a 0.01 m section immedi-

ately downstream to the aortic arch (Figure 5.9), in order to verify that EMRI

leads to reliable results even when small domains unsuitable for CFD studies

are considered. This application might be very useful for regions where the

estimation of the boundary condition is limited.

2

INLET

OUTLET

Boundary Condition applied

Inlet Cartesian velocities (CFD)

Flat velocity (EMRI)

Outlet 0 Pa

Walls Rigid, Non-slip

Figure 5.9: Portion of the aorta geometry considered and boundary conditions applied.

5.2 Results and discussion

5.2.1 Aortic flow at late systole: comparison between CFD

steady state, EMRI and 4D Flow CMR flow fields.

5.2.1.1 Blood flow velocities

The velocity profiles in the aorta, during the decelerating phase of the cardiac cy-

cle, are shown in Figure 5.11. The profiles are shown in the mid-plane and in the

descending aorta, for the original 4D Flow CMR, standard CFD and EMRI.
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a)                           b)                              c)              

Figure 5.10: Sections considered to compare the flow path in the aorta: a) transverse sec-
tions at the inlet and outlet of the aortic arch, b) transverse section in the
descending aorta and c) sagittal section of the whole aorta.

The 4D Flow CMR velocity field shows a less uniform distribution in compar-

ison to the CFD and the EMRI. The velocities obtained in 4D Flow CMR, CFD and

EMRI are generally in the same range (0-0.9 m s−1) which is the normal range of

velocity in the aorta [117]. In the 4D Flow CMR distribution, local peaks of veloc-

ity can be observed, and the velocity pattern appears to be relatively discontinuous.

Conversely, in the standard CFD, the velocity is smoothly varying.

The EMRI result reflects the spatially heterogeneous pattern of the velocity ob-

served in 4D Flow CMR while maintaining smooth variation across the aorta. The

behaviour in proximity of the wall in the EMRI is determined predominantly by the

no-slip boundary condition, allowing for the correction of the non-zero velocities of

the 4D Flow CMR (Figure 5.12).

A closer look at the velocity profiles, shown in Figure 5.12, indicates that the

velocity near the wall in 4D Flow CMR can be as high as the velocity peak in

the middle of the aorta (≈ 0.9 m s−1). This is likely to be noise, as even if aortic

wall motion had been taken into consideration, the aortic wall would have been in

the phase of gradual deflation at this time point of the cardiac cycle, i.e. end of

systole. This flaw is ‘corrected’ in EMRI model, that shows zero velocity near the
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4D Flow CMRI        CFD             EMRI

Figure 5.11: Velocity maps of the aorta ( t=0.2348 s) computed with 4D Flow CMR, CFD
and EMRI. Sagittal cutting plane (top left) and transversal cross section (bot-
tom left). The locations of cutting planes are shown on the left panel.

wall, because of the no-slip boundary condition imposed. This is clearly showed by

the velocity difference maps between EMRI and 4D Flow CMR (Figures 5.13 and

5.14).

In the cross-sectional velocity distribution, the flow obtained by standard CFD

is skewed more towards the outside of the aortic curvature (Figure 5.11), although

the peak velocity is lower than the one measured by 4D Flow CMR and computed

by EMRI (approximately 0.6 m s−1 in CFD vs. 0.75 and 0.9 m s−1 in EMRI and

4D Flow CMR, respectively). Here, EMRI more accurately reflects the velocity

profiles measured in-vivo, including the crescent-looking pattern of high velocity.

5.2.1.2 Effect of external force on kinetic energy, velocity differ-

ence, pressure and WSS between 4D Flow CMR and EMRI.

In order to have a parameter to estimate how the EMRI force is changing the fluid

dynamics of the system, the kinetic energy of the system, the pressure and the ve-

locity difference between EMRI and 4D Flow CMR were computed (Table 5.3).

In particular the energy of the system changes from 1705.19 J of the stan-
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Figure 5.12: Velocity maps of the aorta (t=0.2348 s) of the Sagittal cutting plane (top row)
and transversal cross section (bottom row) computed with 4D Flow CMR and
EMRI, with a magnification of a portion of the descending aorta and of a
portion near the wall.

Table 5.3: Quantities used to assess the impact of the introduction of φ(dWALL) for different
∆Pix values.

∆Pix (mm)
Kinetic

Energy (J)
Pressure
(Pa)

εvTOT
(ms−1)

εvB
(ms−1)

Iterations

CFD 1702.32 320.912 0.197843 0.0691595 100
EMRI 1931.76 2024.99 0.133665 0.0497925 42

dard CFD simulation to 1929.41 J of the EMRI, leading therefore to an increase of

13.1 %. This energy increase is justified by the velocity correction introduced by

the EMRI external force, which is quantified by the εvTOT and εvB, decreased by

32.4 % and 28.0 % respectively with the introduction of the EMRI external force.

However the fact that the 4D Flow CMR velocity values near the wall were er-
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Figure 5.13: Velocity difference between EMRI and 4D Flow CMR in the sagittal section
of the aorta (t=0.2348 s) with an area magnified.
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Figure 5.14: Velocity difference between EMRI and 4D Flow CMR in a transverse section
of the aorta (t=0.2348 s) with two area magnified (a,b).

roneous is certainly leading to a large force term to ensure the non-slip boundary

condition. This effect is reflected in the WSS distribution (Figure 5.16). The WSS

computed from the processed 4D Flow MRI is in the range 0− 3.5 Pa, consistent

with 4D Flow CMR based studies [12], while the WSS computed with CFD and

EMRI shows higher values, a trend in agreement with the literature when compar-
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Figure 5.15: Pressure maps of the aorta ( t=0.2348 s) on the wall with CFD and EMRI

ing MRI-derived and CFD computed WSS [12, 118].

However, there is a marked difference in the WSS distribution between CFD

and EMRI. EMRI results when compared to the CFD ones, show overall higher

values of WSS which exceeds the values reported in literature which in a healthy

aorta are should be in the range 0− 7 Pa [59]. EMRI presents also larger areas of

localised high WSS and a less uniform distribution, especially on one side of the

descending aorta.

The difference in WSS maps of CFD and EMRI is due to the discrepancy in

the velocity distributions discussed earlier, since EMRI provided a higher velocity

gradient near the wall, reflecting the 4D Flow CMR observations. As previously

pointed out, the velocity information of the layer near the wall is coming from one

voxel only, constituting a very poor representation of the highly varying velocity

field characterizing this area of the vessel, and therefore could lead to an erroneous

velocity enforcement.

In order to take this into account a wall function in the expression of the EMRI
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Figure 5.16: Wall shear stress maps of two sides of the aorta (t=0.2348 s) computed with
4D Flow CMR, CFD and EMRI.

force term was introduced (Equation 5.6) and a comparison with the standard EMRI

will be carried out in the next section.

An increase in the pressure is also observed when comparing CFD and EMRI

(Figure 5.15 and Table 5.3). It could be expected that the pressure obtained with

EMRI would be the one associated with the ’corrected version’ of the measured

velocity field, however this reproducibility has been found infringed [95]. In order

to understand this, the NS equations could be taken in consideration, and rewritten

in a compact notation for the EMRI model (equation 5.8,5.9 ):
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ρ

(
∂~vEMRI

∂ t
+(~vEMRI ·∇)~vEMRI

)
= µ∆~vEMRI−∇pEMRI +~f (5.8)

∇ ·~vEMRI = 0 (5.9)

where ~vEMRI = (uEMRI,vEMRI,wEMRI) is the velocity vector field, pEMRI is the

pressure, ~f = ( fx, fy, fz) is the external force field. After computing the divergence

of the Equation 5.8, and substituting Equation 5.9 in it, the following expression for

the pressure is obtained (equation 5.2.1.2):

∆pEMRI =−∇ ·ρ(~vEMRI ·∇)~vEMRI +∇ ·~f (5.10)

If ~vreal is the velocity field satisfying the NS equations of the system studied,

then equation would become:

∆preal =−∇ ·ρ(~vreal ·∇)~vreal (5.11)

If we assume that the ~vEMRI ≈ ~vreal , then equation 5.2.1.2, could be rewritten

as :

∆pEMRI = ∆preal +∇ ·~f (5.12)

This pressure difference is the result of two terms: one associated with the rotational

component of the force term and the other one associated with the irrotational part.

The first one is the result of the velocity field imposed through the force, and the

other one is the results of the non divergence-free part of the force, that deterio-

rates the pressure field. In order to give a correct estimate of the pressure field, a

correction term needs to be introduced. This will be part of a future work.
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5.2.2 Aortic flow at late systole: comparing standard EMRI and

EMRI Wall function

5.2.2.1 Sensitivity test

A sensitivity test to determine the appropriate value of ∆Pix (mm) in the φ(dWALL)

expression was carried out. The values of kinetic energy, εvTOT and εvB for the

different values of ∆Pix (mm) are reported in Table 5.4.

Table 5.4: Quantities used to assess the impact of the introduction of φ(dWALL) for different
∆Pix values.

∆Pix (mm)
Kinetic

Energy (J)
εvTOT
(ms−1)

εvB
(ms−1)

Iterations

No Force 1702.32 0.197843 0.0691595 100
0 1931.76 0.133665 0.049792 42

0.25 1884.4 0.134628 0.044753 42
0.5 1796.42 0.136494 0.042138 42

0.75 1715.78 0.138614 0.040351 43
1 1658.38 0.140705 0.038843 43

1.25 1625.54 0.142592 0.038503 43
1.5 1604.23 0.144321 0.038360 43

A ∆Pix of 0.75 mm was chosen because it minimizes εvTOT as well as εvB.

Moreover using this parameter the energy of the system is only 0.79% higher with

respect to the case without external force. Higher values of ∆Pix lead to lower errors

in the area near the wall, but lead overall to a larger error if the whole computational

volume is considered. In Table 5.4 also the iterations number for the different cases

are shown; there is little impact played by the introduction of the φ(dWALL) in the

EMRI framework, while the number of iterations are reduce by 64 % with respect

to the case without external force.

The maps in Figure 5.17 show the spatial distribution of φ(dWALL) for ∆Pix

(mm) of 0.75 mm when evaluated on the sagittal cutting plane and transversal cross

section of the aorta.

In Figure 5.18 the velocity profile extracted from raw 4D Flow CMR (vMRI),

computed with the (φ(dWALL) · vMRI) and EMRI are shown in a line crossing the
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Figure 5.17: Diagram showing the trend of φ(dWALL) with ∆Pix (mm) of 0.75 mm in the
sagittal cutting plane (on the left) and transversal cross section (on the right)
of a patient specific aorta .

descending aorta (shown also in the left side of the figure).

In Figure 5.19 the velocity surfaces computed from raw 4D Flow CMR data

(vMRI), from the (φ(dWALL) · vMRI) and from EMRI data are shown for a transverse

plane of the descending aorta (Figure 5.10 b) at late systole.

These figures illustrate the huge impact that the EMRI has on the velocity

field, and the substantial correction of the velocity field, which is not limited to the

boundary region, but also the bulk flow.

5.2.2.2 Blood flow velocities

The velocity maps in the sagittal cutting plane and transversal cross section of the

aorta, computed with EMRI and EMRI Wall function are shown in Figure 5.20.

Overall the velocities obtained with EMRI Wall function are similar to the one ob-

tained with EMRI. However, considering the saggital velocity maps (top row of

Figure 5.20), it is noticeable how the area in proximity of the wall tends to have

more smoothly-varying velocity values. This behaviour is evident by looking at the
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Figure 5.18: Raw 4D Flow CMR velocity profile and processed one at t=0.2348 s from the
beginning of the systole, computed on the line crossing the descending aorta
(on the right of the picture).
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Figure 5.19: Velocity surfaces computed from raw 4D Flow CMR data (vMRI), from the
(φ(dWALL) · vMRI) and from EMRI data at t=0.2348 s from the beginning of
the systole, in a transverse plane of the descending aorta (shown Figure 5.10
b).

transversal cross sections (bottom row of Figure 5.20). To this purpose a portion of

the latter was magnified (Figure 5.21).

It is clear that the function introduced in the EMRI Wall function allows to

smooth the vMRI in the wall boundary region, even more than EMRI alone, in par-
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ticular when the vMRI 6= 0, reducing the impact on the energy of the system as

discussed previously. This is illustrated by Figure 5.22 where the velocity differ-

ence (v - vMRI) maps of the aorta computed with EMRI and EMRI Wall function

in the sagittal cutting plane (first row) and transversal cross section (second row)

are shown. The residual error on the area in proximity of the wall dramatically

decreases with the introduction of the wall function in the EMRI model.

The effect of the function φ(dWALL) is reflected also in the WSS maps; in

Figure 5.23 the WSS maps of two sides of the aorta computed with EMRI and EMRI

Wall function are compared. This analysis shows how EMRI Wall function leads

to lower values of WSS, smoothing the high WSS peaks obtained by the standard

EMRI described previously.

5.2.3 Aortic flow studied with EMRI wall function and time re-

solved CFD

Blood flow was assessed using 4D Flow CMR, EMRI (wall function) and time re-

solved CFD in four phases of the aortic cycle (blue dots in Figure 5.4): accelerating

phase (instant 1, t=0.0470 s from the start of the systole), peak systole (instant 2,

t=0.0939 s from the start of the systole), decelerating phase (instant 3, t=0.2348 s

from the start of the systole) and mid diastole (instant 4, t=0.4695 s from the start

of the systole). Overall the velocity magnitude across the cycle is consistent with

the velocity values of an healthy aorta, which are in the range 0− 1.4 m s−1. The

CFD and the EMRI show smoother velocity maps (e.g. Figure 5.36) with respect

to the 4D Flow CMR ones, which shows a noisy behaviour, highlighted also by the

vector plots (e.g. Figure 5.38). The four phases are discussed individually in the

next subsections.

5.2.3.1 Acceleration phase

During early systole, the flow field in the aorta starts developing, with an increase of

the axial velocity, with a profile skewed towards the inner wall, which is character-

ized by higher velocities [50]. This trend characterizes the CFD and more markedly

EMRI velocity maps (Figure 5.24). It is however not clearly visible in the 4D Flow
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CMR velocity map.

The velocity vectors maps (Figures 5.25 and 5.26) show more clearly the flow

paths. In the ascending aorta the CFD is characterized by a more symmetric velocity

profile across the vessel width, with respect to the EMRI, that shows the higher

velocities in the inner part of the aorta.

In the aortic arch the CFD computed flow presents the same trend of the as-

cending aorta, showing a symmetric velocity distribution, while the EMRI velocity

field is skewed towards the outer wall of the arch, presenting lower velocities in the

inner part.

The descending aorta is the segment characterized by the higher velocities,

with a peak of 0.8−0.9 ms−1 in the EMRI, while the CFD shows slightly lower ve-

locities. On the contrary the 4D Flow CMR velocity map shows very noisy patterns,

which could be justified by the temporal averaging and the low temporal resolution,

which might deteriorate the flow field in this cardiac phase of highly accelerated

flow. This observation is also confirmed by the velocity vectors map. On the other

hand, in this segment of the aorta the CFD and the EMRI vector plots of the in-plane

velocity are characterized by a similar trend, with cross sectional velocities directed

towards the inner part of the vessel (Figures 5.28 and 5.29). On the opposite the ve-

locity magnitudes show again the same trend with higher values in the EMRI model

(Figures 5.27).

5.2.3.2 Systolic peak

During the systole, the region of higher velocity is migrated away from the inner

wall towards the axis of the aorta (Figure 5.30). This is more visible in the EMRI

and in the 4D Flow CMR (even though the velocity map appears noisy). The sagittal

section vector plots (Figures 5.31 and 5.32) show that the velocity is still symmetric

across the vessel width. However the cross sectional vector plots (Figure 5.35),

particularly for CFD and EMRI, show the presence of right handed helical flow

(clockwise when viewed in the direction of forward movement of the flow) at the

left and the right hand side (with respect to the symmetry plane of the arch) of the

descendent aorta, right after the distal segment of the aortic arch [27, 12].
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The descending aorta is characterized by the higher velocity of the cardiac

cycle (Figure 5.30). In particular the EMRI velocity map shows the higher velocity

magnitude, peaking to 1.4 m s−1, contrarily to the CFD and 4D Flow CMR that

show much smaller velocity values. The velocity distribution in the considered

cross section of descending aorta (Figure 5.33) shows also the same trend, with

pronounced differences in the magnitude; the EMRI shows the same trend with

respect to 4D Flow CMR, while CFD has a more homogeneous distribution of the

velocities. In the vector plots of the same section (Figure 5.34) the EMRI and

the CFD exhibit a similar secondary flow, while the MRI is characterized by more

complex flow structure.

5.2.3.3 Late systole

In late systole more accentuated flow separation occurs and the highest velocity

stream migrates towards the outer wall of the distal aortic arch. This behaviour

is correctly depicted by the EMRI, and partially by the 4D Flow CMR, that show

distinctly higher velocities in the outer wall in the distal aortic arch and the outer

wall of the first portion of the descending aorta (Figure 5.36). The CFD shows also

in this case a more symmetric distribution of the velocities across the vessel.

In this cardiac phase secondary helical flows develop; in particular flow sepa-

rates from the inner wall of the distal arch, and oblique streamlines appear, causing

right handed helical pattern of flow that curl towards the anterior part of the de-

scending aorta [27]. These flow features are visible in Figures 5.37 and 5.38 by the

vector distributions of EMRI and 4D Flow CMR in the descending aorta.

A more complete view on the secondary flow development is given by the

cross sectional flow (Figures 5.40 and 5.41). As the sections in the first row of

Figure 5.41 indicates, all the three modalities show the presence of secondary flow,

located however in a different position in the CFD with respect to the EMRI and 4D

Flow CMR.

The same observation applies to the lower section of the descending aorta (Fig-

ure 5.40), which is characterized also by a different distribution of the velocity

magnitude (Figure 5.39). In particular the EMRI model reproduces the experimen-
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tal velocity, showing a less symmetric velocity distribution with respect to the CFD

model.

5.2.3.4 Mid diastole

Diastole is characterized by a stronger reduction of velocity, as showed in the ve-

locity magnitude maps (Figure 5.42), and in particular of the axial flow component

(Figures 5.43 and 5.44). In this phase of the cardiac cycle, the 4D Flow CMR suffers

of errors due to low sensitivity of the velocity encoding gradients to small veloci-

ties, as the velocity range is much lower than the vENC. As a consequence the EMRI

velocity distribution results less homogeneous than the CFD one (Figures 5.42 and

5.45).

In this phase secondary helical and retrograde flows persists (Figures 5.46 and

5.47). Helical flow patterns are very subject specific and they are dependent on the

geometry of the aorta [27], therefore assessing the performance of the suggested

methodology with respect to CFD or 4D Flow CMR is challenging.

The ability of EMRI to estimate more complex velocity patterns than CFD

offers the potential advantage of reproducing flow/vortex structures closer to those

observed in vivo in the aorta [33]. Overall the vortex structure computed with EMRI

is more heterogeneous compared to the standard CFD and, although CFD and EMRI

share the main flow structures, the helical structures and the swirling paths show a

very different behaviour [95].

5.2.4 WSS

In the Figures 5.48 - 5.51 the WSS computed with CFD, EMRI (Wall function) and

computed with 4D Flow CMR are shown for the 4 selected instants of the cardiac

cycle. The MRI computed WSS shows results in agreement with MRI studies with

values in the range 0− 3 Pa [12, 119, 120, 29, 9]. The estimation of WSS is still

a challenging task and there is no standardized methodology [121]. Usually more

complex fitting of 4D Flow CMR measurements are performed such as spline fitting

[121] or data denoising to improve the velocity estimation and therefore have a more

accurate estimation of the WSS [115].
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In general, WSS calculated using computational models shows higher values

of WSS with respect to the MRI-derived one, which is mainly due to the limited

spatial resolution of MRI measurements [63, 12]. This is the case in the presented

study, where both the computational models show high WSS values which range

between 0−15 Pa. This behaviour could be consequence of a segmentation error,

originating from the low spatial resolution of the data 1.36 x 1.36 x 3 mm3, as it

is not characterizing the EMRI model only, but also the CFD one. Moreover the

error in the segmentation would particularly affect EMRI as by reducing the vessel

lumen, the velocity field informing the simulation would be characterized by higher

values of velocity in the regions in proximity of the wall and therefore cause higher

velocity gradients, and thus high values of WSS.

Overall the spatial distribution of the WSS shows consistency with the litera-

ture [115, 12]. In particular the WSS maps show an increasing trend when moving

from the anterior wall of the aortic arch and moving along the descending aorta.

Moreover the high WSS region increase in size when moving from the arch down

to the descending aorta [115, 9]. This is clear in the computational models maps.

Table 5.5 shows the WSS computed from processed 4D Flow CMR data, time

resolved CFD and EMRI, averaged over the aortic wall for the considered instants

of the cardiac cycle.

Table 5.5: WSS computed from processed 4D Flow CMR data, time resolved CFD and
EMRI, averaged over the aortic wall for the considered instants of the cardiac
cycle.

Instants
(mm)

WSSMRI
(Pa)

WSSCFD
(Pa)

WSSEMRI
(Pa)

1 0.69 4.25 7.63
2 0.84 4.74 9.27
3 0.79 1.67 2.98
4 0.51 0.37 1.17

Moreover to better summarize the WSS temporal evolution, the WSS data of

each modality was normalized with respect to the time average WSS (Equation

5.13):
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WSSt =
WSSt

1
N ∑

N
t WSSt

(5.13)

where t is the time instant and N is the number of samples considered (in this

case 4).

The temporal evolution of the WSS shows a qualitative agreement with pub-

lished studies [115, 9], with higher values in systole with respect to the diastole.

5.2.5 Short segment of the descending aorta

As demonstrated in the 2D channel results in the previous chapter, EMRI has the

ability to ‘accelerate’ the flow development along an enclosed conduit. This sug-

gests that this method could allow an accurate computation of the flow even for a

short region of interest.

In order to verify this potential advantage, a series of computations for a short

segment of the descending aorta were carried out using EMRI and CFD. Resulting

velocity maps are shown in Figure 5.53.

The comparison of the velocity maps in the longitudinal plane shows that the

velocity profile derived from standard CFD is more skewed towards the wall on the

right side. Here, the velocity distribution at the inlet (top end of the domain), which

is already skewed to the right, was prescribed as the inflow boundary condition, and

the velocity patterns in the downstream in CFD appears to be the continuation of

the inflow profile.

On the other hand, the EMRI velocity is more centred, with a peak velocity

closer the axis of the aorta. This velocity profile closely matches that obtained with

the EMRI analysis of the entire aorta, confirming also this expected advantage of

the proposed approach. The EMRI approach enables to compensate for errors in

the boundary conditions and to alleviate the dependency of the CFD model from

the modelling assumptions by embedding the in-vivo flow complexity via the ex-

perimental velocity enforcement.

A similar trend can be seen in the cross-sectional plane; the velocity is more

skewed in CFD towards the left side of the aorta, whereas the EMRI-derived veloc-
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ity profile is more evenly distributed, closely correlated to the velocity pattern in the

entire aorta EMRI.

5.3 Final remarks and limitations

This feasibility study showed how EMRI was able to correctly reproduce the com-

plex flow patterns observed in vivo, while correcting for the experimental noise and

inaccuracies, which might be detrimental especially when the resolution is limited

and accelerated sequences (SENSE) are used, as in this case. The velocity magni-

tude and the flow paths showed a good agreement with the published works about

aortic haemodynamics.

Nevertheless, the aortic flow in the in-silico models was computed under some

approximations. Blood was modelled as Newtonian and the flow was assumed to

be laminar. Although there is no gold standard, Newtonian as well as laminar flow

approximations are extensively used in the literature [41, 53, 10, 62, 11]. Laminar

assumption is supported by the fact that this case study is characterized by a Repeak

lower than the Recrit . Stalder et al. [122] used flow sensitive MRI to assess blood

flow velocities and the onset of turbulence on 30 healthy subjects. In particular their

findings suggest that at rest there is presence of flow instabilities but the flow is not

fully turbulent. However if in healthy subject the haemodynamics is close or at

the borderline of turbulence, turbulence effect might be expected for higher cardiac

outputs or pulsatility, or in presence of disease [123].

The modelling of blood rheology is another complex subject, as human blood

is a non-Newtonian fluid in which its viscosity depends on the shear rate. However

in CFD models of large arteries it is considered a Newtonian fluid, as the shear rate

is predominantly high. In fact differences between Newtonian and Non-Newtonian

models characterize low flow cardiac phases. For example Caballero et al. [124]

analysed three different non-Newtonian models assessing the WSS and showing

that the non-Newtonian fluid features are only significant during periods where the

blood flow is quite slow, and that the Newtonian model is considered as a good

approximation at mid and high-flow velocities.
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A similar outcome was documented by Liu et al. [125] where Newtonian and

non-Newtonian blood model was assessed in terms of distributions of luminal sur-

face LDL concentration and oxygen flux along the wall of the human aorta. It was

shown that the non-Newtonian nature of blood has little effect on the mass transport

in most regions of the aorta except for the areas with flow disturbance.

As the velocity input from 4D Flow CMR to the EMRI framework is the actual

in-vivo velocity field that reflects real blood rheology and flow regime, the assump-

tions could partially be supplemented through the EMRI analysis framework, even

though an actual reference flow was not provided.

The aortic wall was assumed to be rigid. This is another approximation which

is widely adopted in the literature [35, 33, 41, 11]. Lantz et al. [126] compared fluid

structure interaction (FSI) with rigid walls CFD models of the aorta, showing that

there is overall a good qualitative agreement on the flow patterns. Differences arise

in the velocity magnitude, that is overestimated by rigid model with respect to the

FSI, especially during systole due to the different vessel cross section, and area of

recirculation.

In this study also WSS differences between the models were investigated. In

particular instantaneous WSS pattern on the whole aorta showed big differences. In

particular the larger differences are reported during systole as a consequence of the

infinite wave speed of the rigid model compared to the FSI one and the diameter

expansion. The same trend was reported by Reymond et al. [119] that investigated

the difference between compliant and rigid walls model in a patient-specific aorta

with variable thickness arterial wall.

However, even though FSI models when compared to rigid walls ones, provide

a more accurate and physiologic description of the hemodynamics, this comes at

the cost of highly complex numerical algorithms, increased computational costs,

and the challenge of modelling patient-specific wall properties, difficult to obtain

experimentally and in most of the cases unknown [127].

The presented study constitutes the first patient specific application of the

EMRI, therefore the rigid wall assumption was adopted. However, as the 4D Flow
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CMR data are acquired for vessels with cyclic movement supported by the sur-

rounding organs, more work will need to be done in the future to account for the

aortic wall compliance/motion.

Additionally, clinically-used 4D Flow CMR in general has relatively low res-

olution that affects the accuracy of anatomical model reconstruction, which has an

impact on the flow near the wall and WSS computations. However, this is inevitable

in MRI-based anatomical model reconstruction and is not specific to the EMRI al-

gorithm.

The same limitations apply for the CFD model. Moreover in this case the in-

let boundary condition imposed was a flat velocity profile with the MRI derived

pulsatile waveform. This assumption is based on the fact that many in-vivo stud-

ies based on hot-film anemometry on various animal models demonstrated that

the velocity profile distal to the aortic valve are flat with a weak helical compo-

nent [128, 129]. However studies carried on healthy subjects using 4D Flow CMR

demonstrated the presence of helical flow patterns in the aorta, resulting from the

curvature of the aortic arch, the pulsatility of the flow and the torsion of the left ven-

tricle during the heart cycle [27, 130]. Therefore the flat velocity profile constitutes

a simplification.
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Figure 5.20: Velocity maps of the aorta ( t=0.2348 s) computed with EMRI and EMRI with
Wall function. Sagittal cutting plane (top row) and transversal cross section
(bottom row). The locations of cutting planes are shown on the left panel.
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Figure 5.21: Velocity maps of the aorta ( t=0.2348 s) computed with EMRI and EMRI Wall
function in the transversal cross section (see Figure 5.20) with a magnification
of an area near the wall.
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Figure 5.22: Velocity difference (v - vMRI) maps of the aorta ( t=0.2348 s) computed with
EMRI and EMRI Wall function in the sagittal cutting plane (first row) and
transversal cross section (second row) (the sections are showed on the left
side of the picture).
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Figure 5.23: Wall shear stress maps of two sides of the aorta (t=0.2348 s) computed with
EMRI and EMRI Wall function.
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Figure 5.24: Velocity maps of the aorta at early systole (point 1) computed with CFD,
EMRI (Wall function) and measured with 4D Flow CMR in the sagittal cutting
plane of the aorta (Figure 5.10 c).
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Figure 5.25: In plane velocity vector maps of the aorta at early systole (point 1) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.26: In plane velocity vector maps of the aortic arch at early systole (point 1) com-
puted with CFD, EMRI (Wall function) and measured with 4D Flow CMR in
the sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.27: Velocity maps of the aorta at early systole (point 1) computed with CFD,
EMRI (Wall function) and measured with 4D Flow CMR in the transversal
cross section of the aorta (Figure 5.10 b).
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Figure 5.28: In plane velocity vector maps of the aorta at early systole (point 1) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross section of the aorta (Figure 5.10 b).
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Figure 5.29: In plane velocity vector maps of the aorta at early systole (point 1) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross sections of the aortic arch (Figure 5.10 a).
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Figure 5.30: Velocity maps of the aorta at peak systole (point 2) computed with CFD,
EMRI (Wall function) and measured with 4D Flow CMR in the sagittal cutting
plane of the aorta (Figure 5.10 c).
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Figure 5.31: In plane velocity vector maps of the aorta at peak systole (point 2) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.32: In plane velocity vector maps of the aortic arch at peak systole (point 2) com-
puted with CFD, EMRI (Wall function) and measured with 4D Flow CMR in
the sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.33: Velocity maps of the aorta at peak systole (point 2) computed with CFD,
EMRI (Wall function) and measured with 4D Flow CMR in the transversal
cross section of the aorta (Figure 5.10 b).
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Figure 5.34: In plane velocity vector maps of the aorta at peak systole (point 2) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross section of the aorta (Figure 5.10 b).
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Figure 5.35: In plane velocity vector maps of the aorta at peak systole (point 2) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross sections of the aortic arch (Figure 5.10 a).
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Figure 5.36: Velocity maps of the aorta at late systole (point 3) computed with CFD, EMRI
(Wall function) and measured with 4D Flow CMR in the sagittal cutting plane
of the aorta (Figure 5.10 c).
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Figure 5.37: In plane velocity vector maps of the aorta at late systole (point 3) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.38: In plane velocity vector maps of the aortic arch at late systole (point 3) com-
puted with CFD, EMRI (Wall function) and measured with 4D Flow CMR in
the sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.39: Velocity maps of the aorta at late systole (point 3) computed with CFD, EMRI
(Wall function) and measured with 4D Flow CMR in the transversal cross
section of the aorta (Figure 5.10 b).
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Figure 5.40: In plane velocity vector maps of the aorta at late systole (point 3) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross section of the aorta (Figure 5.10 b).
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Figure 5.41: In plane velocity vector maps of the aorta at late systole (point 3) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross sections of the aortic arch (Figure 5.10 a).
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Figure 5.42: Velocity maps of the aorta at mid diastole (point 4) computed with CFD,
EMRI (Wall function) and measured with 4D Flow CMR in the sagittal cutting
plane of the aorta (Figure 5.10 c).
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Figure 5.43: In plane velocity vector maps of the aorta at mid diastole (point 4) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.44: In plane velocity vector maps of the aortic arch at mid diastole (point 4) com-
puted with CFD, EMRI (Wall function) and measured with 4D Flow CMR in
the sagittal cutting plane of the aorta (Figure 5.10 c).
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Figure 5.45: Velocity maps of the aorta at mid diastole (point 4) computed with CFD,
EMRI (Wall function) and measured with 4D Flow CMR in the transversal
cross section of the aorta (Figure 5.10 b).
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Figure 5.46: In plane velocity vector maps of the aorta at mid diastole (point 4) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross section of the aorta (Figure 5.10 b).
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Figure 5.47: In plane velocity vector maps of the aorta at mid diastole (point 4) computed
with CFD, EMRI (Wall function) and measured with 4D Flow CMR in the
transversal cross sections of the aortic arch (Figure 5.10 a).
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Figure 5.48: WSS maps of the two sides of the aorta at early systole (point 1) computed
with CFD, EMRI (Wall function) and computed with 4D Flow CMR.
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Figure 5.49: WSS maps of the two sides of the aorta at peak systole (point 2) computed
with CFD, EMRI (Wall function) and computed with 4D Flow CMR.
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Figure 5.50: WSS maps of the two sides of the aorta at late systole (point 3) computed with
CFD, EMRI (Wall function) and computed with 4D Flow CMR.
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Figure 5.51: WSS maps of the two sides of the aorta at mid diastole (point 4) computed
with CFD, EMRI (Wall function) and computed with 4D Flow CMR.



5.3. Final remarks and limitations 192

Figure 5.52: Normalized WSS retrieved from 4D Flow MRI, CFD and EMRI velocity data
in the selected points of the cardiac cycle.
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Figure 5.53: Velocity map of the longitudinal and cross-sectional planes of the aorta
(t=0.2348 s) computed for a short segment using standard CFD and EMRI,
and entire aorta with EMRI



Chapter 6

Application of EMRI in

pathophysiological research:

atherogenesis

6.1 Background

It has been more than a century that haemodynamic forces have been thought as the

driving factors of vascular remodelling (the first study by Thoma dates 1893 [131])

and addressed as a trigger of vascular pathologies, particularly atherosclerosis [132]

and is suggested as a biomarker to assess risk factor of cardiovascular events (e.g.

stroke).

In the atherosclerosis field, WSS, the frictional force exerted per unit area by

the flow of blood on the vessel wall, has been one of the main marker. Two contra-

dicting theories had been proposed to explain the distribution of the lesions [59].

Fry et al. [133] suggested high WSS is responsible for endothelial damage and

the development of pathologies, while Caro et al.[132] proposed the low WSS to be

responsible. The studies carried out in the subsequent three decades have seen the

low WSS theory prevailing as the main responsible factor of plaque development

[134].

Together with WSS, different biomarkers have been proposed, e.g. oscillatory

shear index (OSI) [135], time averaged wall shear stress (TAWSS) [136].
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The theory of low WSS has become widely accepted as ’primum movens’ of

atherosclerosis [59, 137], which can explain the focal nature of this disease.

In particular atherosclerosis involves the outer walls of vessel bifurcations and

areas of flow recirculation or stagnation. In these regions WSS is drastically lower

than in other areas which are not atheroprore. Computational studies found that

atherosclerosis is likely to develop where WSS is ±4 dyne/cm2 while, where WSS

greater than 12 dyne/cm2 the flow exerts an athero-protective stimulus [59]. Studies

carried out on carotid bifurcations [138], coronary arteries [139] found a quantita-

tive correlation between plaque localization, WSS and disturbed flow.

However as some studies highlighted, this theory is far from being perfect, es-

pecially when considering point-to-point correlation between WSS and atheroscle-

rotic lesions (e.g. intimal, intima-medial, or wall thickening, lipid accumulation)

[134, 140].

Moreover the WSS and transport phenomena of oxygen and macromolecules

are related, but there is only qualitative evidence, and other factor such as ves-

sel three-dimensionality also influence the concentration of macromolecules at the

blood–wall interface and hence potentially macro molecule concentration within

the wall [141].

WSS can be estimated from the velocity field measured in vivo using 4D Flow

CMR [142, 39] or Doppler-ultrasound [143]. As discussed previously in this dis-

sertation, the limited spatial and temporal resolutions could lead to errors in the

estimated flow field, which in turn affects the accuracy of the MRI-retrieved param-

eters such as WSS [33].

As also pointed out, in the last two decades, CFD has been extensively used

as a tool to simulate the flow patterns in different regions of the cardiovascular sys-

tem, and used to asses WSS distributions. CFD demonstrated a good degree of

accuracy when compared to in-vivo imaging modalities such as MRI [10]. Sarrami-

Foroushani et al. [69] studied the carotid bifurcation with 4D Flow CMR and CFD

comparing the velocity vector field obtained by each technique and reporting a dif-

ference of 14.27% in peak systole and 12.91% in diastole relative to maximum
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velocity measured at each cardiac phase.

However, also numerical simulations have their own limitations which resides

in model assumptions and simplifications (e.g. as rigid vessel wall) that could alter

the flow structures and as a consequence affect the calculated parameter such as

WSS [13].

6.2 Hypothesized role of temperature in atherogene-

sis
A parameter that plays an important role on the biology of vascular cells, is temper-

ature. It is a primary physical variable that regulates the functioning of the living

cells. It influences the biology of endothelial cells, in particular:

1. it is associated with an increase of the membrane permeability, which regu-

lates blood plasma transport across the endothelium [144] and the permeation

of LDL [145]

2. it affects angiogenesis [146]

3. it regulates the release of Nitric Oxide (NO) by endothelium, an anti-

thrombotic molecule [147].

All these aspects play an important role in the process of atherogenesis.

The group lead by G.Caligiuri, A. Nicoletti and G. Franck (Laboratory for

vascular Translational Science (LVTS), INSERM) started investigating the poten-

tial link between temperature and vascular disease, a subject never explored before.

They postulated that temperature could exert a significant biological effect on en-

dothelial cells with a pro-atherogenic phenotype.

Local temperature on the vessel wall is the consequence of heat exchange be-

tween blood flow and the vessel itself, therefore a thermal heterogeneity is expected

in areas where the velocity distribution is spatially heterogeneous.

This hypothesis has been confirmed by the heterogeneous temperature distri-

butions obtained in various model of bifurcations (Figure 6.1):
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Figure 6.1: Temperature maps at steady state on the surface of a Vena 8 Microfluidic
Biochip, a Vena Delta Y1 Microfluidic Biochip and µ-Slide y-shaped channel
(Unpublished data, courtesy of LVTS, INSERM).

1. a µ-Slide y-shaped channel of a height of 0.4 mm and width of 3 mm (Ibidi®

Inc., Martinsried, Germany),

2. a Vena Delta Y1 Microfluidic Biochip of a width of 0.08 mm and a height of

0.12 mm (Cellix Ltd, Dublin, Irland)

3. a Vena 8 Microfluidic Biochip of a width of 0.8 mm and a height of 0.08 mm

(Cellix Ltd, Dublin, Ireland)

In particular a 37o C solution was flowed through them and the system temperature

distribution was measured throughout the process using an infra red camera (IRC,

Flir Systems, Wilsonville, Oregon, USA). It is clear that in the area close to the

bifurcations the temperature is 2o C higher with respect to the surrounding region,

and that the same heterogeneity is not observed in the straight vessel model (Vena

8 in the Figure 6.1).

The main limitation of IRC temperature maps is that the only information that

could be retrieved is the surface temperature. Therefore this approach is limited

to simple phantoms without a surrounding environment, and it is not applicable in

vivo. A great alternative is offered by Magnetic Resonance Thermometry (MRT).
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Magnetic Resonance Thermometry (MRT) is a technique exploiting the

temperature dependence of the proton resonance frequency (PRF) [148]. This

method is the gold standard to monitor the process of an interventional procedure

that relies on a thermal effect. Unfortunately the main limitation of PRF is its in-

ability to provide absolute temperature measurements but only relative ones.

Therefore MRT relies on two acquisitions whose phases are then subtracted to

calculate the temperature change due to the intervention. This approach was used

in this study, to measure the temperature difference between two states, as it will be

shown.

In this chapter a model of the carotid bifurcation, one of the most atheroprone

vessels, is used to investigate the role of temperature in the mechanism of atheroge-

nesis by studying the WSS and the temperature distributions. In particular in order

to cope with the resolution limitations of flow sensitive MRI and MRT and the mod-

elling assumptions of CFD, EMRI will be used to estimate temperature distribution

and WSS.

6.3 The carotid bifurcation

Figure 6.2: Streamlines in a carotid bifurcation.

The carotid bifurcation, one of the most atheroprone vessels in the human vas-
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cular system, is the anatomical region where the common carotid artery (CCA)

branches into the internal and the external carotid arteries (ICA and ECA respec-

tively), which supply blood to the intra- and extracranial vessel networks.

This particular geometry causes complex flow structures (Figure 6.2), such

as flow separation and recirculation, which lead to a peculiar distribution of shear

stresses. In particular the areas located along the outer wall, opposite of the flow

divider of the bifurcation, are the ones which are atheroprone [149]. These areas

are characterized by low and oscillatory WSS.

In vitro studies in scale models of the human carotid bifurcation comparing

flow velocity and wall shear stress with intimal plaque thickness at corresponding

locations in carotid bifurcations obtained from cadavers, have highlighted that in-

timal thickening and atherosclerotic plaques locations, positively correlate with re-

gions of low and oscillatory shear stress, while areas of high shear stress are athero-

protected [138, 150].

Preliminary temperature measurements were conducted by the LVTS group

with an IRC on a 3D printed scaled model of a rabbit carotid bifurcation in Polylac-

tic Acid (PLA) (Figure 6.3 a) with inner diameter of 7 mm, wall thickness of 1 mm

(printed with a MAKERGEAR ID-M3 (MakerGear LLC, Beachwood, OH, USA)).

The ICA and the ECA were then branched into the same outlet, and the resulting

model length was 58.6 mm.

In particular water at 37o C was flowed through the phantom at room tempera-

ture (23o C) using a continuous pump (mass flow rate = (2.70±0.02) ·10−3 kg s−1

) and the temperature was measured until the steady state was reached (Figure 6.3

b and c).

The map and the graph show a heterogeneous temperature distribution at the

steady state, with a peak of temperature in the sinus of the bifurcation. These ob-

servations are again limited to the surface of the model. In order to investigate

further these results and assess their reproducibility, a phantom suitable for MRI

experiment was realized. The objectives of this study were:

1. Use the MRI to assess the temperature distribution with MRT and the flow
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field with 4D Flow CMR.

2. Use EMRI to improve the resolution of the velocity field obtained with 4D

Flow CMR as well as to retrieve the resulting temperature distribution.
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Figure 6.3: a) PLA model of the carotid bifurcation; b)temperature map at the steady state
in the carotid bifurcation phantom, measured with IRC; c) Graph showing the
temperature change in time of three areas marked in b), in the transitional phase
and in the steady state (Unpublished data, courtesy of LVTS, INSERM).

6.3.1 MRI experimental setup

In order to perform experiments in MRI a new carotid phantom had to be built.

In particular the MRI acquisition had to be performed using a pre-clinical MRI

scanner (Bruker 7T Biospec system, Bruker, Ettlingen, Germany) using the Bruker

transmit-receive volume coil, which had a 40 mm inner diameter and 75 mm outer

diameter (Figure 6.4). Therefore the model was realized to be compatible with the

coil dimensions.

Firstly a scaled mouse carotid bifurcation phantom (CCA inner diameter 3.32

mm, wall thickness 1 mm) was designed with a surrounding cylindrical structure

(Figure 6.5 a, b) with an outer diameter 18.75 mm and length 30.31 mm that would

host glycerine (Figure 6.5 c). The phantom was 3D printed with a Formlab Form2

(Formlab, Somerville, Massachusetts, United States).
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Figure 6.4: Bruker transmit-receive volume coil

The glycerine surrounding the bifurcation lumen enhanced the MRI signal and

minimised noise around the wall, the area of main interest. In order to monitor the

temperature a probe was fixed in the cylindrical chamber (Figure 6.5 c).

Hydrogel

Flow

SLA print
Thermoprobe

cba

Figure 6.5: a) 3D geometry of the bifurcation phantom b) 3D printed phantom c) experi-
mental setup for MRT: the 3D printed phantom was filled up with an hydrogel
to enhance MRI signal and avoid noise on the wall of the bifurcation; moreover
in order to monitor the temperature, a temperature probe was inserted.

The phantom was placed in a room at 20o C and water at 30o C was run through

it using a continuous pump (same as in the previous experiment described in section

6.3), until steady state was reached (this was assessed using the temperature probe
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MouseOx® Plus Pulse Oximeter for Rodents, Harvard Apparatus). The phantom

was afterwards imaged using an in-house sequence MRT with the following param-

eters: TR 12 ms, TE 1.91 ms, flip angle 9o, matrix 128 x 128, pixel dimension 0.25

x 0.25 x 0.533 mm3, number of slices 60, number of averages 3.

This approach however showed some flaws. In Figure 6.6 it is clearly visible

that the area around the wall of the resin phantom is noisy, due to the fact that the

resin does not produce MRI signal due to the very low content of hydrogen. This

constitutes a limitation since the region around the vessel wall is the one of interest,

therefore a novel approach had to be adopted.

Resin 
Phantom

Agarose 
Phantom

a b

Figure 6.6: Resin phantom and Agarose phantom phase images: transverse (a) and coronal
view (b). The red dotted line is showing the vessel wall.

The ideal phantom for the MRT experiment should have the outer box made

in a proton rich material, so that the phase signal is good enough to monitor the

temperature in the surrounding area. Most importantly, also the wall of the phan-

tom should be made of a similar material, so that information on the wall could be

gathered to explore the study hypothesis.
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The PVA lost core approach [1] (the one adopted for the silicon phantom in the

validation experiment) was used using agarose gel (4 g of agarose, 100 g of water)

to manufacture the phantom. The process is shown in Figure 6.7. The bifurcation

lumen was 3D printed in PVA (using a MAKERGEAR ID-M3, MakerGear LLC,

Beachwood, OH, USA) and covered with acrylic spray paint (PlastiKote, UK), and

the outer mould for the cylindrical box was manufactured in resin (using a Peopoly

Moai, Hong Kong).

Box design

(resin)

Vessel

lumen mold

(PVA)

Agarose

casting
PVA dissolution

in water
Phantom enclosure 

in the box

Development of a vascular phantom for MRI thermography

1 2 3 4 5

Figure 6.7: Development of vascular phantom for MRT: 1) outer box design and printing
in resin; 2) lumen mold printing in PVA; 3) phantom resulting after the casting
with agarose gel; 4) phantom obtained after the dissolution of the lumen mould
in water (the blue dotted line is showing the vessel wall); 5) phantom enclosed
in the resin box.

Afterwards the PVA bifurcation was fixed inside the resin box and the agarose

solution was poured in. Once the agarose was solidified the phantom was placed

in a water bath to melt the PVA core. In this way a single material phantom was

obtained, with the possibility of gathering signal in proximity of the bifurcation

wall.

The experiment was repeated using the same protocol as for the PLA phan-

tom. The Figure 6.6 shows the transverse and the coronal sections of the phase of
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the MRT signal. It is clear that the agarose phantom overcomes the problems char-

acterizing the resin phantom as in this case the wall of the vessel is the outer box

itself, avoiding noise in proximity of the bifurcation wall.

This manufacturing approach allowed me to perform temperature measure-

ments near the wall of the bifurcation, and to perform 4D Flow CMR, that was used

to set up the EMRI model.

6.3.1.1 4D Flow CMR

The phantom was imaged using an in-house 4D Flow CMR sequence: TR 15.49

ms, TE 5.1265 ms, flip angle 20o, matrix 128 x 128, pixel dimension 0.25 x 0.25

x 1.6 mm3, number of slices 20, number of phases 1, number of averages 3. The

velocity encoding was made in three orthogonal directions: head-foot, right-left

and anterior-posterior with a vENC of 0.20 m s−1. The SNR, computed adopting the

same methodology illustrated in the previous chapter, was of 30.5 dB.

6.3.1.2 EMRI

Figure 6.8: Geometry of the carotid artery and on the surrounding box.
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The anatomy of the bifurcation was segmented from magnitude images, aver-

aging the three encoding directions, using Simpleware ScanIP (version O-2018.12-

SP2, Synopsys, CA, USA) and meshed using ICEM CFD (ANSYS Inc, Cannons-

burg, PA, USA).

The geometry (Figure 6.8) was meshed using tetrahedral elements and prism

elements for the boundary layer (8 layers) near the wall. The mesh (chosen after a

sensitivity test, see A.4) had 1015999 nodes and 4139774 elements.

Let us briefly introduce how the heat transfer was modelled. Together with

the conservation of momentum and mass, explained in chapter 1.3.1, in the case of

heat exchange we need to consider the energy conservation equation in the case of

incompressible fluid (equation 6.1):

ρcp

[
∂T
∂ t

+(v ·∇)T
]
= k∇

2T +φ . (6.1)

where T is the temperature, cp is the specific heat at constant pressure, k is the

thermal conductivity and φ is a dissipation function that represents the work done

against viscous forces, expressed as (Equation 6.2):

φ = (τ ·∇)v = τi j
∂vi

∂x j
(6.2)

where τi j is the deviatoric stress tensor.

In the case of an incompressible fluid a state equation does not exist, therefore

the energy equation is decoupled from the other two. This means that continuity

and NS equations can be solved to find velocity and pressure fields. Afterwards this

solution is used to compute the temperature distribution.

The boundary conditions of the bifurcation lumen were the following:

1. inlet: mass flow rate of the pump (2.70 ·10−3 kg s−1) , and water temperature

of 30o C.

2. outlet: opening
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3. wall: no-slip boundary condition;

the boundary conditions of the cylindrical box are:

1. outer wall: fixed temperature of 20o C.

2. inner wall: conservative interface flux.

The flow was modelled as laminar, with Newtonian and incompressible fluid (water,

density and viscosity). The walls were modelled as rigid (with this flow regime the

agarose has a rigid behaviour). 4D Flow CMR data were processed using an in-

house code written in Matlab (Matlab, MathWorks, Natick, MA), to retrieve the

velocity field in the entire bifurcation domain.

The EMRI model used the additional external force term that made use of the

4D Flow CMR measured velocity field. In this case a scaling of 0.18 was used

and the wall function was applied using a ∆Pix of 0.137 mm (for simplicity the

same ratio pixel to ∆Pix found in the aorta application was used). The velocity and

temperature maps estimated with EMRI were compared with those derived with

MRI.

6.3.2 Results and discussion

6.3.2.1 Velocity and temperature maps

The velocity maps of a longitudinal and a cross-sectional plane of the carotid phan-

tom, measured with 4D Flow CMR and computed with EMRI are shown in Figure

6.9. The velocities obtained are in the same range (0-0.3 m s−1). EMRI velocity

maps are smoother than the 4D Flow CMR maps. Moreover the non-slip boundary

condition allowed to correct the velocity values in proximity of the wall.

The temperature maps of a longitudinal and a cross-sectional plane of the

agarose box surrounding the lumen of the carotid phantom, measured with MRT

and computed with EMRI are shown in Figure 6.10. In both the planes the overall

distribution is consistent, even though MRT maps shows a less smooth distribution;

a consequence of the lower spatial resolution.
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Figure 6.9: Velocity maps of the carotid bifurcation computed with 4D Flow CMR and
EMRI. Sagittal cutting plane (top row) and transversal cross section (bottom
row). The locations of cutting planes are shown on the left panel.

6.3.2.2 WSS distribution and temperature heterogeneity

The velocity data were used to compute the WSS. In particular the same approach

used for the patient specific aorta data was adopted for the 4D Flow CMR data

acquired on the carotid phantom, using a dWALL threshold of half a pixel (0.125

mm). The WSS maps of the carotid phantom, computed with 4D Flow CMR and

EMRI are shown in Figure 6.11.

In order to estimate the temperature on the ’carotid wall’, an offset surface was

created by moving the lumen points normally by 1 mm from the initial surface in the

outward direction in the outer box. In Figure 6.12, the temperature maps computed

by EMRI on this surface are presented.

Both sides of the carotid phantom show a temperature increase at the bifurca-

tion and in particular where the CCA is branching. These results are qualitatively

consistent with the IRC observations. In order to understand the origin of the tem-

perature increase observed, the Nusselt number, expressing the ratio of convective
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Figure 6.10: Temperature maps of the box surrounding the carotid bifurcation computed
with MRT and EMRI. Sagittal cutting plane (top row) and transversal cross
section (bottom row). The locations of the planes are shown on the left panel.

to conductive heat transfer, was computed as follow (Equation 6.3):

Nu =
h x
k

(6.3)

where h is the convective heat transfer coefficient of the flow, x is the distance from

the boundary (in this case 1 mm), and k is the thermal conductivity of the fluid (

0.61450 W K−1 for water at 303.15 K). The contour plot of the Nusselt number for

the carotid bifurcation are shown in figure 6.13:

The average Nusselt number is 42.85, which is an indicator of active convec-

tion. The Nusselt number distribution shows values in the same range in the CCA

while in the sinus the distribution is more heterogeneous. This discrepancy is due to

the difference in the velocity patterns and in particular to the fact that disturbances

occur at the bifurcation joint. The flow paths are shown in Figure 6.14 overlaid with

the temperature distribution on the vessel wall.

This analysis shows that the temperature distribution correlates in a satisfactory
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Figure 6.11: WSS maps of the carotid bifurcation phantom, computed with 4D Flow CMR
(on the left )and EMRI (on the right). The two sides of the vessel are shown.
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Figure 6.12: EMRI temperature maps computed on an surface at 1 mm offset from the
lumen of the bifurcation model.

way with the flow patterns, which in this case are retrieved with the EMRI approach.

In the next section, preliminary in-vivo results are shown.
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Figure 6.13: Contour plot of the Nusselt number on the two sides of the carotid bifurcation
wall.

6.4 Translation to animal study: preliminary results

An ApoE −/− mouse was anaesthetized with 2 % isoflurane inhaled anesthetic.

The mouse was placed on an heated bed and the ECG and the respiration were

monitored during the MRI acquisition (Figure 6.15). The same MRT sequence used

for the phantom was performed on the mouse with ECG and respiration gating.

Figure 6.16 shows the magnitude (3D volume visualization) on the left side

of the picture and the MRT phase maps on the right hand side. Shimming was

performed in the area around the left subclavian artery bifurcation (shown by the

black dotted line in Figure 6.16), in order to ensure magnetic field homogeneity in

this area. The choice of this bifurcation came from the fact that the size of the vessel

allowed an higher SNR.

An increase in the phase was observed in the shimmed area at the bifurcation

location, as the Figure 6.16 indicates. However as previously mentioned, the MRT

sequence could provide only relative phase change, therefore absolute temperature

estimation was not possible.
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Figure 6.14: Streamlines in the carotid bifurcation with velocity map overlaid.

a) b)

Figure 6.15: a) ApoE −/− mouse prepared for the scanning. b) Bruker MRI scanner used
for the acquisition.

6.5 Limitations

The limitation of this study are related to the uncertain role of temperature in athero-

genesis rather than to the EMRI methodology.
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Figure 6.16: Magnitude (3D volume visualization) and the MRT phase maps. The black
dotted line in the MRT maps shows the shimmed area. The left subclavian
artery bifurcation MRT map is magnified on the right side of the picture.

The main limitation of this study is constituted by the fact that only one carotid

model was studied, subject to a non physiological flow and temperature. Therefore

the next step would be to perform the same experiment with pulsatile flow and with

physiological temperature boundary conditions, whose assessment still constitutes

a big challenge.

An alternative strategy to MRT is constituted by spectral magnetic resonance

imaging (SMRI) making use of the methylene group resonance frequency in combi-

nation with a hydrogen based chemical shift to measure absolute temperature. The

methylene group, an ubiquitous and a highly represented molecular group in living

tissues, can be used as temperature independent reference, and carries a resonance

frequency shift which is easily recordable and almost twice as big as the one of the

hydrogen. This would allow an absolute temperature estimation and validate the

hypothesis of a role of temperature on the atherogenesis.

In this unexplored field, EMRI could constitute a novel tool to better under-

stand fundamental mechanisms behind atherogenesis, providing access to high

resolution data informed by the measured one and replicating more accurately the

experimental conditions.
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Chapter 7

Conclusions and future work

Blood flow in the main part of cardiovascular system is a fundamental parameter to

perform non-invasive diagnosis of cardiovascular diseases. However estimates of

velocity by means of 4D Flow CMR are highly affected by noise, poor spatial and

temporal resolution, which are inevitable due to limited scan time.

In order to cope with these problems, an approach called Enhanced Magnetic

Resonance Imaging (EMRI) has been proposed in which 4D Flow CMR and CFD

are synergistically coupled.

This approach has proven to give access to high spatial resolution and fluid

dynamically sensible results, which could lead to a significant improvement in the

accuracy of cardiovascular biomarkers estimates. This method was implemented

in a commercial and widely adopted CFD software, in order to demonstrate ease

of implementation. EMRI was tested firstly on a numerical experiment of known

analytical solution, to examine its feasibility and analyse the sensitivity of the input

parameters on the results. Results demonstrated that even in presence of noise in

the experimental data EMRI reproduces velocity profiles within 2.5 % error.

In order to ensure the feasibility of EMRI with 4D Flow CMR data, a 2D

portion of the descending aorta was analysed, comparing the velocity distribution

obtained.

To validate the suggested method, a U bend test rig was manufactured and

connected to a blood pump. To our knowledge this study constitutes the first attempt

to comprehensively compare 4D Flow CMR and CFD flow field, against PIV. In
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particular the system was imaged with a 4D Flow CMR sequence and the measured

flow patterns were compared with the ones of standard CFD and EMRI, using high

resolution in-plane PIV as the reference velocity field. EMRI flow patterns showed a

better qualitative and quantitative agreement with the ones measured with PIV, than

flow patterns obtained by means of CFD alone. Moreover EMRI enable estimation

of fluid-dynamically sensible flow quantities, thanks to the constraints required to

fulfill Navier-Stokes equations, and achieve high resolution in the boundary layer

region, correcting the errors of MRI in the region near the walls.

Afterwards the validated method was then tested on a healthy patient specific

aorta. A more complex aortic flow pattern was reproduced using EMRI, compared

to standard CFD. At the same time, EMRI gave smooth and fluid-mechanically-

sound patterns of blood flow velocity (e.g. zero velocity on the wall, conservation

of mass and momentum, etc.). Thus, the limit in the spatial resolution of the 4D

Flow CMR could be compensated for by EMRI, while the experimental error was

corrected by the fluid mechanical ‘filter’ (by enforcing the obedience to Navier-

Stokes equations), with the possibility of deriving additional variables such as WSS.

Stresses on the vessel walls have been proven to be directly linked with car-

diovascular diseases such as atherosclerosis [59] and aneurysms [151], thus EMRI

could allow better understanding of these conditions from a fluid dynamic perspec-

tive.

Furthermore, this application demonstrated the ability of EMRI to give reliable

results even when considering a small portion of the domain. This last feature could

be a good asset for clinical translation, since it would allow EMRI to be run in the

area of interest only, thus saving lots of computational time and resources.

The enhanced velocity field accessible via EMRI triggered the idea that the

suggested methodology could play a major role in estimating flow-dependent pa-

rameters, and in particular temperature distribution in vessels.

A carotid phantom was realized and then studied using 4D Flow CMR, CFD

and EMRI. Moreover temperature distribution was imaged using MRT. This ap-

plication of EMRI aimed at investigating the existence of a relationship between
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temperature heterogeneity and WSS, using EMRI to compensate for the resolution

limitation and noise of MRI. Also in this context EMRI allowed a more realistic

description of flow and flow-dependent quantities, leading to a more accurate WSS

and temperature distribution. These findings confirmed the potential of this method-

ology also in fundamental research, in particular in the context of atherogenesis.

Three major items in the next phase of EMRI development would be:

• to extend the method for transient analysis;

• include the pressure correction term in the EMRI framework in order to apply

this methodology for non-invasive dynamic pressure assessment;

• an application to a pathological scenario, e.g aortic coarctation.

The transient implementation of EMRI requires the careful selection of ade-

quate timing and latency of the external force application, as demonstrated in the

numerical example. 4D Flow CMR velocity maps are the result of an average over

the acquisition time step rather than being instantaneous. Moreover, if the temporal

resolution of the EMRI is higher than the 4D Flow CMR, an effective approach to

implement the force in the time step where the 4D Flow CMR data are not available

will need to be identified and developed.

The application of EMRI to a pathological condition could be vital to obtain

better insights into the fluid dynamics characteristics of the disease studied and un-

derstand its evolution and consider novel approach to the treatments.

The non invasive assessment of pressure would constitute a main advantage. There-

fore the first step would be to implement the pressure correction term in the EMRI

framework and afterwards to perform a validation against gold standard methods for

pressure assessment, such as catheter measurements. As mentioned aortic coarcta-

tion could be a good candidate as the pressure gradient across the aortic steno-

sis, that characterizes this disease, is the main parameter used to assess the disease

severity and the outcome of the intervention.

In clinical practice X-rays/echocardiography are used to assess the morphology

of the stenosis, and a measure of the peak systolic pressure gradient is performed
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invasively with cardiac catheterisation. An assessment of the stenosis is performed

after the treatment (usually by balloon angioplasty with or without stent implanta-

tion) and transthoracic doppler ultrasound and chest X-rays/echocardiography are

performed to assess the residual gradient and the aortic morphology, respectively.

Despite the disadvantages of pressure assessment by the catheterisation technique

(such as invasiveness of the procedure, the use of ionizing radiation, and costs), it

is still considered the standard decision-making tool for diagnosis of aortic coarcta-

tion, and treatment evaluation.

Non invasive tools for assessing the pressure gradient are still susceptible to errors.

Transthoracic Doppler ultrasound overestimates pressure gradients, while 2D PC

MRI tends to underestimate pressure gradients [152].

A non invasive alternative to the aforementioned approaches could be EMRI, with

the advantage of giving detailed informations about flow field. This application

would require first a validation of the pressure map estimated by EMRI in order to

then translate the approach to the study of patient specific scenarios.

Finally the relationship between flow pattern and temperature distribution in

atheroprone vessels requires further investigation. In particular it could be extended

to the physiological scenario, evaluating the magnitude and impact of temperature

on atheroprone areas in vivo in a pre clinical setting as a first step. In these cases a

careful consideration of the boundary conditions is needed especially for the tem-

perature.

It was shown that EMRI features overcome at the same time the experimental

limits of MRI and the modelling simplifications of CFD with the possibility of

deriving complex patterns observed experimentally while increasing the resolution

and correcting for imaging errors.

This methods has the potential to become a valid tool to be used to understand

the onset of cardiovascular diseases in research and to be used in clinics as a pow-

erful diagnostic tool. A wide field of investigation is the role of the flow patterns

in cardiovascular diseases, already elucidated by several studies [153, 154], but that

still needs to be better comprehended. Therefore, this method shows the potential to
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evolve into an important diagnostic tool on one side, allowing the definition of non-

invasive biomarkers to follow-up disease progression or treatments outcome, and

on the other side to assist scientists in the understanding of fundamental research

problems related to flow.



Appendix A

Grid independence tests

A.1 2D pipe
The 2D pipe was meshed using 4 different tetrahedral unstructured meshes whose

features are reported in Table A.1

Table A.1: Characteristics of the different meshes of the 2D pipe

Mesh no 1 2 3 4
no of elements 1125 4500 18000 71281

no of nodes 2432 9362 36722 144000
no of boundary layers 3 5 10 20

The velocity profile along a section of the 2D pipe (y=0.025m from the in-

let, FigureA.1 a) ) was computed to assess the convergence and choose the mesh

(FigureA.1 b)).

a)                                                                                           b)

Figure A.1: (a) section where the velocity profiles where computed; (b) velocity profiles
computed with the different meshes.
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The velocity field reaches convergence with the mesh no2, and can be easily

stated by looking at the trend of the plot of the number of element vs the peak

velocity on the chosen profile (FigureA.2). The discrepancy of the peak velocity

computed with mesh no2 and no1 is 5.4 ·10−5%. However, because of the objective

of the study conducted with the 2D pipe, the most refined mesh was chosen.

Figure A.2: Plot of the peak velocity computed on the selected line and the number of
elements of the meshes.

A.2 Aorta
The aorta was meshed using 4 different tetrahedral unstructured meshes with the

characteristics reported in Table A.2. The velocity profile was computed along a

section of the aorta (after the aortic arc, Figure A.3 a) ) to assess the convergence

and choose the mesh (FigureA.3 b)).

Table A.2: Characteristics of the different meshes of the aorta.

Mesh no 1 2 3 4
no of elements 238498 460783 1332929 3384085

no of nodes 82642 152961 433765 953431
no of boundary layers 3 5 10 20

Taking into consideration the trend of the plot of the number of element vs the

peak velocity on the chosen profile (FigureA.4), it is observable that the velocity

field reaches convergence with the mesh no3. The discrepancy of the peak velocity

computed with mesh no3 and no4 is 1.04%.

A.3 U bend
4 different meshes of the U bend were adopted to perform the grid indepence test.

The meshes characteristics are shown in Table A.3
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a)                                                                                           b)

Figure A.3: (a) section where the velocity profiles where computed; (b) velocity profiles
computed with the different meshes.

Figure A.4: Plot of the peak velocity computed on the selected line and the number of
elements of the meshes.

Table A.3: Characteristics of the different meshes of the U bend.

Mesh no 1 2 3 4
no of elements 697399 1400330 1697646 3053481

no of nodes 280248 518617 727498 1303490
no of boundary layers 8 10 10 10

The velocity profile of the section shown in Figure A.5 a, was computed with

all the different meshes to assess the convergence (FigureA.5 b).

The convergence of the velocity field solutions is easy to visualize by plot-

ting the number of element vs the peak velocity on the selected line (FigureA.6).

The discrepancy of the peak velocity computed with mesh no3 and no4 is 0.8%.

Therefore the mesh no3 was selected.



A.4. EMRI model of carotid bifurcation 221

INLET

B

a)                                                           b)           

Figure A.5: (a) section where the velocity profile was computed; (b) velocity profiles com-
puted with the different meshes

Figure A.6: Plot of the average velocity computed on the selected line and the number of
elements of the meshes.

A.4 EMRI model of carotid bifurcation
The MRI retrieved bifurcation geometry was meshed using 4 different tetrahedral

unstructured meshes with boundary layers mad of prisms. The characteristics of the

meshes are reported in Table A.4

The velocity and temperature profile (Figure A.7 b) and c) respectively) was

computed along a line crossing the geometry (Figure A.7 a) ) to assess the conver-

gence and choose the mesh.

It is easy to see that the temperature and velocity solutions reach convergence
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Table A.4: Characteristics of the different meshes of the agarose model of the carotid bi-
furcation.

Mesh no 1 2 3 4
no of elements 1263453 2910800 4139774 5813096

no of nodes 235057 541416 1015999 1092167
no of boundary layers 3 5 8 10

a)                                                 b)                                                           c)

Figure A.7: (a) section where the temperature and velocity profiles where computed; (b)
velocity and (c) temperature profiles computed with the different meshes

a)                                                      b)                      

Figure A.8: Plot of the peak velocity (a) and peak temperature (b) computed on the selected
line and the number of elements of the meshes.

with the mesh no3. This is easier to visualize by plotting the number of element

vs the peak velocity (Figure A.8 a)) and temperature (Figure A.8 b) on the selected

line. The discrepancy of the peak velocity and peak temperature computed with

mesh no3 and no4 is respectively 0.1815% and 0.0075%.
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