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A b s tr a c t
This thes is  d e sc r ibes  the d es ig n , im p le m e n ta t io n  and 

application of a novel docking algorithm. Chapter 1 reviews some 

im portan t facts  about p ro te ins  and protein  s tructure . Several 

molecular recognition systems are examined in detail. This Chapter 

also reviews a representative set of recent protein/protein docking 

methods and discusses their relative merits.

Chapter 2 sets out the aims of the new docking algorithm, 

called DAPMatch, and gives full details of its implementation on a 

parallel architecture computer. The testing of the algorithm is also 

d iscussed .

Subsequent chapters describe the application of the DAPMatch 

algorithm to a number of docking problems. DAPMatch is used to 

rec o n s tru c t  the known struc tu res  of three an tibo dy /ly sozym e 

complexes, using the unbound structure of lysozyme. For the first 

time a model of the D1.3 antibody is used as a target molecule for a 

docking algorithm. These results are presented in Chapter 3 and 

analysed  in detail to dem onstrate  their significance; non-native 

solutions are also examined. Chapter 4 describes the practical use of 

the DAPM atch algorithm in a modelling situation, to construct a 

hypothetica l s tructure for the high m olecular w eight epidermal 

growth factor complex. Chapter 5 describes the adaptation of the 

DAPM atch algorithm to investigate a - h e l ix / a - h e l ix  docking, and 

presents the results obtained. Chapter 6 explains the conclusions that 

w ere  de rived  from  this w ork, and suggests  poss ib le  fu ture  

enhancements to the algorithm.
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Chapter 1

In tro d u ct io n
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1.1. Synopsis

This thesis describes a protein/protein docking procedure and 

its application to several different systems. This chapter presents 

some basic facts about proteins, and in particular describes the levels 

of protein structure. The forces that mediate inter- and intra- protein 

in teractions are discussed. Three systems that involve m olecular 

recogn ition  are described  in deta il , an tibody /an tigen  system s, 

enzym e/inh ib ito r  systems and a - h e l i x / a - h e l i x  packing . F inally , 

previous work on pro tein /pro tein  docking is review ed and the 

relative success of the various methods surveyed.

17



1.2. Protein Structure

The overall structure of proteins can be divided into four 

h ie ra rch ica l  lev e ls ,  ca lled  p r im ary , second ary , te r t ia ry  and 

quaternary  structure.

1.2.1 Primarv Structure.

Proteins are polypeptide chains formed from a sequence of 

amino acid residues. Twenty amino acids commonly occur in proteins 

(Table 1.1). The chemical properties of the amino acids are diverse, 

differing in size, hydrophobicity and polarity (Figure 1.1). Amino 

acids are joined together by peptide links to form a continuous 

section of chain, called the protein main-chain. Each amino acid has a 

different side-chain, which is connected to the main-chain carbon 

alpha atom. Nineteen of the common amino acids share the same 

main-chain structure (Figure 1.2b). The side-chain of proline is 

bonded to the main-chain nitrogen atom, giving it a unique main- 

chain  s truc tu re .  The carbon  a lpha  atom  has two poss ib le  

stereoisomers, but the D-form is not synthesized on the ribosome and 

exists only in the rare cases where post-translational modification 

occurs.

The primary structure of a protein is simply its amino acid 

sequence. The sequences of over 40,000 proteins are reported in the 

April 1992 release of the OWL database (Akrigg, et al., 1988). In 

comparison, fewer than 800 protein structures are reported in the 

January 1992 release of the Protein Data Bank (Bernstein, et al., 

1977).
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A m ino  ac id  nam e T h re e  le t te r  code O ne le t te r  code

A lan in e Ala A

A rg in in e A rg R

A sp a ra g in e A sn N

Aspartic acid A sp D

Cystine Cys C

Glutamic acid Glu E

G lu tam ine Gin Q

Glycine Gly G

H istid ine His H

Iso leuc ine He I

L euc ine L eu L

L y sin e Lys K

M eth io n in e M et M

P h e n y la la n in e P h e F

P ro lin e Pro P

Serine Ser S

T h reo n in e T h r T

T ry p to p h a n T rp W

T y ro s in e T y r Y

V aline Val V

Table 1.1

The twenty commonly occuring amino acid residues. The three 

letter and one letter abbreviations for each amino acid are also given.
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1 c.
c. #c.

Gly AIq

& T2

LeuIleVal

Phe

Cys

C,

Ser

'62

Tyr

rz
On

Thr

His

Asn

Trp

Gin

Asp Glu

ArgLys

n o n -s ing le  bond character

Figure 1.1

The side-chain groups of the 20 commonly occurring amino 

acids. The atom shaded black is the main-chain C a  atom. A section of 

the proline main-chain is shown since it is bonded to the proline 

side-chain. Diagram from Schulz & Schirmer (1979)
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+0

N n+T=- H

(P

Figure 1.2
a. The dihedral angle 0 between atoms A,B,C and D is the angle 

between the bonds AB and CD measured perpendicular to the bond 
BC. Clockwise is positive, as shown.

b. The three dihedral angles (j), \|/, and co determine the 
conformation of the protein backbone.
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1.2.2 Secondary Structure.

The local folding of the protein main-chain produces patterns 

that are called the secondary structure. The conform ation of the 

protein main-chain can be described using three dihedral angles, <j), y  

and 0) (Figure 1.2). The peptide bond is planar, due to the partial 

double bond character of the carbonyl carbon - amide nitrogen bond. 

This fixes co at 0° or 180°. Generally, peptides adopt the trans 

conform ation (co=18Q°) due to steric hindiJrances. The exception is 

p ro line , w here roughly 25% of residues are seen in the cis 

conformation (co=0°) (MacArthur and Thornton, 1991).

Ramachandran & Sasisekharan (1968) plotted allowable (j), y  

angles (ones which did not lead to steric clashes) (Figure 1.3), and 

this representation became known as a Ramachandran diagram. The 

plot clearly shows specific areas of favourable (j), y  ang les.

In most protein structures, sections of secondary structure with 

repeating (<t>,y) angles are seen, the formation of which leads to a 

compact structure that satisfies hydrogen bonding requirements and 

shields the hydrophobic residues from the solvent.

The a -h e l ix  is a simple element of secondary structure, it was 

first predicted by Pauling et al. (1951) twelve years prior to the first 

protein crystal structure being solved. It allows a regular main-chain 

hydrogen bonding pattern to be set up between each residue and the 

residue four positions further along in the sequence (Figure 1.4a). In 

this way, a continuous section of the protein chain can satisfy its 

main-chain hydrogen bonding constraints. In theory a -h e l ices  could 

have either a right handed or left handed twist. The right handed 

form has repeating (<)),y) angles of roughly (-60°,-50°) (Section a  in 

Figure 1.3a) and the left handed form has repeating angles of about 

(6 0 ° ,5 0 ° ) .  H o w e v e r ,  L -a m in o  ac id s  im p o se  r ig h t -h a n d e d

2 2



(a)

o

N-H,
N-H, N-H

o

o

(b)

- 180® 180®

Figure 1.3

(a)  A <|),\|f plot showing showing which atomic collisions produce 

restrictions on main chain conform ation. The shaded regions are 

allowed conformations for all residues. (From Richardson, 1981).

(b )  A potential energy distribution in the <j),vj/ plane for a pair of 

peptide units separated by an alanine residue. The zero kcal/mol 

contour is dashed, other contours are drawn at -1 kcal/mol intervals. 

(From Ramachandran et a i ,  1968).
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(a)

(b ) (c)

 /C
0 HN

Figure 1.4
The hydrogen bonding patterns (shown as dotted lines) of the 

a -h e lix  (a), the antiparallel P-sheet (b) and the parallel p-sheet (c). 
The a -h e l ix  forms bonds between residue i and f+4. Antiparallel p- 
sheets form hydrogen bonds perpendicular to the strand direction, 
para lle l sheets form staggered bonds between adjacent strands. 
Diagrams from Schulz & Schirmer (1979).
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twist, due to steric restrictions on the protein side-chain. Isolated 

examples of left-handed a -h e l ix  are possible, a single turn of left- 

handed helix exists in thermolysin (Matthews, et a i ,  1974).

Few a-helices conform to the predicted ideal geometry. Barlow 

and Thornton (1988) found only seven regular, linear helices in a 

sam ple of 48. The predom inate distortion that they found was

curvature of the helix axis, induced by side-chain packing and 

solvent effects. Barlow & Thornton also noted that prolines which 

occur in helical segments cause kinks. These kinks alter the direction

of the helix axis by roughly 25° at a single residue.

Although the a-helix  predominates, other classes of helices are 

observed. The a -h e l ix  provides a hydrogen bond between each 

residue i and the residue z+4 . Short sections of both 3^^ helix, which 

bonds residues and k helix, which bonds residues /,/+5, have

been observed in proteins (Hendrickson, el a i ,  1973).

Unlike a-helices, which are formed from continuous sections of 

protein, p-sheets  are built up from several sections, called p - s t r a n d s .  

Each residue of the strand has ((|),v) angles of roughly (-120°,120°) 

(Section p in Figure 1.3a) The strands pack together, side by side to 

create  the 'sheet'. Hydrogen bonds are formed between adjacent

strands. The strands can be arranged in parallel or antiparallel forms 

(Figure 1.4b). In antiparallel sheets the hydrogen bonds are made 

perpendicular to the strand direction, whereas parallel sheets have 

staggered bonds (Figure 1.4c). Mixed p -sheets , with both antiparallel 

and para lle l connections between strands occur (S ternberg  and 

Thornton, 1977). p -sh ee ts  are not planar, but generally twist in a 

well defined manner, with the same handedness for nearly all known 

structures (Chothia, 1973). The twist of the peptide plane is right 

handed when viewed along any strand of the sheet. This right­
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handed twist for each strand means that adjacent p - s t r a n d s  cross 

each other with a left-handed rotation, as shown in Figure 1.5.

Both the a-helix  and the p -strand  are linear elements. Changes 

of direction in the protein chain are necessary to form a compact, 

globular protein. This is often done by sections of protein with a non- 

repetitive conformation, called coil. However some turns, particularly 

short sections of sequence that change the direction of the chain by 

180°, can be classified into distinct groups. These turns form a 

distinct third secondary structure group, the p - tu rn .  Such turns 

usually occur at the surface of the protein. The classic p - tu rn ,  as 

identified by Venkatachalam (1968), involves four residues which 

reverse the chain direction and are arranged so that a hydrogen 

bond exists between the first and last residues of the turn. 

Venkatachalam proposed three classes of turn, all of which could also 

exist in mirror image form. Lewis et al. (1973) made a study of 

known protein structures and found that 25% of p - tu rn s  do not 

possess a hydrogen bond. They therefore  suggested a broader 

definition, which recognised a P - tu rn  as four residues, with non­

helical conformation, where the distance between the first and fourth 

residues is less than 7Â. This definition increased the number of 

recognised classes of turn. Richardson (1981) later rationalised these 

classes into five clear groups (including mirror images) and one 

miscellaneous class. Although these definitions have been added to 

(Wilmot and Thornton, 1988) they are still in regular use.

1.2.3 Tertiarv Structure.

The tertiary structure of a protein is a description of the three- 

dimensional arrangem ent of an entire polypeptide chain. Proteins 

can be divided into five general categories, depending on the types of
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(a)

(b)

Figure 1.5

The twist of a p -sheet is right handed when viewed along a 

peptide strand (a) which means that crossing strands give the p- 

sheet a left handed screw (b). Diagram taken from (Chothia, 1973)
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secondary structure they form (Levitt and Chothia, 1976). The a ll-a  

category contains proteins which primarily contain a -h e l ic e s  with 

few P-sheets, such as myoglobin (Phillips, 1980) and parvalbumin 

(Moews and Kretsinger, 1975). Many proteins fall into the all-p 

category, for example immunoglobulins and chymotrypsin. There are 

two categories for proteins that contain a mix of the two main 

secondary structure types. The a /p  category includes proteins such 

as t r io se  p h o sp h a te  iso m e ra se  (B a n n e r ,  et al.^ 1976) and 

phosphofructokinase (Evans and Hudson, 1979) whose secondary 

structure elements alternate, along the sequence, between a - h e l i c e s  

and p -strands . Proteins such as hen egg white lysozyme (Diamond, 

1974) form the a  + p category as they have both a -  and p - s t r u c t u r e  

but without a regular alternation. The final category is the small 

metal-rich or disulphide-rich class, the structure of these proteins is 

dom inated by either a metal ligand or by a large num ber of 

disulphide bonds, such as rubredoxin (W a te n p a u g h ,  et al., 1979) and 

high potential iron protein (Carter, et al., 1974).

Analysis of available protein structures reveals that secondary 

structure elem ents often pack together into recognisable  motifs. 

These motifs can involve only two secondary structure elements, 

such as the a  a  twisted pair, or many, such as the TIM barrel which is 

made up from the regular packing of eight helices and eight strands. 

Other large scale motifs commonly found in proteins are the Greek 

Key, the Jelly Roll and the Immunoglobulin domain .

Secondary structure elements often pack together into small, 

regular motifs. Such elements include the P a P  unit, the a a  twisted 

pair and the PP hairpin. Large motifs are often found to be made up 

from multiples of these smaller motifs. The TIM barrel is a repeating 

pap  unit. The tertiary structure class strictly includes both these
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large motifs and the smaller ones from which they are constructed. 

This seems to include two levels of structure in a single classification 

and so motifs involving only a few elements of secondary structure 

are often considered to be lower level structure than true tertiary 

structure, and are classified as supersecondary structure.

Another useful classification, is the protein domain (Wetlaufer, 

1973). In a large protein domains are the separate sections that are 

seemingly independent and they sometimes perform an identifiably 

different function. The domain structure of a protein is often clearly 

d iscernable , as in the im m unoglobulins. Dom ains are generally  

formed from a single, continuous section of protein sequence. The 

main-chain of a domain forms a compact region that can be almost 

totally surrounded by a closed surface. The initial definition of a 

domain, as proposed by Wetlaufer, stated that only two sections of 

chain could cross this surface. These were the connections from the 

previous domain and to the next domain, unless the domain was at 

the N or C terminus. As more protein structures were elucidated, it 

became clear that protein with two domains often have crossover 

connections, as in phosphofructokinase. The N and C terminal sections 

of the protein form 'arms' which loop over and pack against the 

opposite domain.

1.2.4 Ouaternarv Structure.

All the levels o f structure d iscussed so far re fe r  to the 

organisation of a single chain of protein. Larger proteins often 

comprise several independent protein subunits which pack together 

to create the active form of the protein. Each subunit is a single 

polypeptide chain which can be independently stable, and able to 

fold. Quaternary structure is a description of how these subunits
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pack together to form a single, stable entity. The subunits involved 

may be identical, e.g. triosephosphate isomerase, or different, e.g. 

hæm oglobin. If the subunits are identical then polym erisation is 

often symmetrical, with each monomer using the same section of its

surface in the association. It is also possible for identical subunits to

associate in an unsymmetric way, using different sections of surface,

e.g. hexokinase (Bennett and Steitz, 1980).

The indiv idual subunits of a polym eric  protein  may be 

completely independent, or co-operative effects may occur (Chothia, 

et al., 1976). Hæmoglobin is an example of a protein that exhibits this 

effect (Baldwin and Chothia, 1979). Hæmoglobin consists of two 

different subunits, each occurring twice to form a tetramer. Each 

subunit binds a hæm group; these groups bind to oxygen, which is 

then carried around the bloodstream by the protein. When oxygen 

binds to any one of the subunits the oxygen affinity of the others is 

increased. This co-operative effect is transmitted across the subunit 

boundaries by relatively small changes in tertiary and quaternary 

s t ru c tu re .

1.3. Protein Structure Determination.

1.3.1 X-Rav Crystallographv.

The m ajo rity  of know n p ro te in  s tru c tu re s  have been 

determined by X-ray crystallography (Blundell and Johnson, 1976). 

The first stage of crystallography is obtaining a well-ordered protein 

crystal. Protein crystals are grown from supersaturated solutions. 

Proteins do not readily form regular crystals; they are generally an 

ellipsoidal shape and do not pack into space filling geometries. 

Individual molecules in a protein crystal, therefore, only interact
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with neighbouring molecules in a few, small regions. The large gaps 

in the protein crystal are filled with solvent molecules. Although the 

large amount of disordered solvent present (often 50% of the crystal) 

makes it difficult to obtain well-ordered crystals, it does mean that 

the protein  adopts a conform ation in the crystal which is not 

markedly different from that adopted in solution.

Once a crysta l has been obtained  it is irrad ia ted  with 

monochromatic X-rays. Most X-rays pass straight through the crystal, 

but some in te rac t with atoms in the p ro te in  m olecule . This

interaction causes X-rays to be scattered in all d irections. The

scattered X-rays interfere with each other, generally cancelling each 

other out. However, in certain positions, and for certain angles, the X- 

rays interfere constructively and a diffracted X-ray beam leaves the 

crystal. Such beams are recorded as a spot on a photographic film or 

electronic detector, placed a known distance from the crystal. 

Recording the amplitude of the diffracted beam loses a vital piece of 

information, the phase of the beams which leave the crystal. This 

problem is circumvented by introducing a small num ber of extra 

atoms into the protein crystal. The atoms which are added are 

’heavy', metal atoms. These atoms make a large contribution to the 

X-ray pattern , and so only a few atoms need be added, thus 

preserving the protein structure. By examining the change in the

diffraction pattern it is possible to determine the position of the

metal atoms, and their phases. Use of two heavy metal derivatives 

enables the phase contributions from the protein to be estimated.

Knowledge of both the amplitude and the phase of each spot of 

the X-ray diffraction pattern allows an electron density map to be 

calculated. This map is imperfect. Errors arise due to disorder in the 

crystal, incorrect phase determination and inaccuracy from the X-ray
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diffraction  experim ent itself. The electron density  map is then 

interpreted. This involves tracing the path of the protein main-chain 

through the electron density, and positioning side-chains so that they 

agree w ith  the observed  density  as well as poss ib le . This 

interpretation is often subjective, and is made more difficult by 

portions of the map which contain little or no observed density, a 

particular problem at the protein surface, where the side-chains are 

most mobile. The amino acid sequence of the protein is essential for 

the correct tracing of the protein backbone.

The next step is to refine the interpreted structure. This is a 

com puterized  procedure to m inim ise the d ifference between the 

observed  d iffrac tion  am plitudes and those ca lcu la ted  for the 

interpreted structure. This is done by making small changes in the 

position of atoms, and is often linked to a procedure  which 

normalises the bond lengths and bond angles seen in the protein. 

During the refinement process it is often possible to assign a B value 

to each atom. This value indicates the relative mobility of that atom 

(A rty m iu k , et al., 1979).

It is impossible to state the error in the atomic co-ordinates of 

a protein which has been determined by X-ray crystallography. Two 

measures of quality that are often quoted are the resolution of the 

structure and its R-factor. The resolution is simply a measure of the 

amount of diffraction data collected. More observations means the 

electron density map is more detailed, and hence the final structure 

will be better. Resolution is quoted in Angstroms, a high value for the 

resolution implies low quality. A resolution of 5Â allows only the 

general shape of the protein to be established, possibly with some 

secondary structure assignment. Resolutions of around 3Â allow 

side-chain  position to be determ ined, many large proteins are
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determined at this level. Resolutions of between 1Â and 3Â produce 

very well defined electron maps, with spheres of electron density at 

atom positions. Small proteins are often resolved at this level. The 

resolution has several drawbacks as a measure of quality. It is a 

global measure and hence incorrect areas of the structure cannot be 

highlighted and it is a measure of the quality of the electron density 

map. Incorrect interpretation can still result in incorrect structures. 

A better measure, which overcomes this second problem is the R- 

factor. The refinement process attempts to minimise the difference 

between observed and calculated diffraction intensities, the R-factor 

is a percentage disagreement between the two sets of data. A R- 

factor of 0%  implies that all the observed data is completely 

explained by the protein structure obtained. Random  agreem ent

produces a R-factor of roughly 60%. Most proteins have an R-factor 

of between 10% and 20%, after refinem ent. In m inim ising the 

difference between observed and expected diffraction intensities the 

refinement stage is effectively minimising the R factor. This could 

lead to a good R-factor for a structure that is incorrect. It has been

suggested that some of the diffraction data be withheld from the

refinement procedure and that this data be used to calculate the R- 

factor (Bruanger, 1992).

1.3.2 Nuclear Magnetic Resonance.

The other method that has been used to determine precise 

three dimensional protein structures is nuclear magnetic resonance 

spectroscopy (N.M .R.) (W ut#rich, 1990). This method has only 

recently been extended to proteins from small molecule work. Over 

thirty protein structure have been solved, mostly with sizes of
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around 50 residues, but larger structures such as Interleukin 8  with 

144 residues have been solved (Clore, et al.y 1990).

N .M .R. relies on the magnetic moments (or spin) of the 

hydrogen nucleus (i.e. a proton). W hen proteins are placed in a 

strong magnetic field the spins of the hydrogen nuclei tend to align 

parallel or antiparallel to the imposed field. It is then possible to 

exc ite  the spins by sub jec ting  the p ro te in  to a pu lse  of 

electromagnetic radiation. This excitation will only occur at a certain 

frequency, which will be in the same broad area of the spectrum for 

all protons but which also depends upon the local environment of 

the pro ton . The varia tion  of charac ter is tic  frequency  due to 

environment is called the chemical shift (Figure 1.6a). Conventional 

one dimensional N.M .R., as used for small molecules, measures the 

absorption spectra of the sample, in the relevant frequency range. 

Although this, in principle, gives a unique signal from each non­

identical hydrogen, the absorption peaks overlap. This is because the 

difference in chemical shift is smaller than the resolving power of 

the experiment. To overcome this problem two dimensional N.M.R. 

was introduced. Here the experiment measures interactions between 

two separate  spins at d ifferen t frequencies, co i and o) 2 . These 

interactions are represented as cross-peaks on a 2-D N.M.R. map, as 

shown in Figure 1.6b. The exact nature of the N.M.R. experiment 

de term ines the type of spin-spin  in terac tion  exam ined. COSY 

(co rre la t io n  spec tro scop y )  show s hydrogen  atom s w hich  are 

connected by three or fewer covalent bonds. Hence COSY spectra 

show hydrogen atoms which belong to the same residue. The NOESY 

(n u c le a r  O v e rh au se r  e f fe c t  sp e c tro sc o p y )  e x p e r im e n t  shows 

interaction between hydrogen atoms that are less than 5Â apart.
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(a) A 1-D ̂ H-NMR spectrum for ethanol. The chemical shift for
each hydrogen atom in the labelled groups is clearly visible. The
signal from the CH3 group hydrogens is split into three peaks and the 
signal from the CH2 group hydrogens is split into four peaks, due to 
experimental conditions.

(b) A 2-D NOE NMR spectrum of the C-terminal domain of
cellulase. The off-diagonal peaks represent interactions between
hydrogen atoms that are separated by less than 5Â in space.

Both diagrams are taken from Branden & Tooze (1991)
35



Hence NOESY spectra give information on which residues are close 

together in the folded protein, despite being remote in sequence.

To solve a protein structure by N.M.R. the 2-D spectra must be 

correctly interpreted to give a series of distance constraints between 

atoms. If  sufficient constraints are obtained the relative positions of 

all the atoms can be calculated. In real cases certain areas of the 

protein structure are insufficiently constrained, this leads to multiple 

possibilities for the solution and hence a family of possible structures 

are obtained. The quality of an N.M.R. structure cannot be assessed 

by the same measures as a crystallographic structure. Instead the 

average root mean square deviation of each structure in the solution 

fam ily  from  a rep re se n ta t iv e  s tru c tu re  is c a lc u la te d .  The

representative structure is the average for all the possible solutions 

found, this structure has no physical meaning and is not likely to be 

a member of the solution family.

Comparisons between independently solved X-ray and N.M.R. 

structures for the same protein have been made (Billeter, et a l ,

1989). Such studies show a large degree of agreement of between the 

different methods, particularly in the interior of the protein. At the

exterior of the protein, where crystal structure tend to have large B-

values and N.M.R. structures have few constraints, differences in 

side-chain orientation are found.

1.4. Modelling bv Homology

The existence of secondary and tertiary structure motifs, and

the tendency for three-dim ensional structure to be more highly 

conserved than primary structure (Bajaj and Blundell, 1987) implies

that homologous proteins (ones with similar sequences) should have
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similar three dimensional structures. Knowledge of the full structure 

of one protein could therefore be used to suggest a structure of an 

homologous protein. This idea was first exploited by Browne et al. 

(1969) to create a model for bovine a-lactalbum in from the structure 

of hen egg white lysozyme. This first model was created by hand, 

later attempts were able to utilise computer graphics.

The first step in any such modelling is to search for similarities 

between the sequence of the protein of unknown structure and those 

of the known structures. Early methods used sequence alignment 

algorithm s, such as those of Needleman & W unsch (1970) and 

W aterm an, (1983), to detect regions of sequence sim ilarity  and 

report the statistical significance of such regions. The structure of the 

protein with the closest homology was then used as a template. 

Insertions, deletions and replacem ent of amino acids were then 

carried out using a computer graphics program, such as FRODO (Jones, 

1978). Energy minim ization was then carried out to produce a 

structure that was well packed. This method was carried out on 

molecules such as insulin-like growth factors, serine proteinases, 

immunoglobulins and others. The success of several model building 

studies was reviewed by Ripka (1986).

Later m ethods used the tertiary structure of a series of 

homologous proteins to produce more accurate models (Blundell, et 

at.,  1987; Greer, 1990). These methods make a structural alignment 

of all the proteins in an homologous family. This alignment matches 

residues which are in the same position in the structure. The family 

structural a ligm ent is then exam ined for s tructurally  conserved 

regions (SCRs). These regions generally form secondary structure 

elements, essential framework residues and any active sites in the 

protein. The SCRs are characteristic of the protein family and are
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assumed to have the same structure. Separating the SCRs are 

variable regions (VRs), generally surface residues, whose structure is 

not conserved  between fam ily m em bers. The sequence of an 

unknown protein, homologous to a particular family, can be fitted on 

to the SCRs of that family. To model the VRs sequence alignments are 

made with the corresponding fragments of each homologous protein, 

and the best match is chosen as a template. If no suitable sections 

are found then they are generated using ab initio computer methods 

(Bruccoleri and Karplus, 1987; Moult and James, 1986). Greer (1990) 

applied this method to mammalian serine proteinases and analysed 

its success. He found the method very reliable, except in cases when 

sequences  v io la ted  the expec ted  sequence  tem p la te  in the 

structurally conserved region, or when homologous variable regions 

could not be found.

Insertions and deletions often happen in variable regions of the 

protein. If no sequence match can be found between such a region, 

often a loop, and any of the corresponding regions in the homologous 

proteins then a short segment of the protein cannot be modelled. 

This means that the main-chain of the modelled structure breaks off 

at one point in space and resumes again a known distance away. One 

way to assign this segment is to search all the known protein 

structures for sections that have the correct number of residues and 

span the correct distance. Jones & Thirup (1986) searched 37 highly 

refined  protein  structures for segments that m atch the spatial 

requirements of a loop in retinol binding protein. When a comparison 

was made with the known loop structure it was found that all of the 

best 2 0  matches had the correct conformation.
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1.5. Protein-Protein Interactions

1.5.1 Covalent Bonds.

The atoms in a protein are held together by covalent bonds. A 

covalent bond involves the sharing of one or more pairs of electrons 

between two atoms. For a particular atom type, only electrons in 

certain electron shells are available for covalent bonding. This means 

that the covalent bonds of particular atoms occur at particular 

positions. The resulting bond lengths and bond angles are largely

fixed for a specific atomic species. Rotation around the axis of a

covalent single bond is allowed, and this gives the protein its 

flexibility. Cystine is the only amino acid that can make covalent 

bonds to residues that not adjacent to it in sequence. Two cystine 

residues that are close in space, but remote in sequence, can be 

reduced and form a disulphide bridge.

N on-covalen t bonding takes place between secondary and 

tertiary structure elements, stabilising the 3-D structure of a protein. 

Also, non-covalent bonds play a large part in stabilising protein- 

protein interactions.

1.5.2 The Leonard-Jones Potential.

The two forces acting on neutral atoms are often, for 

convenience, combined and considered as a single force (Figure 1.7).

^neutral “  ^attract ^ rep u lse

The repulsive force acts when the electron shells of the two

interacting atoms begin to overlap. This distorts the shells, moving 

the electrons into orbits closer to the nucleus. Short radius orbits 

have higher kinetic energies and hence work must be done to 

achieve this distortion. As the atoms come closer together the
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distortion increases, eventually trying to push outer electrons into 

inner orbits (which are forbidden by the Pauli exclusion principle), 

and the repulsive force becomes so large it dominates all other forces 

acting, as shown in Figure 1.7. This repulsive force is generally 

modelled using an inverse power of the separation

F  r e p u lse (r )  — »

where r  is the separation, A  and n are constants; typically n = l l .

The attractive force, known as the van der Waals attraction, is 

due to rapidly fluctuating dipole moments produced by the atoms. 

Although any atom is electrically neutral overall the random motion

of electrons produces slight asymmetries in the charge distribution,

leading to a small dipole moment. This dipole induces asymmetrical 

charge d istributions in other atoms, leading to a d ipole-dipole  

attraction. This attraction can be represented by

Integrating the total force gives the potential energy, the

amount of energy needed to take an atom from infinity to a distance 

r from a neutral atom. In the case of perfectly neutral atoms, e.g. the 

inert gases, this potential is called the Leonard-Jones potential.

V(r) = e

where r is the actual separation, ag is the equilibrium separation for 

the two atoms and e  is the binding energy at this separation.
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1.5.3 Hydrogen Bonding.

If two atoms are covalently bonded then they share a pair of 

electrons. If  the two atoms are identical then the electrons are 

shared equally and the bond is said to be nonpolar. However, if the 

bond is between different atoms then the electrons can be drawn 

closer to one atom than to the other. This ability to attract electrons 

is called electronegativity. This effect is strongest when hydrogen 

(which has a low electronegativity) bonds to a highly electronegative 

atom, such as oxygen or nitrogen. In such cases the hydrogen 

acquires a partial positive charge, balanced by a partial negative 

charge  on the o ther atom. Partia lly  charged  hydrogens are 

electrostatically attracted to species with negative charges, such as 

the partial charge on atoms with lone pair electrons. This attraction 

leads to a hydrogen bond, which is relatively weak (typically around 

5-20 kcal/m ol in vacuo  (Fersht, 1987)). H ydrogen bonds are 

particularly  im portant in protein systems because N-H and 0 -H  

bonds are common, and hence many hydrogen bonds can be formed.

At the protein surface hydrogen bond donors and acceptors are 

readily satisfied by water, (or other aqueous solvents). In the protein 

core, however, the majority of the solvent has been forced out and 

such bonds are lost. It would be energetically unfavourable for these 

bonds to remain unsatisfied, and hence the matching of hydrogen 

bond donors and acceptors is a major driving force in the energetics 

o f  protein folding. Hydrogen bonding in globular proteins was 

extensively analysed and reviewed by Baker & Hubbard (1984).

1.5.4 Electrostatic Potential.

In the extreme case the electronegativity of two bonded atoms 

can be so large that the electrons involved in the bond become
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permanently associated with one of the atoms. The atom that gains 

the electron(s) becomes negatively charged (an anion) and the other 

atom gains an equal but opposite positive charge (a cation). The 

atoms are said to be ionically bonded. Ionic bonds result from the 

attraction of positive charges to negative charges. This attraction is 

not directional. Hence, unlike covalent bonds, ionic bonds have no 

o rientational preference.

Many ions are important in biological systems, for example 

potassium (K+), calcium (Ca2+) and chloride (Cl ) ions are often found 

bound to proteins. Such ions are often used to carry messages, such 

as nerve impulses, across mem brane boundaries. W hen unbound 

such ions are surrounded by a cage of ordered water molecules 

which shield the free charge.

The electrostatic potential between two atoms with charges qj 

and q 2 , separated by distance r, is given by

V e ( | - ) =

with 8 0 , the dielectric constant of free space, and the rela tive

dielectric constant of the medium. represents the shielding effect

of the medium in which the charges are embedded. This constant is 1

in vacuoy by definition, but the value in water, and other solutions,

cannot be precisely defined. Generally the dielectric constant for a

protein is estimated to be around 3, whereas that for water is 80. 

This large difference means that ionic interactions at the water 

surface contribute less to the protein stability than those buried in

the interior. Fersht (1972) calculated the free energy of formation for

a buried  ion -pa ir  to be rough ly  -0 . 8  kca l/m o l w h ils t  the
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correspond ing  figure  for surface pairs  is approx im ate ly  -0.3 

k ca l /m o l .

Barlow & Thornton (1983) found that approximately one third 

of charged residues in proteins are involved in salt bridges (i.e. ion 

pa irs).  Three  quarte rs  o f these  in te rac tions  s tab il ise  tertia ry  

structure, rather than secondary structure. In general, buried salt 

bridges are not conserved. In some proteins salt bridges have very 

specific functions to perform, and in such cases interactions are 

c o n se rv ed .

1.5.5 The Hydrophobic Effect.

At room temperature there is a large entropie gain in burying

non polar residues, this is called the hydrophobic effect. The size of

the effect shows a strong correlation with the non polar surface area

buried by the protein during the folding process. Chothia (1974)

evaluated the contribution to be 24 cal/Â^. This suggests that the
/ I S

hydrophobic e f f e c t / th e  dom inant favourable force in the folding 

process (Dill, 1990).

When packed against non polar residues the conformation of 

the solvent is restricted by the need to form hydrogen bonds. Burial 

of such non-polar residues means that hydrogen bonds can be 

formed with the polar atoms of the protein and hence a larger range 

of conformations can be adopted by the solvent. It is this increase in 

solvent entropy that drives a folding protein to bury its non-polar 

re s id u e s .

Many attempts have been made to measure or calculate the 

hydrophobicities of the amino acids (Chothia, 1976; Fauchere and 

Pliska, 1983; Janin, 1979; Miller, et a i ,  1987b; Rose, et a l ,  1985;
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W o lfe n d e n ,  et al., 1981). Two categories of method have been used, 

experimental measurement and calculation from known structures.

In their experimental work, Wolfenden et al. (1981) measured 

the equilibrium distribution of amino acid side chains between their 

dilute aqueous solutions and the vapour phase. M easurements were 

taken over a range of solute concentrations and the results were 

corrected to pH 7. A broad range of free energies of transfer was 

obtained, ranging from +2.4 kcal/mol for glycine to -20.0 kcal/mol 

for arginine. No value was reported for proline, due to its unique 

m ain-chain /s ide-chain  structure, and the value for arginine was 

derived in a d ifferent m anner to the others, due to the low 

concentration of the vapour phase material. Another experimental 

m ethod (Fauchere and Pliska, 1983) attem pted to correct these 

problems by making measurements of a different system. Instead of 

m ea su r in g  the  c o n c e n tra t io n s  o f the  so lv e n t /v a p o u r  phase  

equilibrium; Fauchere & Pliska measured the concentrations in an 

octanol/w ater system. In this experiment, octanol represented the 

hydrophobic core of the protein, and hence free energies of transfer 

for each residue from the core to the solvent accessible surface were 

m e a su re d .

Theore tica l calculations of a hydrophobicity  scale involve 

examining the ratio of solvent-accessible residues to buried residues 

in known protein structures. This procedure has been carried out 

several tim es, with slightly different defin itions of buried and 

increasing numbers of known structures. One of the most recent 

studies by M iller et al. (1987a) used 46 high quality  crystal 

structures. They calculated the accessible surface area (ASA) for each 

one of these proteins and compared it with the ASA of the extended 

peptide, estim ated from a calculated glycine-X -glycine tripeptide.
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Those residues whose ASA was less than 5% of the extended ASA 

were deemed to be buried. This cutoff was chosen because virtually 

no residues were completely buried. The free energy of transfer 

from the protein core to the solvent could then be calculated for each 

residue type.

exposed 

exp osedj

\ burud

where T is the temperature (in Kelvin), R is the universal gas 

constant (2.02 cal/K/mol), Nexposed is the number of solvent exposed 

residues of that type and Nburied is the number of core residues for 

that type. The ratio is normalised using the total number of exposed 

and the total num ber of buried residues, this corrects for the

variation in the ratio of N e x p o s e d  and N b u ried  with protein size. This

m easure gives transfer free energies between -2 . 0  kcal/m ol for

lysine and 0.74 kcal/mol for isoleucine.

Despite the wide range of methods used to derive different 

hydrophobicity  scales there is broad agreem ent betw een them.

M iller et al. (1987a) m easured corre lation  coeffic ients  of 0.97 

between their work and that of Janin (1979), 0.89 with that of 

Chothia (1976), 0.85 with that of Wolfenden et al. (1981) and 0.87 

with the scale o f Fauchere & Pliska (1983). These correlation 

coefficients measure only the agreement in relative positioning of the 

amino acid residues, the m agnitudes of the scales vary between 

ranges of 2 0  kcal/mol for water/vapour transfers and a range of less 

than 3 kcal/mol for calculated surface/interior transfers. Comparison
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R esidue Millergr al. 
(1987) a

W olfen d en  
et a /.(1981)b

Jan in
(1979)^

Fauchere & 
P lisk a  
(1983) d

Ala 0 . 2 0 1.94 0.3 0 .4 2
A rg -1 .3 4 -1 9 .9 2 -1 .4 -1 .3 7
A sn -0 .6 9 -9 .6 8 -0 .5 -0 .8 2
A sp -0 .7 2 -1 0 .9 5 -0 . 6 -1 .0 5
Cys 0 .67 -1 .2 4 0 .9 1.34
Gin -0 .7 4 -9 .3 8 -0 .7 -0 .3 0
Glu -1 .0 9 - 1 0 . 2 0 -0 .7 -0 .8 7
Gly 0 .0 6 2 .3 9 0.3 0 . 0 0

His 0 .0 4 -1 0 .2 7 - 0 . 1 0 .18
He 0 .7 4 2 .15 0.7 2 .46
L eu 0 .65 2 .28 0.5 2 .3 2
L ys -2 . 0 0 -9 .5 2 - 1 . 8 -1 .3 5
M et 0.71 -1 .4 8 0 .4 1 . 6 8

P h e 0 .67 -0 .7 6 0.5 2 .44
P ro -0 .4 4 -0 .3 0 .98
Ser -0 .3 4 -5 .0 6 -0 . 1 -0 .05
T h r -0 .2 6 -4 .8 8 -0 . 2 0.35
T rp 0 .45 -5 .8 8 0.3 3.07
T y r - 0 . 2 2 - 6 . 1 1 -0 .4 1.31
Val 0.61 1.99 0 . 6 1 . 6 6

All values are quoted in kcal/mol.

T ab le  1.2
 ̂ Miller et al. calculated the surface/interior transfer free energy 

from crystallographic protein structures, 
b W olfenden et al. experimentally determined the vapour/water 

transfer free energy (hydration potential), 
c Janin calculated the surface/interior transfer free energy from 

crystallographic protein structures, 
d Fauchere & Pliska obtained a hydrophobicity constant for each 

side-chain, relative to glycine, in a octanol/water system. This 
hydrophobicity scale was converted into a free energy scale by 
Eisenberg & McLachlan (1986). The free energy figures are given 
h e re .
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of the scales (Table 1.2) shows that, despite the broad agreement, 

some residues exhib it significantly  d ifferen t hydrophobicities in 

different methods. It is unclear whether these outliers are caused by 

e x p e r im e n ta l  e rro rs  or w he ther  the d if fe ren t  sys tem s used 

(w a te r /v a p o u r ,  w a te r /o c tan o l  e tc .)  cause  g en u in e ly  d if fe re n t  

h y d ro p h o b ic i t ie s .

1.6. M o le c u la r  R eco gn ition

The bonding forces and other effects described above apply 

equally well to both inter- and intra-protein interactions. The main 

aim of this thesis is to investigate and predict molecular recognition. 

Im portan t aspects of three im portant p ro tein /pro te in  recognition 

sys tem s w ill now be rev iew ed  in d e ta il ,  a n t ib o d y /an t ig e n  

recognition, proteinase/inhibitor recognition and helix/helix packing.

1.7. A n tib o d y  System s

1.7.1 The Humoral Defence System.

Antibodies are a crucial part of the defence mechanism of the 

body. They exist in large numbers within the body and perform the 

vital task of recognising foreign molecules. The humoral defence 

mechanism is triggered by the synthesis of an antibody which binds 

specifically to a given invading molecule. The study of the humoral 

defence system has been greatly aided by the ability to produce 

large amounts of pure antibodies. It has long been known that a 

certain form of cancer, multiple myeloma, causes the uncontrolled 

proliferation of antibody producing cells. A single antibody producing 

cell can be cloned many times by this process and each resultant cell 

produces the same antibody. Thus tumours of this type can secrete
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large amounts of a single antibody. By fusing myeloma cells with a 

cell that is known to produce a particular antibody hybridoma cells 

are created. These cells, and their progeny, produce large amounts of 

the requ ired  antibody. These are called m onoclonal antibodies 

because they originate from a single parent cell (Milstein, 1980).

1.7.2 Antibody Structure.

A ntibodies are made up from four separate  chains, two 

identical heavy chains, and two identical light chains. The light chains 

each have roughly 220 residues, and there are two basic types, a X 

chain and a k  chain (Kabat, 1978). Different classes of antibody exist 

in the body, each with a particular role. Many exist in multimeric 

form s. The d ifferent antibody classes have heavy chains with 

different sizes or connectivities (Figure 1.8a).

Each antibody chain can be divided into repeats of the same 

general type of domain. This domain, called the immunoglobulin 

domain, is roughly 110 residues long. The light chain comprises two 

such domains, the heavy chain has either four or five domains in the 

monomeric form. There is a large amount of sequence homology 

between different types of domain (up to 40% identity), which 

suggest that there was once a single, ancestral im m unoglobulin 

domain from which all the present day variations are descended.

Analysis of the variability of antibody sequences shows that 

three regions of unusually high sequence variation occur in the 

amino terminal domain of both the light and the heavy chain. These 

are called the hypervariable or complementarity determining regions 

(CDRs). The domains which contain these regions are called variable 

domains, whereas all the others are called constant domains.
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F ig u re  1.8

(a) Five c lasses of antibody structure . The classses are 

d istinguished by the number of constituent immunoglobulins 

domains and by the disulphide linkage between the domains.

(b) The full structure of an IgG antibody. Each unique domain is

labelled and disulphide linkages are shown.

Both diagrams from Branden and Tooze (1991)
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Antibody molecules are made up from multiple repeats of the 

im m unoglobulin  domain. Antibodies have two identical antibody 

binding fragments (Fabs) connected, through the heavy chain, to a 

single constant fragment (Fc) (Figure 1.8b). The constant fragment is 

specific to the class of antibody being formed, and contains the 

characteristic  num ber of im m unoglobulin  dom ains. Each Fab is 

constructed  from four im m unoglobulin  dom ains. Two of these 

domains form the heavy chain, which is linked to the Fc fragment, 

and two form the light chain. The antibody binding region is formed 

by the end domains of the light and heavy chains. These domains

contain the hypervariable regions and are called the variable light

(V l ) and variable heavy domains (Vh ).

The immunoglobulin domain is a barrel structure made by the 

packing of two p sheets (Figure 1.9). The constant domains have

three strands in one sheet and four in the other. The variable

domains have two extra strands to make a sheet of five strands.

The antigen binding domain is made up from six loops, three 

from the Vh domain and three from the Vl -T hese loops correspond 

to the complem entarity determining regions of the sequence. For 

convenience these loops are termed L1,L2,L3 (for the light chain 

loops) and H1,H2,H3 (the heavy chain loops). Figure 1.10 illustrates 

this notation.

1.7.3 Antibody Diversitv

Antibodies are able to bind to molecules as small as single 

metal ions and as large as viruses. They are able to recognise a 

particular antigen with amazing specificity. The key to this diversity 

is the ability of the body to produce millions of antibodies, each with 

a different binding region.
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F igure  1.9

A stereo diagram of an immunoglobulin constant domain. 

Individual (3-strands are shown as arrows. A four stranded (3-sheet 

(yellow) is packed against a three stranded sheet (orange).
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V L VH

Figure 1.10

A plan view of the antibody binding region. Each of the 

hypervariab le  loops is shown as a sawtooth line. The sequence 

position of each of the loops corresponds well to the CDRs. Diagram 

from Tramontano & Lesk (1992).
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The genetic code for antibodies is contained in over one 

thousand different sections of DNA, clustered into three gene pools 

(Leder, 1982). One pool codes for all the possible immunoglobulin 

heavy chains, one for the k  light chain and one for the X light chain.

Each gene pool is a library of possible fragments. The heavy chain

library is split into three sections, approximately 1000 V sections, 

between 10 and 15 D sections and 4 J sections. The complete heavy 

chain is constructed by randomly choosing one DNA fragment from 

each section and joining them together to form a single, continuous 

exon. At the two junctions, V-D and D-J, considerable sequence 

diversity  is added by errors in the jo ining process. It is these

junction regions that contain the DNA code for the antibody binding

loop, hence the loops have a much greater diversity than the rest of

the chain. The two light chain libraries are split into two sections, V 

and J. A single light chain is manufactured by joining a V and a J

fragm ent from either the k  or A. the library. There is no known

distinction between the two light chain libraries, d ifferent species 

have differing proportions of k  chains to A. chains.

A complete antibody is constructed by joining the heavy and 

light chains together and adding the constant dom ains that are 

relevant to the antibody family being produced.

1.7.4 Antibodv-Antigen Complexes

The structures of four antibody-antigen complexes have been 

solved crystallographically . These are three m onoclonal-hen egg 

white lysozyme complexes: D1.3 (Amit et al., 1986), HyHEL-5 (Sheriff 

et al., 1987) and HyHEL-10 (Padlan et al., 1989) and one for a

m onoclonal with neuram inadase (Colman et al., 1987). These four 

complexes show that antibody/antigen recognition is broadly similar
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to o ther assoc ia tions  of fo lded pro tein  chains, such as of 

p ro te inase/inh ib ito rs  and subunit/subunit. Analysis o f the three 

a n t ib o d y / ly s o z y m e  sy s te m s  re v e a ls  s e v e ra l  f e a tu re s .  T he 

monoclonals bind to different regions of lysozyme with only a slight 

overlap being observed between D1.3 and HyHEL-10 (Davies & 

Padlan, 1990). Figure 1.11 shows all three antibody molecules 

binding to the relevant sections of lysozyme. Despite the different 

locations, the interface regions are remarkably similar. The solvent 

access ib le  su rface  area lost during  the dock ing  p rocess  is 

app rox im ate ly  1,500Â^ in each complex (Davies & Padlan, 1990), 

roughly half from each species. Virtually all solvent is removed from 

this interface region: two water molecules remain in the HyHEL-5 

structure, one in D1.3, and no water molecules are observed in the 

interface of the HyHEL-10 complex. This lack of water leads to a high 

degree of steric complem entarity between the respective surfaces. 

HyHEL-5 is particularly rich in electrostatic complementarity with 

three salt bridges spanning the interface.

1.8. A n tib o d y  M ode lling  

Analysis of the known antibody sequences has shown that the 

hypervariab le  loops often have a sim ilar size and that certain 

residues in the loops, and the surrounding framework, are strongly 

conserved (Kabat, 1978). These conserved residues are thought to be 

im portan t in determ ining the conform ation of the hypervariable  

regions (Padlan, 1977).

Chothia et al. (1986) predicted the structure of the antibody 

D 1.3  from  its sequence  by com p ariso n  w ith  the know n 

crystallographic structures of five other antibodies. The framework
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Figure  1.11

A stereo diagram  of the C a  traces of the three 

crystallographically determined antibody/lysozyme complexes. The 

antibodies are shown bound to the correct section of lysozyme 

(shown in orange). HyHEL-10 is shown in cyan, HyHEL-5 in green 

and D1.3 in magenta.
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regions of all five antibodies were in the same conformation, and 

D1.3 was assum ed to follow this pattern also. They identified  

h y p e rv a r ia b le  re s id u es  of D1.3 tha t d e te rm in ed  the  loop  

conform ation, either by an ability to adopt unusual conformations 

(such as glycine and proline) or by being in unique bonding or 

packing situations. Table 1.3 shows the homologies between D1.3 and 

the antibodies chosen as a template structure for each loop. The D1.3 

structure was then predicted by putting each hypervariable loop into 

the conformation predicted by homology and fitting these loops onto 

a framework structure.

The structure of D1.3 was later solved crystallographically  

( A m i t ,  et al., 1986; Amit, et al., 1985) and a comparison with the 

model was made by Chothia et al. (1986). The model was found to 

agree closely with the refined crystal structure, and proved to be 

more accurate than a preliminary crystallographic structure. The 

carbon alpha trace of the model differed from the crystallographic 

one by 1.5Â r.m.s. The side-chain positions showed a 2.2Â r.m.s. 

deviation overall (Figure 1.12).

Subsequent analysis revealed  that five of the six loops 

apparen tly  have a lim ited reperto ire  of poss ib le  main chain 

conformations (Chothia and Lesk, 1987), called canonical structures. 

Chothia et al. (1989) described the possibilities for loops L1,L2,L3,H1 

and H2 (Figure 1.10). The loop H3 was found to have a much greater 

spread of sequence size and composition, and a limited canonical set 

could not be found.

Martin et al. (1989) combined both database search and a b  

in itio  calculation in a single algorithm. Instead of using a database of 

loops derived solely from antibody binding fragm ents they used 

loops from the entire protein databank. The algorithm also used the
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Loop A n tib o d y S equence

L I D1.3 Ser Gly Asn He His Asn T y r
REI Ser Gin A sp  He He Lys T y r
McPC603 Ser Gin Ser Leu Leu Asn Ser Gly Asn Gin Lys Asn P he

L2 D1.3
REI
McPC603

T y r
Glu
Gly

T hr
Ala
Ala

T h r
Ser
Ser

L3 D1.3
REI
McPC603

P h e
T y r
A sp

T rp
Gin
His

Ser
Ser
Ser

T hr
Leu
T yr

Pro
Pro
Pro

Arg
T yr
Leu

HI D1.3 Gly P he Ser Leu T hr Gly T yr
McPC603 Gly P he T h r P he Ser A sp  P he
NEW Gly T hr Ser P he A sp  Asp T y r
KCL Gly P h e He P h e Ser Ser T y r

H2 D1.3
M cPc603
NEW

Gly
A sn
T y r

A sp
Gly
His

Lys Asn
Gly
Lys
Gly

KOL A sp  A sp Gly Ser
H3 D1.3 A rg A sp T y r A rg Leu A sp

McPC603. T y r T y r Gly Ser T h r T rp T y r P he A sp
NEW L eu He Ala Gly Cys H e A sp
KOL Gly Gly His Gly P h e Cys Ser Ser Ala Ser Cys P h e Gly Pro A sp

T able  1.3: The sequence homology between D1.3 antibody and each of the chosen template antibodies. 
Reproduced from Chothia et al. (1986)



F ig u re  1.12

A stereo diagram comparing the antibody combining regions of 

the predicted D1.3 antibody (in red) and the crystallographically 

determined structure (in cyan). C a traces are shown.
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conform ational search program  CONGEN (B ruccoleri and Karpins, 

1987) in conjunction with a modified version of the GROMOS (Âqvist, 

et al., 1985) energy  p o ten t ia l  to c o n s tru c t  som e m ain -cha in  

segements and to generate side-chain conformations.

The m ethod relied on generating many d ifferen t possibilities 

for each loop, either by database search or by CONGEN construction. 

The energy of each possibility was then calculated and the five most 

favourable conform ations saved. The conform ation with the lowest 

hydrophobic exposed area was then selected from these five.

T he p o ss ib le  backbone  co n fo rm a tio n s  w ere  gen era ted  in 

different ways, depending upon the sequence length of the loop. The 

conformation of loops of length less than six were generated solely 

using CONGEN. Conformations of loops of length six or seven were 

recalled from the loop database. The database was searched using 

distance constraints from the N and C terminal carbon alpha atoms of 

the loop. Loops of lengths over seven were also recalled from the 

database, but the mid-section of each loop was then reconstructed 

using CONGEN. Once possible backbone conformations had been found 

CONGEN was used to reconstruct side-chain orientations for each 

possibility, before energy calculations were performed.

This procedure was used to model the hypervariable loops of 

both HyHEL-5 and Gloop2. In both cases the algorithm  produced 

accurate models. The HyHEL-5 model had a backbone r.m.s. deviation 

of 1.1 A from the crystallographic structure and an all atom r.m.s. of 

1.9Â. The G loop2 structure was com pared with unpublished  co ­

ordinates. A backbone r.m.s. deviation of 1.0A and an all atom r.m.s. 

o f 2 .2 A w ere observed. The predic tions o f this m ethod proved 

equally reliable for each of the six loops, including the H3 loop which 

Chothia et al. (1987) found hard to model.
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1.9. Enzyme-Inhibitor Systems

One group of enzymes, the serine proteinases, has been widely 

studied and several crystallographic structures have been solved. 

Proteinases perform a wide variety of functions, from extracellular 

proteinases that bacteria use to break down surrounding proteins to 

uses such as food digestion, the immune response and blood clotting 

control in higher organisms. Although proteinase activity can be 

found in single domains of large proteins, the crystal structures 

solved have been of small, independent proteinases, often complexed 

to a relevant inhibitor. Proteinase inhibitors are used in vivo  to 

regulate the activity of the proteinase. This is achieved by binding to 

the pro tease  and blocking the active site, thus destroying  the 

specificity to the substrate transition state. There are four different 

fam ilies of proteinases known. These are the serine, cysteine, 

aspartic and métallo proteinases, named by the m ost prom inent 

functional group in the active site.

X-ray crystallography has been used to elucidate the structure 

o f nine serine pro te inase/inhib itor complexes. The structures of 

many uncomplexed proteinases and several uncomplexed inhibitors 

have also been determined. Many studies have been carried out on 

these structures (Hubbard, et al., 1991; James, et a i ,  1980; Laskowski 

and Kato, 1980) and much is known about the mechanism of these 

enzym es. The serine pro teinases cleave a peptide  bond of a 

polypeptide substrate, forming two individual, correctly terminated 

peptides by the addition of water. Different sub-families of serine 

proteinases cleave in different places. For example, trypsins cleave 

adjacent to a lysine or an arginine; chymotrypsins cleave adjacent to 

large hydrophobic residues and elastases cleave adjacent to small 

residues. The main functional section of all serine proteinases is the
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catalytic triad formed by a serine, a histidine and an aspartic acid

residue. These residues are remote in sequence but come together in 

a specific geometry during folding. Trypsin and subtilisin have

different three dimensional structures, and yet the catalytic triad 

still conform s to the same geometry suggesting that the same 

c a ta ly t ic  m echan ism  has evo lved  in d e p e n d e n t ly  (co n v e rg en t  

evolution). Like all enzymes, the serine proteinases bind to the 

transition state of the reaction they catalyze. The purpose of the 

ca ta ly tic  triad is to encourage the form ation of a short-lived 

tetrahedral reaction intermediate, which is stabilized by a covalent 

bond to the serine and a hydrogen bond to the oxy-anion hole, which 

is another conserved feature of the serine proteinase family. The

specificity of a serine proteinase is governed by a series of loops 

adjacent to the catalytic triad. The three residues of the polypeptide 

substrate extending from the cleaved bond towards the N-terminus

are conventionally  named P1,P2 and P3, and those extending 

towards the C-terminus P1',P2' and P3'. The coresponding residues of 

the enzyme are named S1,S2,S3 and Sr,S2 ',S3 '.

1.10. g-Helix Packing 

Several models of a -h e l ix /a -h e l ix  packing have been proposed 

( C h o th ia ,  et a/., 1981; Crick, 1953; Efimov, 1979; Richmond and 

Richards, 1978). All these models use steric constraints to analyse 

possible  modes of a - h e l ix / a - h e l ix  packing. The m ost im portant 

parameter to be considered is the angle between the axes of the a -  

helices The distance of separation depends to a large extent on the 

exact side-chains present at the docking site.
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Crick (1953) proposed the first simplified model of a - h e l i x  

packing. Residues were represented by 'knobs' which formed regular 

clusters on the a -h e l ix  surface, leaving identifiab le  holes. Crick 

(1953) then used steric arguments to propose ways of fitting the 

knobs on one a -he lix  into the holes of the other, to form a stable 

association. In this way he predicted the main packing configuration 

to have a 20° angle between the two a -h e l ic e s .

Chothia et al. (1977) improved upon the 'knobs into holes’ 

model of Crick (1953) by describing the a-helix  surface in terms of 

ridges and grooves. Figure 1.13a shows an a -he lix  which has been 

slit parallel to its axis and flattened out. Each residue is represented 

by a single sphere of fixed radius. This representation shows the 

ridges and grooves of an a -he lix  surface. Taking i to be the central 

residue and n to be an integer, the ridges are made up from the 

residues f±4%, z±3n and i±n  (Figure 1.13b), these ridges will simply 

be called the 4 ridge, the 3 ridge and the 1 ridge respectively. For 

each of the ridges there is a corresponding groove. The majority of 

observed a -h e l ix /a -h e l ix  packings correspond to a ridge from one a -  

helix packing into a groove from the other a-helix . Since a - h e l ix / a -  

helix docking is symmetrical (ignoring differences in side-chain size), 

this implies that the corresponding groove from the first a -he lix  is 

filled by the corresponding ridge of the second a -h e l ix .  Figure 1.13c 

shows the relative positions of the a-helix  residues, looking down the 

helix axis. For a packing that centres upon residue i the 4 ridge is the 

most important, since it is the most prominent on the a -he lix  surface. 

The 3 ridge is less prominent and the 1 ridge is the least important, 

sterically. These relative importances are borne out in observed 

structures. Examining 50 helix/helix packings, Chothia et al. (1981) 

found that 25 corresponded to the 4 ridge of one a -he lix  packing into
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3Ridg!

i+ 3 i+1

1 Ridge i-4 i-3

4Ridi

B

i -4M

i-3 , M

F ig u re  1.13

a . The flattened helix representation.

b . The ridges present on a a-helix . The central residue is labelled 

/, other residues are numbered relative to this residue.

c. The relative importance of helix ridges. The i±4 ridge is most 

prominent, followed by the i±3 ridge. (Adapted from Chothia, 

1 9 84 )
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the 4 groove of the other. This was termed a 4-4 packing. Eight 3-4 

packings, with the 4 ridges packing into the 3 grooves, were

observed, along with four 1-4 packings and one 3-3 packing. Figure

1.14 illustrates all these packings using a 'flattened a -h e l ix ' model. 

The angle between the two a-helices can be calculated for each mode 

of association, using simple geometry and assuming regular a -h e l ic e s .  

These angles, shown in Table 1.4, proved to be sensitive to changes 

in the pitch of the a-helix  and the observed angles varied from those 

quoted in Table 1.4 (which were calculated assuming standard a -

helix geometry) by as much as 15°.

The central residues of an a - h e l i x / a - h e l i x  pack ing  are 

important. In particular, very small residues in these positions can 

break up a ridge. This discontinuity makes it possible for a ridge 

from one a-helix  to cross-over one from another a -he lix . Chothia e t  

al. (1981) found seven a -h e l ix /a -h e l ix  packings where the 4 ridges 

of the a -he lices  crossed over each other (4x4 packing). Three 3x4 

packings were also found. The central residue in each case was either 

alanine, glycine or serine.

Richmond & Richards (1978) examined known a -h e l ix /a -h e l ix  

p a c k in g s  from  the p ro te in s  d e o x y m y o g lo b in ,  ca rp  m u sc le  

parvalbumin, thermolysin and concanavalin. They measured solvent 

exclusion; bringing together the two a -he lices  along the contacting 

normal. Surface area began to be excluded when the a -h e l ices  were 

still 6Â from their final position. In myoglobin between 120 and 260 

Â2 of contact surface area is excluded from the solvent for each pair 

of interacting helices, this corresponds to a hydrophobic effect of 

between twenty and sixty kcal (Chothia, 1974). The a - h e l ix / a - h e l ix  

packing angles were found to be in agreement with those predicted 

by Chothia et al. (1977).
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m

1-4 4-4 3-4

i - 4

3x4

y+3o o 44

O
i - 4 ; - 3

3x4 and 4x4 4x4

Figure 1.14

Six common helix/helix packings, shown in the flattened helix 

representation. Solid spheres represen t residues o f the lower 

(face up) helix, dashed spheres represent residues of the 

upper (face down) helix. The top row shows three ridges-into- 

grooves packings, the bottom row shows three crossed ridge 

packings. Taken from Chothia a/., 1981
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C l a s s i f i c a t i o n P a c k in g  A ngle

1 -4 105°

3 - 4 23°

4 - 4 -52°

3 -3 -1 1 7 °

3x3 +55°

3x3 & 4x4 -15°

4 x 4 -1 0 5 °

Table 1.4

The ideal packing angle for each of the commonly observed 

helix/helix packings, (data from Chothia et al., 1981).
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1 11. The Generic Docking Problem

Given the structures of two molecules which are known to bind 

to each other, it is possible to search for p lausible  modes of 

association. The aim of the docking problem  is to discrim inate 

between the correct, biologically observed orientation and other 

reasonable  orientations. The docking problem  for two m olecules 

involves six degrees of freedom (Figure 1.15). In Figure 1.15 and, 

where appropriate, throughout this thesis the larger of the two 

molecules is called the host molecule and the smaller the guest. To 

find the best way for two molecules to interact an algorithm must 

have a strategy for exploring these degrees of freedom  and a 

discrim ination function that evaluates how favourable a particular 

docking orientation is.

The most direct strategy for exploring the degrees of freedom 

is to evaluate the discrimination function for as many, regularly 

spaced docking orientations as possible. This is called a global search. 

Other methods, such as simulated annealing (Kirkpatrick, et a i ,  1983) 

start with some random orientation and, by making small changes to 

the orientation, attempt to minimise the discrimination function. This 

is equivalent to following a path in the six dimensional search space. 

The advantage  of such m ethods is that they evaluate  few er 

orientations, and hence are faster. A global search, however, is 

guaranteed  to find the global m inim um  of the d iscrim ination  

function, whilst other search methods can get 'trapped' in local 

minima. The accuracy and specificity of a global search requires an 

adequate  coverage of search space and a good d iscrim ination  

function .

One of the greatest difficulties faced by any docking algorithm 

is allowing for, or explicitly treating, induced fit. Two rigid bodies
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CD

F ig u re  1.15

The degrees of freedom examined during the docking process. 

The guest molecule is shown uppermost with the host molecule 

below.. The rotational degrees of freedom 0 and <|) bring any 

section of the guest molecule into this docking area. The angles 

a  and P are the equivalents for the host m olecule. The 

perpendicular distance between the two centroids, r ,  can then 

be varied. A rotation co perpendicular to line connecting the 

centroids completes the six degrees of freedom.
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have six degrees of freedom during the docking process. In reality 

pro teins, however, have many hundreds of degrees of freedom. 

These extra ones are due to movements of surface side-chains, the 

main-chain and shifts in the tertiary and quaternary structure of the 

protein. W hilst docking the side-chains of the two proteins begin to 

interact. This can lead to shifts in position which enhance the final 

com plem entarity  between the in terac ting  surfaces. A dichotom y 

exists between pure induced-fit docking, which require no initial 

steric or charge complementarity, and rigid-body models which allow 

no side-chain movements. Many observed protein docking appear to 

correspond much more closely to rigid body docking than to pure 

induced fit. Evidence for this comes from exam ination of the 

structure of hen egg white lysozyme solved in its free form and 

when complexed to various antibodies.

1.12. P rev io u s  D ocking  M e th o d s  

Previously many different approaches have been tried to solve 

the molecular docking problem. Several methods that dock small 

ligands to proteins have been reported (e.g. Goodsell and Olson, 1990; 

K u n tz ,  et al., 1982), all of which use rigid body methods to achieve 

native-like  conform ations. It is, however, not c lear how these 

algorithms would perform on larger systems, and the extent to which 

conformational changes can be included.

Protein/protein docking has also been explored (e.g. Goodsell 

and Olson, 1990; Wodak and Janin, 1978; Yue, 1990). Zielenkiewicz & 

R abczenko (1984) exam ined the au to-association  of insulin  by 

mapping certain surface properties, such as hydrophilic/hydrophobic 

behaviour and potential hydrogen bonds, onto a two dimensional
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grid. They then examined such surfaces from the dimer forming 

region and then from the hexamer forming region. By varying the 

Euler angles of the system, Zielenkiewicz & Rabczenko (1984) showed 

that the known modes of association corresponded to orientations 

that produced large numbers of coincident properties at the surfaces. 

However, due to lack of computer time, they were unable to perform 

a global search and could not take account of any steric forces.

W ar wicker (1989) used a finite difference potential to explore 

globally six dimensional space. This process took up to 100 hours on 

a VAX 8800 to produce estimations of binding energy for many 

millions of different orientations. The systems HyHEL-5/lysozyme, 

c y to c h ro m e  c p e ro x id a se /c y to c h ro m e  c, and try p s in /b o v in e  

pancreatic trypsin inhibitor (BPTI) were examined. In the cases of 

H yH EL-5/lysozym e and trypsin/BPTI, the reduced stereochem ical 

and electrostatic model identified the native conform ation near a 

local minimum. However, when energy surfaces were plotted for a 

particular surface of one molecule whilst rotating the second, it could 

be seen that other minima were present.

Jiang & Kim (1991) used a surface cube representation of the 

protein and, by using a soft docking potential, implicitly allowed for 

side-chain movement. This method was applied to binding of small 

molecule (NADPH and methotrexate) to dihydrofolate reductase. It 

was found that the top ranked solution varied from the native 

conformation by only a two or three degrees of rotation in each axis. 

When applied to larger systems such as the binding of lysozyme to 

the variable fragment of HyHEL-5 antibody, near native solutions 

were eighth and twelfth in the list. The best solution (the twelfth) 

differed from the native by Euler rotations of (7°, 4°, 7°). No 

simulations are reported for either the HyHEL-10 or D1.3 complexes.
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Cherfils et al. (1991) used a simulated annealing approach with 

a sim plified protein model to explore the docking of antibody- 

an tigen  and p ro te in a se - in h ib i to r  sys tem s. Each re s id u e  was 

represented by a single sphere and a simplified potential used to 

evaluate  the energy of the complex. The method began with a 

randomly chosen set of docking parameters. These parameters were 

then randomly perturbed and the energy difference calculated. The 

perturbation was accepted or discarded according to a probability 

formed from this energy difference and the 'tem perature ' of the 

system. Continual perturbations were made and the tem perature ' 

slowly decreased, thus freezing the complex in an energy minimum.

Using the relevant complexed form of lysozyme Cherfils et al.

(1991) found near-native  conform ations for both HyHEL-5 and 

HyHEL-10, but not for D1.3. These orientations occurred first and 

third (respectively) in a list of fewer than ten possibilities. Using the 

uncomplexed form of lysozyme a native solution for HyHEL-5 is 

again found to be at the global minimum. However no such solution 

was found for either HyHEL-10 or D1.3.

Shoichet & Kuntz (1991) used an extension of earlier small 

molecule work, (Kuntz, et al., 1982), to examine proteinases/inhibitor 

docking. The surface of each molecule was described by a set of 

spheres of varying sizes. For the receptor molecule (the proteinase), 

these spheres filled the empty volume around the receptor site, 

generating a negative image of the site. For the ligand (the inhibitor), 

the spheres were placed within the m olecular surface, hence a 

positive representation of the ligand was produced. These sphere 

sets were then used to search for docking orientations that did not 

overlap the two molecules but allowed good contact. Orientations that 

sa tisfied  these criteria  were then evaluated by more rigorous
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m ethods, using an all atom represen ta tion . The m ethods used 

included electrostatics, buried surface area, free energies of solvation 

and molecular mechanics. In particular minimisation was carried out 

using the AMBER package (Weiner, et aL, 1984). The method was 

applied to three proteinase-inhibitor systems, using both bound and 

unbound forms of the structures. In every system conform ations 

were found with r.m.s. deviations from the crystallographic structure 

o f  less than 1Â. Also in every system , the low est energy 

conform ation was found to be within 5Â r.m.s deviation of the 

crystallographic structure. Shoichet & Kuntz (1991) report that a 

number of false positive structures were found. These structures had 

energies similar to the native-like solution but did not bind in the 

same manner, often involving completely different sections of the 

protein surface. More false positive structures were generated when 

attempting to dock the unbound crystal structures than when using 

the bound forms.

Graph theory (Deo, 1974) has also been used to explore the 

docking problem. Kasinos et al. (1992) constructed graphs which 

described the surface atoms of the two proteins to be docked. For the 

larger (host) molecule the graph described the distances between 

polar surface atoms. For the smaller (guest) molecule Kasinos et al.

(1992) constructed a set of points which defined possible interaction 

sites for each atom, based upon the binding properties of each atom 

type. Kasinos et al. (1992) then used a variation (Subbarao and 

H aneef, 1991) on the Ullman subgraph isom orphism  algorithm  

(Ullman, 1976). This algorithm finds the largest, common section 

between two graphs. In this application the maximum subgraph 

represents the best interactions between the two molecules. To allow
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for small inconsistencies between the two graphs the distances 

matching was carried out with a ±3Â tolerance.

This method was applied to several systems. In all but one 

case, a single mode of interaction was produced. The complex 

between D1.3 and bound lysozyme was reconstructed with a 3.1Â 

r.m .s. deviation from the crystal structure. The complex between 

trypsinogen and the bound form of BPTI was reconstructed to 1.6Â 

r.m.s. and the interaction between the two chains of insulin was 

predicted with 0.2Â r.m.s. deviation. In predicting the dimérisation 

of insulin the method produced two possible modes of binding, one of 

which was correct to 2.1Â r.m.s. and one of which was eliminated by 

the authors due to poor fitting between the monomers. The method 

was also applied to several small molecule/protein and protein/DNA 

systems with equal success.

1.12.1 Summarv

Table 1.5 summarises the approach of four methods which 

were applied to e ither p ro teinase/inh ib ito r or an tibody/lysozym e 

systems. Table 1.6 shows the results obtained by three of these 

methods when applied to the antibody/lysozyme docking problem. It 

is difficult to compare the accuracy of these methods since different 

m easures are used by the authors them selves to estim ate their 

success, and different authors applied their algorithms to different 

systems. Despite this it is clear that each of the algorithms produces a 

solution with about 3Â r.m.s. deviation of the known structure for at 

least one antibody complex. Only Cherfils et al. (1991) apply their 

a lgorithm  to all three crystallographic antibody/lysozym e systems, 

finding solutions in all but one case. No attempt has been made to
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Authors Method (Coverage Comments

Kasinos 
et al.

Graph Theory All of guest 
part of host

This method generally produces a single orientation. Considerable 
success is reported for reconstructing known complexes. No 
uncomplexed protein / protein problems are tackled. All of the guest 
molecule was searched for similarity to a directed graph of the binding 
site of the host.

Cherfils 
et al.

Simulated
Annealing

All of guest 
part of host

After simulated annealing the best structures were refined to improve 
accuracy. Only solutions which involved an area within 30° of the host 
binding site were allowed.

Jiang
&

Kim

Soft docking of 
surface cubes

All of guest 
All of host

The docking used included both steric and electrostatic terms. The 
search was carried out in 2 stages, a full search using a coarse grid and a 
more specific search using a high density grid. By altering the size of 
the grid small molecule / small molecule bindings were also examined.

Shiocet
&

Kuntz

Steric match of 
reduced surface 
repre sentation

All of guest 
All of host

The algorithm used always reported an orientation extremely close to 
known complex, however no figures for the number of possibilties or the 
relative positioning of the native-like solution were given. The authors 
explore the utility of a number of filters to reduce the number of 
alternatives. These filters include buried surface area, detailed energy 
calculations and solvation free energy. None of these were found to be 
entirely satisfactory.

Table 1.5
A summary of key facts about 4 recent docking methods, including a brief outline of the method, the scope of 

the search and the systems to which the method was applied.



HyHEL-5(c) HyHEL-5(c) D1.3(c) HyHEL-lO(c)

& & & &

L ysozym e(c) L ysozym e(f) L ysozym e(c) L y s o ^ m e ( c )

Kasinos 3.1Â r.m.s

et al 1 /1

Cherfils N ative N ative No solution N ative

et al 1 / 7 1 /6 fo u n d 3 / 9

Jiang (7°,-4°,7°)

& (0,0,0)Â

Kim 1 2 /1 5

Table 1.6

The success of three algorithms that have been applied to 

antibody/lysozym e systems. Each entry consists of a measure of 

accuracy and a measure of specificity. Kasinos quote their accuracy 

as an r.m.s. deviation of all atoms; Jiang & Kim give a set of Euler 

rotations (°) and a translation vector (Â); Cherfils Ct al. state only that 

the solution is native-like, which they define as within 7° of the 

orientation of the X-ray structure. The specificity measure is the 

number of possible orientations resulting from the procedure (second 

number) and the rank of the native-like solution within this list (first 

number), e.g. Jiang & Kim find their most native-like structure 

ranked twelfth in an ordered list of 15 possible orientations.

The structure of unbound lysozyme has been determined, as 

well as bound to each of three antibodies. Docking algorithms either 

use the  a p p ro p r ia te  com plexed  form  of ly so zy m e , term ed 

lysozyme(c), or the free form, lysozyme(f).
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dock the uncomplexed form of lysozyme to either the D1.3 or HyHEL- 

10 antibody.

S e v e ra l  a u th o rs  hav e  a p p lie d  th e i r  a lg o r i th m s  to 

proteinase/inhibitor systems (Table 1.7). Despite the large number of 

solved structures of this type most authors tackle the trypsin/BPTI 

system, since each molecule of this system has been solved in the 

uncomplexed form, as well as the complexed form. Cherfils et al. 

(1991) do not find any solutions for this system, despite their success 

with the antibody/lysozyme systems. Shiocet & Kuntz (1991) always 

find a solution within 0.8Â r.m.s. deviation of the known orientation, 

but do not quote how many solutions are found, nor the position of 

the best structure within this list.
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T rypsin (c)
BPTI(c)

T rypsin (c)
BPTI(f)

T rypsin (f)
BPTI(f)

C hym otrypsin(c)
Ovomucoid(c)

C hym otryp s in (f)
Ovom ucoid(f)

T rypsinogen(c )
BPTI(c)

Kasinos 
et al.

1.6A r.m.s. 
1/1

Cherfils 
et al.

No solution 
fo u n d

No solution 
fo u n d

Jiang
&

Kim

(-20°,4°,3°)
(0,0,o)A 
1/2

(2°,10°,2°)
(2,2,4)A
6 / 9

Shiocet
&

Kuntz

0.3Â r.m.s 0.5Â r.m.s 0.7A r.m.s O.SA r.m.s.
00

Table 1.7
The success of four algorithms that have been applied to enzyme/inhibtor systems. As in Table 1.6 

rach entry gives a measure of accuracy, when available and a measure of specificity. A wide variety of 
enzyme/inhibitor structures are known, often the structures of the uncomplexed components have also been 
solved. Each molecule is denoted (c), indicating that the complexed form was used in the docking, or (f), 
indicating the use of the unbound (free) form. Accuracy is given as either a r.m.s. deviation or as a set of 
translations and rotations. The specificity measure is given in the form; rank of native-like structure / 
number of possible structures. Shiocet & Kuntz give no indication of the number of orientations they find, 
nor the position of the native-like structure within this list.



1.13. Overview of this thesis.

This thesis details the design, im plem entation, testing and

applications of a novel p ro tein /pro tein  docking algorithm . This 

algorithm is based on the steric matching of complementary surfaces, 

with electrostatic interactions used as a subsequent filter. Explicit

information about which residues are involved in the association is

incorpora ted  into the algorithm , and the re levance  of this is 

discussed. The algorithm is implemented on a parallel architecture 

computer, which enables a large number of possible configurations to 

be assessed in a reasonable period of time.

A key feature of the algorithm is that it is not critically 

dependent on precise atomic positions. This allows a predicted 

antibody structure to be used as a docking target for the first time. 

The level of accuracy of a model can never be as high as for a well 

reso lved , refined  crys ta llog raph ic  s truc tu re  and hence a soft 

potential method is crucial to success. The algorithm is also used to 

investigate a -h e l ix /a -h e l ix  packing modes, and used in a modelling 

situation to predict the binding of epidermal growth factor (EGF) and 

a model of epidermal growth factor binding protein (EGFBP).

Chapter 2 of the thesis describes the algorithm in detail, and its 

implementation. Chapter 3 reports and evaluates the results obtained 

for several antibody/antigen systems, including the docking of hen 

egg white lysozyme with a model of the D1.3 antibody. Chapter 4 

describes the application of the algorithm to the EGF/EGFBP system 

and Chapter 5 discusses the use of the algorithm in investigating the 

association of a -he lices . Finally, Chapter 6 discusses the general 

conclusions derived from this study and suggests possible lines for 

further research.
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2.1. Synopsis

This chapter describes the design and im plem entation of a 

novel docking algorithm. The main purpose of this algorithm is to 

enable the use of uncomplexed and modelled protein structures in 

the docking process. This is achieved by using a soft, steric matching 

process. A full description of the aims of the algorithm is given and 

the relevance of these aims to the field of protein modelling are 

d iscussed. The use of purely steric m atching is justif ied  by an 

exam ina tion  of in terface com plem entarity  for all three known 

an tib o d y /ly so zy m e  crys ta l  s truc tu res . A de ta iled , s tep -by -s tep  

description of the algorithm used is then given. The algorithm was 

tested at several stages. The results of these test are discussed in the 

final section of the chapter, and the subsequent changes made to the 

algorithm are highlighted. Later chapters discuss the application of 

the algorithm to several systems of interest.
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2.2. Aims of the Method

To be of practical use, any docking algorithm must be able to 

accommodate structural changes caused by induced fit. Algorithms 

which can only reconstruct complexes that have previously been 

determ ined experim entally  are only useful for investigating  the 

docking process. Explicit inclusion of induced fitting seems impossible 

with present day computing power, as it would require a search of 

the many hundreds of degrees of freedom due to side-chain rotation, 

m ain -cha in  d is to rtion  and bulk changes to the ter tia ry  and 

q u a te rn a ry  s truc tu re . An im p lic i t  in c lu s io n  th e re fo re  seem s 

necessary . Such a method does not try to p red ic t side-chain 

m ovem ent, but instead allows a certain  degree of steric and 

electrostatic mismatch between the host and guest molecules. The 

level of mismatch allowed must be carefully considered, too much 

will destroy the specificity of the algorithm, too little may mean the 

true solution is missed.

The number of experimentally determined protein structures is 

still quite low. Protein modelling attempts to overcome this limitation 

by constructing plausible structures for a protein from the structures 

of homologous proteins. This approach has proved effective for a 

wide variety of proteins, including im m unoglobulins and serine 

proteinases. Inevitably, the models proposed are not as accurate as 

well determ ined experim ental structures. Despite this inaccuracy 

models are often useful in a wide variety of applications, such as 

suggesting mutations to make the protein more active, less active or 

to change stability. Models are often used to provide information on 

the active site of a protein, proposing possible mechanisms of action 

and thereby suggesting possible ligands. There is, therefore, a need 

for a docking method which can use models as a starting point. The
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algorithm presented in this thesis takes soft docking a stage further 

and attempts to predict possible modes of binding for a mixture of 

complexed, uncomplexed and modelled structures.

2.3. Evaluation of Interface Complementarity

A major component of the docking algorithm to be presented 

will be the use of a soft potential to search for areas of steric 

complementarity between the molecular surfaces of host and guest 

proteins. This search will only be effective if  the lock-and-key 

binding model is largely correct. The level of complementarity at 

protein /protein  interfaces can be judged by exam ining the three 

known antibody/lysozyme complexes (Table 2.1).

The na tu re  of the an tibody /an tigen  in te rface  has been 

described (Mian, et a l ,  1991; Padlan, 1990; William, et al., 1990). In 

order to test further the steric complementarity in this region a 

vo lum e ca lcu la tion  was carried  out on each of the three  

antibody/lysozyme complexes. The method used was that of Gellatly 

& Finney (1982). A hypothetical solvent shell was placed around the 

complex. The shell completely surrounded the complex but did not 

seep into the antibody/lysozyme interface. The volume inside this 

shell was then divided between the atoms in the com plex, in 

proportion to their van der Waals radii. This involved finding nearest 

ne ighbours to each atom and placing a p lane  between them, 

perpendicular to the line passing directly though the atom centres 

and with distances between the plane and the atoms in proportion to 

their van der Waals radii. Many such planes were created around 

each atom until a closed polyhedron was formed. The volume of this 

polyhedron was taken to be the volume occupied by the atom.
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S tru c tu re Resolution (Â) PDB file A u th o r

HyHEL-10 3.0 PDB3HFM Padlan et al. 

(1 9 8 9 )

HyHEL-5 2.5 PDB2HFL Sheriff et al. 

(1 9 8 7 )

D1.3 2 . 8 o b ta in e d  from  

Dr S. Phillips

Amit et al. 

(1 9 8 6 )

L ysozym e 2 . 0 PDB6LYZ Diamond et al. 

(1 9 7 4 )

Table 2.1

P ro te in  s truc tu re  da ta  for the three  an tib o dy /ly sozym e  

complexes and for the unbound form of lysozyme. The structures 

have resolutions between 2Â and 3Â, sufficient to correctly assign 

m ain-chain and side-chain structure. Three of the structures are 

deposited in the Brookhaven Protein DataBank (Bernstein et al., 

1977), entry codes are given.
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Once volumes have been assigned to each atom, it was possible 

to find the mean volume occupied by each atom type. For each atom 

type an expected volume was calculated by averaging the volume 

results for several proteins, not including the antibody/lysozym e 

complexes. Examining the differences between the volumes seen at 

the interface and those seen on average allowed an estimation of the 

packing density relative to the protein core

The results of the volume calculations are summarised in Table

2.2. A volume calculation was performed for each atom within the 

interface ( V o b s e r v e d ) *  The volume calculation was also carried out on 

unrelated proteins, and an average volume occupied for each atom 

type, was calculated (Vexpect)- This predicted volume was then 

compared to the expected volume for an atom of that type. Taking a 

ratio , for each atom, of calculated volume to expected average 

volume gives a packing density.

V*
p a c k in g  d e n s i ty  observed

rt
expect

f o r  a to m  i o f  t y p e  t

This number is 1.0 for an atom that occupies the standard amount of 

volume. Atoms that are too tightly packed occupy too little volume 

and therefore have a packing density less then 1 .0 , whereas atoms 

which are too loosely packed have a packing density greater than

1.0. The packing densities shown are averages of a group of atoms. 

The global packing density is the average over all atoms, the 

interface packing density is the average for the interface atoms. The 

standard deviation of the global packing densities is also shown. The 

differences between the global and interface packing densities are 

very much smaller than the standard deviation for all structures.
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Complex Global Packing 

D ensity

In te r fa c e  

Packing Density

S ta n d a rd

Deviation

HyHEL-10 1 . 0 1 1 . 0 0 0 .1 6

HyHEL-5 0 .99 1 . 0 2 0 .1 8

D1.3 1 . 0 1 1 . 0 0 0 .1 8

Table 2.2

T h e  r e s u l t s  o f  the  v o lu m e  c a lc u la t io n s  on the 

antibody/lysozyme complexes. A global packing density, an interface 

packing density and the global standard deviation of packing density 

is given for each of the complexes. The packing densities are 

m easured relative to a set of sixty eight well resolved protein 

s t ru c tu re s .
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This means that the interface region is as tightly packed as the 

protein core. Thus, the interface region must exhibit the same degree 

of steric complementarity as the protein core. These results are in 

agreem ent with those of Chothia & Janin (1975) who examined 

protein/protein interface regions and found them to be close packed.

2.4. Overview of the Method

Figure 2.1 is a flow chart of the approach. The entire surface of 

the guest m olecule  and the binding region  of the host are 

represented as a series of slices of the protein surface. Each slice 

details the van der Waals surface of the protein over a 32Â x 32Â 

region. The surfaces of the proteins are smoothed and represented as 

a contour map. A soft potential, based loosely on the Leonard-Jones 

potential, is used to check each possible pair of maps for surface 

com p lem en ta r ity .  This com parison  p rocess  is co m p u ta tio n a lly  

in tensive and so a parallel architecture com puter is used. The 

matching process produces a large number of possible orientations, 

which must be clustered to produce a manageable dataset. After 

clustering several hundred docking orientations remain. Each one of 

these orientations represents a sterically plausible way of docking 

the host and guest molecules which is significantly different from the 

other orientations in the set. To reduce further the num ber of 

docking orientations constrain ts  are applied. The main docking 

procedure concentrates solely upon steric information and so the 

constra in ts  used are based on other inform ation  that may be 

a v a i la b le .  T hese  are e le c t ro s ta t ic  c o m p le m e n ta r i ty ,  ep ito p e  

information, and a single imprecise distance constraint.
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Start

Split Antibody binding 
region into 64 slicesSplit Antigen into 

432 slices
Produce rotations of 
Antibody maps by 

varying co

For all Antigen,Antibody 
pairs

Vary translation dx,dy

Vary height r

Apply potential

Finished ?

Write best to disc

Finished ?

Cluster

Apply constraints

End

Figure 2.1

A flowchart of the whole DAPMatch algorithm. The section 

enclosed in a heavy-lined box is the com putationally  intensive 

section, and was implemented on the DAP computer.
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The main docking procedure and the soft potential used, were 

developed and tested on the HyHEL-10 system. The constraints were 

ben ch m ark ed  using  both the H yH E L -10  and D1.3 system s. 

Oncesuitable parameters for the potential and subsequent constraints 

had been found the method was applied to HyHEL-5, the D1.3 model 

and the en zy m e/in h ib ito r  system s w ithou t any changes. This 

approach ensured that the method was not optimised to produce the 

correct results.

2.5. Implementation

Sim ula tions  of the docking problem  are often com puter 

intensive. The more orientations examined, and the more complete 

the treatment of the discrimination function, the more computer time 

required. To avoid this problem a massively parallel architecture 

machine, the DAP (AMT Ltd, Reading RG6  lAZ), was used. The DAP 

(Distributed Array of Processors), is a 64x64 grid of closely coupled, 

simple processors (Figure 2.2). Each processor carries out the same 

instruction, but on different data. The DAP is therefore a single 

ins truction , m ultip le  data stream (SIM D) machine. The DAP is 

connected  by a fast input/output (I/O) bus to a conventional 

architecture computer, called the host. This computer controls the 

execution of programs by the DAP and performs all the necessary file 

I/O for both computers. The DAP is program m ed in a highly 

machine-specific form of FORTRAN which allows parallel instructions 

to be written in an understandable and compact form. DAPFORTRAN 

has the full set of FORTRAN mathematical routines, and many more 

which are useful in the parallel context of the m achine, but 

unfortunately lacks any high level I/O functions.
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elements (P.E.) linked 
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Figure 2.2

The parallel architecture of the DAP computer, a 64x64 grid of 

simple processor elements (P.E.s). Each processor has fast connections 

to its four nearest neighbours (as shown in the inset). All instructions 

are carried out at the processor layer, the required data is brought to

this layer from the array memory.
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The DAP is best suited to problems which can readily be

expressed in a parallel algorithm, which involve mainly integer

arithmetic and which entail little I/O. It had already been decided to 

investigate the extent to which the steric matching of surfaces could 

be used to solve the docking problem. The simplest way of mapping 

a protein surface onto the DAP architecture was to take a planar slice 

through the protein, divide the plane into a 64x64 grid, and at each 

grid point find the height of the protein surface above the plane 

(Figure 2.3). For convenience these heights were taken to be integers 

in the range 0 to 63. Since the surface slices taken were 64 elements 

square it was convenient to map a single element onto each DAP 

processor. This allowed the energy summation to be carried out

simultaneously for each of the 4096 elements. This simple mapping 

of the problem  onto the DAP architecture allowed large speed 

improvements. A search could be completed within 2 days on the

DAP, whereas it would have taken a Sun SPARC II around 100 days.

W hils t the D A PM atch steric search p rogram  was being 

developed the DAP at the ICRF was connected to a SUN 3. The SUN 3 

was relatively slow and the clustering and constrain t algorithms 

could not be implemented on it. These processes were also quite I/O 

intensive and so it was not convenient to implement them on the 

D A P. Ins tead  the p re -p ro c ess in g  and p o s t-p ro c e ss in g  w ere  

implemented on a SUN SPARC II. This meant that large intermediate 

files had to be generated and passed between the computer systems. 

The DAP is now hosted by a SUN SPARC II. This allows the DAPMatch 

program  to be more highly in tegrated, reducing  the need for 

intermediate files and making the package easier to use.
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6  31

B aseline

Figure 2.3

A two dimensional example of the DAPMatch representation of 

a protein surface. The van der W aals spheres of a hypothetical 

section of protein are shown. The surface is divided into 0.5Â strips, 

and a representative height for each strip is found. These heights are 

then scaled in the range 0 to 63, in 0.25Â steps. The highest surface 

element is always 63. The baseline shown corresponds to height=0 

units, 16Â below the highest point.
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2.6. Division of Sphere  

To perform a global search of the guest molecule it is necessary 

to take many slices of the surface in as even a manner as possible. It 

would be difficult to account for the precise curvature of each

protein . Instead the assum ption was m ade that, for a globular 

protein, an equal division of a sphere would suffice.

The method used produced an N sided object by regular 

tessellation of an icosahedron. An icosahedron has 20 triangular 

faces, Tliese faces were split into 1 0  adjacent pairs and each pair was

tessellated identically. For convenience an icosahedron with unit side

length was used.

The first step of the tessellation procedure was to choose two

vectors, directed along the sides of one of the triangles, and with
h k

leng ths One vertex was chosen and

translated using these vectors to create a new set of points (see 

Figure 2.4). Points which fell outside the triangle pair or which 

duplicated other points were discarded. This translation procedure 

was repeated for each set of new points until no unique points which 

fell within the triangle pair were found. This procedure resulted in a 

regularly tessellated icosahedron. The number of points, P, produced 

by this method depends on the integers h and k. Large values for 

these integers produce small vectors and hence a greater density of 

points. The number of points is given by the formula

P = 2 + 10(A2 + hk + *2)

W hen h ^  k  the tessellation produced is not symmetric and a 

handedness is introduced. This handedness does not prejudice the 

regular spacing of the points and hence is not important for this 

application. Finally, the spherical polar co-ordinates of each point
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B

A D

Tessellation with
h =2 ,k =1 
T = h '+ h k  +k' = 7

2AB AC

Figure 2.4

An example tessellation. The icosahedron is split into ten pairs 

of triangular faces. Each pair is treated identically , the diagram 

shows one such pair. The tessellation shown is for h=2 ,k= l; this 

tessellation, carried out on the full icosahedron, would result in a 

semi-regular object with 72 vertices.
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were found. The (0, ({)) co-ordinates could then be used to subdivide a 

sphere of any given radius (Figure 2.5). Projecting the points from 

the icosahedron to a sphere produced slight distortions in the spacing 

betw een points , this e ffect was m inor, particu la rly  with high 

densities of points.

2.7. Surface Slices

The regular object produced by tessellation m ust now be

mapped onto each protein and used to produce an unbiased sample

of the molecular surface. The centres of mass of the molecule to be 

sliced and the tessellated icosahedron were superimposed. The co­

ordinates of the tessellated icosahedron were then projected onto the 

protein  surface. The ensem ble was then ro ta ted  so that each 

tessellation point in turn lay uppermost on the Z-axis. A slice of the 

protein surface was taken, centred upon this point. This slice was a 

64x64 array of surface heights taken at intervals, hence a 32Â x

32Â area was represented. The van der Waals surface for the protein 

was then calculated using a standard set of radii (Table 2.3). The 

greatest surface height found for each surface elem ent was then 

found .

Once the height of each surface element, z'(i,j), was known the 

data was reduced to a set of integers in the range 0 to 63, intervals 

of were taken and the scale arranged so that the highest surface

point was denoted as 63 and anything further than 16Â below this

point was denoted as 0. This method of quantizing the surface into

d iscrete  e lem ents m inim ised the im pact o f small varia tions in 

con fo rm ation .
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Figure 2.5

The 372 vertices of a tessellated icosahedron projected onto a 

sphere. The object was created by the tessellation corresponding to 

h=4, k=3.
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Group Type van der Waals 

radius (Â)

backbone N 1.7

backbone Ca 2 . 0

backbone C a (proline) 1 . 8

backbone C 1.7

backbone 0 1.4

sidechain CH CH2 CH3 2 . 0

N 1.7

NH 1 . 8

NH2 2 . 0

SH 1.5

S 1 . 8

hydroxyl oxygen 1 . 6

carboxylic oxygen 1 . 6

amide carbon 1.7

carboxylic carbon 1.7

Table 2.3

The van der Waals radii used for each atom type. These radii are 

taken from Gellately & Finney (1982).
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To reduce further these effects, the maps were smoothed by adding 

in height com ponents from the nearest neighbour and diagonal 

elements, so that for a particular element i j

z(.v )  = T
z ' ( i - l j )  + z ' ( i + l j )  + z ' ( f j - l )  + z ' ( i . / + l )

12
z ' ( M . / - l )  + z '( » + l . / - l )  + z ' ( i - l . / + l )  + z ' ( i + l . / + l )

2 4

The fractional addition ensured that the range of heights 

remained the same. Finally, to enable a one-to-one correspondence 

between surface elements of host and guest maps, the surface of the 

antigen had to be inverted in the x-axis (notionally turning the 

surface upside down).

This procedure was carried out for both the host and guest 

molecules. The number of slices taken of the host molecule was 

generally restricted to a known receptor region (see the results 

Chapters for further details). The resulting data files were stored in 

DAP format using low level I/O functions so that they could be 

quickly retrieved when required.

2.8. G lobal search  

A global search of the docking problem involves exploring six 

degrees of freedom (Figure 2.6). Four rotational degrees of freedom 

were accounted for by taking slices of the host and guest molecules. 

An additional degree of freedom was the perpendicular distance 

between the slices, r. The slices were held at a distance such that 

their surfaces just touched, the potential was calculated, and then
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ANTIGEN
MAP

ANTIBODY
MAP dx

0

F ig u re  2.6
The degrees of freedom examined during the docking process

(c.f. Figure 1.15). The guest molecule is shown uppermost with the
host m olecule below. The antibody and antigen maps show the
notional docking area. The rotational degrees of freedom 0  and (j)
bring any section of the guest molecule into this docking area. The 
angles a  and p are the equivalents for the host molecule. The 
perpendicular distance between the two molecular surfaces, r ,  can 
then be varied. A rotation to perpendicular to the plane of the 
surfaces com pletes the c lassic  six degrees of freedom . Two 
perpendicular shifts in the plane of the docking area, d x  and d y ,  
were used to increase  coverage of the search space w ithout 
significantly increasing computational costs.



1 J
they were then moved together in ^  A steps until there two surface

elements overlapped by 5Â (Figure 2.7). This level of overlap 

represents an unacceptable  clash between the docking surfaces. 

Precise atomic detail was lost during the coding and smoothing 

process. This meant that the rotation in the plane of the slice, o ,  the 

final degree of rotational freedom, could not be directly carried out 

on the slice. Instead, the protein structure was rotated in 8 ° steps 

and 45 maps slices taken for each host surface segment.

This gives six degrees of freedom. However, in the DAP 

architecture the translation of the surfaces could be done very 

quickly, since neighbouring processor are directly connected. It was 

therefore decided to make small shifts in the plane of the slices, 

dx,dy. This increased  the coverage of each m olecule  w ithout 

significantly decreasing the speed of the algorithm.

Only the binding region of the host molecule was used in the 

study, hence only 64 maps were taken instead of the global 432. The 

num ber of orientations considered, allowing for all degrees of 

freedom, was

Norientations = 432 guest molecule maps
X 64 host molecule maps 
X 45 rotational 
X 5 internal dx shifts
X 5 internal dy shifts
X 1 0  height parameters

e,<t>)
a,P ) 
0)} 
dx ) 
dy )
r)

= 311,040,000

The program DAPMatch was used to evaluate a simple steric 

potential for every possible combination of slices. The edges of a slice 

often contained no protein, and hence had a zero height. These
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Rnax

5;

Ruin

Figure 2.7

The range o f  the DAPMatch height search. The search starts 

with the surface s l ices  just  touching ( R m a x ) -  The s l ices  are then 

m oved  together in 0 .5Â  steps until two e lements  o f  the surfaces  

overlap by more than 5Â (Rmin);  the search is then terminated.
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sections of the map were masked out of the steric calculation. A 

simple measure of the overlap between two maps was taken by 

counting the number of non-zero elements of one slice that were 

paired with non-zero elements of the second slice. If  the overlap 

between the two maps was at least 2 , 0 0 0  elements then the best 

orientation was written to disc. By insisting on an overlap of 500Â2 

( 2 0 0 0  elements) a large number of docking possibilities, which were 

infeasible due to the small amount of contact between the surfaces, 

could be quickly discarded.

2.9. S te ric  M atch

A major aim of the approach is to accommodate structural

changes caused by induced fit and structural inaccuracies due to

crystallographic and modelling errors. A softer type of Leonard-Jones 
potential, VgQf^(jc), is used.

256%4 X <  0 Â

32x2 0 Â < X < 4 Â

5 1 2  X > 4 Â

The displacem ent x is a measure of the spacing between two 

surface elements. Hence, x is negative when the hard-sphere van 

der W aals surfaces overlap, x is zero when the surfaces are just 

touching and x becom es increas ing ly  positive  as the surfaces 

se p a ra te .

This potential, Vgoft(x ), follows roughly the same form as the 

Leonard-Jones potential (Figure 2.8) but is modified in two ways:
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Figure 2.8

The soft docking potential used compared with a typical 

Leonard-Jones potential. The potential minimum of the soft potential 

is much wider than that of the Leonard-Jones potential. As the 

separation increases the soft potential tends to zero more slowly than 

the Leonard-Jones, this results in a preference for additional space 

between atoms.
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i .  The energetic potential for overlapping surface elements is 

much reduced, it is assumed that some degree of overlap can 

be accommodated by side-chain rearrangement.

II. The soft potential has a much wider m inim um  than the 

standard Leonard-Jones potential. The standard potential has a 

narrow minimum well, with a width of around 0.5Â. This size is 

smaller than the amount of shift expected due to induced fit, 

and is roughly equivalent to the expected error in the large

crys ta llograph ic  structures such as the an tibody /lysozym e 

complexes. The wider minimum of the soft potential provides 

tolerance of these shifts, thus allowing a steric match to be

found even if  areas of unfavourable overlap between the

surfaces do exist.

At the point %=4Â a cut off is applied and the soft potential 

becom es zero. At this point the gradient o f the po tential is

discontinuous; this is not, however, a problem since the soft potential 

will only be used to calculate the steric complementarity of static 

s t ru c tu re s .

The soft potential is summed over all surface elements where 

protein data was contained in both maps. Each map contains areas 

where no protein data is found, particularly at the edge of the map. 

Such areas contribute nothing to the summed potential, hence the 

magnitude of the potential depends on the extent of overlap between 

the two maps. To correct for this effect a factor dependent on the 

num ber of overlapping elements {Noverlap) is subtracted from the 

final, summed potential.

^ t o t a l  ~  ^  ^  softC-*^ ) " lOOA oygr/a/?
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Without this factor pairs of maps that had a large number of 

overlapping elements would have unfavourable (large and positive) 

potentials, simply because more elements contribute to the potential. 

The Noverlap term is designed to over-correct for this tendency. This 

makes map pairs with a large overlap more favourable than those 

with little overlap. Thus the algorithm favours orientations which 

bury a large amount of surface area on docking.

2 J J L  Cluster ing

After the DAPMatch run, a file containing more than 200,000 

possible docking orientations was obtained, each having a summed 

energy score that was a measure of the association potential. This file 

was reduced to a more m anageable size by a simple clustering 

algorithm . The fo llow ing  approach was used to rem ove all 

orientations that were similar to an orientation with a better (i.e. 

lower) docking potential. The file was ordered upon the energy score 

and the most favourable orientation chosen. Then, one proceeds 

down the list and removes each similar orientation. One way of 

measuring the similarity between two guest molecule orientations, 

with angles ( 0 /  , ) and { (j>2 , 62 ), is to project these angles onto a

unit sphere and measure the distance between them.

For each orientation
X  -  s in (0 )co s (0 )
y  = sin(0 )s in (0 )
z -  cos( 0  )

The sim ilarity is taken to be the square of the distance 

between them.
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Sguest(^»V^)= ( sin(0 i  )cos{61 ) - sin( 0 2  )cos(62 ) )2 

+ ( sin((f>l )sin(61 ) - sin( 0 2  )sin ( 0 2  ) )2 

+ ( cos(0 i ) - cos( 0 2  ) )2

The similarity is evaluated analogously for the host maps, with 

angles ( a l y p i  ) and { a 2 , p 2  ). There is also the angle û), d e s c r ib in g  

the relative planar rotation, which cannot be easily included in this 

scheme. The solution was to add in an extra term.

f c o l  - (02 >
S i n

These similarity scores were calculated for both the host and 

guest maps and compared against a set tolerance level (0.45 in each 

case), if both scores were lower than this then the orientations were 

taken to be sim ilar and the less energetica lly  favourable  was 

discarded. Once all orientations similar to the top one had been 

discarded the process was repeated for the orientation now second in 

the list, and so on till the last orientation was reached. In this way 

the number of orientations was reduced to less than 2 , 0 0 0  , but an 

even coverage of the host and guest surface was maintained.

The m easure of similarity used was easy to calculate and 

sufficient for the purpose of this clustering algorithm. The more 

discriminating the DAPMatch program is, the less important the exact 

details of the clustering become. If the steric search produces one 

near-native orientation with a favourable score, surrounded by less 

favourable orientations, the results from the clustering algorithm will 

a lw ays con ta in  this solution. A more m athem atica lly  rigorous 

difference function could be used.
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2 11. Electrostatics

The next step was to e lim ina te  o rien ta tion s  that had 

unfavourable electrostatic interactions. An exact energy model could 

not be used since side-chain position is often changed during the 

docking process. A slight % angle rotation, for instance, can make a 

large change in position of a polar or charged group at the end of a 

residue. A simplified model, similar to that of Levitt (1976), was 

used to overcom e this problem  (Figure 2.9). Each residue was 

represented by a single sphere, of fixed radius (Table 2.4). The radii 

shown are those of Levitt (1976). These values were multiplied by a 

factor of 1.5 to decrease the positional dependence of the model. For 

glycine, this sphere was placed at the carbon alpha (C a )  position, in 

all other residues it was placed at the centre of co-ordinate of the 

side-chain atoms. The radius for the glycine sphere takes into 

account this difference, and so is larger than the alanine radius. A 

simple residue-residue interaction energy was devised (Table 2.5a), 

assigning each possible interaction as favourable ( - 1 ), neutral (0 ) or 

unfavourable (4-1), based upon the known properties of the residues 

involved (Table 2.5b).

The simple sphere model was used to find possible host-guest 

interactions for each remaining orientation. The model was created 

and host spheres that overlapped guest spheres were found, these 

residues were considered likely to interact in the complex (Figure

2.9). Summing the energies over all interactions found gave an total 

e n e rg y  te rm  in d ic a t iv e  of e le c t r o s ta t i c  c o m p le m e n ta r i ty .  

C onfigura tions that were not favourable  overall (i.e ., summed 

potential > 0 ) were rejected.
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Guest

LEUARG
LYS

ARG ALA
ASP

GLY

Host

Figure 2.9
The simplified electrostatic model. The C a  chains of both the 

host and guest are shown. Each residue is represented as a sphere of 
specific radius (Table 2.4) centred at the centroid of the sidechain 
atoms. Glycine is represented by a sphere centred on the C a  position. 
The spheres of interacting residues overlap. A simple potential 
(Table 2.5a) is summed for all residue pairs which interact across the 
host/guest interface.
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R esidue Radius of 

Gyration (Â)

Ala 0 . 8

A rg 2 .4

A sn 1.5

A sp 1.4

Cys 1 . 2

Gin 1 . 8

Glu 1 . 8

Gly 1 . 1

His 1 . 8

l i e 1 . 6

Leu 1.5

L ys 2 . 1

M et 1 . 8

P h e 1.9

P ro 1.3

Ser 1 . 1

T h r 1 . 2

T rp 2 . 2

T y r 2 . 1

Val 1.3

T a b le  2.4

T he e le c t ro s ta t ic  m odel p a ra m e te rs .  E ach  re s id u e  is 

represented by a single sphere, with the given radius (see also Figure

2.9).
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P o la r H ydrophob ic P os itive N egative

P o la r - 1 0 0 0

H ydrophob ic 0 - 1 + 1 + 1

P os itiv e 0 + 1 + 1 - 1

N egative 0 + 1 - 1 + 1

T a b le  2.5a

A simple electrostatic potential. Favourable interactions, e.g. a 

po sitive  ch arge /negative  charge  in te rac tion , score  -1. N eutra l 

in te rac t io n s  score  0  and u n fav o u ra b le  in te ra c t io n s ,  e .g . a 

hydrophobic/positive interaction, score + 1 .

H ydrophob ic Ala, Cys, Gly, He, Leu, Phe, Pro, Val

P o la r Asn, Gin, Met, Ser, Thr, Trp, Tyr

P os itive Arg, His, Lys

N ega tiv e Asp, Glu

T a b le  2 .5b

Amino acid properties. Each amino acids is classified according 

to its major characteristic.
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2.12. Epitope and Distance Constraints

After clustering and electrostatic evaluation, several possible 

associations still remained. The next step was to explore the extent to 

which information about the surface residues involved in a contacts 

across the interface of a particular complex could further reduce the 

possible orientations. The simplest assumption that could be made 

was that the epitope of the guest m olecule was known. This 

effectively reduces the number of valid guest slices by insisting that 

certain residues must be present in each slice. Only slices that 

contained at least 90% of the epitope residues were considered.

A more limiting constraint was the requirement that a single 

interaction exist across the interface. Thus it was required that a 

single residue of the guest molecule was within interaction range of a 

single residue of the host. A precise constraint could not be applied 

due to uncertainty in side-chain position. Instead a model similar to 

the electrostatic model was used. The Levitt parameters (Table 2.4) 

were multiplied by the factor 3.5, and a check was made that the two 

residues were within the appropriate interaction distance. This, very 

loose, distance constrain t allowed for large shifts in side-chain 

position .

2.13. Test ing

The algorithm presented in this chapter was used to explore 

both antibody/antigen and the EGF/EGFBP systems, and with small 

changes to explore helix/helix packing. Many of the param eters 

involved in the steric search were chosen empirically as the result of 

testing with the HyHEL-10 complex. The first parameter to be chosen 

was the scale of the grid used in representing the surface. The

11 1



dimension of the grid, 64x64, was chosen to correspond to the size of 

the DAP. Each element was taken to represent a 0.5Â square of the 

surface. This meant an entire slice represented a 32x32 Â section of 

the protein . The value of 0.5Â was convenien t since it was 

comparable to the scale of the errors in a protein structure. The

resu lting  32x32Â map covers 1024Â2 of the surface at a time. 

T ypically  an antibody/antigen com plex buries 1500Â2 of protein 

surface, roughly 750Â2 from each molecule. Hence a single surface 

slice could encom pass the whole of the relevant epitope of a

molecule. Cross sections of globular proteins are not square but 

ellipsoidal and so in practise small portions of the surface were 

chopped off at the edge of the grid. Nevertheless, trials with the 

epitope region of HyHEL-10 suggested that larger element sizes (such 

as 0.75Â and 1.0Â) lost too much detail of the protein surface whilst 

adding little to the amount of surface covered.

Trials using the HyHEL-10 complex involved taking the binding 

region map from the antibody and matching it with six areas of the 

antigen slices. One of these antigen slices was known to bind to the 

antibody. The other five were non-overlapping, random ly chosen 

slices. The antigen slices were rotated in 5° steps, perpendicular to 

the interface (angle co in Diagram 2.6) and compared with the 

antibody slice at each step. The steric potential for each rotation was 

examined to see if the correct (binding slice with (o=0 °) solution had 

the most favourable potential value. The effect of altering the steric 

m atching function, the grid size and the amount of smoothing

performed on both maps was explored in this way.

Particular care was taken to produce the best steric matching 

function. The general form of the potentials tried was
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A x  ^ X  < 0Â

Vsoft( % ) = m O Â < x < d Â

 ̂ C X > d Â

The most important parameters to be chosen were n and m  , 

which determine the curvature of the potential when atoms clash 

and when a tom s becom e w idely  spaced  re sp e c t iv e ly .  The 

Leonard-Jones potential rises sharply as the atoms approach each 

other from the equilibrium point. To model this n was chosen to be 4, 

this created a potential that effectively disallowed atomic overlap of 

several angstroms yet was tolerant of overlaps less than this. It was 

found that values of n less than 4 allowed too much mismatch 

between the surfaces, and discrimination of steric complementarity 

was lost. Values of n greater than 4 were not sufficiently tolerant 

and only produced favourable interaction values for surfaces which 

had a near perfect match. Such potentials would not have tolerated 

the level of inaccuracy created by using uncomplexed molecules or 

models. The value of m  was chosen to be 2. This produced a potential 

which favoured close packing between the surfaces but which was 

tolerant of cavities between them. The values chosen for A ,  B  and C 

produced a potential with a wider minimum than that seen for a 

typical Leonard-Jones potential (Diagram 2.8). This potential, when 

used to match two surfaces, allowed areas o f the surfaces to 

mismatch by several angstroms without rejecting them completely. A 

value of 4Â for d,  the distance beyond which the surfaces ceased to 

interact, was found to be acceptable. The values taken for d  and C 

effectively determine the depth of the potential well.

Differing levels o f smoothing were also tried. Smoothing was 

necessary to remove small scale detail from the surface slices. These
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details would be highly likely to change during the binding process 

and so could not be used in a steric complementarity search. Higher 

levels of smoothing than the one eventually chosen were found to 

remove too much detail from the slices, leaving only gentle, large 

scale undulations of the surface which were not specific enough to 

allow the correct orientation to be found.

The e lec tro s ta tic  m odel was evaluated  using  p re lim inary  

results produced for both the HyHEL-10 and D1.3 complexes. Several 

sets residue-residue interaction energies were tried, and compared 

with the simple set (Table 2.5a,b). The most rigorous set of energies 

evaluated were those of QPACK, derived by Gregoret & Cohen (1990) 

by observing the residue/residue contacts present in a set of well 

defined protein structures. A model similar to the to the simple 

interaction energies but which took account of hydrogen bonding was 

also tried. It was found that increasing the com plexity  of the 

electrostatic  model produced, at best, no significant increase in 

accuracy. The model which explicitly took account of hydrogen 

bonding performed badly. This was due to the large number of 

hydrogen bonds potentially available at the protein surface, all of 

which had to be counted as possible bonds due to the high mobility 

of surface side-chains. The simple favourable/neutral/unfavourable  

model was therefore used.
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Chapter 3

Antibody/Antigen Results
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3.1. Synopsis

This chapter discusses the results obtained when the DAPMatch 

soft docking algorithm was applied to antibody/lysozyme complexes. 

The difficulties of assessing the accuracy of a particular docking are 

discussed in detail and a set of random trials have been carried out 

to help determine the significance of the results. To demonstrate the 

effectiveness o f the soft docking algorithm  the unbound crystal 

structure of lysozyme has been used throughout. Exactly the same 

method is followed in each application of the DAPMatch algorithm.

Yhis demonstrates the general applicability of the method to antibody 

systems. A model structure of the D1.3 antibody has been used as 

the host molecule in a docking search and the relevance of the result 

obtained is discussed in relation to recent advances in antibody 

modelling. A selection of binding orientations that had favourable 

steric scores but do not correspond to the crystallographic structure 

will be exam ined to assess w hether there are any system atic 

differences between non-native and native solutions.
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3.2. Introduction

The DAPMatch program was developed for and tested on the 

an tibody /ly sozym e system s. These are an obvious cho ice  for

investigation by a docking algorithm because:

I. T h ree  a n tib o d y / ly so z y m e  s t ru c tu re s  have  been  so lved

crysta llograph ica lly  to an adequate reso lu tion . A docking

algorithm can be applied to all three. If it is successful in each 

case then it is likely that the algorithm is generally applicable 

to antibody/protein systems, rather than specific to a single

complex.

a. The s truc tu re  o f  uncom plexed lysozym e has also been

determined crystallographically. This enables realistic docking 

simulations where induced fit has not produced perfect steric 

c o m p le m e n ta r i ty .

Hi. Much progress has been made on predicting the structure of an

antibody from its sequence (Section 1.8). A docking algorithm 

which could dock an antigen onto a predicted crystal structure 

would be useful in areas such as an tibody  engineering

e x p e r im e n ts .

iv. The general properties, in particular the large surface area of

contact, of the antibody/lysozym e complexes are sim ilar to 

many other pro te in /pro te in  docking problem s e.g. subunit 

association. An algorithm which was designed and tested on 

antibody/antigen systems would be readily applicable to these 

similar problems.

Author and resolution data for each of the anfi body/lysozyme 

complexes is given in Table 2.1. The structures for both HyHEL-5 and 

HyHEL-10 have been deposited in the protein databank (Bernstein, 

et a/., 1977). The structure of the D1.3 complex was provided by Dr S.
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Phillips. Each of the crystal structures has a resolution in the range 

2 .5Â-3.0Â . This level of resolution implies a well determ ined 

electron density map leading to a structure with generally reliable 

side-chain positions. As stated in Section 1.7.4, each complex involves 

the burial of roughly 1500Â2 of solvent accessible surface area and 

the loss of virtually all water from this interface region. Figure 3.1 

shows the interface regions of the HyHEL-10, HyHEL-5 and D1.3 

com plexes. The lysozym e slices are shown upperm ost with the 

corresponding antibody slice below. Each slice is colour coded on 

height and the 0.5Â grid lines are marked. In the crystallographic 

complex these surfaces touch; in Figure 3.1 they have been separated 

to aid viewing. Also, the element heights of each slice have been 

exaggerated, by a factor of 2 , to make the degree of steric 

complementarity more obvious. The D1.3 interface shows a convex 

region of lysozyme occupying the concave depression formed by the 

antibody. This general situation is also seen in the HyHEL-5 complex. 

HyHEL-10, however, has a broad, flat interface region. Despite the 

differences in overall interface shape all the complexes show many 

specific areas of antibody/antigen surface com plem entarity . This 

c lear steric com plem entarity  between the surface slices of each 

in terface region justif ies  the approach taken by the DAPM atch 

a lgo rithm .

The crystal structure of unbound hen egg white lysozyme was 

solved by Blake et al. (1965) with a resolution of 2.0Â. The structure 

was later refined (Diamond, 1974) and deposited in the protein 

databank. The structure of the D1.3 antibody was predicted by 

C h o th ia  et al. (1 9 8 6 ) ,  p r io r  to its b e in g  d e te rm in e d  

crystallographically (Section 1.8). The coordinates for this structure 

were supplied by Dr A. Lesk.
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(a)

(b)
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(c)

Figure 3.1

The in te rfaces  rég ions  of the three an tibo dy /ly sozym e  

complexes, HyHEL-10 (a), D1.3 (b) and HyHEL-5 (c). The antibody 

surface is shown below the lysozyme surface. The surfaces have been 

separated and scaled to aid viewing. The height scale (far right) is in 

angstroms. The interface of HyHEL-10 is broad and flat. The surfaces 

of D1.3 and HyHEL-5 show a greater degree of large scale 

com plem entarity , with the convex lysozyme epitopes fitting into 

concave depressions formed by the antibody binding regions. All 

three interfaces contain areas of specific complementarity between 

antibody and antigen.
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3.3. Measurement of the accuracy of docking results

The result o f the docking algorithm is a num ber of possible

docking  o rien ta tions . A fair  a ssessm ent m ust be m ade o f  the

sim ilarities and differences betw een each docking orientation  and

the true structure. The antibody structure for each docking is fixed, 
/anâso

/  superim posing  these  s truc tu res  enab les  a one-to -one  com parison  

between corresponding lysozym e atoms. Since the structure o f free 

lysozym e has been used in the docking procedure  the side-chain

o rien ta tions d iffe r  from  the com plexed  form . Even if  the two

lysozyme molecules being compared are in exactly the same spatial 

position and orientation, the difference in position of the side-chain 

atoms means that the r.m.s. between the molecules is non-zero. This 

is called a residual r.m .s. This makes direct com parisons between 

similar orientations difficult. One possible measure o f similarity that 

largely avoids this problem, is a r.m.s. deviation between C a  atoms of 

the docked and true structures. This measure is reasonable because 

the p ro te in  backbone  is largely  unchanged  during  the docking  

process (Section 1.11).

By replacing free lysozym e with the com plexed form in the 

p red ic ted  com plex  it  is poss ib le  to d e te rm ine  r ig o ro u s ly  the 

t ran s la tio n s  and E u le r  ro ta t ions  necessa ry  to su pe rim pose  the 

calculated lysozyme position on to the actual position. To superpose 

two structures requires six degrees o f freedom, hence six numbers 

are produced. This measure is more descriptive of the orientational 

difference between the two structures, e.g. it is possible to judge how 

much of the difference is due to bulk translation and how much is 

due to rotation. Unfortunately it is difficult to compare many sets of 

o rien ta tions using this m easure  as it is not c lear w hether, for 

exam ple , a m olecule  which differs from the target m olecu le  by
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(-1,3,-2)Â translation and (0°,3°,-5°) is d o s e r  to the target than one 

which differs by (0 ,0 ,-l)Â  translation and (10°,-5°,8°) rotation.

One m ajor problem  with both the r.m .s. dev ia tion  and the 

superposition m easure is that both methods are global and therefore 

la rg e  c h a n g e s  re m o te  f ro m  the  in te r f a c e  re g io n  p ro d u c e  

unfavourab le  figures, even i f  the in terface  reg ion  is reproduced  

reasonab ly . S ince the  D A PM atch  a lgorithm  exam ines only the 

in te rface  reg ion , be tter  m easures of s im ila rity  would use  only 

interface atoms. For this reason a r.m.s. of C a  atoms in the interface is 

calculated. The final m easure of a docking solution is whether it 

forms the residue/residue contacts observed in the crystallographic 

com plex. An useful docking algorithm  m ust produced orientations 

which form the majority of the correct contacts across the host/guest 

interface. To assess whether the antibody/lysozym e results produced 

by the D A PM atch a lgorithm  m eet this c riterion  tab les will be 

presented which show the residue/residue  contact d istances across 

the interface for both the crystallographically observed complex and 

the predicted complex.

T he m easure  of success m ost often quoted  is the r.m .s. 

deviation between predicted and observed guest m olecules. Before 

presenting results of this type it is necessary to carry out random 

trials using the known antibody/lysozym e structures to discover the 

significance that can be attributed to a given r.m.s. deviation.

3.4. Histograms.

To test the significance of the r.m.s. deviations obtained a set of 

random  configurations were calculated. By choosing suitable ranges 

for each dock ing  param ete r  it was ensured  tha t the random
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configurations covered exactly the same area of the search space as 

those generated by the DAPMatch program. Ten thousand random 

configurations were obtained in this way and the r.m.s deviations 

from  the true complex were m easured for the three interface 

regions. Figure 3.2 shows the distributions obtained, along with the 

m ean r .m .s and the standard deviation from this mean. This

approach is a simple measure of the significance of the deviations to 

be quoted later. The interface distributions vary slightly because the 

distance from the interface to the centroid varies; this distance is 

crucial to the r.m.s. change due to rotation. The interface of HyHEL- 

1 0  is closer to the centroid than average and so the r.m.s. deviations 

seen are lower than for the other complexes. The random  trials 

produced a mean interface r.m.s. deviation of 29Â and a standard

deviation of 6 Â. Four trials had a deviation lower than 7Â, none of

these  w ere below 6 Â. The best random  configura tion , when 

m easured against the D1.3 interface, had a r.m.s of 5.5Â. This

orientation was one of only four with deviations less than 8 Â. The 

highly curved interface of HyHEL-5 produces a very broad spread of 

random r.m.s. deviations. The standard deviation rises to 8 Â and one 

random configuration has a r.m.s. deviation of 4.5Â. ilhis is the only 

deviation below 5Â.

The random  trials for each com plex show that 10,000 

orientations do not produce significant numbers of orientations with 

r.m.s. deviations lower than 10Â. The HyHEL-5 random trial is the 

only one to produce a r.m.s. deviation below 5Â. The docking method 

p resen ted  resu lts  in few er than 2 , 0 0 0  orientations after steric 

m atch ing . Hence in terface  dev ia tions lower than 5Â will be 

considered significant.
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Figure 3.2

The distribution of  r.m.s. deviations in the interface region of  

each of  the three complexes,  HyHEL-lO (a), D1.3 (b) and HyHEL-5 (c). 

Ten thousand random orientations were generated and their r.m.s.  

deviat ions  from the true com p lex  structure calculated.  The mean  

deviation,  and the standard deviation from this mean, are shown.  

The HyHEL-5 distribution is notable for the broad range o f  r.m.s.  

deviations  it produces. Each distribution is contained mainly within  

the 10Â < r.m.s < 50Â range with very few orientations having  

deviations below 10Â.
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3.5. Filtering.

Table 3.1 shows the results of docking native lysozyme to the 

four antibodies (three structures and a model) being considered. The 

table shows the number of orientations and the position of the best 

orientation at various stages of the procedure. Table 3.2 shows 

several measures of how well the best fit achieved by the algorithm 

corresponds to the crystallographic complex.

Of the 310 million orientations considered less than one 

thousandth are written to disc; the rest have insufficient contact 

areas or differ by only a slight translation or planar rotation from a 

better  solution. The c lustering  process reduces the num ber of 

orientations from more than 2 0 0 , 0 0 0  to less than 2 , 0 0 0  without 

significantly altering the distribution of scores or r.m.s. deviations. 

W hen the e lec tros ta tic  cu t-o ff  is applied  a fu rther  200-400

o rien ta tions are rem oved. These o rien tations have e lec trosta tic  

clashes that would be impossible to accommodate in a structure.

Epitope information (Table 3.3) was used to reduce the number 

of antigen slices from the initial 432 to around 70. Each slice was 

required to contain at least 90% of the epitope residues. This left 58 

valid slices for D1.3, 59 for HyHEL-10, and 8 6  slices for HyHEL-5 (see 

Table 3.1). The choice of epitope residues was not critical to the 

results produced; epitope information could be varied, by adding or

removing a few residues, without significantly altering the resulting

num ber of epitope slices. Each orientation rem aining  after the

clustering process was checked to see if it involved an epitope slice, 

those that did not were discarded. This procedure resulted in around 

300  o r ie n ta t io n s  tha t in v o lv ed  the  an tigen  e p ito p e ,  w ere  

electrostatically feasible and were sterically favourable.
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P r oced u re HyHELlO HyHELS D1.3 D1.3 Model

Store good fits 232,509 207,360 229,756 229,380

Cluster 1,587 1,791 1,627 1,837

Electrostatic

Cutoff^

178 /  1,126 1,183 /  1,608 387 /  1,205 1,014 /  1,116

Antigen Maps^ 59 86 58 58
432 432 423 432

Restrict to 

Antigen 

Epitope 1

31 /  224 233 /  346 72 /  225 106 /  184

Single Distance 

Constraint^

4 / 21 31/ 43 5 /  25 9 /  15

Epitope and

Distance

Constraints^

3 / 18 30 /  40 5 /  25 9 /  15

R.M.S3. Overall 3.4 7.5 1.7 11.4

R.M.S.3 in 

Interface Region

2.2 3.5 1.9 4.8

Table 3.1
The number of orientations remaining, and the position of the most native-like 

structure, at key stages of the docking algorithm.

1 Results presented in the form n/m show that the best structure occurred at 

position n in a list of m.

2 The number of antigen slices that contain the epitope, from an initial number of 

432.

3 All R.M.S deviations are calculated using the Ca atoms only
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S tru c tu re T ran s la tio n

(A)
Rotation

n
R.M.S.

W hole

R.M.S.

In te r f a c e

HyHEL-10 M , - 2 , -2 ) (2 , -5 , l ) 3 .4 2.2
HyHEL-5 (0,-6,0) (3 ,1 6 ,-1 9 ) 7 .5 3 .4

D1.3 (0,0.0) ( -7 ,6 ,0 ) 1.7 1.9

D1.3M odel ( 8 , - 1 , 1 ) ( -3 0 ,-1 9 ,-2 2 ) 11 .4 4.7

T ab le  3.2

The agreement between the resultant structure of the docking 

algorithm and the true complex structure. Three measures are given, 

a set of translation and rotation vectors, a r.m.s. deviation of C a  

atoms between the entire lysozyme molecules (native and predicted), 

and a r.m.s. deviation of C a  atoms in the interface region.
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Complex Interface Residues ̂

HyHEL-10 A n tib o d y  

L ysozym e

30L 31L 32L 50L 53L 91L 92L 96L 
30H 31H 32H 33H 50H 52H 53H 54H 
56H 58H 98H
15 16 20 21 63 73 75 89 93 96 97 98 
1 0 0  1 0 1  1 0 2

D1.3 A n tib o d y  

L ysozym e

30L 32L 49L 50L 91L 92L 93L 
30H 31H 32H 52H 53H 54H 99H lOOH 
lO lH  102H
18 19 22 23 24 25 27 116 117118 119 
120 121 124 129

HyHEL-5 A n tib o d y  

L ysozym e

31L 32L 50L 91L 92L 93L 95L 
33H 35H 47H 50H 55H 57H 58H 59H 
95H 97H
41 43 44 45 46 47 48 49 53 67 6 8  69 
70 84

T a b le  3.3

D efin ition  of the epitopes and in terface region for each 

com plex.

1 Data taken from Davies & Padlan (1990)
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Finally, the data wera then filtered using a single, loose distance 

constraint. Residues that interacted strongly across the interface, e.g. 

forming a salt bridge, were chosen as distance constraints. This type 

of information might be available in realistic applications, where the 

complex structure is not known. The only salt bridge across the 

interface of the HyHEL-10 complex is the Asp 32H/Lys 97 pair; 

hence this interaction was chosen as the constraint. HyHEL-5 has 3 

strong electrostatic interactions. Glu 50H is involved in two of these, 

and so the Arg 45/Glu 50H pair was chosen to be the HyHEL-5 

constraint. D1.3 has no salt bridges. However, the Asp lOOH residue 

makes a large, negative contribution to the change in the Gibbs free 

energy on forming the complex (Novotny, et aL, 1989), hence the 

chosen constraint was between Ser 24 and Asp lOOH. The constraint 

was applied to both the epitope-restricted and global orientations. 

The margin of error allowed in the bond distance was so large that 

the distance constraint was not always strong enough to eliminate all 

non-epitope solutions. This shows that the constraint used demanded 

only that the residues involved were both in the interface region and 

that the possib ility  of an interaction existed. A hard distance 

constraint that demanded a standard bonding distance could not be 

used since the precise position of each residues side-chain would be 

too important. This type of constraint would be intolerant of changes 

due to induced fit, particularly side-chain rotation.

3.6. In d iv id u a l  R esu lts  

In each simulation a structure was found that corresponded to 

the c rysta llographic  solution. The results  of the random  trials 

(Section 3.4) are used to assess the significance of the results.
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3.6.1 HvHEL-lQ

After all constraints had been applied the best solution for

HyHEL-10 was found third in a list of eighteen (Table 3.1). This

configura tion  strongly  reproduces the central helix position  of

lysozyme which is crucial to binding. Figure 3.3 shows the calculated

lysozyme position (in green) docked with the antibody (in blue) and

with the com plexed lysozym e (in yellow ) superim posed  as a

reference. Figure 3.3a shows a view looking down the helical axis.

The r.m.s. deviation of C a  atoms in the interface region is 2.2Â. This

figure is broadly in line with the degree of error inherent in the

algorithm  and the data. The global m easures show an overall

translation of 3Â combined with Euler rotations of (2°, -5°, 1°). The

view chosen shows that the translation and rotation have partially

cancelled out in the interface region. Table 3.4 compares the C a - C a

distances in the predicted structure to those in the actual structure

for all contacting residues. The table shows the difference between

these two distances to be typically less than 1Â. The predicted 
/ <3isfence

interaction/ is predominantly larger than the actual one, showing that 

the algorithm tends to leave extra space between residues rather 

than packing too tightly, this feature further allows for side-chain 

movement during the docking process.

3.6.2 D1.3

The best solution for D1.3 was fifth in a list of 25. The 

calculated configuration has the correct global translation and so 

d iffers by only ro ta tions from  the crys ta llograph ic  form. The 

interface and global r.m.s. deviations are 1.9Â and 1.7Â respectively. 

Figure 3.4 shows a comparison of the calculated complex with the 

correct one, a close correspondence between the C a  chains can be
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F ig u re  3.3
Two stereo views comparing the predicted structure of 

HyHEL-10 to the known crystallographic structure. The C a  traces of 
HyHEL-10 antibody (cyan) and the complexed form of lysozyme 
(yellow) are shown; the green C a - tra c e  shows the lysozyme 
orientation resulting from the steric matching procedure.
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HyHEL-10

R esid u e

A n tig en

R esidue

A ctua l

D istance

(A)

P re d ic te d

D istance

(A)

D ifference

(A)

Gly 30L Gly 16Y 4.7 4.1 - 0 . 6

Asn 31L His 15Y 6.4 6.5 0 . 1

Asn 31L Gly 16Y 4.8 5.5 0 .7

Asn 31L Lys 96Y 11.3 1 1 . 6 0 .3

Asn 32L Gly 16Y 6 . 6 7.4 0 . 8

Asn 32L Tyr 20Y 8.7 9.7 1 . 0

Tyr 50L Asn 93Y 8.4 8.7 0 .3

Tyr 50L Lys 96Y 1 0 . 1 1 1 . 2 1 . 1

Gin 53L Thr 89Y 9.3 1 1.3 2 . 0

Gin 53L Asn 93Y 10.3 11.3 1 . 0

Ser 91L Tyr 20Y 8 . 8 9.5 0 .7

Asn 92L Tyr 20Y 5.7 6 . 0 0.3

Asn 92L Arg 21Y 5.5 6.7 1 . 2

Tyr 96L Arg 21Y 10.5 11 .4 0 .9

Thr 30H Arg 73Y 7.9 9.2 1.3

Ser 31H Arg 73Y 7.8 8 . 2 0 .4

Ser 31H Leu 75Y 7.0 8.3 1.3

Asp 32H * Lys 97Y * 10.3 11.5 1 . 2

Tyr 33H Trp 63Y 1 2 . 2 1 2 . 8 0 .4

Tyr 33H Lys 97Y 9.1 1 0 . 1 1 . 0

Tyr 33H He 98Y 9.7 1 1 . 6 1.9

Tyr 33H Ser lOOY 9.2 1 1 . 0 1 . 8

Tyr 33H Asp lO lY 8 . 6 8.7 - 0 . 1

Tyr 50H Arg 21Y 15 .0 15.7 0 .7
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Tyr 50H Ser lOOY 10.3 11.3 1 . 0

Ser 52H Asp lOlY 5.5 6 . 1 0 . 6

Tyr 53H Trp 63Y 11.4 11.5 0 . 1

Tyr 53H Leu 75Y 9.0 9.4 0 .4

Tyr 53H Asp lOlY 7.0 7.7 0.7

Ser 54H Asp lOlY 7.8 8.9 1 . 1

Ser 56H Asp lOlY 5.8 7.0 1 . 2

Ser 56H Gly 102Y 5.8 5.8 0 . 0

Tyr 58H Arg 21Y 1 2 . 6 12.7 0 . 1

Tyr 58H Ser 100 Y 9.7 9.8 0 . 1

Tyr 58H Gly 102Y 8.7 8 . 8 0 . 1

Trp 98H Arg 21Y 14.5 15.9 1.4

Trp 98H Lys 97Y 8.4 9.7 1.3

Trp 98H Ser lOOY 9.5 10.9 1.4

T ab le  3.4

Residue/residue interaction distances for the crystallographic 

and predicted HyHEL-10 complex. * denotes the residue pair used as 

a distance constraint.
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F igure  3.4

Two stereo views comparing the predicted structure of D1.3 to 
the known crystallographic structure. The Ca traces of D1.3 antibody 
(cyan) and the complexed form of lysozyme (yellow) are shown; the 
green Ca-trace shows the lysozyme orientation resulting from the 
steric matching procedure.
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D1.3 Residue A n tig en

R esidue

A ctua l

D istance

(A)

P re d ic te d

D istance

(A)

D ifference

(A)

His 30L Leu 129Y 9.2 8 . 2 - 1 . 0

Tyr 32L Leu 25Y 11.5 11 .4 - 0 . 1

Tyr 32L Gin 121Y 9.7 1 0 . 8 1 . 1

Tyr 32L He 124Y 1 2 . 1 13 .0 0 .9

Tyr 49L Gly 22Y 8.7 9.4 0 .7

Tyr 50L Asp 18Y 9.7 9.7 0 . 0

Tyr 50L Asn 19Y 8. 1 7.8 -0 .3

Tyr 50L Leu 25Y 1 1 . 8 11.5 -0 .3

Phe 91L Gin 121Y 9.3 1 0 . 6 1.3

Trp 92L He 124Y 10.5 1 1 . 6 1 . 1

Ser 93L Gin 121Y 7.8 8 . 2 0 .4

Thr 30H Lys 116Y 5.9 7.0 1 . 1

Thr 30H Gly 117Y 4.9 6 . 0 1 . 1

Gly 31H Lys 116Y 4.0 6 . 2 2 . 2

Gly 31H Gly 117Y 3.4 5.8 2 .4

Tyr 32H Lys 116Y 7.3 9.3 2 . 0

Tyr 32H Gly 117Y 5.2 7.7 2.5

Trp 52H Gly 117Y 5.9 6 . 1 0 . 2

Trp 52H Thr 118Y 5.6 7.7 2 . 1

Trp 52H Asp 119Y 7.7 8.6 0 .9

Gly 53H Gly 117Y 4.9 5.1 0 . 2

Asp 54H Gly 117Y 7.5 6 . 2 -1 .3

Arg 99H Arg 21Y 13.0 11 .4 - 1 . 6

Arg 99H Gly 22Y 1 0 . 1 8 . 2 -1 .9
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Arg 99H Tyr 23Y 9.9 9.1 -0 . 8

Asp lOOH Gly 22Y 8 .1 6 . 2 -1 .9

Asp lOOH Tyr 23Y 7.2 6 . 2 - 1 . 0

Asp lOOH * Ser 24Y * 7.0 6.7 -0 .3

Asp lOOH Asn 27Y 8.9 9.3 0 .4

Tyr lO lH Thr 118Y 10.3 1 2 . 8 2.5

Tyr lO lH Asp 119Y 9.5 10.5 1 . 0

Tyr lO lH Val 120 Y 9.5 1 1 . 0 1.5

Tyr lO lH Gin 121Y 8 . 6 10.3 1.7

Arg 102H Asn 19Y 12.4 11 .4 - 1 . 0

Arg 102H Gly 22Y 10.3 9.3 - 1 . 0

T ab le  3.5

Residue/residue interaction distances for the crystallographic 

and predicted D1.3 complex. * denotes the residue pair used as a 

distance constraint.
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seen. Table 3.5 gives the contact distances, again showing a typical 

error of less than 1 Â and a tendency to loose packing.

The steric matching part of the algorithm , which produces 

possible  docking orientations, was developed using the HyHEL-10 

structure only (Section 2.13). The subsequent filtering parts of the 

algorithm were also tested against the D1.3 complex, but this section 

of the algorithm  merely rejects infeasible  structures - it cannot 

im prove on the structures generated by steric matching. All the 

measures quoted show the D1.3 result to be the best agreement 

between predicted and expected docking orientation. This suggests 

that the param eters and potential derived during the HyHEL-10 

testing phase are applicable to general antibody/antigen docking, 

and are not specific to the HyHEL-10 system.

3.6.3 HvHEL-5

T he p re d ic t io n  fo r  H yH E L -5  is the  p o o re s t  o f  the 

crystallographic  com plexes. A larger num ber of solutions remain 

after the filtering process than for the previous complexes. This is 

partially because the electrostatic filtering stage discards far fewer 

sterically feasible solutions - only 10% compared with 26% for D1.3 

and 30% for HyHEL-10. A further investigation of this effect will be 

presented in Section 3.8.

The solution is 30th from a list of 40, and the global r.m.s. 

deviation is 7.5Â. This result appears little  better than random  

considering  the constrain ts applied. H ow ever the portion of the 

structure exam ined by the program  is much closer to the true 

solution. T he  in terface deviation is 3.5Â. F igure  3.5 shows the 

structure comparison. Table 3.6 lists the contact differences, here the
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Figure 3.5
Two stereo views comparing the predicted structure of 

HyHEL-5 to the known crystallographic structure. The C a traces of 
HyHEL-5 antibody (cyan) and the complexed form of lysozyme 
(yellow) are shown; the green C a - tra ce  shows the lysozyme 
orientation resulting from the steric matching procedure.
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HyHEL-5

R esidue

A ntigen

R esidue

A ctual

D istance

(A)

P re d ic ted

Distance

(A)

D ifference

(A)

Tyr 31L Asp 48Y 7.9 9.8 1.9

Met 32L Pro 70Y 1 0 . 8 14.3 3.5

Thr 50L Pro 70Y 9.9 1 2 . 1 2 . 2

Gly 91L Arg 45Y 6.9 7.9 1 . 0

Gly 91L Gly 49Y 5.8 8 . 6 2 . 8

Gly 91L Arg 6 8 Y 1 2 . 8 13.6 0 . 8

Arg 92L Arg 45 Y 5.1 7.5 2 .4

Arg 92L Asn 46Y 5.4 9.0 3.6

Arg 92L Thr 47Y 5.2 9.2 4 .0

Asn 93L Arg 45Y 8 . 0 10.7 2.7

Asn 93L Asn 46Y 9.1 1 2 . 6 3.5

Asn 93L Thr 47Y 8.3 12.5 4 .2

Thr 95L Arg 45Y 13.1 15.0 1.9

Trp 33H Tyr 53Y 13.0 11.3 -1 .7

Trp 33H Arg 6 8 Y 9.4 1 0 . 8 1.4

Glu 35H Arg 6 8 Y 12.5 13.8 1.3

Trp 47H Arg 45Y 13.2 15.6 2 .4

Glu 50H * Arg 45 Y * 10.4 12.4 2 . 0

Glu 50H Arg 6 8 Y 13.4 15.0 1 . 6

Ser 55H Gin 41Y 6 . 8 3.4 -3 .4

Ser 55H Leu 84Y 6.5 4.1 -2 .4

Ser 57H Gin 41Y 5.6 3.6 - 2 . 0

Ser 57H Thr 43Y 6 . 2 6.4 0 . 2

Thr 58H Thr 43Y 6 . 8 7.5 0.7
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Asn 59H Thr 43Y 7.0 8 . 1 1 . 1

Asn 59H Asn 44Y 7.0 8 . 6 1 . 6

Tyr 95H Arg 6 8 Y 19.0 19.8 0 . 8

Leu 97H Gly 67Y 15 .0 14.3 -0 .7

Leu 97H Arg 6 8 Y 13.2 13 .9 0.7

Leu 97H Thr 69Y 16 .2 17.5 1.3

Leu 97H Pro 70Y 17.8 19.9 2 . 1

Table 3.6

R esidue/residue interaction distances for the crystallographic  

and predicted HyHEL-5 complex. * denotes the residue pair used as a 

d istance constraint.
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differences have risen slightly and are generally in the range 1,5 - 

2.5 Â.

3.6.4 D1.3 Model

The predicted structure of D1.3 produces a roughly native-like 

solution ninth from a list of 15. This solution has an r.m.s deviation of 

4.8Â in the interface region. Figure 3.6 shows that there is a degree 

of correspondence between the predicted and actual solution. Table 

3.7 lists the residue/residue contact distances, many of the crucial 

interactions are still present. In the random r.m.s. distribution for 

D1.3 none of the 10,000 orientations produced a r.m.s. lower than 

this, the closest being 5.5Â. Since, before constraints were applied, 

only 1 , 1 0 0  o rientations rem ained  the algorithm  has perform ed 

significantly better than random.

3.7. I n c o r r e c t  S t r u c tu r e s  

For each system the algorithm identified several non-native 

structures which had a high degree of steric complementarity. Such 

steric matches are found for all sections of the lysozyme antigen. A 

selection of such non-native structures are shown in Figure 3.7. For

each system two structures are shown, the one with most favourable

steric score after the electrostatic filtering stage, and the one with

the most favourable score after applying the distance constraint. The 

structures produced after the electrostatic filtering stage are not 

restricted to the correct epitope and so several different areas of 

lysozyme are docked. The algorithm shows a preference for broad, 

fla t in terfaces such as the H yH EL-10 in terface. The incorrect

structures are generally well packed, with a tendency for the two
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Figure 3.6
Two stereo views comparing the predicted structure of D1.3 to 

the known crystallographic structure. The Ca traces of D1.3 antibody 
(cyan) and the complexed form of lysozyme (yellow) are shown; the 
green Ca-trace shows the lysozyme orientation resulting from the 
steric matching procedure, using the modelled form of D 1 . 3  as a 
docking target.
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D1.3 Model 

R esidue

A n tig en

R esidue

A ctua l

D istance

(A)

P re d ic te d

D istance

(A)

D ifference

(A)

His 30L Leu 129Y 9 .2 8 . 0 - 1 . 2

Tyr 32L Leu 25Y 1 1 . 6 11 .4 - 0 . 2

Tyr 32L Gin 121Y 9.9 13.9 4 .0

Tyr 32L He 124Y 12.3 15 .0 2.7

Tyr 49L Gly 22Y 8.7 7.5 - 1 . 2

Tyr 50L Asp 18Y 1 0 . 2 8 . 8 -1 .4

Tyr 50L Asn 19Y 8 . 6 6.3 -2 .3

Tyr 50L Leu 25Y 1 1 . 8 11.3 -0 .5

Phe 91L Gin 121Y 9.5 14.0 4.5

Trp 92L He 124Y 1 0 . 6 13. 2 .9

Ser 93L Gin 121Y 8.8 13.7 4 .9

Thr 30H Lys 116Y 9 .0 15.3 6.3

Thr 30H Gly 117Y 7.6 11.5 3.9

Gly 31H Lys 116Y 5.4 11.9 6.5

Gly 31H Gly 117Y 4 .4 8 . 1 3.7

Tyr 32H Lys 116Y 7.1 13.6 6.5

Tyr 32H Gly 117Y 4 .3 1 0 . 2 5.9

Trp 52H Gly 117Y 7.3 14.9 7 .6

Trp 52H Thr 118Y 6 . 1 13.9 7 .8

Trp 52H Asp 119Y 7.6 11.4 3 .8

Gly 53H Gly 117Y 6 . 0 1 2 . 8 6 . 8

Asp 54H Gly 117Y 8 . 0 14.3 6.3

Arg 99H Arg 21Y 13.5 14.1 0 . 6

Arg 99H Gly 22Y 10.4 10 .4 0 . 0
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Arg 99H Tyr 23Y 1 0 . 2 1 1 . 1 0 .9

Asp lOOH Gly 22Y 8.4 8.4 0 . 0

Asp lOOH Tyr 23Y 7.1 8 . 1 1 . 0

Asp lOOH * Ser 24Y * 6.7 7 .0 0.3

Asp lOOH Asn 27Y 8.5 1 0 . 2 1.7

Tyr lO lH Thr 118Y 10.5 15.4 4 .9

Tyr lO lH Asp 119Y 9.4 1 2 . 6 3.2

Tyr lO lH Val 120 9.4 12.7 3.3

Tyr lO lH Gin 121Y 8 . 2 1 1 . 1 2 .9

Arg 102H Asn 119Y 12.7 1 1 . 2 -1 .5

Arg 102H Gly 122Y 1 1 . 0 10.3 -0 .7

Table 3.7

A comparison of residue/residue contact distances in the D1.3 

complex, using the D1.3 antibody model, and the predicted complex 

using the model as a docking target. * denotes the residue pair used 

as a distance constraint.
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HyHEL-10 Non-native solutions 
(a)

m

Figure 3.7
Stereo views of a sample of non-native structures which the 

DAPMatch algorithm scored favourably. For each antibody/lysozyme 
complex two incorrect structures are shown. The first view is the 
m ost favourab le  orien tation  rem aining  after  c lus te r ing . No 
constraints have been applied and so the correct epitope of lysozyme 
need not be in contact with the antibody binding region (p.t.o.)
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D1.3 non-native solutions 
(c)

m

Figure 3.7 (co n t)
The second view is of the most favourable orientation 

remaining after all the filtering procedures have been applied.
The views are labelled as follows; HyHEL-10 (a,b), D1.3 (c,d), 

HyHEL-5 (e,f) and D1.3 model (g,h). Although these structures are 
well packed and have reasonable electrostatic interactions some can 
be eliminated by eye (p.t.o)
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HyHEL-5 non-native solutions 
(e)

IS
m

§

1

Figure 3.7 (co n t)
The most favourable constrained solution for HyHEL-5 (f) can 

easily be eliminated, since here lysozyme packs only against the 
antibody framework and the light chain CDRs.

148



D1.3 (Model) non-native solutions 
(g)

m
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molecules to be slightly too far apart. This effect can be seen in 

Figure 3.7c where there is no interdigitation of side-chains between 

the antibody and antigen molecules. The antigen is usually sited 

above the antigen-binding region of the antibody, however for the 

distance constrained HyHEL-5 solution (Figure 3.7f) the lysozyme 

molecule binds with only the heavy chain of the antibody, and makes 

contact with many residues of the framework region.

Figure 3.8 shows the range of steric scores produced for each 

system. The score and r.m.s. deviation for each structure remaining 

after the distance constraint stage is plotted for each system. The 

graphs for D1.3 and HyHEL-10 show that the near-native structures 

have a steric score which is close to the minimum. This is particularly 

apparent for HyHEL-10 which has a broad spread of steric scores and 

the near-native solution has a score which is not significantly

different from the minimum score. For the D1.3 model structure the 

spread of steric scores is smaller and the near-native score lies in the

m iddle of the spread. The HyHEL-5 graph shows a cluster of

structures with very high r.m.s. deviations from the native but which 

still have favourable steric scores. The structure which is closest to 

the native has a score on the least favourable half of the scale, and so 

further information would be necessary to identify this as a good

docking orientation.

3.8. The E lec tro s ta tic  C o n s tra in t  and H vH EL-5 Docking 

The electrostatic filter does not remove as many structures 

from the HyHEL-5 systems as it does for the other systems. This is 

because the relatively high number of electrostatic groups at the 

HyHEL-5 interface provides many favourable possibilities. In the
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Figure 3.8

Graphs showing the variation of steric score with r.m.s. 

dev ia tion  from  the native  structure . Each po in t rep resen ts  a

structure that remained after all the filtering stages. The HyHEL-10 

results are plotted in Figure 3.8a. They show strong correlation 

between score and r.m .s. The structure with the lowest r.m.s. 

deviation from the native structure has a steric score which is not 

significantly different from the minimum observed score. The results 

for the D1.3 system (Figure 3.8b) are similar, though the correlation

is not as strong. The most native-like structure has a steric score

close to the observed minimum. The results for HyHEL-5 (Figure 

3.8c) and the D1.3 model (Figure 3.8d) both show that the most 

native-like solutions do not have favourable steric scores. This 

problem is particularly acute for HyHEL-5 which has a cluster of 

solutions with high r.m.s. deviations from the native but with

apparently favourable steric scores.
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crystallographic complex three salt bridges are observed between 

the antibody and lysozyme molecules. The electrostatic cut-off can be 

altered to take this high degree of electrostatic complementarity into 

account. W hen a stronger e lectrostatic  cu t-off was used on the 

HyHEL-5 system, this eliminated 1,432 of the 1,791 orientations that 

remained after clustering (Table 3.8). This was seven times more 

than the original cut-off which had only removed 182 orientations. 

With additional epitope and residue-residue contact constraints, a 

native-like orientation was then found 13th in a list of 14 (Table 

3.8). Thus, far more selective results can be obtained if cut offs are

chosen for associations dominated by electrostatics. Similarly, the

steric complementarity requirements could be increased by altering 

the potential. This would favour the D1.3 and HyHEL-10 systems, but 

would exclude solutions for HyHEL-5 and the predicted  D1.3 

structure. This highlights the difficulty  of obtaining param eters 

which are generally applicable from a limited set of test complexes. 

Benchmarking on only one or two of the three available structures 

can lead to highly specific methods. The steric matching scheme we

present here was developed solely on the HyHEL-10 system, and the

filtering stages were benchmarked using both the HyHEL-10 and 

D1.3 systems.

3.9. D iscussion and  C o nc lus ion  

The algorithm produced native-like conformations for the four 

an tibody/an tigen  system s studied. H ow ever a large num ber of 

possible orientations were generated because the steric potential and 

electrostatic  constraint used were not sufficiently  selective. Only 

further elimination using biological knowledge reduced this number
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P r o c e d u r e H y H E L -5

Store good fits 2 0 7 ,3 6 0

C luster 1,791

E lectrosta tic  

Cutoff 1

306 / 359

Antigen Maps 2
8 6

4 3 2

Restrict to 

Antigen Epitope 1

79 / 96

Single Distance 

Constraint 1

13/ 14

Epitope and 

D istance 

Constraints 1

13 / 14

R.M.S^. Overall 7 .5

R.M.S.3 of Epitope 

Region

3.5

T a b le  3.8

The HyHEL-5 results with a favourable electrostatic cutoff.

1 Results presented in the form n/m show that the best structure 

occurred at position n in a list of m.

2 The number of antigen slices that contain the epitope, from an 

initial number of 432.

3 All R.M.S deviations are calculated using the C a  atoms only
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to a manageable size. It is, however, likely that knowledge of this 

k ind  w ou ld  be a v a i la b le  fo r  a sy s tem  a c t iv e ly  s tu d ied  

experimentally. The algorithm can only be applied to antibodies and 

antigens of known structure and so there would be knowledge of 

surface  res idues  and their  re la tive  positions  tha t can guide 

experim ents  to iden tify  epitopes and specific  an tibody /an tigen  

residue contacts.

It is difficult to compare the results of d ifferent docking 

methods. The current approaches yield a rank ordered list and e æ  

assess how far down the list a good approximation to the true 

docking occurs. First the number of alternate docking will increase 

as the docking search becomes spatially finer. More importantly, as 

the number of systems successfully studied during the development 

of the algorithm increases, the criteria of selection tend to be looser 

and the results of the algorithm are less selective. There have been 

two recent docking studies (Cherfils, et al., 1991 ; Jiang and Kim, 

1991). Jiang & Kim (1991) apply their m ethod to only one 

antibody/lysozym e complex (HyHEL-5), successfully identifying a 

native-like solution 12th from a list of 15. Although their method 

achieves similar results for other protein/protein interactions it is 

im possible  to evaluate it as a general antibody/antigen docking 

algorithm  without obtaining results for the D1.3 and HyHEL-10 

systems. Simulated annealing, as used by Cherfils et al. (1991), 

identifies the native conformation as the global energy minimum for 

the HyHEL-5 system, even when the uncomplexed form of lysozyme 

is used, but does not clearly identify a native conformation for either 

D1.3 or HyHEL-10. However, neither of these studies have attempted 

to dock a predicted antibody structure to an antigen.
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The high degree of electrostatic complementarity in the HyHEL- 

5 system aids methods with a strong electrostatic component. The 

DAPM atch method concentrates first upon steric complem entarity, 

only later removing electrostatically infeasible solutions. Section 3.8 

showed the extent to which the algorithm could be altered for a 

single antibody complex to obtain a more selective algorithm.

The strength of the distance constraint was carefully selected. 

Too tolerant and the constraint would lose selectivity. Too harsh and 

the constrain t would become unrealistic in com parison with the 

degree of error in the method, and would hence risk eliminating a 

native-like orientation. If the steric matching section of the algorithm 

is unsuccessful, then the structures rem aining after the distance 

constraint has been applied will all have reasonable contact distances 

for the residue pair used as a constraint, but inaccurate distances for 

all other pairs. In all the distance tables (Tables 3.4, 3.5, 3.6 and 3.7) 

the residue pair used as a distance constraint has been highlighted 

with an asterix. The differences seen display the loose nature of the 

constraint, i l i e  error for these pairs is never abnormally low. In the 

case of HyHEL-10 the distance error for the distance constraint pair 

is actually one of the poorest. This suggests that the steric matching 

section of the algorithm is correctly identifying reasonable surface 

interactions and that the distance constraint parameters have been 

set at reasonable values.

The crystal structure of uncomplexed D1.3 antibody has been 

solved and a comparison with the complexed structure made (Bhat, 

et a/., 1990). Antigen binding introduces no major conformational 

changes to the V l  and Vy individually; a C a  r.m.s. deviation of 0.37Â 

is reported. However, there is a bulk rearrangem ent of the two 

domains, resulting in the V l  domain moving 0.5Â closer to the
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antigen binding site, relative to the V y domain (or the Vy moving

0.7Â closer relative to Vl ). This change is large in comparison with 

the expected crystallographic error (0.3Â), and may be too large to 

be accomodated by the DAPMatch soft potential. The D1.3 structure 

is, as yet, the only antibody structure to be solved in both complexed 

and uncomplexed forms and it may be that the observed movement 

is atypical, or that the rearrangement follows a predictable pattern.

Recent progress in antibody modelling (Chothia and Lesk, 1987; 

M a r t in ,  et al., 1989) suggests it may soon be possible routinely to 

predict an antibody structure from its sequence with confidence and 

accuracy. The use of sequence homology for modelling a protein of 

unknown structure from one of known structure is widespread e.g. 

B lundell et al .(1987). D ocking  s tud ies cou ld , the re fo re ,  be 

undertaken using protein models of both the antibody and the 

antigen. These models would be sufficiently  accurate  for soft 

potential docking methods to produce meaningful results. Such a 

technique would allow fast and simple evaluation of antibody design 

and alteration, useful for antibody engineering experiments (Jones, et 

al., 1986; Pollack, et al., 1988; Riechmann, et al., 1988; Roberts, et al., 

1990; Shokat, et al., 1989).
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Chapter 4

A Practical Application of DAPMatch to 
the modelling of the High Molecular 

Weight Epidermal Growth Factor complex
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4.1 Synopsis

This chapter discusses the use of the DAPMatch algorithm to 

predict a complex of epidermal growth factor (EGF) and epidermal 

growth factor binding protein (EGFBP). The full complex is formed 

from two EGF molecules and two EGFBP molecules and is known as 

high molecular weight EGF (HMWEGF). The structure of this complex 

has not yet been solved, by either crystallography or N.M.R. This 

work was undertaken in collaboration with Dr B. Bax (Birkbeck 

College, University of London) who modelled the EGF binding protein 

using the structures of tonin and kallikrein. The DAPMatch program 

was used to suggest possible modes of binding. Careful examination 

of the data revealed a problem with the protein structures used, 

details of this problem are given and its solution is described. A 

variety of biochemical data was used to narrow the search and a 

single binding orientation was chosen. Since the observed structure 

of the complex is not known, the result presented in this chapter is 

the proposed model of the complex.
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4.2 I n t r o d u c t io n

4.2.1 Epidermal Growth Factor

Epidermal growth factor (EGF) was one of the first growth

factors to be discovered and has since been widely studied, it

stimulates the division of epidermal, epithelial and connective tissue 

cells. EGF transmits a signal to the interior of a cell by binding to EGF 

receptors in the cell membrane and inducing structural changes to 

the receptor. EGF is found in large quantities  in the mouse

subm andibular gland, where it exists as a high m olecular weight

complex (HMWEGF). This complex appears to consist of two EGF 

molecules bound to two molecules of a much larger protein, known 

as EGF binding protein (EGFBP). EGFBP has been sequenced (Blaber, et 

a l.,  1987) and thereby identified as a member of serine proteinase 

family, with close homology to the protein kallikrein. Three glandular 

kallikreins were suspected of binding EGF, and were called EGFBP 

types A,B and C. In fact, only EGFBP type C has been shown to bind 

EGF (Isackson, et al., 1987), in this chapter type C will be referred to 

as simply EGFBP.

An N.M.R. structure of EGF has been determined (Montelione, 

et al., 1992). The structure of EGFBP has been modelled by Dr B. Bax 

and Ms G. Ferguson using the program COMPOSER (Sutcliffe, et al., 

1987a; Sutcliffe and Hayes, 1987; Sutcliffe, et al., 1987b) and the 

graphics package SYBYL (Tripos A ssociates inc.). The known 

structures of porcine pancreatic kallikrein A (PPK) (Bode, et al., 

1983) and rat submaxillary gland tonin (Fujinaga and James, 1987) 

were used as the basis for the modelling procedure. These structures 

are almost identical, except for seven structurally variable regions 

(see Section 1.4). For each of these loops a comparison of the EGFBP 

sequence and the tonin and kallikrein sequences was made, and the

1 6 0



most homologous loop was used in the EGFBP structure. In each case 

a loop of the correct length, size and properties was found in either 

tonin or kallikrien and it was not necessary to make a more general 

search of known protein structures. The model was then energy 

minimised to remove any short range clashes between atoms.

4.2.2 Application of the DAPMatch algorithm

The DAPMatch program was used to examine the docking of 

EGF to EGFBP. The N.M.R. structure of EGF and the model of EGFBP 

were the essential starting point for this investigation. As well as 

these structures, constraints were necessary before the DAPMatch 

program could be used with confidence. Several pieces of biochemical 

data were known,

i. The N-terminal domain of EGFBP interacts with EGF (Blaber et  

al, , unpublished results). 

a. The C-terminal residues of EGF are retained in the active site of 

EGFBP T h is  is suggested by the fact that the removal of the C- 

terminal arginine residue of EGF prevents formation of the 

HMWEGF complex (Server, et a i ,  1976).

Hi, HM W EGF is known to be formed from two EGF/EGFBP 

complexes (Taylor, et al,, 1974). A two fold axis of symmetry is 

therefore almost certain to be present in HMWEGF. 

iv. Neither EGFBP nor EGF normally exists as dimers. This implies 

that the full complex can only be formed after independent 

EGF/EGFBP complexes have been formed.

These conditions suggest a complex of the form illustrated in 

Figure 4.1. Here the first step of forming the complex is the 

interaction of the C-terminus of E G F (A l)  with E G FB P(B l). This 

binding is weak, but can be stabilised by the presence of another
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a.

EGF
Al

EGFBP

b.

EGFBP
B2

EGFBP

F ig u re  4 .1

A schematic binding model for the HMWEGF complex. The first 
step (a) is a relatively unstable association between an EGF molecule 
(A l) and and EGFBP molecule (HI), involving the binding of the C- 
terminal arm of EGF(Al) to the specificity pocket of EGFBP(Bl). Two 
such dimers come together (b) to form the final, symmetrical, HWMEGF 
complex.
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EGF/EGFBP complex (A2/B2). The final, stable HMWEGF complex 

involves the binding of EG F(A l) with EGFBP(B2) and, by symmetry, 

EGF(A2) and EGFBP(Bl). Hence each EGF molecule has large contact 

areas with both EGFBP molecules. However, the amount of contact 

between the two EGF molecules (A1/A2) and between the two EGFBP 

molecules (B1/B2) would be much smaller, explaining the absence of 

hom odim ers of both EGF and EGFBP. The A l /B l  and A2/B2 

intermediate complexes are identical and this will form a two fold 

axis of symmetry in the final HMWEGF complex.

The DAPMatch program was used to investigate the binding of 

the guest molecule EGF(A2) with host molecule EGFBP(Bl). 'This 

binding was com plicated by the presence of the C-term inus of

EG F(A l). The C-terminal residues of EG F(A l) were ill-defined in the 

N.M.R. structure. However, since it was known that these residues 

bound to the active site of EGFBP, it was possible to model the three 

C-terminal residues into the specificity pocket of EGFBP, using the 

residues occupying the P1,P2 and P3 sites (Section 1.9) in the 

structure between PPK and BPTI. An additional two residues from 

the C-terminal region were also modelled leaving the EGFBP binding 

cleft (Figure 4.2). These residues were chosen to be in an extended 

conformation. This augmented EGFBP model could then be used as a 

host molecule in the DAPMatch algorithm.

4.2.3 Constraints

The known biochemical data of the EGF/EGFBP system had to 

be translated into a set of constraints. Previously two types of

constraint had been used (Section 2.12). The first was the binding 

site constraint, which could be applied to both the host and guest

m olecules and stipulated that certain residues be present in the
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m

Figure 4.2

The C-terminal arm of EGF (gneeri trace, ail atoms shown) as 

modelled into the specificity sites of EGFBP ( f k j  trace, Ca only)
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binding region. The second was the loose distance constraint, which 

stipulated that a particular residue of the host molecule be within 

interacting distance of a certain residue of the guest molecule. A new 

constraint was now used, which was similar to the binding site 

cons tra in t but more specific . This constra in t requ ired  that a 

particular residue of one of the molecule was not only present in the 

binding region, but also made an interaction with an undefined 

residue from the other molecule. This constraint could be applied to 

residues that were known to form part of the binding region, but

whose prec ise  in terac tion  was not known, and so a d istance 

constraint could not be used.

This interaction constraint was applied so that, 

f. At least one of the three C-terminal residues of E G F (A l)

interacted with the guest molecule, EGF(A2). 

ii. At least one of the EGFBP residues 39,40 or 41 interacted with

the guest molecule. These residues form a surface loop which is 

strongly implicated to play a part in the complex formation 

(Blaber et al., unpublished results).

Binding region and loose distance constraints were also applied.

Hi. The binding region of the EGFBP was known. The area around 

the catalytic triad (Ser 57, His 107, Asp 195) was involved, as 

was the C-terminal section of EG F(A l) (Trp 49, Trp 50, Glu 51,

Leu 52, Arg 53). Hence surface slices taken from the EGFBP

molecule were only considered if they contained at least 90% of 

these residues.

T hese  th ree  cons tra in ts  p roved inadequate , and several 

hundred binding orientations still remained. One final piece of

biochemical data still to be used was the implied symmetry of the 

HWMEGF complex (Section 4.2.1). One way for this symmetry to be
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satisfied would be for the two C-terminal regions of the EGF 

molecules, between the section bound to EGFBP and the bulk of the 

EGF molecule, to form a section of anti-parallel p -sheet.  Sim ilar 

s tru c tu res  are seen in p rea lbum in  (B lake , et al., 1978) and 

concanavalin  A (Hardman and A insw orth , 1972). This type of 

symmetry was present in several of the DAPMatch orientations, and 

it was decided to choose only structures of this type. To allow the

formation of a p-sheet at the centre of symmetry it was necessary

for the C-terminal residues of the guest EGF molecule (A2) to be in 

contact with the C-terminal residues of E G F (A l)  which had been 

modelled into the specificity pocket of EG FBP(Bl). Two constraints 

were used to allow for two different ways of associating the 

individual p -strands to form a sheet. These were that either residue 

51(A1) was within 10Â of residue 47(A2) or that residue 53(A2) was

within 15Â of residue 47(A2). The two p -sh e e ts  allowed by these

constraints place a centre of symmetry at either residue 49 or 

residue 50 of the EGF C-terminus.

4.3 M etho d

4.3.1 The First Application of DAPMatch

The initial data for the DAPMatch program  was the EGF 

structure, as supplied by Dr G. Montelione and the model of EGF 

binding protein, as supplied by Dr Bax. The algorithm presented in 

Chapter 2, and applied to antibody/antigen complexes in Chapter 3, 

was followed. The same parameters were used throughout. Surface 

slices were taken from both structures and the steric matching 

p ro ced u re  fo llow ed . A fter  c lu s te r ing  1858 o r ien ta tio n s  were 

suggested by the DAPM atch program. The standard electrostatic
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filtering was then used, f h e  increased selectivity filter presented in

Section 3.8 could not be used in this case since there was no evidence 

for strong electrostatic linkages in the EGF/EGFBP complex. The 

constraints detailed in Section 4.2.3 were then applied.

The rem aining 84 complexes were examined by eye on a 

graphics workstation. It was clear to both Dr Bax and m yself that 

none of the structures proposed by the DAPMatch program were 

satisfactory. The complexes produced fell into three broad categories.

i. Straddling (Figure 4.3a,b). This class of structures brought the 

EGF in contact with the cleft walls of EGFBP, but not with the 

cleft itself. Two patches of surface area were buried, but the 

cleft was left unoccupied and a hole formed.

ii. End on approach (Figure 4.3c). These structures bury an area 

around one end of the major axis of the roughly ellipsoidal EGF

molecule. This surface of EGF is bound to the cleft of EGFBP, but

the total surface area buried is small and the binding cleft is 

not fully occupied.

Hi. Overhanging (Figure 4.3d). These structures brought a variety

of areas of the EGF molecule into contact with EGFBP. However 

none of the complexes fully occupied the binding cleft, instead

one or other of the binding cleft walls formed the centre of the

interaction region. This meant that the EGF molecule wrapped 

around EGFBP, contacting with areas that were not implicated 

in binding.

None of the structures suggested by the DAPMatch program 

fully occupied the EGFBP binding cleft. The structures of EGF and

EGFBP were closely examined for features that might cause this and

it was noted that some of the surface side-chains on the EGFBP model
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S '- '

Figure 4.3a,b
Two stereo views of a type i docking, produced by the first 

application of DAPMatch to the EGF/EGFBP system. View (a) shows 
the C a trace of EGF (red) straddling the binding cleft of EGFBP 
(green). View (b) shows a van der Waals sphere representation of 
the same complex, highlighting the lack of contact between EGF and 
EGFBP in the central region.
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Figure 4.3c,d
Stereo views of a type ii docking (c) and a type iii docking (d), 

produced by the first application of DAPMatch. The type ii docking 
results in a small surface area of contact between the molecules and 
the type iii docking overhangs the binding cleft.
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pointed  directly  out into solvent. The surface side-chains are 

generally mobile and hence the modelling process cannot normally 

predict their orientations. Due to this lack of information, the 

orientation of many of the solvent exposed side-chains had been 

chosen in an arbitrary manner. In particular, a cluster of residues 

were noted on one wall of the EGFBP binding cleft whose side-chains 

were highly solvent exposed (Figure 4.4). Surface slices of the 

binding cleft, as taken by the DAPMatch program, included these 

residues and consequently the size of the binding cleft wall was 

artificially enhanced. For this reason the DAPMatch program was 

unable to bring the EGF molecule into satisfactory contact with the 

EGFBP cleft without causing energetically prohibitive clashes with the 

cleft wall. This observation explained why DAPMatch produced the 

classes of complex described above: types i and iii avoided the centre 

of the cleft completely and type ii brought a narrow strip of the EGF 

molecule into contact with the cleft without making any contact with 

the cleft wall.

4.3.2 Pruning

The DAPMatch program was designed to allow for areas of 

mismatch during the docking process. The nature of the soft potential 

results in a greater tolerance for cavities between surface slices than 

for steric clashes (Section 2.9). This feature was used to overcome the 

problem of the mobile side-chains. The highly exposed side-chains of 

EGFBP (listed in Table 4.1) which had been identified as blocking the 

form ation of reasonable EGF/EGFBP complexes, were removed, 

leaving only the main-chain atoms and either just the first side-chain 

carbon atom (Cp) or the first and second side-chain carbon atoms 

(C p,C y). The choice of which residues to prune, and to what extent,
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M o l e c u l e E x t e n t P r u n e d R e s id u es

EGFBP cp Arg 35, Tyr 36, Asn 38, Glu 39, He 41

Glu 61, Tyr 74, Phe 147, Lys 148

lie 173

Cy Lys 192

EOF Cp Asn 1, Tyr 3, Asp 11, Glu 24, Leu 26,

Asp 27, He 35, Gin 43, Arg 45, Asp 46,

Leu 47

Trp 49, Trp 50, Glu 51

Cy Tyr 37, Arg 41

Table 4.1

The residues from EGF and EGFBP which had their side chains 

removed. The extent of the pruning, whether back to Cp atom or also 

leaving the Cy atom, is indicated. All these residues were highly 

solvent exposed (Figure 4.4) and hence their side chain orientation 

would be highly variable. Note that residues 49 to 51 of EGF were the 

C terminal residues which were built onto the EGFBP model and 

hence formed part of the host molecule, not the guest.
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Figure 4.4

A stereo diagram of the highly solvent exposed side-chains 

(gr^n trace) on the EGFBP model ( r e â i  Ca trace).
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was made using knowledge of the flexibility of each of the residues. 

Only those atoms whose positions were unpredictable were removed. 

As some of the residues of EGF were also highly solvent exposed 

these residues were also pruned (Table 4.1).

The pruning of side-chains was intended to alleviate  the

problem of erroneous steric clashes without drastically altering the 

shape of the molecular surface. This would allow the DAPMatch 

program to find steric matches between host and guest molecules, 

leaving some cavities in the region of the pruned side-chains.

4.3.3 The Second Application of DAPMatch

The algorithm was re-applied to the EGF/EGFBP system using 

the pruned structures. Since the DAPMatch algorithm was being used 

to suggest possible modes of interaction, the clustering process was 

strengthened so that more orientations were rejected as being 

similar to other, more favourable, orientations. After clustering 29

structure remained, each of which was examined by eye.

The structures produced by the second run proved to be better 

packed than those of the original run. In many cases the binding cleft 

was completely occupied by the guest EGF. Despite this better

packing, most of the structures suggested were quickly rejected. 

Table 4.2 briefly gives the reasoning behind the rejection of each of 

these structures. As with the antibody/antigen results, the least 

favourable packings generally had low contact areas. The fourteen

packings ranked lowest were all rejected because of this. Three of 

the remaining structures repeated orientations that had been seen in 

the first run, two resembled type i and one type iii (Section 4.3.1 

defines this notation). These three structures were therefore  

re jec ted .
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S t r u c t u r e C o m m e n t

1 Insufficient space to replace side-chains.

2 A good orientation, but without the required (3 

sheet conformation.

3 Chosen orientation.

4 Insufficient space to replace side-chains.

5 EGF packed across the EGFBP cleft. Type i 

structure, (Figure 4.3a)

6 Insufficient space to replace side-chains.

7 A good orientation, but without the required p 

sheet conformation.

8 A good orientation, but without the required P 

sheet conformation. Also an insufficient contact 

a rea .

9 Small contact area with no possibility of forming 

the required p sheet.

10 EGF packed across the EGFBP cleft. Type i 

structure, (Figure 4.3a)

1 1 A good orientation, but without the required p 

sheet conformation. Also an insufficent contact 

a rea .

12 Despite the constraints used no contact was made 

between EGF and the 39-41 loop of EGFBP.

13 Despite the constraints used no contact was made 

between EGF and the 39-41 loop of EGFBP.

14 Despite the constraints used no contact was made 

between EGF and the 39-41 loop of EGFBP.

15 Small contact area.
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1 6 Small contact area.

1 7 Small contact area, also this orientation overhung 

the expect EGFBP binding region. A type Hi 

structure. Figure 4.3c.

1 8 Small contact area.

1 9 Small contact area.

2 0 Badly packed, with prohibitively close contact 

between the 39-41 loop of EGFBP and the EGF 

m olecule.

21 Small contact area.

2 2 Small contact area. Without the required p sheet 

con fo rm atio n

2 3 Small contact area.

2 4 Small contact area.

2 5 Small contact area. Generally badly packed.

2 6 Small contact area.

2 7 Small contact area.

2 8 Small contact area.

2 9 Small contact area.

Table 4.2

The reason(s) for rejecting all but one of the 29 structures 

produced by the DAPMATCH program. A brief description of the 

reason is given, Section 4.3.2 gives more detailed reasoning. These 

structures are ordered according to their DAPM atch potential, in 

general this correlates with the amount of surface area buried by 

each structure.
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This left twelve structures to be examined closely. Each one of 

these structures was well packed, filled the EGFBP binding cleft and 

involved the burial of a large, continuous surface of each molecule. 

The constraints used were as loose as possible, to avoid eliminating 

feasible packings. However, in several cases the constraint was found 

to be too loose, and packings were generated that did not fulfil the 

intended condition. Three packings were discarded due to lack of 

contact between the 39-41 loop of EGFBP and the EGF molecule. The 

rem oval of side-chains allowed the host and guest m olecules to 

approach more closely, unfortunately this meant that it was possible 

for them to pack together too tightly and leave no room for the 

side-chains to be replaced. Four orientations were rejected because 

of this.

Each of the five remaining structures provided a very plausible 

way of constructing the HMWEGF complex. However, it had been 

decided to choose a structure that allowed an anti-parallel p-sheet to 

be formed between the two EGF components of the complex. The 

loose distance constraints only required that certain residues be close 

in space, there was no way of ensuring that the direction of the two 

strands was correct. Despite this one of the structure resulting from 

the DAPMatch program did have the strands correctly orientated for 

the formation of a P-sheet. This structure was chosen as the single 

most plausible packing orientation for EGF and EGFBP.

This structure was built into the proposed HM W EGF model 

(Figure 4.5). Figure 4.6 shows a van  der Waals sphere representation 

of the HMWEGF model, clearly showing that the complex associates 

the four molecules into a single, well packed, globular structure. 

M easurements were made of the accessible surface area buried by 

the formation of this complex (Table 4.3a,b). These tables show that
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Figure 4.5

The proposed model for HMWEGF. The Ca traces of all four 

constituent molecules are shown (in stereo). The EGFBP molecules are 

in dark red and light blue, the EGF molecules are in light red and 

dark blue.
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Figure 4.6

The proposed model for HMWEGF. A van der Waals sphere 

representation in shown. The colour scheme remains the same as 

Figure 4.5 (previous page). This representation shows HMWEGF as a 

well packed, compact complex.
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M o l e c u l e A 1 A 2 B 1 B 2

A 1 5 3 3 4 8 9 9 3 9

A 2 5 3 3 93 3 4 8 9

B 1 1,077 8 5 5 85

B 2 85 5 1,077 85

T a b le  4.3a

The accessible surface area (in square Angstroms) buried 

between molecules on formation of HMWEGF (see Figure 4.2 for 

nomenclature). The area indicated is the A.S.A. buried on the row 

molecule on coming into contact with the column molecule, e.g. 

EGF(A l) buries 855Â2 of surface when bound to EGFBP(B2).

M o le c u le A 1 A 2 B1 B 2

A 1 1,065 1,566 1 ,794

A 2 1,065 1,794 1 ,566

B 1 1,566 1,794 170

B 2 1,794 1,566 170

T ab le  4.3b

The total accessible surface area (in square Angstroms) buried 

between molecules on formation of the HMWEGF complex.
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each contact area in the HMWEGF molecule buries a large amount of 

surface area, with the exception of the B1/B2 interface which only 

buries 170Â2 of surface. This fact explains the absence of an EGFBP 

dimer. The ASA buried between the two EGF molecules (A1/A2) is 

much larger, l ,065Â 2 'îh is  is mostly due to the formation of the p- 

sheet. The C-terminal arm of EGF is highly flexible, and the p -shee t  

association can only be formed once its conformation is fixed by the 

interaction with EGFBP. Hence a homodimer of EGF is unstable in the 

absence of EGFBP. The initial EGF(A1 )/EGFBP(B 1 ) (and A2/B2) dimer 

buries a total ASA of 1,566Â2. The largest amount of ASA is buried 

by the formation of the full HMWEGF complex from two EGF/EGFBP 

d im ers .

4.4 C onclusion  

This chapter has illustrated the utility of the DAPMatch 

algorithm in a genuine modelling situation. The program was not 

used as a 'black box', resulting in a single suggested structure, but as 

as one of many tools used to model the HMWEGF complex. Human 

intervention was required at several stages, most particularly in 

deciding that the first attempt at steric matching had failed, 

understanding why it had failed and correcting the structures 

accordingly. Used in this way the DAPMatch program suggested 

many structures, any one of which could have been the basis for a 

HMWEGF model. The eventual choice of a single structure was based 

upon the formation of a well packed complex with a p-sheet at the 

centre of symmetry. These choices were made Dr Bax and myself, 

based upon experience and knowledge of other protein structures.
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The concept of pruning side-chains is a useful one, which may 

have a more general application to systems with ill-defined or highly 

flexible side-chains. A similar approach was taken by Shoichet & 

Kuntz (1991) (Section 1.12) in their work on p ro tease /inh ib ifb r 

complexes. In this work the decision of which residues to prune, and 

to what extent, was taken using knowledge of both structures and 

chemical experience. Surface loop residues with high B-values were 

removed. A more rigorous method of pruning, that could be used for 

crystal structure, N.M.R. structures and protein models, would be 

necessary  before the method could be used generally . It is a 

fundam ental assumption of the DAPMatch method, and all other 

fixed structure docking algorithms, that induced fit plays only a 

small part in the docking process and hence that rigid-body docking 

is a useful approximation. Flexible side chains may be removed 

without any loss to the steric matching procedure, since it is these 

side-chains that are most likely to be involved in the induced fitting 

of two molecules. The loss of these side-chains alters only those parts 

of the molecular surface that are likely to change due to induced fit 

a n y w ay .

The structure presented in this chapter as a model for the 

HMW EGF complex fits all known biochemical data. However, this 

model should only be seen as a intermediate step on the way to the 

discovery of the HMWEGF structure. Further experiments could be 

designed to test the model, and in particular the presence of the 

central p-sheet structure should be tested.

181



Chapter 5

a-Helix Packing
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5.1. Synopsis

This chapter describes the app lication  of the DAPM atch 

algorithm  to a - h e l i x / a - h e l i x  packing. Idealised  a -h e l ic e s  are 

generated and used to investigate the effect of varying side-chain 

sizes. This problem differs from the work in Chapters 3 and 4 since 

the goal is analysis not prediction, a-he lices  with specific sequences 

will not be considered. Another, more practical difference is that the 

in te rac t io n  a rea  for th is p rob lem  is sm a lle r  than fo r the 

protein/protein interactions previously described. To allow for these 

differences several changes are made to the DAPMatch procedure. 

These changes, and the reasoning behind them, are described. The 

results are presented, discussed and com pared to the ideal a  - 

he lix /a -he lix  packing models presented in Section 1.10.
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5.2. Ideal a - h e l i c e s

The first step in investigating the a - h e l i x / a - h e l i x  docking  

problem was the creation of a series of ideal a -he lices , suitable for 

use with the DAPM atch program. Using the graphical molecular 

m odelling package QUANTA (Polygen Corporation, Massachusetts, 

USA) it was possible to fold a given protein sequence into an ideal a -  

helix by setting each set of main-chain ((>, y  angles to the values -57° 

and -47° respectively. *f^ive ideal a-helices were produced in this way. 

To investigate the effect of side-chain size on a -h e l ix /a -h e l ix  docking 

a -he lices  were generated which were 30 residues long and whose 

side-chains were all of a single amino acid type. The nature of the 

ridges and grooves on the a -h e lix  surface are dependent upon the 

steric properties of its side-chains (Figure 5.1), and so the amino 

acids glycine, alanine, cystine and valine were chosen to represent a 

broad range of side-chain shape and size. The side-chain orientations 

were set at the most common a-helical conformation, as reported by 

McGregor et al. (1987).

A further degree of simplification was then considered. The 

side-chain of alanine is a single methyl group. This was normally 

assigned a van der Waals radius of 2.0Â (Table 2.3). By varying this 

radius the size of the side-chains of the poly-Ala a -he lix  could be 

controlled. The side-chain sphere radius was varied between 1.0Â 

and 10.0Â in 1Â steps. Although this model does not reproduce the 

effects of side-chain shape it does model the effects of varying the 

dimensions of the ridges and grooves on the a -he lix  surface.
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Figure 5.1
The character of the ridges and grooves on an a-helix  surface 

change with the side-chains present. Surface (a) shows a poly-Ala a -  
helix . f h e  height scale (far right) is in Angstroms. The side-chains 
protrude from the surface and tend to be 14-16Â (coloured white) 
above the base plane (green). These protrusions form a visible, but 
broken, 4 groove. Surface (b) is of poly-Val, here the larger side- 
chains form a nearly continuous 4 groove.
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5.3. M ethod

5.3.1 Changes Made to the Search of Configuration Space

The nature of the ideal a -h e l ix /a -h e l ix  docking problem is 

different to that of the general protein/protein docking problem. 

Figure 5.2 shows the degrees of freedom involved. The main degrees 

of freedom to be considered are ct), the angle between the a -h e l ic e s  

and z the distance between them. The a-helices used had set main- 

chain angles and were comprised of a single residue type, making 

them highly symmetric. The four other degrees of freedom can be 

confined to specific ranges by considering this symmetry. In 

particular the pitch of the a-helices was such that a patch of the a -  

helix surface 5.7Â long (along the major axis) and encompassing 96° 

about the t  angle contained every unique piece of the surface (Figure 

5.3). Thus, the search ranges for these variables were chosen to be 

OA < X < 6Â (in 0.5Â steps) and -48° < r  < 48° (in 6° steps). The 

surface of one was completely searched using the t  and x  parameters. 

Ho y  translations were necessary. However, as in the case of the 

normal DAPMatch algorithm, planar translations could be made very 

quickly and so shifts in the y direction were made to increase the 

search coverage. The range chosen was -1Â < y < lA, in lA steps. 

Finally, -45° < 6 < 45° was chosen^^this range was ample to ensure 

that all reasonable a - h e l ix / a - h e l ix  packing configurations were 

sam pled .

Apart from these theoretical differences in the a-helix  docking 

problem there are also several physical differences. A typical a -  

h e l i x / a - h e l i x  in teraction buries between lOOA? and 400A2 of 

accessible surface area ( 60-140 A^ of contact surface area) from 

each a -h e l ix  (Richmond & R ichards,1978) considerably less than 

the  7 5 0 A 2 invo lved  at the antibody/1 y sozy me in te r fac es
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Figure 5.2

The degrees of freedom  involved in the helix docking 

problem. The param eters dx,dy and z are varies w ithin the 

DAPM ATCH program , the angular param eters 0, x, o) and the 

translation x are accounted for in the surface slicing procedure.
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Figure  5.3
A fiat a -h e l ix  representation o f  a po ly-X  a - h e l ix .  The shaded  

box shows an entire, unique section o f  surface, ail other points on the 

helix  are identical to som e point within this box. The D APM atch  

algorithm  takes s l ic es  centred upon points w ithin the shaded box, 
and therefore searches all possib le  x, x orientations. N .B . The box is 

shown centred upon the origin, in fact the algorithm searches 0Â <  x <
6Â,
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(Section 1.7.4). To account for this d ifference  the DAPM atch

algorithm was altered. The minimum overlap criterion (Section 2.8) 

was rem oved  to enable  pack ing  o r ien ta tions  with very low 

a -h e l ix /a -h e l ix  interaction areas to be considered.

5.3.2 Changes made to the Matching Potential

The examination of theoretical a - h e l i x / a - h e l i x  in te rac tion s  

does not require a soft docking algorithm. A much simpler potential 

was used which conformed closely to a rigid sphere packing model. 

This model treats the van der Waals radii atoms as hard spheres. As 

two a-helices dock together their atomic spheres come into contact, 

c lo se r  in terac tion  is com plete ly  forb idden. This s ituation was 

modelled with a potential of the form

oo X < - 0 . 5  Â

-1 - 0 . 5 Â  < % <  1 Â »

0 jc > 1 Â

^  hard('*‘ )  ~

as shown in Figure 5.4. Here, as in Section 2.9, %, is a measure of the

displacem ent between the surface elements. Overlaps between two

atomic spheres of more than 0.5Â are disallowed (Vhard( x  < -0.5Â) = 

oo ), This condition is implemented by changing the search range for

the perpendicular height. Previously (Section 2.8) the height search 

started with the surfaces touching and only terminated when two 

elements overlapped by 5Â. This ensured that the search extended 

to all configurations allowed by the soft potential. In the case of a -  

h e lix /a -h e lix  docking the search was terminated when two elements 

overlapped by more than 0.5Â. No change to the outer height limit 

was necessary. Two surface elements were deemed to be interacting

189



o

o

e n

o

CN

CO
6
O

-P
CO
Cn
C
<

CO
- p
c
(D
6
CD

I—I
CD

CD
ü
fO

ip
P
P
CO

a
CD
CD

- p
CD

rQ

P
O

-H
-P
cü
P
P
a
CD
en

I P T : ^ u 0 : ^ o a  O T j 0 : ^ s  q o p ^ W d V Q

Figure 5.4

The steric matching potential used for the docking of a -h e l ic e s .  
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this variable is zero when the elements touch, grows increasingly 
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elements are separated.
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favourably when they clashed by less than 0.5Â and were closer

than lA  from their ideal (jc =0) spacing. This gave a stable potential

well with a width of 1.5Â, narrower than that of the soft potential

but still wider than that of a typical potential of the Leonard-Jones 

form. A simple square well proved sufficient to examine a - h e l ix / a -  

helix docking. Both softer and harder potentials were tested. Soft 

potentials, such as the one used previously, produced similar results 

to those that will be quoted for the square well, precise preferences 

for docking angles were less well defined. Although a global search 

was made, sampling all possible orientations, the step sizes used for 

each degree of freedom (e.g. the along-axis translation x  , was varied 

from 0Â to 5Â in 0.5Â steps) imposed a level of resolution on the 

search. The potential used could only be made harder by decreasing 

the width of the potential well, so that favourable dockings fell into a 

narrower range. This, however, brought the width of the minimum

close to the resolution of the search. This meant that favourable 

configurations could be missed, being stepped over com pletely. 

Harder potentials were therefore impractical.

5.4. Interpretation

To compare the results of the DAPMatch program with those of 

theore tica l a - h e l i x / a - h e l i x  packing models it was necessary to 

evaluate the a - h e l i x / a - h e l i x  packing angle, Q .  This angle was 

calculated by finding the line of closest approach between the two a -  

helical axes. The angle Ü  was then the twist of one a-helix  relative to 

the other in the plane perpendicular to this line of closest approach. 

If the line of closest approach did not lie within both a -he lices , then 

the relevant end-to-end line was used. Although the ideal a - h e l i c e s
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used were longer than usually observed in protein structures, the 

line of closest approach still lay off the a-helices in cases where they 

were arranged nearly parallel (or anti-parallel). The length of the 

line o f c losest approach, d ,  was also calculated. This distance 

represented the extent of intercalation between the a -h e l ic e s ,  and 

hence gave some information about the stability of that a - h e l i x  

packing orientation. If  the relative directions of the a - h e l i c e s

(parallel or anti-parallel) are ignored, then the torsion angle can be

confined in the range -90°< Ü < 90°. Although, for clarity, Chothia et  

al. (1981) quote the 1-4 packing angle as -105°, as it ranges between 

-80° and -110° in observed packings. The DAPM atch program  

searches both parallel and anti-parallel orientations, and the packing 

angle therefore ranges between -180° and 180? f a r a l l e l  packings 

have angles in the range -90° to 90° and anti-parallel packings in the

range -180° to -90° or 90° to 180° (Figure 5.5).

The angle, was not, by itself, sufficient to confirm the type of 

packing the algorithm was producing. For example, although value of 

Q  = -50° suggested a 4-4 packing of the a-helices, the only true test 

was to examine the structure by eye and to confirm that the 4 ridge

of one a -h e l ix  was docked into the 4 groove of the other. This

inspection was carried out wherever possible, and was also useful in

confirming that the a -h e l ix /a -h e l ix  separation, d, was correct.

There was no need to cluster the results obtained from the 

DAPMatch program. Instead the packing angle and distance of each 

orientation was calculated and the packing score compared with 

other orientations with similar packing angles. A table was formed 

detailing the most favourable packing orientations, grouped into five 

degree ranges. In this way it was possible to compare the results of
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-180* < n  < -90 
Antiparallel

-90* < O < 0 *
Parallel

0*< £2 < 90 
Parallel

90* < n  < 180 
Antiparallel

F ig u re  5.5
The variation of helix/helix binding orientation with the packing angle Q. A full 360‘ 

sweep of Q  encompasses antiparallel and parallel forms of all possible binding 

orientations



the D A PM atch  p rogram  with those p red ic ted  by th eo re tica l 

calculations.

5,5. Results

The results obtained for the a -he lix  docking problem will now 

be presented. The results are split into two sections, one for the 

effect of changing the amino acid group and one for the effect of 

changing the van der Waals radius of the side-chain of alanine. In 

each case a graph of packing potential against angle will be shown 

along with a selection of the structure of several packings shown to 

be favourable by the DAPMatch algorithm.

5.5.1 Variation in Side-chain Tvpe

Figure 5.6 shows the variation of DAPMatch potential with 

a -h e lix  packing angle for the residues glycine, alanine, cystine and 

valine. All four traces show a clear minimum in the region of -40°. 

These minima are generally broad, with widths of up to 30°. Packing 

angles in this region correspond closely to an parallel 4-4 packing. 

The corresponding antiparallel 4-4 packing angle should be in the 

range f2=130° - 140°. Minima in this region are seen for alanine, 

cystine and valine, but the potential well is not as favourable as for 

the parallel form. The glycine potential, however, has a strong 

minimum centred at Q= 140°. The poly-Gly a-helix  has no side-chain 

atoms, "i^his increases the symmetry of the a -h e l ix  and hence the 

potential trace has a greater symmetry. All the other a -h e l ices  have 

side-chains atoms, 1^his causes an asymmetry of the surface and 

produces asymmetric potential traces.
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The variation of DAPMatch steric potential with packing angle 

for the four a-helical systems, poly-Gly; poly-Ala; poly-Cys and poly- 

Val.
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5.5.2 Variation in Side-chain Size

The variation of the DAPMatch potential with side-chain radius 

( r )  and a - h e l ix /a - h e l ix  packing angle is shown in Figure 5.7. The 

trace for r=OÂ is identical to the poly-Gly trace and the trace for 

r=2Â matches the poly-Ala trace. As the side-chain radius increases 

the DAPMatch potential becomes more favourable (more negative). 

Again, the only clear conclusion to be drawn is that the 4-4 packing 

is sterically favourable. As the side-chain radius becomes larger the 

amount of asymmetry in the potential trace reduces. At large radii 

the a -he lix  surface becomes completely dominated by the side-chain 

sphere, and hence the a-helix  surface becomes symmetric again.
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The variation of DAPMatch steric potential with packing angle 

for a -h e lix  side-chain radii in the range 0Â to 10Â. The side-chain 
radius is indicated (far left). For radii in the range 0Â to 3Â the 
po ten tia l  traces overlap, this section corresponds closely to the 
variable side-chain type potential (Figure 5.6).
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5.6. Conclusion

The results presented in this chapter clearly show the steric 

favourability of the 4-4 a -he lix  packing. The use of simple single 

residue m odels proved ineffective in locating any other packing 

modes as favourable. Figure 1.13c shows that the 4 ridge and 4 

groove are the most im portant prominent; hence the DAPM atch 

algorithm has correctly located only the most sterically favourable 

packing geometry. Other geometries may depend more upon the 

sequence of the a-helices involved, and hence would only be located 

if more realistic  a -h e l ix  models were used. Also, the use of 

hejj^ogeneous a -h e l ix  sequences would in troduce  e lec tros ta t ic  

considerations to the problem.

The sim plis tic  model used in this chap ter represen ts  a 

prelim inary attem pt at applying the DAPM atch algorithm to a -  

h e l ix /a -h e l ix  packing. Although the method shows some promise 

further work, using real a-helices, will have to be carried out before 

it can be decided whether it will be genuinely useful for the docking 

of secondary structure elements.
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Chapter 6

Conclus ion
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This thesis has described the development, testing and use of a 

novel docking method. The main objective of the method was to 

allow im plicitly  for structural change by using a soft docking 

potential. Chapter 2 gave a full description of the method, including a 

d iscuss ion  of the aims of the m ethod and de ta ils  o f  its 

implementation on a parallel architecture machine, the DAP. The use 

of the DAP allows a global search to be carried out in a reasonable 

time, roughly 3 days, but severely limits the portability of the 

program. The search algorithm is written in DAPFortran, a highly 

specific, parallel form of FORTRAN that can only be compiled for DAP 

machines. As very few DAP machines exist, the number of people 

able to use DAPMatch as an effective tool is small. However, the 

speed of modern computers is constantly increasing, often doubling 

in a single year. There are already widely used, more conventional 

arch itec tu re  m achines, such as the Convex (Convex com puter 

Ltd.(UK), Leatherhead, Surrey), which achieve speeds comparable to 

the DAP using standard programming languages. A version of the 

DAPM atch program could be written in a standard programming 

language, and it would soon become viable to execute this code on a 

wide range of computers.

Chapter 3 dem onstra ted the success of the a lgorithm  on 

antibody/lysozym e systems. Comparison with other work (Section 

1.12) is difficult since no other methods have yet been tested on all 

th ree  o f  the an tibody /ly sozym e crysta l s truc tu res , using the 

uncom plexed form of lysozyme. However, the level of accuracy 

achieved by the method is clearly similar to that of other methods 

(Table 1.6). The DAPmatch algorithm requires biochemical data to 

reduce the number of orientations produced to a reasonable number. 

This loss in specificity may be due to the softness of the potential
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used. A harder potential could be used, and the specificity of the 

algorithm might be improved, for cases where induced fit is a small 

effect, or test cases using complexed forms of the host and guest 

molecule. The soft potential is necessary, however, to match surfaces 

that are not perfectly complem entary; as would be the case if 

induced fit played any part in the docking process, or if model 

structures were being used. There is a balance between,

i. searching for perfect steric complementarity and eliminating the 

majority of possible binding orientations, but running the risk 

eliminating the correct orientation and, 

a. searching for weak steric complementarity, being almost certain 

to select the correct orien tation  but e lim ina ting  too few 

o rien ta tio n s .

In tests on antibody/lysozyme complexes many of the docking 

algorithms reliably produce a binding orientation close to the known 

structure. However many other orientations are generally produced 

and no reliable way of discriminating between them has been found. 

This suggests that the only realistic way of using any docking 

algorithm is as a tool which must be backed up by other modelling 

tools and human experience. Chapter 4 presented a practical use of 

the DAPMatch algorithm, where the method was used in this way.

The concept of side-chain pruning was introduced to the 

algorithm  only after particu lar problem s with the EGF/EGFBP 

systems had been identified (Chapter 4). This idea, however, can be 

applied to general docking problems and could improve results by 

removing mobile areas of the protein surface. Pruning is particularly 

useful to the DAPMatch algorithm, since the soft potential (Figure 

2.8) is tolerant of cavities forming at the protein/protein interface.
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The results presented in Chapter 5 show the importance of 

steric com plem entarity  in a - h e l i x / a - h e l i x  docking. The simple 

a -he lix  model used limited the amount of information that could be 

derived from the results.

Poss ib le  Future  W ork

The whole DAPMatch procedure, slicing, searching, clustering

and constraining, could be implemented in standard code on a single

machine. This would improve the portability of the program, allow 

better integration of the different stages and eliminate the need for 

cumbersome, temporary files.

The clustering formula used to measure the similarity between 

orientations (Section 2.10) is not mathematically rigorous. A better 

formula, using rotation and translation matrices, could be found. 

Although this may slightly improve the results obtained it is unlikely 

to have a large effect. If  the steric  search is su ffic ien tly  

d isc rim ina ting  then the exact c lus te ring  m ethod used is not 

im p o r ta n t .

Chapter 4 details the use of the DAPmatch algorithm in a 'real 

life' modelling situation. The proposed model for HMWEGF may have 

to be m odified as new biochemical data becomes available. In 

particular, more information on the type of symmetry that relates

the two EGF/EGFBP dimers would be useful, since the p - s h e e t  

constraint (Section 4.2.3) is not backed up by any experimental data.

Chapter 5 describes preliminary results obtained by applying

the DAPMatch algorithm to helix/helix docking. These initial results 

are promising, the most common, 4-4, packing is clearly found. 

However, none of the other packing geometries are selected, this may
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be due to the simple helix model used. Further work, using helices 

with heterogeneous sequences, could be carried out to discover 

whether other packing geometries are sequence specific.

Many of the docking algorithms reviewed in Section 1.12 

produce sim ilar results , with near-native  solutions being found 

within a relatively small list of possibilities. It would be useful to 

develop additional filters to reject incorrect orientations. These filters 

could encode some of the ‘human experience’ information which was 

used in Chapter 4, such as burying a continuous section of surface.

In contrast to other methods, the algorithm presented in this 

thesis concentrates on the soft docking of structures, to enable 

models to be used. Despite the limitations to the DAPMatch algorithm 

which are discussed above, this thesis has shown that the goal of 

docking a modelled antigen structure to a modelled antibody is 

a t ta in ab le .
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