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Concise Abstract. Total Variation (TV) minimization algorithms are one compressed sensing 

technique that has achieved great attention due to the virtue of decrease noise while preserve 

edges transitions. The purpose of this work is to solve the same TV minimization problem in DBT 

data, by studying two 3D filters.  The obtained results were analyzed at 0º and 90º with a 3D 

visualization through volume rendering. The filters differ in their application. One considers a 

slice-by-slice optimization, sequentially traversing all slices of the data. The other considers the 

intensity values of adjacent slices to make this optimization on each voxel. The performance of 

each filter was also tested with a clinical case. The results obtained were very encouraging with 

a significantly increased contrast to noise ratio at 0º and 90º and a small reduction in blur at 90º 

(slight reduction of the out-of-plane artifact).  
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Abstract 

Background and Objective: Total Variation (TV) minimization algorithms have 

achieved great attention due to the virtue of decreasing noise while preserving edges. The 

purpose of this work is to implement and evaluate two TV minimization methods in 3D. 

Their performance is analyzed through 3D visualization of digital breast tomosynthesis 

(DBT) data with volume rendering. 

Methods: Both filters were studied with real phantom and one clinical DBT data. One 

algorithm was applied sequentially to all slices and the other was applied to the entire 

volume at once. The suitable Lagrange multiplier used in each filter equation was studied 

to reach the minimum 3D TV and the maximum contrast-to-noise ratio (CNR). Imaging 

blur was measured at 0º and 90º using two disks with different diameters (0.5 mm and 5.0 

mm) and equal thickness. The quality of unfiltered and filtered data was analyzed with 

volume rendering at 0º and 90º. 

Results: For phantom data, with the sequential filter, a decrease of 25% in 3D TV value 

and an increase of 19% and 30% in CNR at 0º and 90º, respectively, were observed. When 

the filter is applied directly in 3D, TV value was reduced by 35% and an increase of 36% 

was achieved both for CNR at 0º and 90º. For the smaller disk, variations of 0% in width 

at half maximum (FWHM) at 0º and a decrease of about 2.5% for FWHM at 90º were 

observed for both filters. For the larger disk, there was a 2.5% increase in FWHM at 0º 

for both filters and a decrease of 6.28% and 1.69% in FWHM at 90º with the sequential 

filter and the 3D filter, respectively. When applied to clinical data, the performance of 

each filter was consistent with that obtained with the phantom.  

Conclusions: Data analysis confirmed the relevance of these methods in improving 

quality of DBT images. Additionally, this type of 3D visualization showed that it may 



 

 

play an important complementary role in DBT imaging. It allows to visualize all DBT 

data at once and to analyze properly filters applied to all the three dimensions. 

 

1. INTRODUCTION  

Breast cancer alone accounts for 30% of all new cancer diagnoses in women and 

remains the second cause of death by cancer. Besides improvements in treatment, early 

detection has led to a reduction of approximately 40% in the death rate from this disease 

over the last three decades [1, 2]. This early detection is mostly done through screenings 

[3, 4]. Approved by the Food and Drug Administration less than ten years ago [5], Digital 

Breast Tomosynthesis (DBT) is firmly established and is an increasingly used imaging 

technique for breast cancer screening and diagnosis [6-10]. 

So far, DBT data is displayed one slice at a time or sequentially as a continuous 

cine loop [11]. This procedure hampers the judgment of potential lesions such as clusters 

of microcalcification, which can be spread across several slices and difficult to interpret 

in a two dimensional (2D) image [12]. In addition, because in one DBT exam there are 

about 30 times more images than in 2D Digital Mammography (DM), the mean reading 

time doubles for DBT when compared with 2D DM examination [13-15]. Fatigue caused 

by the analysis of large data sets can hamper the routine functions of a radiologist. 

Besides, the time required for each DBT data set evaluation is crucial both in clinical and 

screening environments, directly influencing the number of examinations interpreted[15]. 

Computer Aided Detection (CAD) systems developed for DBT have presented promising 

preliminary results regarding the reduction of this time [16, 17]. However, these systems 

are adapted to the 2D slice by slice visualization, which does not result immediately in a 

global inspection of the data. For example, in the case of clusters of microcalcifications, 

although decreasing the number of slices to be analyzed, it requires the radiologist to 



 

 

review multiple adjacent slices. In addition, these CAD systems, widely used in 2D DM, 

still present some controversy since they result in some false positives, sometimes leading 

to a more time consuming inspection [18]. 

Two other new approaches emerged in the visualization of DBT data: synthetic 

mammography build upon DBT data [19, 20] and thicker slabs obtained by combining 

several slices [21, 22]. The existence of synthetic mammography is very important 

because it allows a fair comparison with previous DM examinations and, in some 

situations, it could benefit from the CAD systems developed for 2D application. 

However, as DM, synthetic mammography still has the disadvantages of a 2D 

visualization. For example, in the case of a dense parenchyma pattern or 

microcalcification clusters, its clinical value is limited due to tissue overlapping (it is used 

in combination with DBT slice-by-slice) [23]. On the other hand, the construction of slabs 

has demonstrated good results in terms of reducing time and false positives but originates 

a lower sensitivity [22]. 

A different type of visualization may play an important complementary role in 

breast cancer diagnosis [24]. Three dimensional (3D) volume rendering is the process of 

creating realistic computer-generated images of a 3D scene, yielding an improved depth 

perception [25]. 3D volume rendering proved to be useful in tomographic medical 

imaging modalities such as Computed Tomography (CT), Magnetic Resonance Imaging 

or Positron Emission Tomography [26-28].  There are some works mentioning a few 

aspects of 3D volume rendering for DBT [29-31] and its importance to detect clusters of 

microcalcifications [32]. As in CT, the 3D visualization integration in a 2D reading can 

be seen as a problem solver in some situations (for example, the necessity to better 

understand the shape of a cluster of microcalcifications) [33]. 



 

 

In DBT, a small number of low-dose projections acquired within a limited angular 

range are reconstructed to produce 3D data of breast tissue. Both the low dose per 

projection and the angular limit raise some complications in the reconstruction of DBT 

data. The first results in high noise level in the reconstructed images, while the second 

restricts the spatial resolution in the direction perpendicular to the detector plane (the z 

direction), resulting in out-of-plane blur. Visible in 2D slice-by-slice visualization, the 

out-of-plane artifact becomes even more evident in 3D volume rendering. Reducing noise 

without blurring or decreasing details and edge definition is a challenge in image 

processing. Total Variation (TV) minimization algorithms are efficient in reducing noise 

while preserving edges. For this reason, studies applying TV minimization to DBT data 

have grown significantly. Most works focus on the use of these algorithms in iterative 

reconstruction [34-41], with a few focusing on post-processing [42-44]. The Lagrange 

multiplier (λ) is an important parameter in TV minimization [42] since it controls image 

regularization, giving a trade-off between removing noise and preserving edges. For this 

reason, to find the appropriate λ value is extremely important in this type of regularization. 

In this paper, two TV minimization algorithms based on [42] and [44] were 

applied to DBT reconstructed data and their impact on the volume rendering visualization 

was analyzed. The first is a 2D TV minimization filter applied to a single slice [42], while 

the second is a 3D TV minimization filter applied to the entire volume and analyzed 

through a preliminary study in a 2D way (in-plane analysis) [44]. In this work, the 2D TV 

minimization filter was applied sequentially to all phantom slices and both the results, 

from 2D and 3D filters, were analyzed based on volumetric rendering of DBT phantom 

data, considering their performance in z-direction. Despite the limited resolution in z, 

volume rendering is useful to visualize all DBT data at once (with particular emphasis on 

high intensity features, such as calcifications). In addition, as it results in a truly 3D 



 

 

visualization, it is an appropriate way to analyze filters applied to all three dimensions. 

Since the Lagrange multiplier is a decisive parameter in TV minimization, the suitable λ 

to be used was studied (in a first phase to reach the minimum 3D TV of the data and in a 

second stage to achieve the maximum contrast to noise value in a specific region). 

Quantitative and visual analyses were conducted between unfiltered and filtered rendered 

images and also between the two different TV minimization filters. The proposed 

algorithms were also tested with one clinical DBT data set.  

 

2. METHODS  

2. 1. Data acquisition and reconstruction  

To mimic the breast tissue, an acrylic phantom made by us was scanned with a 

Siemens MAMMOMAT Inspiration system (Siemens AG, Healthcare Sector, Erlangen, 

Germany) installed in a clinical facility (Hospital da Luz S.A., Lisbon, Portugal). The 

phantom was acquired with 28 kVp and 47 mAs. To simulate high-density lesions, the 

phantom contains two columns of aluminum disks of different diameters and 1 mm 

thickness (Fig. 1). For this study the first column was considered.  

 

Fig. 1. Acrylic phantom simulating breast tissue and lesions of high attenuation (aluminum disks of different diameters 

and 1 mm thickness). Diameter of the first column disks (top to bottom): 5 mm, 3 mm, 1 mm, 0.5 mm, 2 mm and 4 

mm, respectively. 

Additionally, one clinical DBT data set with a large calcification of an anonymous 

patient was selected from the clinical facility database. This clinical data set was acquired 

with 26 kVp and 34 mAs. 



 

 

The acquired data were reconstructed with the manufacturer algorithm which uses 

Filtered Back Projection (FBP) with some post-processing to reduce artifacts and image 

blurring [45]. The reconstructions have voxel sizes of 0.085 x 0.085 x 1.0 mm3. The 

algorithms under study were implemented using MATLAB R2016b and run on a 

computer containing 4 Intel® Xeon(R) CPU E5620 @ 2.40 GHz. 

 

2. 2. Data visualization 

In volume rendering, changing the azimuth of a camera rotates its position around 

the focal point [46]. In this case, two different angle position were used to visualize the 

DBT data: 0º and 90º. The first corresponds to the visualization parallel to the detector 

plate (i.e. the projection is made on the xy planes along z) and the second is the 

visualization perpendicular to the detector plate (i.e. projection is made on the xz planes 

along y). 

The visualization software was developed in C ++ using the Visualization Toolkit 

library (VTK) version 7.1.0. [46, 47]. For a better visualization quality, voxels were made 

isotropic (with dimensions 0.085 x 0.085 x 0.085 mm3) using the Lanczos function 

available in VTK (used by default) [46, 48]. 

The methodologies in study were analyzed using 3D volume rendering 

visualization with a ray casting algorithm and compositing technique. Different rendering 

parameters yield different images. For this reason, the parameters were fixed for all 

situations so that a correct comparison could be made. 

 

2. 3. Image analysis 

For image analysis, quantitative and qualitative comparisons were performed 

between unfiltered and filtered rendered images at 0º and 90º. For phantom quantitative 



 

 

analysis, two figures of merit were used: Contrast to noise ratio (CNR) and full width at 

half maximum (FWHM) of a Gaussian curve fitted to the profile of two disks – 0.5 mm 

and 5.0 mm. For CNR, a region of interest (ROI) over the 5 mm disk and four other ROIs 

over the surrounding background were drawn. The CNR was calculated with Eq. (1), 

where μF and μB stand for the mean pixel values in the ROI over the selected feature 

(5.0 mm disk) and the background, respectively; and σB stands for the mean of standard 

deviations in the background ROIs. 

B

BFCNR


 
       (1) 

At 0º, the FWHM of the 0.5 mm disk was considered as an indicator of spatial 

resolution. At 90º, the FWHM of the 0.5 mm and 5 mm disks were considered as 

indicators of the blur in the z direction.  

 

2. 4. Formulation of TV minimization problem  

The 3D TV values were calculated according to Eq. (2) where kjiu ,, is the 

intensity value of voxel ),,( kji , with  mi ,...,1 ,  nj ,...,1 ,  pk ,...,1 and mn

p the data dimensions. x , y  and z   are discretizations of the horizontal (x), vertical 

(y) and perpendicular (z) derivatives, respectively. 
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The unconstrained TV minimization problem here addressed is based on ROF 

model [49] for Poisson noise [50, 51] and can be formulated as in Eq. (3). f and u are the 

original and denoised data, respectively, TV(u) is the TV of denoised data and λ is the 

Lagrange multiplier, also called the regularization parameter. 
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In Eq. (3), the first term corresponds to the regularization term (TV function) and the 

second one relates with the assumed noise model (fidelity term). In this way, λ controls 

data regularization, between removing noise and preserving information. 

 The problem represented in Eq. (3) can be solved through its Euler-Lagrange 

equation in finite data domain Ω ( 0/  nu  on  , with n  relative to noise). Eq. (4) 

stands for the 2D TV minimization filter and was obtained based on discretization of the 

corresponding Euler-Lagrange equation as in [42].  
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jiu , is the intensity value of voxel ),( ji at slice k. Each voxel to be denoised only depends 

on the intensity values of the surrounding voxels in the same slice (Fig. 2 (a)). As this is 

a 3D study, Eq.(4) was applied sequentially to all slices (  pk ,...,1 ). 

 

Fig. 2. Illustrative scheme of the application of each filter in slice number two. (a) 2D TV minimization filter applied 

to all slices, one slice at a time. (b) 3D TV minimization filter. 

In each slice, each voxel to be denoised with the 3D TV minimization filter is 

influenced by the intensity values of the surrounding voxels, including voxels in the 

neighboring slices. (Fig. 2 (b)). In this work, the discrete equation (Eq. (5)) which 

corresponds to the Euler-Lagrange solution of the 3D TV minimization problem, presents 

some differences in relation to [44], specifically in the discretization of derivatives. These 



 

 

minor changes were achieved after some empirical studies where it was found that these 

combinations allow for a better balance between differences. 
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In Eq. (4) and Eq. (5), 
 x , 

 x , 
 y , 

 y ,
 z  and 

 z , denote forward (+) and backward (-) 

one-sided differences in x, y and z directions, respectively; 
0

x , 
0

y  and 
0

z  indicate central 

difference in x, y and z directions, respectively; and ε > 0 is a small parameter introduced 

to remove the derivative singularity when u is locally constant. 

These formulations are valid only for interior points, i.e., voxel ),,( kji  with

 1,...,2  mi ,  1,...,2  nj  and  1,...,2  pk , excluding borders. For the 2D 

problem (Eq.(4)), boundary conditions were defined as in [52]. For the 3D algorithm (Eq. 

(5)), boundary conditions were defined as: 

kjkj uu ,,2,,1  and kjmkjm uu ,,1,,   for  1,...,2  nj  and  1,...,2  pk ;  

kiki uu ,2,,1,   and knikni uu ,1,,,   for  1,...,2  mi  and  1,...,2  pk ;  

2,,1,, jiji uu   and 1,,,,  pjipji uu  for  1,...,2  mi  and  1,...,2  nj ; 

1,2,21,1,1 uu  , 1,1,21,,1  nn uu , 1,2,11,1,  mm uu , 1,1,11,,  nmnm uu ,  

pp uu ,2,2,1,1  , pnpn uu ,1,2,,1  , pmpm uu ,2,1,1,  , pnmpnm uu ,1,1,,  . 



 

 

The main differences between the previously studied algorithms [42, 44] and those 

applied in this study are summarized in the Table 1. 

Table 1. Summary of the differences between the previous studies using the mentioned TV minimization algorithms 

[42, 44] and the studies developed in this work. 

 

Ref. [42] 

TV min in all 

slices 

(Fig. 2 (a)) 

Ref. [44] 

TV min  

in the volume 

(Fig. 2 (b)) 

Phantom 

Mammographic 

Accreditation 

Phantom Model 

156 

Acrylic phantom 

simulating breast 

tissue and lesions 

of high attenuation 

Mammographic 

Accreditation 

Phantom Model 

156 

Acrylic phantom 

simulating breast 

tissue and lesions 

of high 

attenuation 

Reconstructed 

voxel (mm3) 
0.34 x 0.34 x 1.0 

0.085 x 0.085 x 

1.0 
0.34 x 0.34 x 1.0 

0.085 x 0.085 x 

1.0 

Reconstruction 

algorithm 

Algebraic 

Reconstruction 

Technique 

Filtered 

Backprojection 

Algebraic 

Reconstruction 

Technique 

Filtered 

Backprojection 

Implementation 

Ref. [42] was applied to a single slice 

of interest while, in this study, the 

algorithm of Fig. 2 (a) was applied to 

all slices sequentially (is a 3D filter). 

A different combination of discrete 

derivatives was used in Eq. (5). In the 

square root, the combination in this 

study was: (+,0,0), (0,+,0) and (0,0,+) 

instead of (+,0,-), (-,+,0) and (0,-,+) 

used in the previous study [44]. With 

this combination there was an 

improvement of about 0.3% in 3D TV 

minimization. 

 
 

2. 5. Optimization of TV minimization filter  

Filters’ performance directly depend on the regularization parameter (λ) used in 

Eqs. (4) and (5). λ allows to control the weight between the two terms in Eq. (3): 

Regularization Vs. Fidelity. 

 

2. 5. 1. Comprehensive study of λ  

There is one λ value for which the minimum 3D TV is obtained, while maintaining 

the fidelity of data. Although both the algorithms take into account the entire data (not 

only one slice), their application is different (Fig. 2). For this reason, minimum 3D TV 

values of filtered data will be different, and so the respective λ. λ values ranging between 

[10, 250] were applied and the results obtained for both filters were analyzed. 



 

 

The validity of 2D filter when applied to one single slice has already been 

carefully studied in [42] while preliminary results achieved with the 3D filter were 

presented in [44]. The aim of this comprehensive study was to validate both the 

algorithms under the modified conditions: the 2D algorithm considering all slices and the 

3D filter after the introduced alterations. Additionally, it was also useful to find λ 

reference values for the next section. 

 

2. 5. 2. λ Vs. CNRmax(90º) 

The λ value which allows the greatest minimization of 3D TV of the entire data 

may differ from the value which generates reduction of local blur or improvement of local 

CNR. In addition, as there is a minimization of TV and therefore noise and variability 

reduction, the impact of these filters in z-direction should be studied through image 

quality at 90º. For this reason, based on λ values responsible for the greatest minimization 

of 3D TV, a detailed study about CNR at 90º as a function of λ was conducted. Images 

generated by λ values allowing the highest CNR at 90º have been analyzed. 

 

2. 6. DBT clinical data  

For the clinical quantitative analysis, CNR and FWHM were also obtained at 0º 

and 90º. CNR was calculated as in Eq. (1), with the feature of interest being the biggest 

calcification. The FWHM was obtained with a Gaussian curve fitted to the profile of the 

same calcification. It is known that the calcification diameter is approximately 3.6-3.8 

mm at 0º (xy planes) and 8-11 mm in 90º (yz planes), respectively. As in phantom 

measures, FWHM value at 90º was considered as an indicator of the blur in z direction. 

 

3. RESULTS  



 

 

Both filters were applied to the phantom with original dimensions of 

4214601330   and voxel size 0.1085.0085.0   mm3. 2D TV minimization algorithm 

took approximately 17 seconds to cover all slices and 3D TV minimization was done in 

approximately 28 seconds. The results obtained are shown in Secs. 3.A-3.E. 

 

3.1. Comprehensive study of λ Vs. 3D TV values 

The results for 3D TV values (calculated using Eq. (2)) obtained with λ ranging 

between 10 and 250 (with a fixed step-size of 10) are presented in Fig. 3 and Fig. 4 for 

the 2D TV minimization in all slices and 3D TV minimization, respectively. For more 

detailed information, the λ value was varied with a step-size of 1 and the first filter was 

then applied with λ between 188 and 208 (Fig. 3-right) and the second one with λ ranging 

from 215 and 235 (Fig. 4-right).  

 

Fig. 3. 3D TV values for unfiltered and filtered phantom data, with minimization of 2D TV in all slices, plotted as a 

function of λ. Right: zoom in on λ range where 3D TV is minimum. 

 

Fig. 4. 3D TV values for unfiltered and filtered phantom data, with minimization of 3D TV, plotted as a function of λ. 

Right: zoom in on λ range where 3D TV is minimum. 

 



 

 

The 3D TV value calculated for the unfiltered data and minimum 3D TV values 

obtained with each filter (and respective λ) are presented in Table 2. 

Table 2. Summary of the results obtained for the 3D TV values of unfiltered and filtered phantom data with the two 

applications (minimization of 2D TV in all slices and minimization of 3D TV). It is also presented the variation in 

percentage between the unfiltered and filtered values. 

 TV3D λ ∆ (%) 

Unfiltered 3.885E+09   

Filtered min2DTV all slices 2.892E+09 197 -25.57 

Filtered min3DTV 2.519E+09 225 -35.17 

 

 

3.2. λ Vs. CNRmax(90º) 

From Table 2, λ(min2DTV-allslices)=197 and λ(min3DTV)=225 allow the lowest 

3D TV value for each filter. For this reason, CNR calculated values in the 5 mm disk at 

90º in the phantom filtered data as a function of λ values ranging between [155, 245] are 

presented in Fig. 5.  

  

Fig. 5. Values of CNR at 90º obtained with 2D TV minimization algorithm applied to all slices (a) and 3D TV 

minimization algorithm (b) as a function of λ. 

 

3.3. Phantom analysis 

From Fig. 5 (a), for the 2D TV minimization algorithm, λ=197 was the value 

which allows the maximum CNR at 90º. On the other hand, λ=195 was the best choice 

for the 3D TV minimization algorithm (Fig. 5 (b)). Table 3 summarizes the quantitative 

results obtained for the filtered data at 90º using these λ values. 

Table 3. Results obtained for CNR, FWHM0.5mm and FWHM5.0mm values of unfiltered and filtered phantom data at 90º. 

Each filtered data was obtained using λ corresponding to the maximum CNR at 90º (λ=197 for the 2D TV minimization 



 

 

in all slices and λ=195 for the 3D TV minimization). It is also presented the variation in percentage between the 

unfiltered and filtered values. 

90º 

 
CNRmax  

FWHM0.5mm 

(mm) 
 

FWHM5.0mm 

(mm) 
 

Unfiltered 22.106 ∆ (%) 2.594 ∆ (%) 3.100 ∆ (%) 

Filtered min2DTV 

all slices 
28.924 30.84 2.517 -2.97 2.906 -6.28 

Filtered min3DTV 30.167 36.47 2.533 -2.36 3.048 -1.69 

 

 

As DBT data and algorithms are 3D, besides analysis in z-direction, it is important 

to also ensure quality at 0º. In this way, the quantitative values obtained in the xy 

reconstruction plane are presented in Table 4. 

Table 4. Results obtained for CNR, FWHM0.5mm and FWHM5.0mm values of unfiltered and filtered phantom data at 0º. 

Each filtered data was obtained using λ corresponding to the maximum CNR at 90º (λ=197 for the 2D TV minimization 

in all slices and λ=195 for the 3D TV minimization). It is also presented the variation in percentage between the 

unfiltered and filtered values. 

0º 

 
CNRmax  

FWHM0.5mm 

(mm) 
 

FWHM5.0mm 

(mm) 
 

Unfiltered 17.427 ∆ (%) 0.4957 ∆ (%) 4.479 ∆ (%) 

Filtered min2DTV 

all slices 
20.822 19.48 0.4956 -0.02 4.595 2.58 

Filtered min3DTV 23.761 36.35 0.4962 0.09 4.598 2.65 

 

Images of results achieved with volume rendering at 0º of the 0.5 mm and 5 mm 

disks are presented in Fig. 6 and images at 90º are shown in Fig. 7. In both Fig. 6 and 

Fig. 7, the first column (a1 and a2) represent unfiltered disks, the second column (b1 and 

b2) presents filtered disks with 2D TV minimization in all slices, and the last column (c1 

and c2) shows the results obtained with 3D TV filter. 



 

 

   

   

Fig. 6. Volume rendering images at 0º for 5 mm disk (top row) and 0.5 mm disk (bottom row) obtained for the unfiltered 

(a1 and a2) and filtered data with 2D TV minimization filter applied to all slices – λ=197 (b1 and b2) and 3D TV 

minimization filter – λ=195 (c1 and c2). 

     

   

Fig. 7. Volume rendering images at 90º for 5 mm disk (top row) and 0.5 mm disk (bottom row) obtained for the 

unfiltered (a1 and a2) and filtered data with 2D TV minimization filter applied to all slices – λ=197 (b1 and b2) and 

3D TV minimization filter – λ=195 (c1 and c2). 

 

3.4. Clinical data analysis 

The results for 3D TV values obtained for clinical data with λ ranging between 10 

and 200 are presented in Fig. 8 and Fig. 9 for the 2D TV minimization in all slices and 

3D TV minimization, respectively. For further analysis, 3D TV values of filtered clinical 

data were obtained with λ ranging from 124 and 144 for the first filter (Fig. 8-right) and 

λ between 135 and 155 for the second (Fig. 9-right). 



 

 

 

Fig. 8. 3D TV values for unfiltered and filtered clinical data, with minimization of 2D TV in all slices, plotted as a 

function of λ. Right: zoom in on λ range where 3D TV is minimum. 

 

Fig. 9. 3D TV values for unfiltered and filtered clinical data, with minimization of 3D TV, plotted as a function of λ. 

Right: zoom in on λ range where 3D TV is minimum. 

 

The 3D TV value calculated for the unfiltered clinical data and the minimum 3D 

TV values obtained after the application of each filter (and respective λ) are summarized 

in Table 5. 

Table 5. Summary of the results obtained for the 3D TV values of unfiltered and filtered clinical data with the two 

applications (minimization of 2D TV in all slices and minimization of 3D TV). It is also presented the variation in 

percentage between the unfiltered and filtered values. 

 TV3D λ ∆ (%) 

Unfiltered 1.995E+09   

Filtered min2DTV all slices 1.556E+09 135 -22.02 

Filtered min3DTV 1.371E+09 145 -31.29 

 

In Table 6 are presented the CNR and FWHM values measured, at 0º and 90º, 

before and after the application of each filter using the respective λ value that allowed to 

obtain the minimum 3D TV value. In Fig. 10, volume rendering of the results obtained 

with clinical data at 0º and 90º are illustrated.  

Table 6. Results obtained for CNR and FWHMCalc values of unfiltered and filtered clinical data at 0º and 90º. Each 

filtered data was obtained using λ corresponding to the minimum 3D TV (λ=135 for the 2D TV minimization in all 



 

 

slices and λ=145 for the 3D TV minimization). It is also presented the variation in percentage between the unfiltered 

and filtered values. 

0º 

 CNR  FWHMCalc (mm)  

Unfiltered 20.483 ∆ (%) 3.660 ∆ (%) 

Filtered min2DTV all slices 28.490 39.09 3.657 -0.06 

Filtered min3DTV 30.607 49.43 3.667 0.20 

90º 

 CNR  FWHMCalc (mm)  

Unfiltered 18.900 ∆ (%) 9.865 ∆ (%) 

Filtered min2DTV all slices 22.756 20.40 9.318 -5.55 

Filtered min3DTV 23.701 25.40 9.501 -3.69 

 

 

 

Fig. 10. Volume rendering at 0º (a, b and c) and 90º (d, e and f) of clinical data. (a1, b1, c1, d1, e1 and f1) represent the 

zoom in of the biggest calcification. Unfiltered data: a (a1) and d (d1); filtered data with 2D TV minimization: b (b1) 

and e (e1); and data obtained with 3D TV minimization filter: c (c1) and f (f1). 

 



 

 

4. DISCUSSION 

The application of this type of filters after reconstruction is a straightforward 

approach and it is not time-consuming, unlike iterative methods. In addition, these filters 

are applied to all dimensions of DBT data and the visualization of obtained results through 

3D volume rendering allows a better analysis of the effects in all directions. Here, two 

TV minimization filters were optimized considering the three dimensions and our study 

focused on: the λ value that solves the 3D TV minimization problem, validating the 

algorithms and the λ value which gives the maximum CNR in a high intensity region at 

90º (without compromising or even improving the z-blur).  

Considering the results obtained with the phantom, we observe that both filters 

had more influence in CNR values than on FWHM, at 0º and 90º. Regardless of the filter, 

the main objectives of minimizing 3D TV and increasing the CNR, without affecting the 

blur in the z-direction, were achieved. Taking into account Fig. 3 and Fig. 4, filtered 3D 

TV values are smaller than the 3D TV value of unfiltered data for λ values greater than 

100. λ works as a weighting factor in Eq. (3), which means, it should ensure that the 

fidelity term has enough weight to keep fundamental information in the filtered data. For 

3D TV values achieved with λ inferior to 100, the fidelity term has not sufficient influence 

on the results as there is too much regularization and unwanted artifacts are introduced. 

Therefore, in both cases, only results obtained with λ values greater than 100 were 

considered as valid. It is observed that both the algorithms presented the expected 

behavior for this problem, achieving a minimum value of 3D TV, with a significant 

reduction when compared with unfiltered data. The 2D minimization filter applied to all 

slices allowed a 25.57% decrease with λ=197, while the 3D filter achieved a 35.17% 

reduction in the 3D TV value with λ=225 (Table 2). As 3D TV considers alterations in x, 



 

 

y and z, the algorithm which is truly applied in z (taking into account adjacent slices - 

Fig. 2(b)), results in the greatest reduction. 

The λ value which allowed the maximization of CNR at 90º was the same for the 

sequentially applied 2D minimization filter (197), while for the 3D minimization it was 

changed to 195 (Fig. 5). With these λ values, a significant improvement in CNR at 90º 

was achieved: 30.84% and 36.47% for the 2D and 3D filters, respectively (Table 3). These 

quantitative values resulted in smoother rendered images in Fig. 7 (b1) and (c1) when 

compared with Fig. 7 (a1). Blur in z-direction, measured through FWHM of 0.5 mm and 

5 mm disks at 90º, has not increased in any case, achieving a reduction of 6.28% for 5 

mm disk when filtered with the 2D algorithm slice-by-slice (Table 3). This effect is visible 

through a slight decrease in disk thickness in Fig. 7(b1). For the 0.5 mm disk (Fig. 7 (a2) 

to (c2)), the differences are not visually evident (with variations of about 2% to 3% in 

FWHM). 3D TV minimization filter presented better results for the increase in CNR (and 

resulting noise reduction) but 2D minimization filter resulted in a greater reduction in z-

blur. This is due to its slice-by-slice application, where it does not spread information 

between adjacent slices to make data smoother. Although the actual thickness of the disks 

is 1 mm, both presented higher values (Table 3) and the larger the disk, the greater the 

contamination in z. Despite reducing this contamination, this type of filter does not solve 

this problem. Deconvolution methods may be a good option but are quite sensitive to 

noise. As these TV minimization filters showed a significant increase in CNR (reducing 

noise), a combination of both approaches can yield interesting results that should be 

studied in the future. 

As pointed out in this paper, all data dimensions are important. In this way, it is 

essential to also ascertain image quality at 0º, i.e., in xy (usual 2D visualization plane). 

From Table 4, we observe the results obtained at 0º are consistent with those at 90º. Both 



 

 

filters avoid FWHM deterioration with a variation of about 0% for the smallest disk and 

2.5% for the largest disk. The 2D minimization filter allowed a 19.48% increase in CNR, 

while 3D filter again showed a better result with an increase of 36.25% (similar to 90º). 

This improvement in CNR is quite visible in Fig. 6(a1) to (c1) through smoother images 

with a crescent degree from left (Fig. 6 (a1)) to right (Fig. 6 (c1)). The small variations in 

FWHM resulted in preservation of the edges and alterations not visible to naked eye in 

the results of Fig. 6, both for the larger disk (Fig. 6 (a1) to (c1)) and for the smallest (Fig. 

6 (a2) to (c2)). 

Considering clinical data, results obtained with λ values above 70 were considered 

valid for both algorithms (Fig. 8 and Fig. 9). This lower threshold (when compared to 

phantom) varies according to σB of the unfiltered data. As this value is higher for clinical 

data (which contain much more anatomical information), the minimum value of λ must 

be lower [42]. With λ = 135, 2D filter achieved a 22.02% minimization on 3D TV. The 

3D filter reached a 3D TV minimum (decrease of 31.29%) with λ=145 (Table 5). Besides, 

according to Table 6, the results of the metrics studied at 0º and 90º are in agreement with 

those obtained for the phantom. At 0º, the CNR has here a more significant increase: 

39.09% and 49.43% for the 2D and 3D filters, respectively. At 90º, the variations are of 

a similar order of magnitude: 20.40% and 25.40% for each case, respectively. CNR 

measures in clinical data should be interpreted with caution because clinical background 

often considers anatomical noise, which may influence the results. On the other hand, 

taking into account the calcification in this case, also the variations obtained for FWHM 

are similar to those of the phantom. At 0º, these variations are numerically small (~ 0%) 

for both filters. At 90º, the 2D filter achieves once again a greater blur reduction (5.55%) 

than 3D filter (3.69%). Images from Fig. 10 are in accordance with these quantitative 

results. Areas of higher noise (clearly visible in the zoom of Fig. 10(a1) and (d1)) become 



 

 

much softer with the application of any of the filters (Fig. 10 (b1, c1, e1, f1). Calcification 

edges were preserved at 0 ° and its spread was reduced at 90° (Fig. 10 (e1)). 

As mentioned before, different rendering parameters such as voxel size in z, 

sample distance or transfer functions can influence the obtained results. Therefore, the 

presented results are compared only with each other or with results obtained under the 

same conditions. In addition to visualization parameters, also acquisition parameters such 

as mAs (which produces data with different noise levels) and kVp (which produces data 

with different contrast levels) can affect the results. Despite these limitations, the 

presented and validated methodologies are reproducible in other scenarios. 

We think it is important to compare these results obtained after reconstruction 

with FBP with DBT data reconstructed with iterative algorithms, which have shown 

interesting results in terms of reducing the out-of-plane artifact. 

 

5. CONCLUSIONS  

To solve the same TV minimization problem in DBT data, two 3D filters were 

studied. The obtained results were analyzed at two angles (0º and 90º) with a 3D 

visualization through volume rendering. The filters differ in their application. One 

considers a slice-by-slice optimization, sequentially traversing all slices of the data. The 

other considers the intensity values of adjacent slices to make this optimization on each 

voxel. 

For the rendered phantom images, the suitable Lagrange multiplier (λ) to be used 

in the discrete equation of each filter has been studied with two objectives: first, 3D TV 

minimization (validating the algorithms) and second, CNR maximization at 90º, without 

increasing the blur in z. Analysis at other visualization angles (such as at 45°) should be 

considered in future work. 



 

 

The performance of each filter was also tested with a clinical case containing a 

calcification. The results obtained for the phantom and the clinical data are very 

encouraging with a significantly increased CNR at 0 ° and 90 ° and a small reduction in 

blur at 90 ° (slight reduction of the out-of-plane artifact). In addition, both approaches 

were applied in a considerably short time, taking into account the number of voxels in 

question. 

This study presents the particularity of two 3D filters and analyzes the 

performance via 3D visualization. In this way, it is possible to get a sense of the impact 

of these algorithms on the data in a direct way, by visualizing the DBT data at once from 

several angles. 
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