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Abstract

Humans and animals are able to solve a wide variety of perceptual, decision

making and motor tasks with great flexibility. Moreover, behavioural evidence

shows that this flexibility extends to situations where accuracy requires the

correct treatment of uncertainty induced by noise and ambiguity in the available

sensory information as well as noise internal to the brain. It has been suggested

that this adequate handling of uncertainty is based on a learned internal model,

e.g. in the case of perception, a generative model of sensory observations.

Learning latent variable models and performing inference in them is a

key challenge for both biological and artificial learning systems. Here, we

introduce a new approach to learning in hierarchical latent variable models

called the Distributed Distributional Code Helmholtz Machine (DDC-HM),

which emphasises flexibility and accuracy in the inferential process. The

approximate posterior over unobserved variables is represented implicitly as

a set of expectations, corresponding to mean parameters of an exponential

family distribution. To train the generative and recognition models we develop

an extended wake-sleep algorithm inspired by the original Helmholtz Machine.

As a result, the DDC-HM is able to learn hierarchical latent models without

having to propagate gradients across different stochastic layers—making our

approach biologically appealing.

In the second part of the thesis, we review existing proposals for neural

representations of uncertainty with a focus on representational and computa-

tional flexibility as well as experimental support. Finally, we consider inference

and learning in dynamical environment models using Distributed Distributional
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Codes to represent both the stochastic latent transition model and the inferred

posterior distributions. We show that this model makes it possible to gener-

alise successor representations to biologically more realistic, partially observed

settings.



Impact Statement

We expect the thesis to have a direct impact on fundamental research in the

fields of machine learning and neuroscience. In particular, the distributed distri-

butional code Helmholtz machine, the algorithm we have introduced in chapter

2, presents a novel perspective on learning hierarchical generative models. Un-

like most earlier methods, it places great emphasis on the inferential process

and on accurately capturing uncertainty about latent variables. Generative

latent variable models have numerous existing and potential applications from

image processing, speech synthesis and recognition to medical diagnostics. In

many of these applications, quantifying uncertainty about unobserved variables

is essential when an algorithm is used in real-world scenarios.

Another area where the thesis should have a significant impact is the-

oretical and systems neuroscience. The work presented here contributes to

our understanding of how we learn to reason about relevant but not directly

observable variables in the world or how we make decisions in the face of

uncertainty. While we have studied these questions from a computational and

algorithmic perspective, generating hypothesis on these levels is key towards a

more mechanistic understanding of how brains carry out these computations.

Furthermore, our discussion on the origins and representations of uncertainty

in the brain, clarifying the relationship between concepts like noise, variability

and uncertainty, should facilitate a more nuanced treatment of the topic in

future publications.

Finally, we hope that this work will also inspire further research at the

intersection of these two fields that have a lot to benefit from one another.
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Preface

Conscious of the rather broad topics in the title, here we start by describing the

scope of the thesis in more detail. The main theme explored throughout the

thesis is how to learn probabilistic models that serve as a statistical description

of the world and how to invert these models to be able to reason about latent

variables given available observations. This is a pivotal problem in both machine

learning and neuroscience as both biological and artificial intelligent systems

need to operate in a partially observable, uncertain world.

The thesis is structured as follows: in Part I, we introduce the distributed

distributional code Helmholtz machine, an algorithm for learning hierarchical

latent variable models that allows for accurate inference through a flexible

exponential family posterior representation (chapter 2). In chapter 3, we

generalise the algorithm to reproducing kernel Hilbert spaces and we present

an analysis of convergence.

In Part II, we discuss origins of uncertainty in the context of neuroscience

and the Bayesian brain hypothesis; we present a critical review of existing

theoretical proposals for neural representations of uncertainty (chapter 4).

Finally, we show how distributed distributional codes can generalise successor

representations to partially observable environments and discuss a variety of

experimental observations unified under our model.

Most of the results from chapter 2 on the DDC Helmholtz machine were

published in Vértes and Sahani (2018), while chapter 5 on distributional

successor features was published in Vértes and Sahani (2019).
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Chapter 1

Introduction

There is substantial interest in applying variational methods to learn complex

latent-variable generative models, for which the full likelihood function (after

marginalising over the latent variables) and its gradients are intractable. Un-

supervised learning of such models has two complementary goals: to learn a

good approximation to the distribution of the observations; and also to learn

the underlying structural dependence so that the values of latent variables may

be inferred from new observations.

Variational methods rely on optimising a lower bound to the log-likelihood

(the free energy), which depends on an approximation to the posterior distri-

bution over the latents (Wainwright and Jordan, 2008). The performance of

variational algorithms depends critically on the flexibility of the variational

posterior. In cases where the approximating class does not contain the true

posterior distribution, variational learning may introduce substantial bias to

estimates of model parameters (Turner and Sahani, 2011).

Variational autoencoders (Rezende et al., 2014; Kingma et al., 2014) com-

bine the variational inference framework with the earlier idea of the recognition

network. This approach has made variational inference applicable to a large

class of complex generative models. However, many challenges remain. Most

current algorithms have difficulty learning hierarchical generative models with

multiple layers of stochastic latent variables (Sønderby et al., 2016). Arguably,

this class of models is crucial for modelling data where the underlying physical
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process is itself hierarchical in nature. Furthermore, the generative models

typically considered in the literature restrict the prior distribution to a simple

form, most often a factorised Gaussian distribution, which makes it difficult to

incorporate additional generative structure such as sparsity into the model.

We introduce a new approach to learning hierarchical generative models,

the Distributed Distributional Code (DDC) Helmholtz Machine, which combines

two ideas that originate in theoretical neuroscience: the Helmholtz Machine with

wake-sleep learning (Dayan et al., 1995); and distributed or population codes

for distributions (Zemel et al., 1998; Sahani and Dayan, 2003). A key element

of our method is that the approximate posterior distribution is represented as

a set of expected sufficient statistics, rather than by directly parametrising the

probability density function. This allows an accurate posterior approximation

without being restricted to a rigid parametric class. At the same time, the DDC

Helmholtz Machine retains some of the simplicity of the original Helmholtz

Machine in that it does not require propagating gradients across different layers

of latent variables. The result is a robust method able to learn the parameters

of each layer of a hierarchical generative model with far greater accuracy than

achieved by current variational methods.

Here, we begin by briefly reviewing variational learning (section 1.1), deep

exponential family models (section 1.2), and the original Helmholtz Machine

and wake-sleep algorithm (section 1.3) relevant for our discussion of the DDC

Helmholtz machine in chapter 2. Then, we introduce reproducing kernel Hilbert

spaces and kernel mean embeddings, concepts that will allow us to generalise

the DDC Helmholtz machine algorithm to infinite dimensional spaces (chapter

3).

1.1 Variational inference and learning in la-

tent variable models

In most latent variable models of interest maximum likelihood learning is

intractable since the objective requires evaluating the following integral:
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log pθ(x) = log

∫
pθ(x, z)dz (1.1)

where x and z are the observed and unobserved variables, respectively, and

pθ(x, z) is the joint density parametrised by θ. With a few exceptions, such as

linear Gaussian models, the integral in eq. 1.1 has no analytic solution.

Variational methods (Jordan et al., 1999; Wainwright and Jordan, 2008)

rely on optimising a lower bound F on the log-likelihood by introducing an

approximate posterior distribution q(z|x) over the latent variables:

log pθ(x) ≥ F(q, θ, x) = 〈log pθ(x, z)〉q(z|x) + H[q(z|x)]

= log pθ(x)−DKL[q(z|x)||pθ(z|x)]
(1.2)

where H[q(z|x)] is the entropy of q, DKL is the Kullback-Leibler (KL) divergence

between the approximate and true posterior distributions. F(q, θ, x) is referred

to as the negative variational free energy and can be jointly maximised with

respect to the generative model parameters θ and the approximate posterior

q(z|x).

The cost of computing the posterior approximation for each observation can

be efficiently amortised by using a recognition model (Gershman and Goodman,

2014), an explicit function (with parameters φ, often a neural network) that

for each x returns the parameters (η) of an estimated posterior distribution:

x 7→ η so that qφ(z|x) = q(z; ηφ(x)).

For tractability, the approximate posterior is typically chosen to be a

member of a simple parametric form, for example a factorised Gaussian distri-

bution. The resulting mismatch between the approximate and exact posterior

distributions introduces a bias in variational learning of the parameters θ. The

variational objective penalises this error using the ‘exclusive’ Kullback-Leibler

divergence (between the approximate and true posterior distributions, see

eq. 1.2), which typically results in an approximation that underestimates the

posterior uncertainty (Minka, 2005).
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Multi-sample objectives (IWAE Burda et al. (2015); VIMCO Mnih and

Rezende (2016)) have been proposed to remedy the disadvantages of a restrictive

posterior approximation. Nonetheless, benefits of these methods are limited

in cases when the proposal distribution is too far from the true posterior (see

section 2.3).

1.2 Deep exponential family models

We consider hierarchical generative models in which each conditional distribu-

tion belongs to an exponential family, also known as deep exponential family

models (Ranganath et al., 2015). Let x ∈ X denote a single (vector) observation.

The distribution of data x is determined by a sequence of L latent variables

z1 ∈ RD1 , . . . .zL ∈ RDL arranged in a conditional hierarchy as follows:

x

z1

z2

...

zL

p(x|z1) = exp
(
g0(z1, θ0)TS0(x)− Φ0(g0(z1, θ0))

)

p(z1|z2) = exp
(
g1(z2, θ1)TS1(z1)− Φ1(g1(z2, θ1))

)

p(z2|z3) = exp
(
g2(z3, θ2)TS2(z2)− Φ2(g2(z3, θ2))

)

p(zL) = exp
(
θTLSL(zL)− ΦL(θL)

)

Each conditional distribution is a member of a tractable exponential family,

so that conditional sampling is possible. Using l ∈ {0, 1, 2, . . . L} to denote

the layer (with l = 0 for the observation, x ∈ RD0), these distributions have

sufficient statistic function Sl, natural parameter given by a known function gl

of both the parent variable and a parameter vector θl, and a log normaliser Φl

that depends on this natural parameter. At the top layer, we lose no generality

by taking gL(θL) = θL.

We will maintain the general notation here, as the method we propose

is very broadly applicable (both to continuous and discrete latent variables),

provided that the family remains tractable in the sense that we can efficiently

sample from the conditional distributions given the natural parameters.
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1.3 The classic Helmholtz Machine and the

wake-sleep algorithm

The Helmholtz Machine (HM; Dayan et al., 1995) comprises a latent-variable

generative model that is to be fit to data, and a recognition network, trained

to perform approximate inference over the latent variables.

The latent variables of an HM generative model are arranged hierarchically

in a directed acyclic graph, with the variables in a given layer conditionally

independent of one another given the variables in the layer above. In the original

HM, all latent and observed variables were binary and formed a sigmoid belief

network (Neal, 1992), which is a special case of deep exponential family models

introduced in the previous section with Sl(zl) = zl and gl(zl+1, θl) = θlzl+1.

p(zL) = Bernoulli(θL)

p(zL−1|zL) = Bernoulli(σ(θL−1zL))

...

p(x|z1) = Bernoulli(σ(θ0z1))

(1.3)

The recognition network is a functional mapping with an analogous hierarchical

architecture that takes each x to an estimate of the posterior probability of

each zl, using a factorised mean-field representation, i.e. q(zl|x) = Πiq(zl,i|x),

where i is indexing the elements of the vector zl.

The training of both generative model and recognition network follows a

two-phase procedure known as wake-sleep (Hinton et al., 1995). In the wake

phase, observations x are fed through the recognition network to obtain the

posterior approximation qφ(zl|x). In each layer the latent variables are sampled

independently conditioned on the samples of the layer below according to the

probabilities determined by the recognition model parameters. These samples

are then used to update the generative parameters to increase the expected

joint likelihood – equivalent to taking gradient steps to increase the variational

free energy. In the sleep phase, the current generative model is used to provide
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joint samples of the latent variables and fictitious (or “dreamt”) observations

and these are used as supervised training data to adapt the recognition network.

The algorithm allows for straightforward optimisation since parameter updates

at each layer in both the generative and recognition models are based on locally

generated samples of both the input and output of the layer.

Despite the resemblance to the two-phase process of expectation-

maximisation and approximate variational methods, the sleep phase of wake-

sleep does not necessarily increase the free-energy bound on the likelihood

(Dayan, 2000). Even in the limit of infinite samples, the mean field representa-

tion qφ(z|x) is learnt so that it minimises DKL[pθ(z|x)‖qφ(z|x)], rather than

DKL[qφ(z|x)‖pθ(z|x)] as required by variational learning (see eq. 1.2). For this

reason, the mean-field approximation provided by the recognition model is

particularly limiting, since it not only biases the learnt generative model (as in

the variational case) but it may also preclude convergence.

1.4 Reproducing kernel Hilbert spaces

Here, we give a definition of reproducing kernel Hilbert spaces (RKHS) and

universal kernels—concepts that we will use extensively in our discussion of

the Kernel Helmholtz machine in chapter 3.

Definition 1. (RKHS) Consider a non-empty set Z. A reproducing kernel

Hilbert space HZ with kernel kZ : Z × Z → R is a Hilbert space of real-valued

functions f : Z → R. Its dot product 〈., .〉HZ satisfies the reproducing property:

∀z ∈ Z : kZ(z, .) ∈ HZ , (1.4)

∀z ∈ Z and ∀f ∈ HZ : 〈f, kZ(z, .)〉HZ = f(z). (1.5)

That is, the kernel function evaluated at one of its arguments kZ(z, .)

is a function in the RKHS HZ and we can represent the evaluation of a

function at any z ∈ Z as an inner product in HZ . It also follows that

〈k(z, .), k(z′, .)〉H = k(z, z′). The function kZ(z, .) can also be viewed as a
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feature map φ(z) ∈ HZ where k(z, z′) = 〈φ(z), φ(z′)〉HZ .

Definition 2. (Universal kernel). Consider a compact metric space Z and

continuous kernel kZ : Z × Z → R. kZ is universal (or c-universal) if

its associated RKHS, HZ is dense in the Banach space, C(Z) of real-valued

continuous functions (on Z ) w.r.t. the uniform norm, i.e., for any f ? ∈ C(Z),

there exists g ∈ HZ that uniformly approximates f ?.

Note that this definition of universality is limited to functions defined over

compact spaces excluding many interesting spaces like Rd. To address this

limitation, the definition has been generalised to functions over non-compact

spaces that vanish at infinity (Sriperumbudur et al., 2010). Examples of such c0-

universal kernels on Rd include the Gaussian k(z, z′) = exp(−α‖z − z′‖2
2), α > 0

or Laplacian kernels k(z, z′) = exp(−α‖z − z′‖1), α > 0.

1.4.1 Vector valued RKHSs

The definition of scalar-valued RKHS has been extended to the space of vector

valued functions (Micchelli and Pontil, 2005). Here, we give the definition and

review some of the properties of vector valued RKHSs that we will later use to

analyse convergence of the Kernel Helmholtz machine.

Consider a non-empty set X and a Hilbert space (V , 〈., .〉V).

Definition 3. A Hilbert space (HΓ, 〈., .〉Γ) of (vector valued) functions f : X →
V is an RKHS if for all x ∈ X , v ∈ V the linear functional f → 〈v, f(x)〉V is

continuous.

The Riesz representer theorem implies that for each x ∈ X and v ∈ V
there is a linear operator Γx : V → HΓ, such that for all f ∈ HΓ

〈v, f(x)〉V = 〈f,Γxv〉Γ. (1.6)

The corresponding reproducing kernel in HΓ, Γ(x, x′) is a bounded linear



32 Chapter 1. Introduction

operator V → V and defined as:

Γ(x, x′)v = (Γx′v)(x) ∈ V . (1.7)

1.5 Kernel mean embedding of distributions

Kernel mean embeddings define a representation of a probability distribution

P in an RKHS as the expected kernel function, that is:

µP :=

∫

Z
kZ(z, .)dP(z) (1.8)

where kZ(z, .) ∈ HZ and µP ∈ HZ if Ez∼P [kZ(z, z)] < ∞. Importantly,

for characteristic kernels kZ(z, z′), the kernel mean embedding captures all

information about the distribution P .

Definition 4. (Characteristic kernel). Consider a topological space Z, a

measurable, bounded kernel kZ and a Borel probability measure P on Z. The

kernel kZ is characteristic if and only if the embedding P →
∫
Z kZ(z, .)dP(z)

is injective.

The injective property of characteristic kernels implies that different dis-

tributions are mapped to different points in the RKHS: µP = µP ′ if and only if

P = P ′ (Fukumizu et al., 2003). The characteristic property is closely related

to universality of kernels (Sriperumbudur et al., 2010), for an in-depth review

of kernel mean embeddings see Muandet et al. (2017).

The kernel mean embedding µP can be used to compute expectations of

functions h ∈ HZ with respect to P by an inner product in HZ :

Ep(z)[h(z)] = 〈h, µP〉HZ ∀h ∈ HZ (1.9)

Similarly, conditional expectations can also be evaluated as an inner product:

Ep(z|x)[h(z)] = 〈h, µ(x)〉HZ ∀h ∈ HZ , x ∈ X (1.10)
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where µ(x) ∈ HZ is the conditional mean embedding. Note that µ is a mapping

X → HZ , while µ(x) ∈ HZ , i.e. an RKHS function on Z.

For a general RKHS HZ , the conditional embedding µ can be estimated

by computing the operator Uz|x : HX → HZ for which µ(x) = Uz|xkX (x, .) as

described in Song et al. (2009). The corresponding empirical estimator Ûz|x
converges with rate O(S−1/4) with the number of samples S.

Assuming that HZ is a finite dimensional RKHS, the conditional mean

embedding can be approximated in a vector valued RKHS HΓ with a much

faster convergence rate of O(logS/S) (Grünewälder et al., 2012). Given a real

valued kernel kX (x, x′) on X , the kernel for HΓ can be defined as Γ(x, x′) =

kX (x, x′)IHZ , where IHZ is the identity operator HZ → HZ . This choice

corresponds to a space isomorphic to HX ×HZ .





Chapter 2

The Distributed Distributional

Code Helmholtz Machine

2.1 Distributed Distributional Codes

The key drawback of both the classic Helmholtz machine and most approxi-

mate variational methods is the need for a tractably parametrised posterior

approximation. Our contribution is to instead adopt a flexible and power-

ful representation of uncertainty in terms of expected values of large set of

(possibly random) arbitrary nonlinear functions. We call this representation

a Distributed Distributional Code (DDC) in acknowledgement of its history

in theoretical neuroscience (Zemel et al., 1998; Sahani and Dayan, 2003). In

the DDC-HM, each posterior is represented by approximate expectations of

non-linear encoding functions {ψi(z)}i=1...Kl with respect to the true posterior

pθ(zl|x):

r
(i)
l (x, φ) ≈

〈
ψi(zl)

〉
pθ(zl|x)

, (2.1)

where r
(i)
l (x, φ), i = 1...Kl is the output of the recognition network (parametrised

by φ) at the lth latent layer, and the angle brackets denote expectations.

A finite—albeit large—set of expectations does not itself fully specify the

probability distribution pθ(zl|x). Thus, the recognition outputs {r(i)
l }i=1...Kl

are interpreted as representing an approximate posterior q(zl|x) defined by

the distribution of maximum entropy that agrees with all of the encoded
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expectations.

A standard calculation shows that this distribution has a density of the

form (Wainwright and Jordan, 2008, Ch.3):

q(zl|x) =
1

Z(η(x))
exp

(
Kl∑

i=1

ηi(x)ψi(zl)

)
(2.2)

where the ηi are natural parameters (derived as Lagrange multipliers enforcing

the expectation constraints), and Z(η) is a normalising constant. Thus, in this

view, the encoded distribution q is a member of the exponential family whose

sufficient statistic functions correspond to the encoding functions {ψi(zl)},
and the recognition network returns the expected sufficient statistics, or mean

parameters. Results on function approximation with random bases (Rahimi and

Recht, 2008) suggest that given a sufficiently large set of encoding functions, we

can approximate the true posterior distribution arbitrarily well. Throughout

this chapter we will use encoding functions of the following form:

ψi(zl) = σ(w(i)T zl + b(i)), i = 1 . . . Kl , (2.3)

where w(i) is a random linear projection with components sampled from a

standard normal distribution, b(i) is a similarly distributed bias term, and σ is

the logistic sigmoid function. That is, the representation is designed to capture

information about the posterior distribution along K random projections in

z-space. As a special case, we can recover the approximate posterior equivalent

to the original HM if we consider linear encoding functions ψi(zl) = [zl]i

(individual components of the vector zl), corresponding to a factorised mean-

field approximation.

Obtaining the posterior natural parameters {η(i)} (and thus evaluating

the density in Eq. 2.2) from the mean parameters {r(i)} is not straightforward

in the general case since Z(η) is intractable. Thus, it is not immediately clear

how a DDC representation can be used for learning. Our exact scheme will be

developed below, but in essence it depends on the simple observation that most
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of the computations necessary for learning (and indeed most computations

involving uncertainty) depend on the evaluation of appropriate expectations.

Given a rich set of encoding functions {ψi}i=1...K sufficient to approximate a

desired function f using linear weights {αi}, such expectations become easy to

evaluate in the DDC representation:

f(z) ≈
∑

i

α(i)ψi(z) (2.4)

⇒ 〈f(z)〉q(z) ≈
∑

i

α(i)〈ψi(z)〉q(z) =
∑

i

α(i)r(i) (2.5)

Thus, the richer the family of DDC encoding functions, the more accurate are

both the approximated posterior distribution, and the approximated expecta-

tions1. We will make extensive use of this property in the following section

where we discuss how this posterior representation is learnt (sleep phase) and

how it can be used to update the generative model (wake phase).

2.2 The DDC Helmholtz Machine algorithm

Algorithm 1 DDC Helmholtz Machine training

Initialise θ
repeat

Sleep phase:
for s = 1 . . . S, sample: z

(s)
L , ..., z

(s)
1 , x(s) ∼ pθ(x, z1, ..., zL)

update recognition parameters {φl} [eq. 2.7]
update function approximators {αl, βl} [appendix]
Wake phase:
x← {minibatch}
evaluate rl(x, φ) [eq. 2.8]

update θ: ∆θ ∝ ∇̂θF(x, r(x, φ), θ) [appendix]

until |∇̂θF| < threshold

Following (Dayan et al., 1995) the generative and recognition models in

the DDC-HM are learnt in two separate phases (see Algorithm 1). The sleep

phase involves learning a recognition network that takes data points x as

1In a suitable limit, an infinite family of encoding functions would correspond to a mean
embedding representation in a reproducing kernel Hilbert space (Gretton et al., 2012)
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input and produces expectations of the non-linear encoding functions {ψi} as

given by Eq. (2.1); and learning how to use these expectations to update the

generative model parameters using approximations of the form of Eq. (2.4). The

wake phase updates the generative parameters by computing the approximate

gradient of the free energy, using the posterior expectations learned in the sleep

phase. Below we describe the two phases of the algorithm in more detail.

2.2.1 Sleep phase

One aim of the sleep phase, given a current generative model pθ(x, z), is to

update the recognition network so that the Kullback-Leibler divergence between

the true and the approximate posterior is minimised:

argmin
φ

DKL[pθ(z|x)||qφ(z|x)]. (2.6)

Since the DDC qφ(z|x) is in the exponential family, the KL-divergence in

Eq. (2.6) is minimised if the expectations of the sufficient statistics vector ψ =

[ψ1, . . . , ψK ] under the two distributions agree:
〈
ψ(z)

〉
pθ(z|x)

=
〈
ψ(z)

〉
qφ(z|x)

.

Hence the parameters of the recognition model should be updated so that:

rl(x, φl) ≈
〈
ψ(zl)

〉
pθ(zl|x)

. This requirement can be translated into an optimi-

sation problem by sampling z
(s)
L , . . . , z

(s)
1 , x(s) from the generative model and

minimising the error between the output of the recognition model rl(x
(s), φl) and

encoding functions ψ evaluated at the generated sleep samples. For tractability,

we substitute the squared loss in place of Eq. (2.6):

φl = argmin
φl

∑

s

∥∥rl(x(s), φl)−ψ(z
(s)
l )
∥∥2
. (2.7)

In principle, one could use any function approximator (such as a neural network)

for the recognition model rl(x
(s), φl), provided that it is sufficiently flexible

to capture the mapping from the data to the encoded expectations. Here,

we parallel the original HM, and use a recognition model that reflects the

hierarchical structure of the generative model. For a model with 2 layers of
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latent variables:

h1(x,W ) = [Wx]+ (2.8)

r1(x, φ1) = φ1 · h1(W,x) (2.9)

r2(x, φ2) = φ2 · r1(x, φ1) (2.10)

where W ∈ RM×D0 , φ1 ∈ RK1×M , φ2 ∈ RK2×K1 and [.]+ is a rectifying non-

linearity. Throughout this chapter we use a fixed W sampled from a normal

distribution, and update φ1, φ2 according to Eq. (2.7).

Recognition model learning in the DDC-HM thus parallels that of the

original HM, albeit with a much richer posterior representation. The second

aim of the DDC-HM sleep phase is quite different: a further set of weights must

be learnt to approximate the gradients of the generative model joint likelihood.

This step is derived in the appendix, but summarised in the following section.

2.2.2 Wake phase

The aim in the wake phase is to update the generative parameters to increase

the variational free energy F(q, θ), evaluated on data x, using a gradient step:

∆θ ∝ ∇θF(q, θ) = 〈∇θ log pθ(x, z)〉q(z|x) (2.11)

The update depends on the evaluation of an expectation over q(z|x). As

discussed in Section 2.1, the DDC approximate posterior representation allows

us to evaluate such expectations by approximating the relevant functions using

the non-linear encoding functions ψ.

For deep exponential family generative models, the gradients of the free

energy take the following form (see appendix A.1):
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∇θ0F = ∇θ0〈log p(x|z1)〉q = S0(x)T 〈∇g(z1, θ0)〉q(z1|x) − 〈µTx|z1∇g(z1, θ0)〉q(z1|x)

...

∇θlF = ∇θl〈log p(zl|zl+1)〉q = 〈Sl(zl)T∇g(zl+1, θl)〉q(zl,zl+1|x) − 〈µTzl|zl+1
∇g(zl+1, θl)〉q(zl+1|x)

...

∇θLF = ∇θL〈log p(zL)〉q = 〈SL(zL)〉q(zL|x) −∇Φ(θL) ,
(2.12)

where µx|z1 , µzl|zl+1
are expected sufficient statistic vectors of the conditional

distributions from the generative model: µx|z1 = 〈S0(x)〉p(x|z1), µzl|zl+1
=

〈Sl(zl)〉p(zl|zl+1). Now the functions that must be approximated are the functions

of {zl} that appear within the expectations in Eqs. 2.12. As shown in appendix

A.1, the coefficients of these combinations can be learnt by minimising a squared

error on the sleep-phase samples, in parallel with the learning of the recognition

model.

Thus, taking the gradient in the first line of Eq. (2.12) as an example, we

write ∇θg(z1, θ0) ≈
∑

i α
(i)
0 ψ

(i)(z1) = α0 ·ψ(z1) and evaluate the gradients as

follows:

sleep: α0 ← argmin
∑

s

(
∇θg(z

(s)
1 , θ0)− α0 ·ψ(z

(s)
1 )
)2

(2.13)

wake: 〈∇θg(z1, θ0)〉q(z1|x) ≈ α0 · 〈ψ(z1)〉q(z1|x) = α0 · r1(x, φ1) (2.14)

with similar expressions providing all the gradients necessary for learning

derived in the appendix.

In summary, in the DDC-HM computing the wake-phase gradients of

the free energy becomes straightforward, since the necessary expectations are

computed using approximations learnt in the sleep phase, rather than by an

explicit construction of the intractable posterior. Furthermore, as shown in the

appendix, using the function approximations trained using the sleep samples and

the posterior representation produced by the recognition network, we can learn



2.3. Experiments 41

the generative model parameters without needing any explicit independence

assumptions (within or across layers) about the posterior distribution.

2.3 Experiments

We first evaluated the performance of the DDC-HM on a directed graphi-

cal model comprising two stochastic latent layers and an observation layer.

The prior on the top layer is a mixture of Gaussians, while the conditional

distributions linking the layers below are Laplace and Gaussian, respectively:

p(z2) = 1/2
(
N (z2|m,σ2) +N (z2|–m,σ2)

)

p(z1|z2) = Laplace(z1|µ = 0, λ = softplus(Bz2))

p(x|z1) = N (x|µ = Λz1,Σx = Ψdiag)

(2.15)

We chose a generative model with a non-Gaussian prior distribution and sparse

latent variables, models typically not considered in the VAE literature. Due

to the sparsity and non-Gaussianity, learning in these models is challenging,

and the use of a flexible posterior approximation is crucial. We show that

the DDC-HM can provide a sufficiently rich posterior representation to learn

accurately in such a model. We begin with low dimensional synthetic data to

evaluate the performance of the approach, before evaluating performance on a

data set of natural image patches (van Hateren and van der Schaaf, 1998).

2.3.1 Synthetic examples

To illustrate that the recognition network of the DDC-HM is powerful enough to

capture dependencies implied by the generative model, we trained it on a data set

generated from the model (N = 10000). The dimensionality of the observation

layer, the first and second latent layers was set to D0 = 2, D1 = 2, D2 = 1,

respectively, for both the true generative model and the fitted models. We

used a recognition model with a hidden layer of size 100, and K1 = K2 = 100

encoding functions for each latent layer, with 200 sleep samples, and learned the

parameters of the conditional distributions p(x|z1) and p(z1|z2) while keeping
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Figure 2.1: Top: Examples of the distributions learned by the Variational Au-
toencoder (VAE), the Importance Weighted Variational Autoencoder
(IWAE) with k = 50 importance samples and the DDC Helmholtz Ma-
chine. Bottom: histogram of log MMD values for different algorithms
trained on synthetic datasets.
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the prior on z2 fixed (m = 3, σ = 0.1).

As a comparison, we have also fitted both a Variational Autoencoder (VAE)

and an Importance Weighted Autoencoder (IWAE), using 2-layer recognition

networks with 100 hidden units each, producing a factorised Gaussian posterior

approximation (or proposal distribution for the IWAE). To make the comparison

between the algorithms clear (i.e. independent of initial conditions, local optima

of the objective functions) we initialised each model to the true generative

parameters and ran the algorithms until convergence (1000 epochs, learning

rate: 10−4, using the Adam optimiser; (Kingma and Ba, 2014)).

Figure 2.1 shows examples of the training data and data generated by

the VAE, IWAE and DDC-HM models after learning. The solution found

by the DDC-HM matches the training data, suggesting that the posterior

approximation was sufficiently accurate to avoid bias during learning. The

VAE, as expected from its more restrictive posterior approximation, could

capture neither the strong anti-correlation between latent variables nor the

heavy tails of the distribution. Similar qualitative features are seen in the

IWAE samples, suggesting that the importance weighting was unable to recover

from the strongly biased posterior proposal.

We quantified the quality of the fits by computing the maximum mean

discrepancy (MMD) (Gretton et al., 2012) between the training data and the

samples generated by each model (Bounliphone et al., 2015) 2. We used an

exponentiated quadratic kernel with kernel width optimised for maximum test

power (Jitkrittum et al., 2016). We computed the MMD for 25 data sets drawn

using different generative parameters, and found that the MMD estimates were

significantly lower for the DDC-HM than for the VAE or the IWAE (k = 5, 50)

(Figure 2.1).

Beyond capturing the density of the data, correctly identifying the under-

lying latent structure is also an important criterion when evaluating algorithms

for learning generative models. Figure 2.2 shows an example where we have

2Estimating the log-likelihood by importance sampling in this model has proven to be
unreliable due the lack of a good proposal distribution
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Figure 2.2: Example posterior distributions corresponding to the learned generative
models. The corner plots show the pairwise and marginal densities
of the three latent variables, for the true model (top left), the model
learned by the VAE, IWAE (k = 50) and DDC-HM.

used Hamiltonian Monte Carlo to generate samples from the true posterior

distribution for one data point under the generative models learnt by each

approach. We found that there was close agreement between the posterior

distributions of the true generative model and the one learned by the DDC-HM.

However, the biased recognition of the VAE and IWAE in turn biases the learnt

generative parameters so that the resulting posteriors (even when computed

without the recognition networks) appear closer to Gaussian.

2.3.2 Natural image patches

We tested the scalability of the DDC-HM by applying it to a natural image data

set (van Hateren and van der Schaaf, 1998). We trained the same generative

model as in section 2.3.1 on image patches with dimensionality D0 = 16× 16

and varying sizes of latent layers. The recognition model had a hidden layer of
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size 500, K1 = 500, K2 = 100 encoding functions for z1 and z2, respectively, and

used 1000 samples during the sleep phase. We compared the performance of

our model with the IWAE (k=50) using the relative (three sample) MMD test

(Bounliphone et al., 2015) with a exponentiated quadratic kernel (width chosen

by the median heuristic). The test establishes whether the MMD distance

between distributions Px and Py is significantly smaller than the distance

between Px and Pz. We used the image data set as our reference distribution

and the IWAE being closer to the data as null hypothesis. Table 2.1 summarises

the results obtained on models with different latent dimensionality, all of them

strongly preferring the DDC-HM.

Table 2.1: 3-sample MMD results. The table shows the results of the ‘relative’
MMD test between the DDC-HM and the IWAE (k = 50) on the image
patch data set for different generative model architectures. The null
hypothesis tested: MMDIWAE < MMDDDC−HM. Small p values indicate
that the model learned by the DDC HM matches the data significantly
better than the one learned by the IWAE (k = 50). We obtained similar
results when comparing to IWAE k = 1, 5 (not shown).

Latent dimensions IWAE DDC HM p-value

D1 = 10 D2 = 10 0.126 0.0388 � 10−5

D1 = 50 D2 = 2 0.0754 0.0269 � 10−5

D1 = 50 D2 = 10 0.247 0.00313 � 10−5

D1 = 100 D2 = 2 0.076 0.0211 � 10−5

D1 = 100 D2 = 10 0.171 0.00355 � 10−5

2.3.3 A generative model of olfactory stimuli

To further demonstrate that the DDC Helmholtz machine can exploit its

rich posterior representation to accurately learn generative models of sensory

relevance, we used the algorithm to learn a model of olfactory stimuli (see fig.

2.3). Latent variables in the generative model corresponded to concentration of

odours (e.g. scent of a given fruit or flower) and odorants (different compounds

contributing to an odour). Observations in this model can be thought of as the

activity of olfactory receptor neurons (ORN), cells that relay chemical signals

from the outside world to the brain. We chose to model odour and odorant
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compute expectations with respect to the represented latent variables in a straightforward way, by
using the encoding functions Ti(z) as basis functions: hf(z)ip(z|x) ⇡

P
i ↵ihTi(z)ip(z|x) =

P
i ↵iri(x).

Thus, expectations can be cast as a linear combination of neural activity corresponding to the DDC.

Learning the recognition and generative model happens in two phases reminiscent of the original
wake-sleep algorithm. The sleep phase uses samples from the generative model to update the parameters
of the recognition model r(x; ⇢), and to learn how the gradients needed for learning depend on the
recognition model output. The wake phase uses observations x and the resulting DDC representation in
each latent layer to update the generative model. This scheme allows us to learn hierarchical recognition
and generative models using information available in each layer, i.e. without backpropagation across
layers.

Experiments We demonstrate that the DDC Helmholtz machine can exploit its rich posterior repre-
sentation to accurately learn generative models of sensory relevance, a prerequisite for accurate inference
about latent causes. We use the example of olfaction (see fig. A-C) and show that the DDC HM learns
the statistics of receptor activations accurately, while variational methods relying on independence as-
sumptions – as used for olfactory inference by Grabska-Barwinska et al. (2017) – fall short of capturing
the distribution in detail (fig B). Furthermore, the recognition model computes posterior means of
odorant and odour concentrations accurately for new observations (fig. C). We have also successfully
applied the DDC HM to a natural image patch dataset and learned a hierarchical ICA model (fig. D).

A-C: Learning and inference in a generative model for olfactory stimuli. A: Generative model with
2 layers of latent variables corresponding to a set of odour and odorant concentrations and receptor
activity as observations. B: Models learned by the DDC Helmholtz machine and the Variational Au-
toencoder (Kingma & Welling 2014; assuming factorized gamma posterior). Synthetic training data
plotted in black, observations generated from the learned models in color for a subset of ORNs (x3�x5).
C: Evaluating the accuracy of the DDC HM recognition model’s prediction of the posterior mean for
latent variables corresponding to odorants and odours. Vertical axis shows means estimated directly
from samples. D: 2-layer ICA model fitted to a dataset of natural image patches (van Hateren & van
der Schaaf 1998). The table summarizes the performance of the DDC HM for different latent dimen-
sions compared with the Importance Weighted Autoencoder (Burda et al., 2016) in capturing the data
distribution. Metric used: maximum mean discrepancy (MMD; Gretton et al. 2012).

Figure 2.3: Generative model with 2 layers of latent variables corresponding to a
set of odour and odorant concentrations and olfactory receptor neuron
(ORN) activity as observations.

concentrations with Gamma distributions and the conditional distribution of

the ORN activity (relative to some baseline) to be Gaussian:

p(z2) = Gamma(z2|α2, β2) (2.16)

p(z1|z2) = Gamma(z1|α1, β1 =
α1

softplus(θ2z2)
) (2.17)

p(x|z1) = N (x|µ = θ1z1,Σ = σ2I) (2.18)

We used a recognition model with hidden layer size of 80, with 40 DDC encoding

functions for each layer of the hidden variables. For training, we used N = 104

observations generated from the true model and 103 samples during each

sleep phase of the algorithm. We learned recognition network and generative

parameters θ1, θ2 (through 3 ∗ 103 epochs, with learning rate 10−3), while the

remaining parameters were fixed at their true values. As a comparison, we also

trained a VAE assuming the same generative model class and a recognition

model producing factorised Gamma distributions as approximate posterior.

The DDC-HM learned the statistics of receptor activations accurately

(fig. 2.4, top), while variational methods relying on independence assumptions

– as used for olfactory inference by Grabska-Barwińska et al. (2017) – fall short
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Figure 2.4: Models learned by the DDC Helmholtz machine (top) and a VAE
(bottom; assuming factorised gamma posterior). Synthetic training
data plotted in black, observations generated from the learned models
in colour.
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odorants odours

Figure 2.5: Evaluating the accuracy of the DDC-HM recognition model’s prediction
of the posterior mean for latent variables corresponding to odorants
and odours. Vertical axis shows means estimated directly from samples.

of capturing the distribution in detail (fig. 2.4, bottom). We quantified the

quality of fits by computing the MMD between data from the true generative

model and data generated from the learned models (see fig. 2.4 legends).

We also found that the recognition model accurately predicted the posterior

means of odorant and odour concentrations for new observations (fig. 2.5).

2.3.4 Sigmoid Belief Network trained on MNIST

Finally, we evaluated the capacity of our model to learn hierarchical generative

models with discrete latent variables by training a sigmoid belief network (SBN).

We used the binarised MNIST dataset of 28x28 images of handwritten digits

(Salakhutdinov and Murray, 2008). The generative model had three layers of

binary latent variables, with dimensionality of 200 in each layer. The recognition

model had a sigmoidal hidden layer of size 300 and DDC representations of

size 200 for each latent layer. As a comparison, we have also trained an SBN

with the same architecture using the VIMCO algorithm (as described in Mnih

and Rezende (2016)) with 50 samples from the proposal distribution 3. To

quantify the fits, we have performed the relative MMD test using the test set

(N = 10000) as a reference distribution and two sets of samples of the same

3The model achieved an estimated negative log-likelihood of 90.97 nats, similar to the
one reported by (Mnih and Rezende, 2016) (90.9 nats)
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size generated from the SBN trained by the VIMCO and DDC-HM algorithms.

Again, we used an exponentiated quadratic kernel with width chosen by the

median heuristic. The test strongly favoured the DDC-HM over VIMCO with

p� 10−5 (with MMD values of 6× 10−4 and 2× 10−3, respectively).

2.4 Related work

Following the Variational Autoencoder (VAE; Rezende et al. (2014); Kingma

et al. (2014)), there has been a renewed interest in using recognition models

– originally introduced in the HM – in the context of learning complex gener-

ative models. The Importance Weighted Autoencoder (IWAE; (Burda et al.,

2015)) maximises a tighter lower bound constructed by an importance sam-

pled estimator of the log-likelihood using the recognition model as a proposal

distribution. This approach decreases the variational bias introduced by the

factorised posterior approximation of the standard VAE. VIMCO (Mnih and

Rezende, 2016) extends this approach to discrete latent variables and yields

state-of-the-art generative performance on learning sigmoid belief networks.

We compare our method to the IWAE and VIMCO in section 2.3. Sonderby et

al. (Sønderby et al., 2016) demonstrate that the standard VAE has difficulty

making use of multiple stochastic layers. To overcome this, they propose the

Ladder Variational Autoencoder with a modified parametrisation of the recog-

nition model that includes stochastic top-down pass through the generative

model. The resulting posterior approximation is a factorised Gaussian as for

the VAE. Normalising Flows (Rezende and Mohamed, 2015) relax the fac-

torised Gaussian assumption on the variational posterior. Through a series of

invertible transformations, an arbitrarily complex posterior can be constructed.

However, to our knowledge, they have not yet been successfully applied to deep

hierarchical generative models.

2.5 Discussion

The DDC Helmholtz Machine offers a novel approach to learning hierarchical

generative models, which combines the basic idea of the wake-sleep algorithm
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with a flexible posterior representation. The lack of strong parametric assump-

tions in the DDC representation allows the algorithm to learn generative models

with complex posterior distributions accurately.

As in the classical Helmholtz Machine, the approximate posterior is found

by seeking to minimise the “reverse” divergence DKL[p(z|x)‖q(z|x)], albeit

within a much richer class of distributions. Thus, the modified wake-sleep algo-

rithm presented here still does not directly optimise a variational lower bound

on the log-likelihood. Rather, it can be viewed as following an approximation

to the gradient of the log-likelihood, where the quality of the approximation

depends on the richness of the DDC representation used. We expect that when

the approximation is rich enough for the error in the resulting gradient estimate

to be bounded, the algorithm will always reach a region around a local mode in

which the true gradient does not exceed that error bound. We explore precise

conditions for convergence the in next chapter.

The DDC-HM recognition model can be trained layer-by-layer using the

samples from the generative model, with no need to back-propagate gradients

across stochastic layers. In the version discussed here, the recognition network

depended on linear mappings between encoding functions and a fixed non-linear

basis expansion of the input. This restrictive form allowed for closed-form

updates in the sleep phase. However, this assumption could be relaxed by

introducing a neural network between each latent variable layer, along with a

modified learning scheme in the sleep phase. This approach may increase the

accuracy of the posterior expectations computed during the wake phase.

Another future direction involves learning the non-linear encoding functions

or choosing them in accordance with the properties of the generative model

(e.g. requiring sparsity in the random projections). Finally, a natural extension

of the DDC representation with expectations of a finite number of encoding

functions, is to approach mean embedding in a reproducing kernel Hilbert

space, corresponding to infinitely many encoding functions (Smola et al., 2007;

Grünewälder et al., 2012), a direction we discuss in the following chapter.
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Even without these extensions, however, the DDC-HM offers a novel and

powerful approach to probabilistic learning with complex hierarchical models.





Chapter 3

The Kernel Helmholtz Machine

In the previous chapter, we considered the problem of parameter estimation

in hierarchical latent variable models, where each layer follows an exponential

family distribution conditioned on the one above. While the DDC Helmholtz

machine showed notable empirical results for simple problems, it left unad-

dressed formal questions of convergence and accuracy of learning.

In this chapter, we work towards filling this gap. We first make an

explicit connection between the DDC posterior representation introduced in

section 2.1 and mean embeddings in reproducing kernel Hilbert spaces (Smola

et al., 2007), leading to a “Kernel Helmholtz machine” which provides a more

general framework, albeit with the loss of the neural motivation. In the Kernel

Helmholtz machine, inference and log-likelihood gradients for learning are

approximated by functions within a reproducing kernel Hilbert space.

We then exploit the properties of reproducing kernel Hilbert spaces to

derive a bound on the accuracy of the approximate gradients used for learning,

and so demonstrate approximate convergence of the algorithm to a region

around a local mode of the marginal log-likelihood.

While the feature expectations in the DDC-HM can be seen as representing

a maximum entropy distribution of the form q(zl|x) ∝ exp
(∑

i ηi(x)ψi(zl)
)
,

with the natural parameters η depending on the recognition network outputs

(the mean parameters), the posterior density itself did not need to be evaluated.

Instead, the sleep samples were used to learn a linear expansion of the gradients
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of the generative model joint log-likelihood in terms of the functions ψi(zl).

In the wake phase, the same linear combination is applied to the expectations

of ψi(zl) provided by the recognition network. The resulting estimates of

the expected gradients could then be used to update the generative model

parameters. In a sense then, the DDC-HM relies on the amortisation of

learning by a network architecture rather than the amortisation of inference

alone—unlike standard variational approaches.

While this richer form of posterior representation might be expected to

yield results closer to the true variational optimum of EM, it is still trained

to minimise the reverse KL divergence DKL[p(z|x)‖q(z|x)] and so it is not

guaranteed to optimise the variational free energy F(q, θ). Nonetheless, as we

suggested in section 2.5, the critical issue was the accuracy of the gradient

approximation, and if this was small, wake-sleep learning would approach a

region close to a true optimum of the likelihood. Here we use the connection

between the DDC and mean embeddings in a reproducing kernel Hilbert space

to explore this claim further.

3.1 Kernel Helmholtz Machine

We can now introduce the Kernel Helmholtz machine (Kernel-HM), a new

algorithm that can be viewed as a generalisation of the DDC-HM. The formu-

lation of the Kernel-HM allows us to characterise the type of approximations

made by the HM explicitly, and show that under certain conditions we can

guarantee approximate convergence to the region of a stationary point of the

true log-likelihood log p(x; θ).

The Kernel-HM, like the DDC-HM, is an algorithm for learning in general

deep exponential family models (section 1.2). As the likelihood is intractable

for this class of models, it cannot be optimised directly with respect to the

generative model parameters. A common approach used by the family of

variational methods is to replace the log-likelihood by a lower bound that

can be evaluated and its gradients computed using Monte Carlo approxima-
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tion. Instead, the Kernel-HM constructs an approximation to the gradients

of the marginal log-likelihood directly. Given a generative model with joint

density p(x, z1:L; θ) and (exact) posterior distribution p(z1:L|x) one can write

the gradients of log p(x; θ) in the following form:

∇θ log p(x; θ) = Ep(z|x)[∇θ log p(x, z1:L; θ)]. (3.1)

The above expression can be derived in a few steps:

∇θ log p(x; θ) = ∇θ log

∫
p(x, z1:L; θ)dz1:L (3.2)

=
1

p(x)
∇θ

∫
p(x, z1:L; θ)dz1:L (3.3)

=
1

p(x)

∫
p(x, z1:L; θ)∇θ log p(x, z1:L; θ)dz1:L (3.4)

= Ep(z|x)[∇θ log p(x, z1:L; θ)] (3.5)

When the latent variables z1:L are arranged in a hierarchy, as in the case of

deep exponential family models, the gradients can be split up according to the

factorisation of the joint density:

∇θ0 log p(x; θ) = Ep(z1|x)[∇θ0 log p(x|z1; θ0)] (3.6)

∇θl log p(x; θ) = Ep(zl,zl+1|x)[∇θl log p(zl|zl+1; θl)]

Notice that the gradients of log p(x, z1:L) (eq. 3.1) can be evaluated analytically,

since each of the generative conditional distributions is from a tractable family.

Thus, estimating the gradients of the marginal log-likelihood log p(x; θ) can be

translated into a problem of estimating conditional expectations with respect

to the posterior distribution p(z|x) of functions of the latent variables z1:L.

Before we discuss the algorithm in more detail, we expand on the functional

form of the gradients for the case of deep exponential family models, using the

notation introduced in section 1.2.
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Ep(z1|x)[∇θ0 log p(x|z1; θ0)] = (3.7)

= Ep(z1|x)[S0(x)T∇θ0g0(z1, θ0)− Ep(x|z1)[S0(x)]T∇θ0g0(z1, θ0)]

= S0(x)T Ep(z1|x)[∇θ0g0(z1, θ0)]− Ep(z1|x)[m0(z1)T∇θ0g0(z1, θ0)] (3.8)

Where m0(z1) = Ex|z1 [S0(x)], the mean parameters of pθ(x|z1) as a function of

the latent variable z1. Similarly, for higher layers:

Ezl,zl+1|x
[
∇θl log p(zl|zl+1; θl)

]
=Ezl,zl+1|x

[
S(zl)

T∇θlg(zl+1, θl) (3.9)

− Ezl|zl+1
[S(zl)]

T∇θlg(zl+1, θl)
]

=Ezl|x
[
S(zl)

T Ezl+1|zl [∇θlg(zl+1, θl)]
]

(3.10)

− Ezl+1

[
ml(zl+1)T∇θlg(zl+1, θl)

]

with ml(zl+1) = Ezl|zl+1
[S(zl)].

As the expectations above will appear repeatedly, we define functions

fl,i(zl) = S(zl)
T Ezl+1|zl [∇θl,ig(zl+1, θl)] and hl+1,i(zl+1) = ml(zl+1)T∇θl,ig(zl+1, θl)

equal to their arguments, so that we can write the ith element of the gradient

vector for layers l = 0 . . . L− 1 as:

∇0,i = Si(x)Ez1|x[f0,i(z1)] + Ez1|x[h1,i(z1)] (3.11)

∇l,i = Ezl|x[fl,i(zl)] + Ezl+1|x[hl+1,i(zl+1)] (3.12)

where the scalar valued function Si(x) ∈ R refers to the element in the sufficient

statistic vector S(x) for which the corresponding natural parameter depends

on the ith element of θ0 (i.e. has non-zero derivative wrt. θ0,i).

Now the gradient estimation can be performed by estimating the con-

ditional expectations of the functions fl,i and hl,i with respect to marginal

posterior distributions p(zl|x).

Let HZ be an RKHS with kernel kZ(z, z′) and assume that fl,i, hl,i ∈
HZ∀l, i. Under these assumptions, the conditional expectations in Eq 3.11,
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3.12 can be represented as an inner product in HZ , eg.:

Ezl|x[h(zl)] = 〈h, µl(x)〉HZ (3.13)

where µl(x) ∈ HZ is conditional mean embedding of the posterior p(zl|x).

The DDC representation introduced in section 2.1 can be seen as a mean

embedding in a finite-dimensional RKHS feature vector with a kernel given

by kZ(zl, z
′
l) =

∑
i ψi(zl)ψi(z

′
l), and the vector of expected sufficient statistics

corresponding to the mean embedding: µl = Ep(zl|x)[ψ(zl)].

We can now write the gradients in each layer of the generative model as

follows:

∇0,i = Si(x)〈f0,i, µ1(x)〉HZ + 〈h0,i, µ1(x)〉HZ (3.14)

∇l,i = 〈fl,i, µl(x)〉HZ + 〈hl,i, µl+1(x)〉HZ (3.15)

In practice, while the functions hl,i are available in closed form, fl,i and

the mean embeddings µl need to be estimated from samples, yielding an

approximation (∇̂) to the true gradient of log p(x; θ). However, as we show

in section 3.2, the errors from the finite sample estimators can be used to

consistently bound the bias and variance of the approximate gradient.

Each iteration of the algorithm for the Kernel-HM, similarly to the HM

and DDC-HM, can be broken up into two phases.

3.1.1 Sleep phase

In the sleep phase a set of samples {xs, zs1, . . . zsL}Ss=1 is produced from the

current generative model. Note that this can be done efficiently through

ancestral sampling. These samples are then used to estimate the functions

fl,i ∈ HZ and the conditional mean embedding µl(x).

The functions fl,i can be estimated by kernel ridge regression (Murphy

(2012), ch. 14) using the sleep samples as training data, analogously to the
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sleep phase regression in the DDC Helmholtz machine (eq. 2.13).

For estimating the conditional mean embedding µ, we follow Grünewälder

et al. (2012) and consider the operator µ : X → HZ , an element of a vector

valued RKHS HΓ with operator valued kernel Γ(x, x′) = kX (x, x)IHZ with

properties discussed in section 1.4.1.

The empirical estimate of µl minimises the following regularised objective:

Esλ(µl) =
S∑

s=1

‖kZ(zs, .)− µ(xs)‖2
HZ + λ‖µl‖2

HΓ
(3.16)

with the resulting estimate: µsλ = argmin
µ
Esλ(µ). µsλ can be found in closed

form (Song et al., 2009):

µsλ(x) =
S∑

s=1

α(xs)kZ(zsl , .) α(xs) =
S∑

t=1

WstkX (xt, x) (3.17)

where W = (K + λSI)−1 and K =
(
kX (xs, xt)

)S
s,t=1

, with regularisation param-

eter λ.

Song et al. (2010) has shown that the estimator in eq. 3.17 is consistent with

rate O(S−1/4) under strong smoothness assumptions on the true conditional

embedding and assuming that µ ∈ HΓ. Recently, Singh et al. (2019) has

provided guarantees of consistency under weaker smoothness assumptions (but

still requiring that µ ∈ HΓ) with similar convergence rates. In the case of a

finite dimensional RKHS HZ , Grünewälder et al. (2012) showed that estimating

µ can be translated into a vector valued regression problem with much faster

convergence rates O(logS/S).

3.1.2 Wake phase

The wake phase simply evaluates the approximate gradients ∇̂ by computing the

inner products between the estimated functions an mean embeddings according

to Eq. 3.14, 3.15 and updates the generative model parameters θ by a stochastic

gradient step.

The intuition is that as long as the approximate gradient produced on
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average remains close to the true gradient and has finite variance the Kernel-

HM should reach the vicinity of a stationary point of the log-likelihood. We

formalise these intuitions in the next section and give explicit conditions for

approximate convergence of the algorithm.

Algorithm 2 Kernel Helmholtz Machine training

Initialise θ
while not converged do

Sleep phase:
sample: z

(s)
L , ..., z

(s)
1 , x(s) ∼ pθ(x, z1, ..., zL)

update µsl = argminµl∈HΓ

∑
s ‖kZ(z

(s)
l , .)− µl(x(s))‖2

HZ + λ‖µl‖2
HΓ

update functions f sl,i ∈ HZ
Wake phase:
x← {minibatch}
evaluate ∇̂ according to Eq. 3.14-3.15
update θ: θ ← θ + α∇̂

end while

3.2 Approximate convergence of the Kernel

Helmholtz machine

In the following, we establish conditions under which the wake-sleep algorithm

for the Kernel Helmholtz machine converges approximately to the region of

stationary point of the log-likelihood log p(x; θ). We consider a standard

stochastic gradient ascent algorithm with initial condition θinit and updates:

θt+1 = θt + αt∇̂t ,

where t = 1 . . . T − 1 and ∇̂t is the approximation to the true gradient

∇θ log p(x; θt), computed in the Kernel-HM wake phase.

As wake-sleep is a stochastic optimization scheme, approximate conver-

gence can be established by considering the norm of the gradients after a suffi-

ciently large number of iterations. Applying results from non-convex stochastic

programming (Ghadimi and Lan, 2013; Sanjabi et al., 2018), and assuming

appropriate smoothness properties for the gradient function, we can relate the
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norm of the true gradients to the quality of the gradient approximation (i.e.,

its bias and variance).

Theorem 3.2.1. Suppose that the gradient of log p(x; θ) wrt. the generative pa-

rameters θ is Lipschitz with constant M . Let ∆ = log p(x; θinit)−supθ log p(x; θ)

and Gt = E[∇̂t|θt]. Further assume that ‖Gt − ∇θ log p(x; θt)‖ ≤ δ and

E[‖∇t −Gt‖2] ≤ σ2, ∀t

1. If T < 2∆M
σ2 then 1

T

∑T
t=1 E[‖∇θ log p(x; θt)‖2] ≤ 2M∆

T
+ δ2 + σ2,

with learning rate αt = 1
M

2. If T ≥ 2∆M
σ2 then 1

T

∑T
t=1 E[‖∇θ log p(x; θt)‖2] ≤ σ

√
8M∆

T
+ δ2 ,

with learning rate αt =
√

2∆
Mσ2T

The proof follows Sanjabi et al. (2018), inspired by Ghadimi and Lan

(2013). If the bias in the gradient estimate at each step t is δt then Theorem

3.2.1 still holds with δ2 = 1
T

∑T
t+1 δ

2
t . Thus, it is sufficient to keep the average

bias of the estimate small enough throughout the optimisation.

Theorem 3.2.1 implies that as T → ∞ the algorithm converges to a

shallow region defined by the bias δ around a local optimum, while the speed of

convergence depends on the variance of the estimator (σ2) and the smoothness

(M) of the gradient function.

3.2.1 Properties of the Kernel-HM gradient estimator

As shown by Theorem 3.2.1, the bias and the variance of the gradient estimator

determine the convergence properties of the Kernel-HM. Below we derive rele-

vant bounds on these quantities and show they depend on the approximations

made in the algorithm.

Following the assumptions from section 3.1, i.e. fl,i, hl,i ∈ HZ and ∃µ ∈
HΓ, µ : X → HZ such that Ez|x[h(z)] = 〈h, µ(x)〉HZ ∀x ∈ X , h ∈ HZ , the

true gradient can be expressed using inner products in HZ :

∇0,i = Si(x)〈f0,i, µ1(x)〉HZ + 〈h0,i, µ1(x)〉HZ (3.18)
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Similarly, the approximate gradient can be written as:

∇̂0,i = Si(x)〈f s0,i, µs1(x)〉HZ + 〈h0,i, µ
s
1(x)〉HZ (3.19)

where f s ∈ HZ and µs ∈ HΓ. Importantly, we are making the assumption that

the true functions approximated are a member of the approximating family

used. This assumption, however, may not be very strict for rich enough RKHSs

HΓ,HZ .

For simplicity, we will first consider the gradients for the lowest layer and

for most derivations we omit the indices l, i for the layer and component of the

gradient. Our results straightforwardly carry through to all gradients of the

generative model.

Bias of the gradient

The bias of the approximate gradient vector ∇̂ at each iteration t can be

decomposed into the bias of the individual components.

‖∇ log p(x; θ)− E[∇̂]‖2 =
∑

i

(E[∇̂i]−
d

dθi
log p(x; θ))2 (3.20)

For the Kernel-HM, the difference in the true and approximate gradients

can be expressed using inner products in HZ . In the case of gradients with

respect to parameters of the likelihood log p(x|z1; θ0), using the notation ∇i :=
d

dθ0,i

log p(x; θ) = Ez1|x
[
d

dθ0,i

log p(x|z1; θ0)

]
, we can write:

∣∣∣∇i − Es ∇̂i

∣∣∣ =
∣∣S(x)〈f, µ(x)〉HZ + 〈h, µ(x)〉HZ

− Es[S(x)〈f s, µs(x)〉HZ + 〈h, µs(x)〉HZ ]
∣∣ (3.21)

where Es denotes expectations with respect to the sleep samples generated

from the model.

Next, we will show that we can construct an upper-bound on the bias of

the gradient estimator that depends on the approximation error in µ and f .
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By reducing the error in the functions estimated in the sleep phase, the bias

can be made arbitrarily small. Which, in turn, leads to accurate convergence

to the stationary solution of log p(x; θ).

Theorem 3.2.2. Assume that

∃f ∈ HZ : d
dθi
g(z1, θ) = 〈f, kZ(z1, .)〉HZ ,

∃h ∈ HZ : mx|z1(z1)T d
dθi
g(z1, θ) = 〈h, kZ(z1, .)〉HZ ,

and f s, µs ∈ HZ
Further assume that ∃µ ∈ HΓ, µ : X → HZ such that Ez|x[h(z)] =

〈h, µ(x)〉HZ ∀x ∈ X , h ∈ HZ
‖µs‖HΓ

≤ λµ, ‖Γ(x, x)‖op ≤ κ, λµ, κ ∈ R+

Then:

∣∣∣∇i − Es[∇̂i]
∣∣∣ ≤κEs [‖µ− µs‖HΓ

]
(
|S(x)|‖f‖HZ + ‖h‖HZ

)
(3.22)

+ κλµ|S(x)|Es[‖f − f s‖HZ ]

Proof. See appendix A.2.

The bound on the bias in theorem 3.2.2 depends on the errors resulting from

the finite sample approximations in the sleep phase and the smoothness of the

true functions. As the estimators µs, f s are consistent, equation 3.22 also implies

that the gradient estimator ∇̂i is consistent as well, i.e. ‖∇ − Es[∇̂]‖2 → 0 as

the number of sleep samples S →∞.

Variance of the gradient

We proceed with showing that the variance of the gradient estimate ∇̂ can

also be bounded and that the bound depends on the norms (smoothness) of

µs ∈ HΓ, f
s, h ∈ HZ . As Thm. 3.2.1 requires the sum of the variances for each

component to be bounded (i.e. E[‖∇t −Gt‖2] ≤ σ2), it is sufficient to bound

the marginal variances individually. Under the assumptions of theorem 3.2.2
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and further assuming ‖f s‖HZ < λf , ‖h‖HZ < λh, with λf , λh ∈ R+ we have:

Vars[∇̂i] ≤4κ2
(
|S(x)|λµλf + λµλh

)2
(3.23)

See appendix A.2 for a derivation.

So far we focused on the gradients with respect to parameters appearing

in log p(x|z1; θ0). Analogously, the bias and variance can be bounded for

parameters higher up in the generative model θ1, ...θL. The absolute error of

the gradient for parameters θl linking zl and zl+1 in the generative model:

|∇l,i − Es ∇̂l,i| ≤κ
(
Es
[
‖µl − µsl ‖HΓ

]
‖fl‖HZ + Es

[
‖µl+1 − µsl+1‖HΓ

]
‖hl+1‖HZ

+ λµl Es
[
‖fl − f sl ‖HZ

])
(3.24)

And similarly for the variance:

Vars[∇̂l,i] ≤4κ2
(
λµlλfl + λµl+1

λhl+1

)2
(3.25)

Special case

In the case where both RKHSs HK and HL are finite dimensional, the Kernel-

HM admits the DDC-HM as a special case. The mean embedding map µ is a

matrix with dimensions of the corresponding feature spaces on X and Z. The

norm ‖.‖Γ corresponds to the Frobenius norm.

3.3 Discussion

Here, we introduced the Kernel Helmholtz machine, an algorithm for learning

hierarchical generative models that optimises the marginal log-likelihood directly

using approximate gradients. The model can be seen as a generalisation of the

DDC Helmholtz Machine, built on the theory of conditional mean embeddings

of distributions. The formulation of the algorithm allowed us to make formal

statements about convergence; we were able to relate the different sources of

approximation error to the speed of convergence and behaviour around the
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stationary point of the log-likelihood. This is in contrast to methods relying on

the variational free energy, where a lower bound is optimised, and in general

there is no relationship between the stationary points of the objective being

optimised and the desired objective.

The only previous work that we are aware of on the convergence of the

Helmholtz Machine and wake-sleep algorithm was applied to an analytically

tractable model (a factor analysis model with a single latent variable; Ikeda

et al. (1999)).

An important assumption we made here is that the estimation problems in

the kernel-HM are well specified, that is, µ ∈ HΓ and fl,i, hl,i ∈ HZ . Showing

consistency of the gradient estimates when this is not the case—as for the

DDC Helmholtz machine corresponding to a finite dimensional RKHS—will be

important future work.
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A Appendix

A.1 Computing and learning gradients for the genera-

tive model parameters

The variational free energy for a hierarchical generative model over observations

x with latent variables z1 . . . zL can be written:

F(q, θ) =〈log p(x|z1)〉q(z1) +
L−1∑

l=1

〈log p(zl|zl+1)〉q(zl,zl+1) (3.26)

+ 〈log p(zL)〉q(zL) +H[q(z1 . . . zL)] (3.27)

where the distributions q represent components of the approximate posterior

and H[·] is the Shannon entropy. We take each conditional distribution to have

exponential family form. Thus (for example)

log p(zl|zl+1) = gl(zl+1, θl)
TSl(zl)− Φl(gl(zl+1, θl)) (3.28)

from which it follows that:

∇θl log p(zl|zl+1) = Sl(zl)
T∇θlgl(zl+1, θl)− Φ′l(gl(zl+1, θl))∇θlgl(zl+1, θl)

(3.29)

= Sl(zl)
T∇θlgl(zl+1, θl)− µz1|zl+1

∇θlgl(zl+1, θl) (3.30)

where we have used the standard result that the derivative of the log normaliser

of an exponential family distribution with respect to the natural parameter is

the mean parameter

µzl|zl+1
= 〈Sl(zl)〉pθl (zl|zl+1) . (3.31)
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Thus, it follows that:

∇θ0F = ∇θ0〈log p(x|z1)〉q(z1) (3.32)

= S0(x)T 〈∇g(z1, θ0)〉q(z1) − 〈µTx|z1∇g(z1, θ0)〉q(z1) (3.33)

∇θlF = ∇θl〈log p(zl|zl+1)〉q (3.34)

= 〈Sl(zl)T∇g(zl+1, θl)〉q(zl,zl+1) − 〈µTzl|zl+1
∇g(zl+1, θl)〉q(zl+1) (3.35)

(for l = 1 . . . L− 1) and

∇θLF = ∇θL〈log p(zL)〉q = 〈SL(zL)〉 − ∇Φ(θL) (3.36)

These are the gradients that must be computed in the wake phase.

In order to compute these gradients from the DDC posterior representation

we need to express the functions of zl that appear in Eqs. 3.33–3.36 as linear

combinations of the encoding functions ψ(zl). The linear coefficients can be

learnt using samples from the generative model produced during the sleep phase.

The example given in chapter 2, section 2.2.2 is the most straightforward. We

wish to find

∇θ0g(z1, θ0) ≈
∑

i

α
(i)
0 ψi(z1) (3.37)

in which the coefficients α0 can be obtained from samples by evaluating the

gradient of g with respect to θ0 at z
(s)
1 and minimising the squared error:

α0 ← argmin
∑

s

(
∇θg(z

(s)
1 , θ0)− α0 ·ψ(z

(s)
1 )
)2
. (3.38)

Once these coefficients have been found in the sleep phase, the wake phase
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expectations are found from the DDC recognition model very simply:

〈∇θ0g(z1, θ0)〉q(z1) ≈
∑

i

α
(i)
0 〈ψi(z1)〉q(z1) (3.39)

=
∑

i

α
(i)
0 r

(i)
1 (x, φ1) (3.40)

Some of the gradients (see Eq.3.35) require taking expectations using

the joint posterior distribution q(zl, zl+1|x). However, the recognition network

as we have described it in the main text only contains information about

the marginal posteriors q(zl|x), q(zl+1|x). It turns out that it is nevertheless

possible to estimate these expectations without imposing an assumption that

the approximate posterior factorises across the layers zl, zl+1.

We begin by noticing that due to the structure of the generative model the

posterior distribution q can be factorised into q(zl+1, zl|x) = p(zl+1|zl)q(zl|x)

without any further assumptions (where p(zl+1|zl)) is the conditional implied

by the generative model. Thus, we can rewrite the term in Equation 3.35 as:

〈Sl(zl)T 〈∇θlg(zl+1, θl)〉p(zl+1|zl)〉q(zl)

Now, we can replace the expectation 〈∇θlg(zl+1, θl)〉p(zl+1|zl) by an estimate

using sleep samples, i.e. for each pair of samples {z(s)
l , z

(s)
l+1} from the prior, we

have a single sample from the true posterior distribution z
(s)
l+1 ∼ p(zl+1|zl = z

(s)
l ).

Thus, we obtain coefficients αl during the sleep phase so:

αl = argmin
∑

s

(
Sl(z

(s)
l )T∇θlg(z

(s)
l+1, θl)− αl ·ψ(z

(s)
l )
)2

(3.41)

which will converge so that

αl ·ψ(zl) ≈ Sl(zl)
T 〈∇θlg(zl+1, θl)〉p(zl+1|zl) . (3.42)
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Now, during the wake phase it follows that

〈
Sl(zl)

T∇θlg(zl+1, θl)
〉
q(zl+1,zl)

= 〈Sl(zl)T 〈∇θlg(zl+1, θl)〉p(zl+1|zl)〉q(zl) (3.43)

≈
〈∑

i

α
(i)
l ψi(zl)

〉

q(zl)

(3.44)

=
∑

i

α
(i)
l r

(i)
l (x, φl) (3.45)

Thus, all the function approximations needed to evaluate the gradients

are carried out by using samples from the generative model (sleep samples) as

training data. The full set of necessary function approximations with (matrix)

parameters describing the linear mappings denoted by {αl}l=0...L, {βl}l=1...L is:

α0 : ψ(z
(s)
1 ) 7→ ∇θg(z

(s)
1 , θ0) (3.46)

βl : ψ(z
(s)
l ) 7→ µT

zl−1|z(s)
l

∇θg(z
(s)
l , θl−1) (3.47)

αl : ψ(z
(s)
l ) 7→ Sl(z

(s)
l )∇θg(z

(s)
l+1, θl) (3.48)

αL : ψ(z
(s)
L ) 7→ SL(z

(s)
L ) (3.49)

where the expressions on the right hand side are easy to compute given the

current parameters of the generative model. Note that µ
zl−1|z(s)

l
appearing in

equation 3.47 are expectations that can be evaluated analytically for tractable

exponential family models, as a consequence of the conditionally independent

structure of the generative model. Alternatively, they can also be estimated

using the sleep samples, by training

βl : ψ(z
(s)
l ) 7→ Sl−1(z

(s)
l−1)

T∇θg(z
(s)
l , θl−1) (3.50)

Finally, putting the sleep and the wake phase together, the updates for
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the generative parameters during the wake phase are:

∆θ0 ∝ S0(x)Tα0r1(x, φ1)− β1r1(x, φ1)

∆θl ∝ αlrl(x, φl)− βl+1rl+1(x, φl+1)

∆θL ∝ αLrL(x, φL)−∇θLΦ(θL)

(3.51)

A.2 Bias and variance of the Kernel-HM gradient esti-

mator

Theorem A.1. Assume that

∃f ∈ HZ : d
dθi
g(z1, θ) = 〈f, kZ(z1, .)〉HZ ,

∃h ∈ HZ : mx|z1(z1)T d
dθi
g(z1, θ) = 〈h, kZ(z1, .)〉HZ ,

and f s, µs ∈ HZ

Further assume that ∃µ ∈ HΓ, µ : X → HZ such that Ez|x[h(z)] =

〈h, µ(x)〉HZ ∀x ∈ X , h ∈ HZ ,

‖µs‖HΓ
≤ λµ, ‖Γ(x, x)‖op ≤ κ, λµ, κ ∈ R+

Then:

∣∣∣∇i − Es[∇̂i]
∣∣∣ ≤Es [‖µ− µs‖HΓ

]
(
|S(x)| ∗ ‖f‖HZ + ‖h‖HZ

)
(3.52)

+ λµ|S(x)|Es[‖f − f s‖HZ ]

Proof.

∣∣∣∇∗i − Es ∇̂i

∣∣∣ =|S(x)〈f, µ(x)〉HZ + 〈h, µ(x)〉HZ

− Es[S(x)〈f s, µs(x)〉HZ + 〈h, µs(x)〉HZ ]|

=|Es[S(x)
(
〈f, µ(x)〉HZ − 〈f s, µs(x)〉HZ

)

+ 〈h, µ(x)〉HZ − 〈h, µs(x)〉HZ ]|
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Using the identity:

〈f, µ(x)〉HZ − 〈f s, µs(x)〉HZ = 〈f − f s, µs(x)〉HZ + 〈f, µ(x)− µs(x)〉HZ
(3.53)

=|Es[S(x)
(
〈f − f s, µs(x)〉HZ + 〈f, µ(x)− µs(x)〉HZ

)

+ 〈h, µ(x)− µs(x)〉HZ ]|

As µ ∈ HΓ, we can use 〈f, µ(x)〉HZ = 〈µ,Γxf〉HΓ

=|Es[S(x)
(
〈µs,Γx(f − f s)〉HΓ

+ 〈µ− µs,Γxf〉HΓ

)

+ 〈µ− µs,Γxh〉HΓ
]|

≤Es[|S(x)|
(
|〈µs,Γx(f − f s)〉HΓ

|+ |〈µ− µs,Γxf〉HΓ
|
)

+ |〈µ− µs,Γxh〉HΓ
|]|

≤Es
[
|S(x)|

(
‖µs‖HΓ

‖Γx(f − f s)‖HΓ
+ ‖µ− µs‖HΓ

‖Γxf‖HΓ

)

+ ‖µ− µs‖HΓ
‖Γxh‖HΓ

]

≤κEs
[
|S(x)|

(
‖µs‖HΓ

‖f − f s‖HZ + ‖µ− µs‖HΓ
‖f‖HZ

)

+ ‖µ− µs‖HΓ
‖h‖HZ

]

≤κEs
[
‖µ− µs‖HΓ

](
|S(x)|‖f‖HZ + ‖h‖HZ

)

+ κλµ|S(x)|Es
[
‖f − f s‖HZ

]

Where we have used the assumption that the operator Γ(x, x) has norm

‖Γ(x, x)‖op ≤ κ, κ ∈ R+, therefore:

‖Γxh‖HΓ
=
√
〈Γxh,Γxh〉HΓ

=
√
〈h, (Γxh)(x)〉HZ

≤
√
‖h‖HZ ∗ ‖(Γxh)(x)‖HZ

=
√
‖h‖HZ ∗ ‖Γ(x, x)h‖HZ ≤ κ‖h‖HZ
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Vars[∇̂i] =Es
[(
S(x)〈f s, µs(x)〉HZ + 〈h, µs(x)〉HZ (3.54)

− Es[S(x)〈f s, µs(x)〉HZ + 〈h, µs(x)〉HZ ]
)2]

(3.55)

=Es
[(
S(x)〈µs,Γxf s〉HΓ

+ 〈µs,Γxh〉HΓ
(3.56)

− Es[S(x)〈µs,Γxf s〉HΓ
+ 〈µs,Γxh〉HΓ

]
)2]

(3.57)

≤Es
[(
|S(x)〈µs,Γxf s〉HΓ

|+ |〈µs,Γxh〉HΓ
| (3.58)

+ Es[|S(x)〈µs,Γxf s〉HΓ
|+ |〈µs,Γxh〉HΓ

|]
)2]

(3.59)

≤κ2 Es
[(
|S(x)|‖µs‖HΓ

‖f s‖HZ + ‖µs‖HΓ
‖h‖HZ (3.60)

+ Es[|S(x)|‖µs‖HΓ
‖f s‖HZ + ‖µs‖Γ‖h‖HZ ]

)2]

≤4κ2
(
|S(x)|λµλf + λµλh

)2
(3.61)
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Chapter 4

Neural Representations of

Uncertainty

1 Behavioural evidence for probabilistic com-

putations

It was perhaps first put forward by Hermann von Helmholtz that sensory

perception should be viewed as a process of unconscious inference (Helmholtz,

1867). He argued that percepts are influenced not only by the physical properties

of sensory stimuli directly but also by one’s (often unconscious) interpretations

or conclusions derived from them.

A growing body of behavioural evidence supports the hypothesis that

the brain is able to perform probabilistic reasoning, often resulting in near

optimal performance in tasks that require explicit handling of uncertainty.

While Bayesian theories of the brain have been most dominant in the study

of perception (Knill and Richards, 1996; van Beers et al., 1999; Ernst and

Banks, 2002; Knill, 1998; Jacobs, 1999), experimental evidence extends to a

wide range of brain functions from sensorimotor (Wolpert et al., 1995; Körding

and Wolpert, 2004; Todorov, 2004) to cognitive (Tenenbaum and Griffiths,

2002; Chater et al., 2006; Steyvers et al., 2006) domains.

A critical feature of perceptual experiments demonstrating probabilistic

computations and representations is that they require the use of uncertainty
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information about the sensory evidence available on each trial, rather than just

point estimates. This requirement can be quite subtle, as not all probabilistic

tasks require explicit handling of uncertainty. Yang and Shadlen (2007) designed

a weather-prediction task where monkeys needed to use probabilistic evidence

provided by four different shapes to predict which side will be rewarded in a

given trial. While the neural data was consistent with probabilistic evidence

integration, the optimal solution to the behavioural task did not necessarily

require probabilistic reasoning. As the monkeys received trial-to-trial feedback,

it is in fact possible to solve this task without having to keep track of uncertainty

about the correct decision.

Multisensory cue integration has been a powerful paradigm for characteris-

ing Bayesian perception, allowing for trial-to-trial manipulation of the relative

reliability of the combined modalities. In an early study on this subject, Ernst

and Banks (2002) asked subjects to report the height of a bar (relative to a

reference bar) using visual and haptic information. The reliability of visual evi-

dence was varied across trials and information from the two different modalities

provided slightly conflicting evidence about the height of the bar. They found

that subjects weighted the visual and haptic information according to their

reliability, consistent with Bayesian cue combination. Importantly, subjects

received no feedback throughout the experiment, thus, arguably the task could

probe whether they used existing sensory representations of uncertainty.

Several other human psychophysics studies have demonstrated similar

results including visual-auditory (Battaglia and Schrater, 2007; Alais and Burr,

2004; Shams et al., 2005), visual-proprioceptive (van Beers et al., 1999) and

visual-vestibular (MacNeilage et al., 2007) cue integration experiments (see

Trommershauser et al. (2011) for an extensive review of the subject).

A complementary line of work has studied multimodal sensory integration

and the corresponding neural representations in non-human primates (Gu et al.,

2008; Morgan et al., 2008; Fetsch et al., 2009). In accord with human data,

they found that macaques were able to take into account uncertainty about
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visual information when combining it with vestibular self-motion cues in a

heading direction discrimination task.

Other studies have focused on how prior statistical knowledge influences

decisions when combined with sensory evidence. Körding and Wolpert (2004)

have shown using a sensorimotor task that subjects are able to take into account

both the prior distribution induced by the task and uncertainty about sensory

feedback. It has also been shown that subjects use prior distributions based on

natural statics to estimate passage of time (Ahrens and Sahani, 2011) or speed

of visual stimuli (Stocker and Simoncelli, 2006) in a way that is consistent with

Bayesian inference.

Whiteley and Sahani (2008) used a visual discrimination task with asym-

metric reward contingencies varied across trials and withheld trial-to-trial

feedback. They found that subjects adjusted their decisions to approximately

maximise expected rewards. While the underlying sensory uncertainty was not

explicitly modulated in this experiment, it is required to make decisions that

maximise the expected reward on each trial.

These experiments provide converging evidence about the brain’s ability

to learn about and compute with uncertainty. The high degree of flexibility

with which behaviour is adapted to changes in uncertainty about task-relevant

variables, suggests that neural systems represent distributional information, at

least implicitly.

2 Uncertainty in neural systems

While there is strong behavioural evidence that neural systems learn to perform

probabilistic inference, how uncertainty is represented in population of neurons

remains elusive. In the following, we introduce some relevant concepts and

terminology in this framework that will allow us to discuss specific proposals

for how neural systems might perform probabilistic inference.

Consistent with experimental data, it has been postulated that the brain

acquires an internal model capturing the statistics of its sensory environment.
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Internal models can be mathematically formalised as latent variable generative

models discussed in Part I of this thesis. Generative models summarise the

organism’s knowledge about latent variables not directly observable and how

they give rise to observed sensory stimuli in the form of a probability distribution.

It is often instructive to write the joint distribution over latent and observed

variables as a product of the likelihood function and the prior distribution:

p(x, z) = p(x|z)︸ ︷︷ ︸
likelihood

p(z)︸︷︷︸
prior

(4.1)

where x, z denote the collection of all observed and latent variables, respectively.

Latent variables in directed acyclic graphical models (DAGs), such as the

deep exponential family models introduced in section 1.2, are also referred to

as latent causes1 or explanatory variables. DAGs can encode structure through

conditional independence relationships, e.g. when the presence of objects in

the scene introduce correlations between some lower level features of the image,

but when conditioned on the identity of the object those features become

independent.

Figure 4.1 illustrates the computational problem using the example of

vision. In this setting, the objective for the generative model is to capture

the distribution of natural images, while learning a prior distribution over the

relevant latent variables (e.g. objects, shapes, textures). Generative models

used to model natural image or sound statistics are often hierarchical, reflecting

the hierarchical composition of the real world.

In machine learning and unsupervised learning it is customary to treat

images (or raw audio signals) as observed variables. However, from the brains

perspective there is an additional step of sensory transduction. So in practice,

peripheral receptor activations should be considered as observations. To il-

lustrate this subtlety, in fig. 4.1 we have introduced an intermediate variable

x̂ (in grey), denoting the transduced stimulus (e.g. retinal activity). The

1Note that the statistical relationships encoded in DAGs do not correspond to causality
in a formal sense.
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q(z2|x̂) ?←→ rz2

q(z1|x̂) ?←→ rz1

x̂ transduced stimulusximage

z1features

z2objects

Generative model Recognition model

Figure 4.1: Perception as Bayesian inference.
Illustration of the generative and recognition models using the example
of vision. Black arrows represent conditional dependences between ran-
dom variables denoted by circles, nodes with grey background represent
observed variables. Orange arrows depict mappings corresponding to
a possible recognition model reflecting the structure of the generative
model. rz1 and rz2 correspond to neural activity (e.g. firing rate)
representing the inferred (approximate) posterior distributions q(z1|x̂)
and q(z2|x̂).

relationship between the image presented on a screen and the retinal image

(dashed arrow in fig. 4.1) is typically stochastic, with noise being introduced

by the variable number of photons reaching the eye and sensory noise, the

variability in receptor responses.

Ultimately, the problem that is most relevant for sensory systems is learn-

ing to invert the generative model, that is, performing inference over the

latent variables given sensory observations. This process requires probabilistic

reasoning as the generative model does not typically specify a deterministic

relationship between latent and observed variables but describes dependencies

using probability distributions. Formally, the result of inference is a posterior

distribution over the possible latent causes that might have generated the

sensory stimulus.

A biologically plausible way to implement inference is through a recognition

model, a function that maps observations to the inferred posterior distribution

(Gershman and Goodman, 2014; Dasgupta et al., 2018). Performing inference

using a recognition or inference network is also referred to as amortised inference.
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The computational cost of computing the corresponding posterior for individual

observations is amortised by a learned model—typically a neural network—with

parameters shared across observations.

The posterior distributions q(zi|x) returned by the recognition model are

intended to capture uncertainty about latent variables zi. One source of this

uncertainty is variability in the neural responses due to for example noisy

sensory transduction or variability in synaptic release. That is, given retinal or

V1 activity there will be a degree of uncertainty about the physical attributes

of an image (e.g. colour and luminance of each pixel). Neural and sensory

noise can be thought of as a form of measurement noise and can be in some

cases averaged out by longer stimulus presentation time or pooling over a larger

population of neurons.

Perhaps more importantly, uncertainty also arises from ambiguity in the

generative process itself, i.e. multiple settings of the latent variables might

give rise to the same image. A ubiquitous example is when the inference

problem is underdetermined, as in the case of inferring three-dimensional

shapes from images or when the scene contains some form of occlusion. In

these cases, the resulting uncertainty is irreducible, sometimes referred to as

inferential uncertainty, and would be present even with fully deterministic

neural machinery.

Capturing inferential uncertainty correctly can be vital especially when

reasoning about more abstract, behaviourally relevant variables, such as the

presence of a predator. Yet, it is often overlooked in some of the most influential

works on this topic, e.g. from Ma et al. (2006):

It is critical to realize, however, that variability and uncertainty

go hand in hand: if neuronal variability did not exist, that is, if

neurons were to fire in exactly the same way every time you saw

the same object, then you would always know with certainty what

object was presented.

Relatedly, while variability in neural responses introduces an additional
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source of uncertainty, the neural representation of uncertainty need not rely

on variability per se. Deterministic codes, such as the mean and variance of a

Gaussian, can convey information about uncertainty. We will return to these

points in the following sections when discussing concrete proposals for neural

representations of distributions.

3 Proposals for neural representation of uncer-

tainty

The wealth of behavioural evidence for probabilistic computations motivated a

number of theoretical proposals for how uncertainty (i.e. probability distribu-

tions) may be represented and how the relevant computations are performed

by neural systems. In this section, we review the most significant proposals,

discussing their key properties and potential short-comings.

3.1 Linear density codes

Possibly the earliest work considering population codes for probability

distributions—rather than just point estimates—was Anderson (1994). Ander-

son introduced a coding scheme closely related to kernel density estimation

(KDE, Rosenblatt (1956); Parzen (1962)), a simple non-parametric method

for estimating distributions. The KDE code assigns a basis or kernel function

ψi(s) to each neuron i in the population. Then, the distribution over the

variable s represented by the population can be linearly reconstructed using

the population activity and the basis functions:

p(s) =
∑

i

r̃iψi(s) (4.2)

where r̃i is the normalised firing rate of neuron i, ensuring that the distribution

p(s) integrates to 1. If the basis functions ψi(s) are density functions themselves,

a suitable choice is r̃i = ri/N , where ri is the firing rate of neuron i and N is

the size of the population. Figure 4.2 illustrates the relationship between the

basis functions, neural activity and the resulting distribution.
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Importantly, the kernel functions ψi are not directly related to tuning

functions typically measured in experiments, and need not be explicitly repre-

sented. When the kernel functions are densities (i.e. non-negative functions)

the range of spatial frequencies that the KDE code can represent is limited by

the width of the kernel functions. The KDE code—or linear density code—is

formulated using a decoding perspective, that is, it provides a recipe for how

the density function p(s) can be decoded from the population. Deriving an

encoding model, that predicts neural activity consistent with the KDE code

for a given distribution p(s), is non-trivial in general.

Given a set of kernel functions and a distribution p?(s), the corresponding

neural activity can be found by minimising a divergence measure (e.g. the

Kullback-Leibler divergence) between the distribution to be encoded and the

distribution implied by firing rates r: r = argmin
r

D[p?(s)||pr(s)]

Anderson (1994) suggested an alternative method of projections, where

the firing rates ri can be found analogously to a linear regression problem:

ri =

∫
p?(s)fi(s)ds (4.3)

with fi(s) =
∑

j

A−1
ij ψj(s) (4.4)

Aij =

∫
ψi(s)ψj(s)ds (4.5)

Intuitively, in equation 4.3 the function fi(s) plays the role of a tuning curve,

and the firing rate of neuron i is equal to the projection of the distribution

p?(s) onto the corresponding tuning curve.

3.2 Distributional population codes

Zemel et al. (1998) started from a simple statistical description of population

responses, often called the Poisson encoding model, that has been widely used

to study coding properties of noisy neural populations (Seung and Sompolinsky,

1993; Salinas and Abbott, 1994; Snippe, 1996). The Poisson model is motivated

by the apparent neural variability observed on repeated presentation of the same
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Figure 4.2: Kernel density estimator (KDE) code. (a) Basis functions corresponding
to individual neurons in the population. (b) Stem plot (in color) shows
firing rates of four neurons corresponding to the basis functions in
(a). The distribution represented can be decoded by a kernel density
estimator, i.e. a sum of the basis functions weighted by the firing rates.

stimulus value. The neural responses thus can be captured as a conditional

distribution given the stimulus s:

p(ri|s) = exp(−fi(s))
fi(s)

ri

ri!
(4.6)

where ri is the firing rate of neuron i in the population and fi is the corresponding

tuning curve describing the mean response.

As the authors argued, the Poisson model has a crucial limitation that it

considers encoding only a single value s rather than a distribution p(s). While

the stochasticity in the neural activity introduces uncertainty about the value

of s when trying to decode it from the responses, the decoded distribution

p(s|r) necessarily collapses to a Dirac-delta function as the number of neurons

or the observed time interval grows.

Motivated by the shortcomings of the Poisson model, Zemel et al. intro-

duced a coding scheme that describes response variability given an explicit

distribution over s: p(r|p(s)), the extended Poisson model or, as it was later

referred to, the distributional population codes (Zemel and Dayan, 1999). Dis-

tributional population codes (DPCs) encode uncertainty in a population of

neurons using a set of expectations of encoding functions with respect to the
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represented distribution:

E[ri] = Ep(s)[ψi(s)], (4.7)

where E[ri] is the mean firing rate of neuron i and ψi is the corresponding

encoding function. The encoding functions are closely related to classical

tuning curves, with an exact correspondence when the encoded distribution is a

Dirac-delta function (i.e. when only a single value is encoded). The expectation

with respect to a Dirac-delta function centred at s0 amounts to evaluating the

encoding function at that value:

Eδ(s−s0)[ψi(s)] = ψi(s0) (4.8)

DPCs have also been interpreted as convolutional codes (Pouget et al., 2003),

viewing equation 4.7 as a convolution between the density p(s) and kernel

functions ψi(s).

Eq. 4.7 defines an encoding model that describes neural activity as a

function of the encoded distribution. Unlike in the case of KDE codes, recovering

the density function from a DPC is non-trivial in general. Zemel et al. (1998)

proposed a maximum a posteriori decoding scheme assuming Poisson neural

variability with regularisation ensuring smoothness of the density function.

DPCs have been generalised to be able to jointly encode uncertainty and

multiplicity over sensory variables (Sahani and Dayan, 2003). Multiplicity is the

simultaneous presence of multiple distinct stimuli, for example, multiple sound

sources at different azimuth angles. Doubly distributional population codes

(DDPC) represent uncertainty about a function m—capturing multiplicity

of the variable s—rather than simply uncertainty about the variable s itself.

DDPCs follow much the same logic as their DPC cousin, m is first encoded

using a set of features ψi:

φi(m) =

∫
m(s)ψi(s)ds (4.9)
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Then, neural activity is set to be the expectation of features φi(m) with respect

to the distribution over functions m(s):

E[ri] = Ep(m)[φi(m)] (4.10)

Note that in our own work, we refer to a close variant of DPCs as dis-

tributed distributional code or DDC (see also section 2.1). DDCs differ from the

original formulation of the DPCs in that they specify only the encoding model

(eq. 4.7), providing an implicit representation of the distribution through a set of

expectations. This coding scheme provides a set of constraints on a distribution

in the form of its generalised moments, analogous to the first, second, third

etc. moments in statistics. DDCs can be viewed as specifying an exponential

family distribution—the maximum entropy distribution that satisfies those

constraints— with sufficient statistics vector ψ(s) = [ψ1(s), . . . , ψN(s)]:

p(s) ∝ exp
(
θTψ(s)

)
(4.11)

DDCs correspond to the mean parameters or expected sufficient statistics of the

distribution µ = Ep(s)[ψ(s)]—a parametrisation equivalent to the commonly

used natural parameters θ (Wainwright and Jordan, 2008). Computing the

corresponding natural parameters θ (and thus the density function p(s)) from

the mean parameters is often analytically intractable. However, from the

brain’s perspective, recovering the density function p(s) is rarely necessary.

Most computations involving uncertainty amount to computing expectations

with respect to the represented distribution and can therefore be approximated

as a linear readout from the DDC representation (see eq. 2.4).

Figure 4.3 illustrates the effects of uncertainty on the DDC population

response representing Gaussian distributions with different variances, assuming

Gaussian encoding functions. In this setting, DDCs predict that population

activity (and tuning curves) get wider with higher uncertainty. This is broadly

consistent with some neural data, like the widening of visual heading tuning
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Figure 4.3: Distributed distributional codes. (a) Gaussian densities with differ-
ent variances. (b) Gaussian encoding functions (ψi(s)) with different
preferred values of s. (c) DDC population firing rates with neurons
sorted by their preferred s. Wider population activity corresponds to
distributions with higher variance.

curves observed in macaque MSTd at lower motion coherence (Morgan et al.,

2008).

3.3 Probabilistic population codes

Ma et al. (2006) introduced probabilistic population codes (PPC) starting from

the ubiquitous observation that neurons in sensory areas show trial-to-trial

variability in their responses when repeatedly presented with the same stimulus

(Tolhurst et al., 1983). Due to these variable responses, there are multiple

stimulus values consistent with any given observed neural activity. Ma et al.

argued that this variability implicitly represents uncertainty about the value of

the stimulus. In contrast to earlier proposals of how populations of neurons

might encode probability distributions (Anderson and Essen, 1994; Zemel et al.,

1998), in the case of PPCs, neural variability was presented as an essential part

of the code for uncertainty. In this section, we describe PPCs as presented

by Ma et al., followed by a discussion of some conceptual limitations of the

original framework as well as a closely related proposal that resolves those

shortcomings.

Formally, the variability in the population response given a stimulus s can

be described by a conditional probability distribution p(r|s). When viewed

as a function of the stimulus, this distribution is equivalent to the likelihood

function L(s|r) = p(r|s) which expresses how likely a stimulus value is given

the observed neural response. In a probabilistic population code neural activity
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r encodes uncertainty about the stimulus s through this likelihood function,

exploiting the relationship given by Bayes’ rule:

p(s|r) ∝ p(r|s)p(s) (4.12)

That is, PPCs are defined using a decoding perspective: if the form of

the likelihood p(r|s) and the prior distribution p(s) are known (or a uniform

prior is assumed), we can read out the posterior distribution over the presented

stimulus from the population activity r.

Spike count variability is often described with a Poisson-like distribution;

for independent Poisson neural variability the likelihood function p(r|s) takes

the following form:

p(r|s) =
∏

i

1

ri!
exp(−fi(s))fi(s)ri (4.13)

where fi(s) is the tuning curve of neuron i, determining the mean spike count.

Assuming a flat prior p(s) ∝ 1, the posterior distribution over the encoded

stimulus s given the neural response r is proportional to the likelihood:

p(s|r) ∝ exp
(∑

ri log fi(s)−
∑

i

fi(s)
)

(4.14)

log p(s|r) =
∑

i

ri log fi(s) + const. (4.15)

One of the key features of PPCs is that the log-posterior over the stimulus

s is linear in the neural activity r (see eq. 4.15). Log-linear codes like PPC

enable implementation of computations that require multiplying distributions

in a particularly simple form. A common example of such a computation

is cue combination, i.e. when sensory evidence about the stimulus coming

from different sources needs to be combined. As in the classic experiment

from Ernst and Banks (2002), the size of an object could be inferred from the

available haptic and visual information. In this case, Bayesian cue combination



88 Chapter 4. Neural Representations of Uncertainty

involves computing the posterior belief about the size of the object given the

bimodal sensory evidence from beliefs constructed based on the visual or haptic

information alone.

Assuming that sensory variability for a given object size is independent in

the two modalities, i.e. p(rv, rh|s) = p(rv|s)p(rh|s), the posterior given both

haptic and visual evidence can be constructed as follows:

p(s|rv, rh) ∝ p(rv|s)p(rh|s)p(s) (4.16)

If the visual and haptic likelihood functions, p(rv|s) and p(rh|s) are represented

in two corresponding populations in the form of a PPC—with two sets of

tuning curves {fi(s)} identical up to proportionality—the bimodal posterior

distribution can be represented as a PPC as well, by simply summing the

population codes: rvh = rv + rh. Following from eq. 4.16:

p(s|rv, rh) ∝ exp
(∑

i

rvi log(gvfi(s)) + rhi log(ghfi(s))
)
p(s) (4.17)

∝ exp
(∑

i

(rvi + rhi ) log fi(s)
)
p(s) (4.18)

∝ p(rvh|s)p(s) (4.19)

where gv, gh are the gain parameters of the corresponding visual and haptic

tuning curves. For Gaussian shaped tuning curves fi(s) the likelihood function

represented by a PPC is also an unnormalized Gaussian as a function of s:

p(r|s) ∝ N (s|µ, σ2), with mean and variance determined by the population

activity r:

µ =

∑
i risi∑
i ri

, σ2 =
σ2
f∑
i ri

(4.20)

where si and σ2
f are the mean and variance of the tuning curves fi(s). If the

tuning curves are scaled by a scalar gain parameter g, scaling the population

activity r accordingly; the width of the encoded likelihood function will be
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inversely proportional to this gain: g ∝ 1/σ2 (see fig. 4.4 c,e).

The assumption of identical tuning in the two populations can be relaxed

if the tuning curves can be linearly constructed from a common basis set. In

that case, the bimodal PPC can be computed as weighted combination of the

unimodal representations instead of simple summation (Ma et al., 2006).

PPCs retain this summation property if generalised to certain types of

non-Poisson variability, where the log-likelihood log p(r|s) is linear in the neural

response:

p(r|s, g) = φ(r, g) exp
(
rTh(s)

)
(4.21)

i.e. the likelihood is of an exponential family with linear sufficient statistics on

r with gain dependent base measure φ(r, g).

3.4 Natural parameter codes

PPCs, as presented by Ma et al. (2006), are inspired by the observation that

neural responses are variable given repeated presentation of the same stimulus

and this variability inevitably introduces uncertainty about the value of the

stimulus. This perspective is equivalent to a noisy encoding of a single value of

the stimulus which then can only be decoded with some uncertainty, rather than

directly encoding a distributional quantity as discussed by Zemel et al. (1998).

Thus, PPCs are designed to capture uncertainty introduced by variability

within the area encoding the stimulus itself (or in upstream areas) and do not

allow for encoding uncertainty arising from partial observability or ambiguity.

While uncertainty is often induced at least partly by neural variability and

in those cases it is naturally reflected in the likelihood p(r|s), in general, the

neural code for uncertainty need not involve variability at all. In particular,

a log–linear encoding scheme that does not rely on the variability in the

population activity to represent uncertainty can be defined. Assuming that

the class of posterior distributions q(s|x) needed to be represented are in the

exponential family with sufficient statistic T (s), the neural activity (firing rates
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Figure 4.4: Probabilistic population codes. (a) Tuning curves describing the mean
firing rate of individual neurons in the population. (b) Population
response to a stimulus s = 0 with neurons sorted by their preferred
stimulus, spike counts (orange) and mean rate (blue). (c) Mean popula-
tion responses with three different gains. (d) Decoded posteriors p(s|r)
on single trials. (e) Decoded posteriors from single trial responses with
gains as in (c).
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r) can be used to set the natural parameters of this distribution:

q(s|x) ∝ exp
(
r(x)TT (s)

)
(4.22)

where the r(x) reflects the dependence of the natural parameters r on the

observations due to conditioning. We will refer to this encoding scheme as

natural parameter codes. The key distinction between PPCs and natural

parameter codes is that neural activity r encodes the distribution q(s|x) using

the parameters of the density function and therefore depends directly on the

observed variable x, rather than defined implicitly through p(r|s). However,

log-linear codes share the property of PPCs that cue combination can be

implemented by summing the population activities.

Importantly, deterministic codes for uncertainty like the above (eq. 4.22) are

also expected to show trial-to-trial variability, as sensory noise (e.g. transduction

noise in the retina) will lead to variability in the transduced sensory observations

(x). Hence, the distribution describing this variability p(r|s) can be computed

for any deterministic encoding scheme: r = ρ(x), with a function ρ that maps

from the observations to some parametric representation of the posterior belief

q(s|x):

p(r|s) =

∫
dxδ(r − ρ(x))p(x|s) (4.23)

where p(x|s) is the likelihood in the true generative model and δ(.) is the Dirac

delta function.

Thus, the structure of the apparent trial-to-trial variability measured when

we condition on an external stimulus feature s depends on a number of factors:

the encoding scheme and the encoded belief q(s|x) through ρ(x) and the form

of the generative likelihood function p(x|s).

In a special case of deterministic log-linear codes (eq. 4.22), the distribution

of neural responses p(r|s) computed based on eq. 4.23 is log-linear in r—just like

in the case of PPCs—when the prior p(s) is flat and the represented belief q(s|x)
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is in the same exponential family as the true posterior p(s|x) (see appx. D.1):

p(r|s) ∝ exp
(
rTT (s)

)
(4.24)

In general, however, this need not be the case, for example when the

represented belief is from a different (typically more restricted) exponential

family than the true posterior distribution. (This means that the distribution

describing trial-to-trial neural variability (when viewed as a function of the

latent variable) does not necessarily correspond to the represented posterior

belief.)

A related point that is worth discussing here is about the relationship

between how distributions might be encoded in a population of neurons versus

how such distributions can be decoded. Equation 4.23 implies that for an

arbitrary deterministic encoding scheme r = ρ(x) we can construct a Bayesian

decoder p(s|r) and the decoded distribution—under mild conditions on ρ(x)—

will coincide with the posterior p(s|x) implied by the generative model. For

instance, if the encoding function is the identity: r = ρ(x) = x, then the

statement is trivially true as p(s|r) = p(s|x). In general, decoding p(s|r) from

the population activity r will result in the posterior p(s|x) as long as r = ρ(x)

preserves the statistics of x that are sufficient to construct the posterior p(s|x).

Log-linear encoding schemes imply that the decoder p(s|r) will be log-linear

in r, however, the converse is not necessarily true: the fact that the posterior can

be decoded by a log-linear decoder does not imply that the encoding scheme was

a log-linear one. Figure 4.5 illustrates this on an example when the population

activity encodes posterior uncertainty using DDCs: ri(x) = Es|x[ψi(s)]. Neural

responses in this case would show trial-to-trial variability when conditioned on

a given value of the stimulus (fig. 4.5a), and the encoded posterior p(s|x) can

be decoded from the population activity r using a log-linear decoder (fig. 4.5b).

As this toy example illustrates, the decoding perspective adopted by PPCs

(e.g. in Walker et al. (2019)) can not address the question of what encoding

scheme is used in the population, it can merely be used to demonstrate that
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Figure 4.5: Bayesian decoding from DDCs. (a) Trial-to-trial variability of a popula-
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(orange), from DDC representations embedded in Poisson noise (green).

information about uncertainty is present in the neural activity.

3.5 Neural sampling

The neural sampling hypothesis was first introduced by Hoyer and Hyvärinen

(2003), suggesting that neural variability is directly related to the uncertainty

represented in the population. The idea has been inspired by a family of

approaches in Bayesian statistics called Monte Carlo sampling, originating from

mathematical physics (Metropolis and Ulam, 1949). Monte Carlo methods are

designed to represent and compute with intractable densities using samples

from the distribution rather than an explicit parametric form.

Analogously, Hoyer and Hyvärinen proposed that neural firing rates might

represent samples from posterior distributions over latent variables of interest,

making a direct link between neural variability and uncertainty. The authors

suggested two (not mutually exclusive) possibilities for how sampling might

be implemented in the brain. Uncertainty over a continuous variable could

be reflected in the firing rate variability of a single neuron over time, where

the instantaneous rate at certain points in time represents a sample from the

distribution. Alternatively, variability across different neurons in the population

can instantaneously represent uncertainty. While this approach does not require
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integrating neural activity thorough time, it assumes a degree of redundancy,

multiple neurons representing samples of the same variable in parallel.

The sampling hypothesis provides a possible account for trial-to-trial neural

variability widely observed in the cortex (Dean, 1981; Tolhurst et al., 1983). It

also makes the prediction that firing rate variability will grow with uncertainty

about the represented variables.

Hoyer and Hyvärinen showed that posterior sampling in a probabilistic

independent component analysis model (ICA; Bell and Sejnowski (1997); Ol-

shausen and Field (1997))—often used to model V1 responses—can reproduce

Poisson-like variability. They also argued that neural sampling can explain the

phenomenon of visual competition observed when subjects view an image with

multiple likely interpretations, such as the Necker cube or Rubin’s vase/face

figure. The reported percept alternates between the different interpretations

and neural correlates of the change in percept have been found in higher visual

areas (Logothetis and Schall, 1989; Blake and Logothetis, 2002). In this setting,

bistable percepts correspond to a bimodal posterior distribution and neural

activity will sample regions around the modes, occasionally switching between

different modes of the distribution.

The idea of neural sampling was taken further by Berkes et al. (2011), who

proposed that spontaneous activity in visual cortex is consistent with sampling

from the prior corresponding to natural statistics, while evoked activity can

be interpreted as samples from a posterior distribution in a generative model

of natural images. They reported that during development the statistics of

spontaneous activity in ferret V1 showed increased similarity to responses

evoked by naturalistic visual stimuli. These observations are consistent with

Bayesian theories of perception where we expect that the brain’s internal model

of its sensory environment (captured as a prior distribution) gradually adapts

to natural statistics.

Predictions of the sampling representation has been analysed by Orbán

et al. (2016) in the context of performing inference in a Gaussian scale mixture
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model (GSM; Wainwright and Simoncelli 2000). They have shown that sampling

from the posterior distribution over the latent (feature activation) variables

in a GSM model can account for a number of experimental observations in

V1 electrophysiology. The parameters of the model were set (or learned) to

match the distributions of natural image patches (van Hateren and van der

Schaaf, 1998) and the samples of the latent variables were interpreted as the

membrane potential of individual neurons. The resulting model could reproduce

phenomena such as the drop in membrane potential variability with stimulus

onset, stimulus dependent membrane potential variability or the relationship

between spontaneous, signal and noise correlations. Furthermore, Orbán

et al. have replicated findings of earlier related models including non-classical

receptive field effects and contrast invariant orientation tuning (Schwartz and

Simoncelli, 2001; Anderson et al., 2000; Finn et al., 2007).

The contrast invariant property of tuning curves widths in primary visual

cortex has been used to argue in favour of PPCs or natural parameter codes.

Change in contrast is often used as a proxy for change in uncertainty, and it is

reflected in log-linear codes as a multiplicative scaling of neural activities, thus

producing contrast invariant tuning.

Contrast invariant tuning also emerges in the GSM model: the analysis of

Orbán et al. shows that contrast invariance can be derived from properties of

the generative model and is likely not specific to the neural representation of

uncertainty as previously argued (Pouget et al., 2013).

A number of theoretical works have addressed technical challenges related

to the neural circuit implementation of sampling. Hennequin et al. (2014);

Aitchison and Lengyel (2016) studied how sampling can be efficiently imple-

mented in recurrently connected excitatory-inhibitory networks. Buesing et al.

(2011) has shown how sampling from binary variables can be implemented in a

network of spiking neurons.

Kutschireiter et al. (2017) described how sampling could be potentially

implemented by neural dynamics in a simple dynamic model by an approach
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Figure 4.6: Sampling representation. (a) A 2-dimensional example of a bimodal
distribution represented non-parametrically, as a set of samples (in blue).
(b) According to the proposal of Orbán et al. (2016), the sampling
process is reflected in the temporal fluctuations of the membrane
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derived from particle filtering.

4 Discussion of different proposals

There is a number of competing theories about how neural systems represent

uncertainty information, however, experimental validation (or rather falsifica-

tion) has remained difficult. One of the challenges in studying representations

of uncertainty experimentally is the lack of single trial characterisation of

neural activity. Trial-averaged data can often not distinguish between different

proposals. For example, if neurons responded according to a tuning curve

with a given width independently of the degree of uncertainty, the resulting

trial-averaged tuning would still appear broader due to the variable (neural)

point estimates of the stimulus value on each trial.

Neuronal variability plays different roles in the representations we have

reviewed in the previous section. In the sampling representation variability

codes directly for uncertainty, while in the case of PPCs, it is coupled to the

mean activity and therefore conveys the same information. Deterministic codes
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like KDEs, DDCs 2 or natural parameter codes are defined based on mean

activity only, and don’t prescribe any specific role or form of neuronal variability.

Nevertheless, we do expect to see variability even if we assume that the brain is

using a deterministic coding scheme. The representation of the posterior belief

about some latent variable is dependent on the sensory observation received by

the brain. Therefore, it is likely that variability in the sensory observations will

induce variability in the representation as well. Moreover, when uncertainty

captured by the posterior belief is due to variability in the generative model

or sensory noise, the degree of variability in the representation will grow with

uncertainty.

We can think of both PPCs and DDCs as representing exponential family

distributions (by their natural or mean parameters, respectively), however, the

relationship between the neuronal tuning curves and the encoded distributions

is quite different. In the case of PPCs, Gaussian tuning curves would imply

Gaussian distributions, while DDCs with Gaussian encoding functions can

represent a broader family including multimodal distributions.

An aspect of probabilistic reasoning that has received little attention in

the literature so far is how representations of uncertainty could be learned

by neural systems. As we discussed in section 2 of this chapter, we need to

consider how an internal model of the latent variables in the world is acquired

and how a corresponding recognition model can be learned. Many of the

existing works so far are limited by relying on supervised training (Beck et al.,

2011; Orhan and Ma, 2017) or are restricted to models where learning and

inference is analytically tractable (Makin et al., 2013, 2015; Raju and Pitkow,

2016). Learning with PPCs or natural parameter codes is non-trivial, as it is

unclear how to handle distributions which are not from a tractable family (e.g.

Gaussian), and therefore computing normalising constants is difficult.

While sampling is in principle well suited for dealing with intractable dis-

tributions, learning has been only explored in fairly limited settings with linear

2The original formulation of of DPCs and DDPCs did include Poisson variability but had
no functional role in the representation and was treated as nuisance.
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observation models and in the limit of small observation noise (Kutschireiter

et al., 2017).

The DDC Helmholtz machine presented in chapter 2 provides a proof

of concept that the DDC representation can support accurate learning in

hierarchical generative models. The construction of the algorithm allows for

simple biologically plausible learning rules that don’t require propagating

gradients across the whole hierarchy.

Finally, here we have focused on uncertainty induced by ambiguity in

the generative process itself. This type of uncertainty, also called aleatoric

uncertainty, is irreducible even when perfect knowledge of the generative process

is assumed. Epistemic or model uncertainty, that captures uncertainty due to

limited learning experience, has received much less attention in the neuroscience

literature (see Pouget et al. (2013) for a brief discussion), but is also likely to

be important for biological organisms.
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D Appendix

D.1 Log-linear codes for uncertainty

Consider a generative model p(x, z) = p(x|z)p(z), with a flat prior p(z) and

exponential family likelihood p(x|z):

p(x|z) = exp
(
S(x)T θ(z)− A(θ(z))

)
(4.25)

p(z) ∝ 1 (4.26)

One can show that if the posterior belief q(z|x) is represented as a log-linear

code (sec. 3.4) with sufficient statistic θ(z), i.e.

q(z|x) ∝ exp
(
θ(z)T r

)
, r = ρ(x) (4.27)

the distribution describing the conditional variability in the firing rates, p(r|z),

is log-linear in r, just as in the case of PPCs (sec. 3.3).

p(r|z) =

∫
p(r|x)p(x|z)ds (4.28)

=

∫
δ(r − ρ(x))p(x|z)ds (4.29)

= p(x|z)|x=ρ−1(r) (4.30)

= exp
(
S(ρ−1(r))T θ(z)− A(θ(z))

)
(4.31)

If the log-normaliser A(θ(z)) in eq. 4.25 does not depend on z (i.e. A(θ(z)) =

A(θ̃)) the natural parameter of the posterior q(z|x) becomes: ρ(x) = S(x).

Thus, by further assuming that S(x) is invertible we get:

p(r|z) ∝ exp
(
rT θ(z)

)
) (4.32)

That is, in a special case we recover Poisson-like variability of neural responses.





Chapter 5

Distributed Distributional

Codes in Reinforcement

Learning

Animals need to devise strategies to maximise returns while interacting with

their environment based on incoming noisy sensory observations. Task-relevant

states, such as the agent’s location within an environment or the presence of a

predator, are often not directly observable but must be inferred using available

sensory information. Successor representations (SR) have been proposed as

a middle-ground between model-based and model-free reinforcement learning

strategies, allowing for fast value computation and rapid adaptation to changes

in the reward function or goal locations. Indeed, recent studies suggest that

features of neural responses are consistent with the SR framework. However,

it is not clear how such representations might be learned and computed in

partially observed, noisy environments. Here, we introduce a neurally plausible

model using distributional successor features, which builds on the distributed

distributional code for the representation and computation of uncertainty, and

which allows for efficient value function computation in partially observed

environments via the successor representation. We show that distributional

successor features can support reinforcement learning in noisy environments in

which direct learning of successful policies is infeasible.
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1 Introduction

Humans and other animals are able to evaluate long-term consequences of

their actions and adapt their behaviour to maximize reward across different

environments. This behavioural flexibility is often thought to result from the

interaction of two adaptive systems implementing model-based and model-free

reinforcement learning (RL).

Model-based learning allows for flexible goal-directed behaviour, acquiring

an internal model of the environment which is used to evaluate the consequences

of actions. As a result, an agent can rapidly adjust its policy to localized changes

in the environment or in reward function. But this flexibility comes at a high

computational cost, as optimal actions and value functions depend on expensive

simulations in the model. Model-free methods, on the other hand, learn cached

values for states and actions, enabling rapid action selection. However, this

approach is particularly slow to adapt to changes in the task, as adjusting

behaviour even to localized changes, e.g. in the placement of the reward, requires

updating cached values at all states in the environment. It has been suggested

that the brain makes use both of these complementary approaches, and that

they may compete for behavioural control (Daw et al., 2005); indeed, several

behavioural studies suggest that subjects implement a hybrid of model-free

and model-based strategies (Daw et al., 2011; Gläscher et al., 2010).

Successor representations (SR; Dayan, 1993) augment the internal state

used by model-free systems by the expected future occupancy of each world

state. SRs can be viewed as a precompiled representation of the model under a

given policy. Thus, learning based on SRs falls between model-free and model-

based approaches and correspondingly can reproduce a range of behaviours

(Russek et al., 2017). Recent studies have argued for evidence consistent with

SRs in rodent hippocampal and human behavioural data (Stachenfeld et al.,

2017; Momennejad et al., 2017).

Motivated by both theoretical and experimental work arguing that neural

RL systems operate over latent states and need to handle state uncertainty



2. Reinforcement learning – preliminaries 103

(Dayan and Daw, 2008; Gershman, 2018; Starkweather et al., 2017), our work

takes the successor framework further by considering partially observable

environments. Adopting the framework of distributed distributional coding

(Vértes and Sahani, 2018), we show how learnt latent dynamical models of

the environment can be naturally integrated with SRs defined over the latent

space. We begin with short overviews of reinforcement learning, the formalism

of the partially observed setting (section 2) and the successor representation

(section 3). In section 4, we describe how using DDCs in the generative and

recognition models leads to a particularly simple algorithm for learning latent

state dynamics and the associated SR.

2 Reinforcement learning – preliminaries

Generally speaking, the objective of a reinforcement learning agent is to learn

to interact with its environment such that it maximises the long-run average

reward it receives. A key component of most RL algorithms is that of computing

the value function, defined as the expectation of the cumulative discounted

future rewards under a given policy π:

V π(st) = E[
∞∑

k=0

γkrt+k] (5.1)

where γ is the discount factor determining the time horizon of the agent, and

rt is the (scalar) reward received at time t. Estimating the value function for

an arbitrary policy is typically non-trivial, and is the focus of several existing

algorithms ranging from model-free to model-based methods.

2.1 Temporal-difference learning

Temporal-difference learning (TD; Sutton, 1988) is a model-free approach for

policy evaluation; that is, estimating the value function V π(s) while the agent

follows a given policy π. TD learning relies on the recursive property of the
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value function expressed by the Bellman equation:

V π(s) = Eπ(a|s)[Ep(s′,r|s,a)[r + γV π(s′)]] (5.2)

By rearranging eq. 5.2, we can arrive at the following sample-based update

rule which depends on the TD error (δ):

δ = r + γV π(s′)− V π(s) (5.3)

V π(s)← V (s)π + ηδ (5.4)

where r and s′ are the reward and state observed after choosing an action

according to the policy π(a|s) and η is a learning rate.

TD learning is a blend of dynamic programming and Monte Carlo methods,

as it uses the current estimate of the value function at s′ as a target for updating

the value for state s, together with replacing the expectations in eq. 5.2 by a

single sample. Note that the TD update can be computed without explicit

knowledge of the state transition and reward model p(s′, r|s, a) as the sampled

values of s′ and r are available through experience.

2.2 Partially observable Markov decision processes

Markov decision processes (MDP) provide a framework for modelling a wide

range of sequential decision-making tasks relevant for reinforcement learning.

An MDP is defined by a set of states S and actions A, a reward function

R : S × A → R, and a probability distribution T (s′|s, a) that describes the

Markovian dynamics of the states conditioned on actions of the agent. For

notational convenience we will take the reward function to be independent

of action, depending only on state; but the approach we describe is easily

extended to the more general case. A partially observable Markov decision

process (POMDP) is a generalization of an MDP where the Markovian states

s ∈ S are not directly observable to the agent. Instead, the agent receives

observations (o ∈ O) that depend on the current latent state via an observation
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process Z(o|s). Formally, a POMDP is a tuple: (S, A, T , R, O, Z, γ),

comprising the objects defined above and a discount factor γ. POMDPs can

be defined over either discrete or continuous state spaces. Here, we focus on

the more general continuous case, although the model we present is applicable

to discrete state spaces as well.

3 The successor representation

As an agent explores an environment, the states it visits are ordered by the

agent’s policy and the transition structure of the world. State representations

that respect this dynamic ordering are likely to be more efficient for value

estimation and may promote more effective generalization. This may not be

true of the observed state coordinates. For instance, a barrier in a spatial

environment might mean that two states with adjacent physical coordinates

are associated with very different values.

Dayan (1993) argued that a natural state space for model-free value

estimation is one where distances between states reflect the similarity of future

paths given the agent’s policy. The successor representation (Dayan, 1993; SR)

for state si is defined as the expected discounted sum of future occupancies for

each state sj, given the current state si:

Mπ(si, sj) = Eπ
[ ∞∑

k=0

γkI[st+k = sj] | st = si

]
. (5.5)

That is, in a discrete state space, the SR is a N × N matrix where N is

the number of states in the environment. The SR depends on the current

policy π through the expectation in the right hand side of eq. 5.5, taken with

respect to a (possibly stochastic) policy pπ(at|st) and environmental transitions

T (st+1|st, at). The SR makes it possible to express the value function in a

particularly simple form. Following from eq. 5.5 and the usual definition of the

value function:

V π(si) =
∑

j

Mπ(si, sj)R(sj) , (5.6)
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where R(sj) is the immediate reward in state sj.

The successor matrix Mπ can be learned by temporal difference (TD)

learning (Sutton, 1988), in much the same way as TD is used to update value

functions. In particular, the SR is updated according to a TD error:

δt(sj) = I[st = sj] + γMπ(st+1, sj)−Mπ(st, sj) , (5.7)

which reflects errors in state predictions rather than rewards, a learning signal

typically associated with model based RL.

As shown in eq. 5.6, the value function can be factorized into the SR—i.e.,

information about expected future states under the policy—and instantaneous

reward in each state1. This modularity enables rapid policy evaluation under

changing reward conditions: for a fixed policy only the reward function needs to

be relearned to evaluate V π(s). This contrasts with both model-free and model-

based algorithms, which require extensive experience or rely on computationally

expensive evaluation, respectively, to recompute the value function.

3.1 Successor representation using features

The successor representation can be generalized to continuous states s ∈ S
by using a set of feature functions {ψi(s)} defined over S. In this setting, the

successor representation (also referred to as the successor feature representation

or SF) encodes expected feature values instead of occupancies of individual

states:

Mπ(st, i) = Eπ
[ ∞∑

k=0

γkψi(st+k) | st
]

(5.8)

Assuming that the reward function can be written (or approximated) as a

linear function of the features: R(s) = wT
rewψ(s) (where the feature values

are collected into a vector ψ(s)), the value function V (st) has a simple form

1Alternatively, for the more general case of action-dependent reward, the expected
instantaneous reward under the policy-dependent action in each state.
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analagous to the discrete case:

V π(st) = wT
rewM

π(st) (5.9)

For consistency, we can use linear function approximation with the same

set of features as in eq. 5.8 to parametrize the successor features Mπ(st, i).

Mπ(st, i) ≈
∑

j

Uijψj(st) (5.10)

The form of the SFs, embodied by the weights Uij, can be found by temporal

difference learning:

δi = ψi(st) + γM(st+1, i)−M(st, i) (5.11)

Uij ← Uij + ηδiψj(st) (5.12)

As we have seen in the discrete case, the TD error here signals prediction

errors about features of state, rather than about reward.

4 Distributional successor representation

As discussed above, the successor representation can support efficient value

computation by incorporating information about the policy and the envi-

ronment into the state representation. However, in more realistic settings,

the states themselves are not directly observable and the agent is limited to

state-dependent noisy sensory information.

In this section, we lay out how the DDC representation for uncertainty

allows for learning and computing with successor representations defined over

latent variables. First, we describe an algorithm for learning and inference in

dynamical latent variable models using DDCs. We then establish a link between

the DDC and successor features (eq. 5.8) and show how they can be combined

to learn what we call the distributional successor features. We discuss different

algorithmic and implementation-related choices for the proposed scheme and
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their implications.

4.1 Learning and inference in a state space model using

DDCs

Here, we consider POMDPs where the state-space transition model is itself

defined by a conditional DDC with means that depend linearly on the preceding

state features. That is, the conditional distribution describing the latent

dynamics implied by following the policy π can be written in the following

form:

pπ(st+1|st)⇔ Est+1|st,π[ψ(st+1)] = T πψ(st) (5.13)

where T π is a matrix parametrizing the functional relationship between st and

the expectation of ψ(st+1) with respect to pπ(st+1|st).

The agent has access only to sensory observations ot at each time step,

and in order to be able to make use of the underlying latent structure, it has

to learn the parameters of generative model p(st+1|st), p(ot|st) as well as learn

to perform inference in that model.

We consider online inference (filtering), i.e. at each time step t the

recognition model produces an estimate q(st|Ot) of the posterior distribution

p(st|Ot) given all observations up to time t: Ot = (o1, o2, . . . ot). As in the

DDC Helmholtz machine (Vértes and Sahani, 2018), these distributions are

represented by a set of expectations—i.e., by a DDC:

µt(Ot) = Eq(st|Ot)[ψ(st)] (5.14)

The filtering posterior µt(Ot) is computed iteratively, using the posterior in

the previous time step µt−1(Ot−1) and the new observation ot. The Markovian

structure of the state space model (see fig. 5.1) ensures that the recognition

model can be written as a recursive function:

µt(Ot) = fW (µt−1(Ot−1), ot) (5.15)
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Algorithm 3 Wake-sleep algorithm in the DDC state-space model

Initialise T,W
while not converged do

Sleep phase:
sample: {ssleep

t , osleep
t }t=0...N ∼ p(SN ,ON)

update W : ∆W ∝∑
t

(
ψ(ssleep

t )− fW (µt−1(Osleep
t−1 ), osleep

t )
)
∇WfW

Wake phase:
ON ← {collect observations}
infer posterior DDC µt(Ot) = fW (µt−1(Ot−1), ot)
update T : ∆T ∝ (µt+1(Ot+1)− Tµt(Ot))µt(Ot)T
update observation model parameters

end while

with a set of parameters W .

The recognition and generative models are updated using an adapted

version of the wake-sleep algorithm (Hinton et al., 1995; Vértes and Sahani,

2018). In the following, we describe the two phases of the algorithm in more

detail (see Algorithm 3).

Sleep phase

The aim of the sleep phase is to adjust the parameters of the recognition model

given the current generative model. Specifically, the recognition model should

approximate the expectation of the DDC encoding functions ψ(st) under the

filtering posterior p(st|Ot). This can be achieved by moment matching, i.e.,

simulating a sequence of latent and observed states from the current model

and minimizing the Euclidean distance between the output of the recognition

model and the sufficient statistic vector ψ(.) evaluated at the latent state from

the next time step.

W ← argmin
W

∑

t

‖ψ(ssleep
t )− fW (µt−1(Osleep

t−1 ), osleep
t )‖2 (5.16)

where {ssleep
t , osleep

t }t=0...N ∼ p(s0)p(o0|s0)
N−1∏
t=0

p(st+1|st, T π)p(ot+1|st+1).

This update rule can be implemented online as samples are simulated, and

after a sufficiently long simulated sequence (or multiple sequences) {ssleep
t , osleep

t }t
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the recognition model will learn to approximate expectations of the form:

fW (µt−1(Osleep
t−1 ), osleep

t ) ≈ Ep(st|Ot)[ψ(st)], yielding a DDC representation of the

posterior.

Wake phase

In the wake phase, the parameters of the generative model are adapted such

that it captures the sensory observations better. Here, we focus on learning

the policy-dependent latent dynamics pπ(st+1|st); the observation model can

be learned by the approach of Vértes and Sahani (2018). Given a sequence

of inferred posterior representations {µt(Ot)} computed using wake phase

observations, the parameters of the latent dynamics T can be updated by

minimizing a simple predictive cost function:

T ← argmin
T

∑

t

‖µt+1(Ot+1)− Tµt(Ot)‖2 (5.17)

The intuition behind eq. 5.17 is that for the optimal generative model the latent

dynamics satisfies the following equality: T ∗µt(Ot) = Ep(ot+1|Ot)[µt+1(Ot+1)].

That is, the predictions made by combining the posterior at time t and the

prior will agree with the average posterior at the next time step—making

T ∗ a stationary point of the optimization in eq. 5.17. For further details on

the nature of the approximation implied by the wake phase update and its

relationship to variational learning, see the supplementary material. In practice,

the update can be done online, using gradient steps analogous to prediction

errors:

∆T ∝
(
µt+1(Ot+1)− Tµt(Ot)

)
µt(Ot)T (5.18)

Figure 5.1 shows a state-space model corresponding to a random walk policy

in the latent space with noisy observations, learned using DDCs (Algorithm 3).

For further details of the experiment, see the supplementary material.

4.2 Learning distributional successor features

Next, we show how using a DDC to parametrize the generative model (eq. 5.13)

makes it possible to compute the successor features defined in the latent space
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s1 s2 st−1 st

o1 o2 ot−1 ot

T . . . T . . .

r1 r2 rt−1
rt

Generative model

Recognition model

µ1 µ2 µt−1 µt. . . . . .

(a) DDC state-space model

Latent dynamics Trajectories

(b) Noisy 2D environment

Figure 5.1: Learning and inference in a state-space model parametrised by a DDC.
(a) The structure of the generative and recognition models. (b) Vi-
sualization of the dynamics T learned by the wake-sleep (algorithm
3). Arrows show the conditional mean Est+1|st [st+1] for each location.
(c) Posterior mean trajectories inferred using the recognition model,
plotted on top of true latent and observed trajectories.

in a tractable form, and how this computation can be combined with inference

based on sensory observations.

Following the definition of the SFs (eq. 5.8), we have:

M(st) = Eπ
[ ∞∑

k=0

γkψ(st+k)|st
]

(5.19)

=
∞∑

k=0

γkEπ[ψ(st+k)|st] (5.20)

We can compute the conditional expectations of the feature vector ψ in
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eq. 5.19 as a series of nested expectations:

Est+k [ψ(st+k)|st] = Est+k−1
[Est+k [ψ(st+k)|st+k−1]|st] (5.21)

= Est+k−1
[Tψ(st+k−1)|st] (5.22)

= T 2Est+k−2
[ψ(st+k−2)|st] (5.23)

...

Est+k [ψ(st+k)|st] = T kψ(st) (5.24)

Thus, from equations 5.19 and 5.24 we have:

M(st) =
∞∑

k=0

γkT kψ(st) (5.25)

= (I − γT )−1ψ(st) (5.26)

Equation 5.26 is reminiscent of the result for discrete observed state spaces

M(si, sj) = (I−γP )−1
ij (Dayan, 1993), where P is a matrix containing Markovian

transition probabilities between states. In a continuous state space, however,

finding a closed form solution like eq. 5.26 is non-trivial, as it requires eval-

uating a set of typically intractable integrals. The solution presented here

directly exploits the DDC parametrization of the generative model and the

correspondence between the features used in the DDC and the SFs.

In this framework, we can not only compute the successor features in closed

form in the latent space, but also evaluate the distributional successor features,

the posterior expectation of the SFs given a sequence of sensory observations:

Est|Ot [M(st)] = (I − γT )−1Est|Ot [ψ(st)] (5.27)

= (I − γT )−1µt(Ot) (5.28)

The results from this section suggest a number of different ways the distribu-

tional successor features Est|Ot [M(st)] can be learned or computed.
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4.2.1 Learning distributional SFs during sleep phase

The matrix U = (I − γT )−1 needed to compute distributional SFs in eq. 5.28

can be learned from temporal differences in feature predictions based on latent

state sequences simulated in the sleep phase (see eq. 5.10-5.11). That is, given

a sequence of latent states sampled from the dynamics model: s1, s2, . . . , sT ∼
∏

t p(st|st−1)p(s0), U can be updated by TD learning:

δi = ψi(st) + γMπ(st+1, i)−Mπ(st, i) (5.29)

∆Uij ∝ δiψj(st) (5.30)

Following a potential change in the dynamics of the environment, sleep phase

learning allows for updating SFs and therefore cached values offline, without

the need for further experience.

4.2.2 Computing distributional SFs by dynamics

Alternatively, eq. 5.28 can be implemented as a fixed point of a linear dynamical

system, with recurrent connections reflecting the model of the latent dynamics:

τ ẋ = −x+ γTx+ µt(Ot) (5.31)

⇒ x(∞) = (I − γT )−1µt(Ot) (5.32)

In this case, there is no need to learn (I − γT )−1 explicitly but it is

implicitly computed through dynamics. For this to work, there is an underlying

assumption that the dynamical system in eq. 5.31 reaches equilibrium on a

timescale (τ) faster than that on which the observations Ot evolve.

Both of these approaches avoid having to compute the matrix inverse

directly and allow for evaluation of policies given by a corresponding dynamics

matrix T π offline.

4.2.3 Learning distributional SFs during wake phase

Instead of fully relying on the learned latent dynamics to compute the distribu-

tional SFs, we can use posteriors computed by the recognition model during the
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wake phase, that is, using observed data. We can define the distributional SFs di-

rectly on the DDC posteriors: M̃(Ot) = Eπ[
∑

k γ
kµt+k(Ot+k)|µt(Ot)], treating

the posterior representation µt(Ot) as a feature space over sequences of obser-

vations Ot = (o1 . . . ot). Analogously to section 3.1, M̃(Ot) can be acquired by

TD learning and assuming linear function approximation: M̃(Ot) ≈ Uµt(Ot).
The matrix U can be updated online, while executing a given policy and

continuously inferring latent state representations using the recognition model:

δt = µt(Ot) + γM(Ot+1)−M(Ot) (5.33)

∆U ∝ δtµt(Ot)T (5.34)

It can be shown that M̃(Ot), as defined here, is equivalent to Est|Ot [M(st)] if

the learned generative model is optimal–assuming no model mismatch–and

the recognition model correctly infers the corresponding posteriors µt(Ot) (see

supplementary material). In general, however, exchanging the order of TD

learning and inference leads to different SFs. The advantage of learning the

distributional successor features in the wake phase is that even when the model

does not perfectly capture the data (e.g. due to lack of flexibility or early on in

learning) the learned SFs will reflect the structure in the observations through

the posteriors µt(Ot).

4.3 Value computation in a noisy 2D environment

We illustrate the importance of being able to consistently handle uncertainty

in the SFs by learning value functions in a noisy environment. We use a simple

2-dimensional box environment with continuous state space that includes an

internal wall. The agent does not have direct access to its spatial coordinates,

but receives observations corrupted by Gaussian noise. Figure 5.2 shows

the value functions computed using the successor features learned in three

different settings: assuming direct access to latent states, treating observations

as though they were noise-free state measurements, and using latent state

estimates inferred from observations. The value functions computed in the
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Figure 5.2: Value functions under a random walk policy for two different reward
locations. Values were computed using SFs based on the latent, inferred
DDC posterior or observed state variables.

latent space and computed from DDC posterior representations both reflect

the structure of the environment, while the value function relying on SFs over

the observed states fails to learn about the barrier.

To demonstrate that this is not simply due to using the suboptimal random

walk policy, but persists through learning, we have learned successor features

while adjusting the policy to a given reward function (see figure 5.3). The

policy was learned by generalized policy iteration (Sutton and Barto, 1998),

alternating between taking actions following a greedy policy and updating the

successor features to estimate the corresponding value function.

The value of each state and action was computed from the value function

V (s) by a one-step look-ahead, combining the immediate reward with the

expected value function having taken a given action:

Q(st, at) = r(st) + γEst+1|st,at [V (st+1)] (5.35)

In our case, as the value function in the latent space is expressed as a linear

function of the featuresψ(s): V (s) = wT
rewUψ(s) (eq. 5.9-5.10), the expectation
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in 5.35 can be expressed as:

Est+1|st,at [V (st+1)] = wT
rewU · Es′|s,a[ψ(st+1)] (5.36)

≈ wT
rewU · P · (ψ(st)× φ(at)) (5.37)

Where P is a linear mapping, P : Ψ × Φ → Ψ, that contains information

about the distribution p(st+1|st, at). More specifically, P is trained to predict

Est+1|st,at [ψ(st+1)] as a bilinear function of state and action features (ψ(st),

φ(at)). Given the state-action value, we can implement a greedy policy by

choosing actions that maximize Q(s, a):

at ← argmax
a∈A

Q(st, a) (5.38)

= argmax
a∈A

r(st) +wT
rewU · P · (ψ(st)× φ(at))) (5.39)

= argmax
a∈A

r(st) + b(st)
Tφ(a) (5.40)

The argmax operation in eq. 5.40 (possibly over a continuous space of actions)

could be biologically implemented by a ring attractor where the neurons receive

state dependent input b(s) through feedforward weights reflecting the tuning

φ(a) of each neuron in the ring.

Just as in figure 5.2, we compute the value function in the fully observed

case, using inferred states or using only the noisy observations. For the latter

two, we replace ψ(st) in eq. 5.40 with the inferred state representation µ(Ot)
and the observed features ψ(ot), respectively. As the agent follows the greedy

policy and it receives new observations the corresponding SFs are adapted

accordingly. Figure 5.3 shows the learned value functions V π(s), V π(µ) and

V π(o) for a given reward location and the corresponding dynamics T π. The

agent having access to the true latent state as well as the one using distributional

SFs successfully learn policies leading to the rewarded location. As before, the

agent learning SFs purely based on observations remains highly sub-optimal.
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Histogram of collected rewards

Figure 5.3: Value functions computed using SFs under the learned policy. Top
row shows reward and value functions learned in the three different
conditions. Bottom row shows histogram of collected rewards from
100 episodes with random initial states, and the learned dynamics T π

visualized as in fig. 5.1.

5 Discussion and related work

We have shown that the DDC represention of uncertainty over latent variables

can be naturally integrated with representations of uncertainty about future

states, and thus offers a natural generalisation of SRs to more realistic environ-

ments with partial observability. The proposed algorithm jointly tackles the

problem of learning the latent variable model and learning to perform online

inference by filtering. Distributional SFs are applicable to POMDPs with

continuous or discrete variables and leverage a flexible posterior approximation,

not restricted to a simple parametric form, that is represented in a population

of neurons in a distributed fashion.

While parametrising the latent dynamics with DDCs is attractive as it

makes computing the SFs in the latent space analytically tractable and allows

for computing distributional SFs by recurrent dynamics (sec. 4.2.2), it is

so far unclear how sampling from such a model might be implemented by

neural circuits. Alternatively, one can consider a standard exponential family

parametrisation which remains compatible with sleep and wake phase TD

learning of distributional SFs.

Earlier work on biological reinforcement learning in POMDPs was restricted
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to the case of binary or categorical latent variables where the posterior beliefs

can be computed analytically (Rao, 2010). Furthermore the transition model of

the POMDP was assumed to be known, rather than learned as in the present

work.

Here, we have defined distributional SFs over states, using single step look-

ahead to compute state-action values (eq. 5.35). Alternatively, SFs could be

defined directly over both states and actions (Kulkarni et al., 2016; Barreto et al.,

2017) whilst retaining the distributional development presented here. Barreto

et al. (2017, 2019) have shown that successor representations corresponding to

previously learned tasks can be used as a basis to construct policies for novel

tasks, enabling generalization. Our framework can be extended in a similar

way, eliminating the need to adapt the SFs as the policy of the agent changes.

In section 4.2, we proposed a number of different schemes for learning

SFs in the latent space that interpolate between model-based and model-free

approaches. These are not mutually exclusive but could be applicable in

different stages of familiarity with an environment. Learning distributional SFs

during the wake phase is advantageous when the model of the environment is

not fully learned yet, as it does not rely on simulating experiences from the

latent dynamics but uses it only indirectly for filtering given actual observations.

Whereas after sufficient exposure to the environment, updating SFs using sleep

phase simulations from the model—analogously to the Dyna algorithm (Sutton,

1990)—allows for evaluating policies offline and makes learning more data

efficient.

The way we presented here, the recognition model produces posterior ex-

pectations of the DDC features ψ(s) and thereby captures uncertainty about the

latent sate s. The SF are then computed based on these posteriors, exploiting

the correspondence between the DDC and successor features. An alternative

is for the recognition model to be trained to update the distributional SFs

directly. As they are linearly related to the DDCs (eq. 5.28), the distributional

SFs capture uncertainty about the latent state s in a similar fashion.
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The distributional SFs generalise SFs to handle partially observability,

while preserving the predictions made by the existing framework considering

fully observable environments. In the limiting case of no posterior uncertainty,

i.e. when p(st|Ot) = δ(st−ŝt), the distributional successor features relax back to

the SFs defined over fully observed sates: Eδ(st−ŝt)[M(st)] = (I − γT )−1[ψ(ŝt)].

The neurotransmitter dopamine has long been hypothesised to signal

reward prediction errors (RPE) and thus to play a key role in temporal difference

learning (Schultz et al., 1997). More recently, it has been argued that dopamine

activity is consistent with RPEs computed based on belief states rather than

sensory observations directly (Babayan et al., 2018; Lak et al., 2017; Sarno et al.,

2017). Thus dopamine is well suited to carry the information necessary for

learning value functions under state uncertainty. In another line of experimental

work, dopamine has been found to signal sensory prediction errors even if the

absence of an associated change in value (Takahashi et al., 2017), suggesting

a more general role of dopamine in learning (Gershman, 2018; Gardner et al.,

2018). Gardner et al. have proposed that dopamine—signalling prediction error

over features of state—may provide the neural substrate for the error signals

necessary to learn successor representations. Distributional SFs unify these two

sets of observations and their theoretical implications in a single framework.

They posit that prediction errors are computed over the posterior belief about

latent states (represented as DDCs), and that these predictions are defined

over a set of non-linear features of the hidden state rather than reward.

The framework for learning distributional successor features presented

here also provides a link between various intriguing and seemingly disparate

experimental observations in the hippocampus. The relationship between

hippocampal place cell activity and (non-distributional) SRs has been explored

previously (e.g., Stachenfeld et al., 2014; 2017) providing an interpretation for

phenomena such as “splitter” cells, which show spatial tuning that depends on

the whole trajectory (i.e. policy) traversed by the animal not just on its current

position (Grieves et al., 2016). However, as discussed earlier, relevant states for
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a given reinforcement learning problem (in this case states over which the SR

should be learned) cannot be assumed to be directly available to the agent but

must be inferred from observations. The hypothesis that hippocampal place

cell activity encodes inferred location, with its concomitant uncertainty, has

also been linked to experimental data (Madl et al., 2014). Thus, our approach

connects these two separate threads in the literature and thereby encompasses

both groups of experimental results.

Hollup et al. (2001) observed that place fields distributed asymmetrically

around the rewarded location in an annular water maze. The animals were

trained to swim in a given direction towards a platform hidden under water.

They found that the segment of the maze containing the platform had the

highest density of place fields followed by the segment that preceded the

platform according to the trajectory of the animal. Stachenfeld et al. (2017)

showed in simulations that SRs together with uncertainty about location can

account for this asymmetry in the firing field distribution. To mimic uncertainty,

they convolved the SR by a Gaussian kernel, leading to a shift in the peak

of the firing fields due to the asymmetry in the SR. Importantly, convolving

with a Gaussian kernel is equivalent to taking an expectation with respect

to a corresponding Gaussian distribution, therefore, it is tantamount to the

distributional SFs introduced here—assuming a Gaussian posterior distribution

over the location of the animal.

Lastly, the framework helps to link simulation of an internal model to learn-

ing. Acquisition of the inference model in our framework requires simulating

experience (sleep samples) from the agent’s current model of the environment,

to provide the basis for an update of the recognition model. The sleep samples

reflect the agent’s knowledge of the environmental dynamics but they need not

correspond exactly to a previously experienced trajectory. This is reminiscent

of hippocampal “replay” which does not just recapitulate previous experience,

but often represents novel trajectories not previously experienced by the animal

(Gupta et al., 2010; Ólafsdóttir et al., 2015; Stella et al., 2019). Relatedly, Liu
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et al. (2019) recently observed that replay events in humans reflect abstract

structural knowledge of a learned task. Our model suggests a novel functional

interpretation of these replayed trajectories; namely, that they may play an

important role in learning to infer relevant latent states from observations. This

accords with the observation that experimental interference with replay events

impedes learning in contexts where optimal actions depend on history-based

inference (Jadhav et al., 2012).

In sum, distributional SFs provide interpretation for a variety of experimen-

tal observations and a step towards algorithmic solutions for flexible decision

making in realistic and challenging problem settings animals face, i.e. under

state uncertainty.
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E Appendix

E.1 Wake phase update for distributional SFs

Here, we give some additional insights into the nature of the approximation

implied by the wake phase update for the DDC state-space model and discuss

its link to variational methods.

According to the standard M step in variational EM, the model parame-

ters are updated to maximize the expected log-joint of the model under the

approximate posterior distributions:

∆θ ∝ ∇θ

∑

t

Eq(st,st+1|Ot+1)[log pθ(st+1|st)] (5.41)

= ∇θ

∑

t

−
∫
q(st, st+1|Ot+1)(log pθ(st+1|st) + log q(st|Ot+1))d(st, st+1)

(5.42)

= ∇θ

∑

t

−KL[q(st, st+1|Ot+1)‖pθ(st+1|st)q(st|Ot+1)] (5.43)

After projecting the distributions appearing in the KL divergence (eq. 5.43)

into the joint exponential family defined by sufficient statistics [ψ(st), ψ(st+1)],

they can be represented using the corresponding mean parameters:

q(st, st+1|Ot+1)
P

=⇒


 Eq(st,st+1|Ot+1)[ψ(st)]

Eq(st,st+1|Ot+1)[ψ(st+1)]


 =


 µt(Ot+1)

µt+1(Ot+1)




(5.44)

pθ(st+1|st)q(st|Ot+1)
P

=⇒


 Epθ(st+1|st)q(st|Ot+1)[ψ(st)]

Epθ(st+1|st)q(st|Ot+1)[ψ(st+1)]


 =


 µt(Ot+1)

Tµt(Ot+1)




(5.45)

To restrict ourselves to online inference, we can make a further approx-

imation: µt(Ot+1) ≈ µt(Ot). Thus, the wake phase update can be thought

of as replacing the KL divergence in equation 5.43 by the Euclidean distance
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between the (projected) mean parameter representations in eq. 5.44-5.45.

∑

t

‖µt+1(Ot+1)− Tµt(Ot)‖2 (5.46)

Note that this cost function is directly related to the maximum mean

discrepancy (Gretton et al. (2012); MMD)–a non-parametric distance metric

between two distributions–with a finite dimensional RKHS.

E.2 Equivalence of sleep and wake phase TD

Here, we show that the posterior expectation of the SFs learned in the latent

space during sleep phase (Ep(st|Ot)[M(st)]) is equivalent to the SFs learned

during wake phase (M̃(µt(Ot))) if the generative model matches the data

distribution and the recognition model produces the exact posterior.

Wake phase TD learns to approximate the following expression:

M̃(µt(Ot)) = Ep(O>t|Ot)[
∞∑

k=0

γkµt+k(Ot+k)] (5.47)

Where

Ep(O>t|Ot)[µt+k(Ot+k)] = Ep(Ot+1:t+k|Ot)[µt+k(Ot+k)] (5.48)

=

∫
dOt+1:t+k p(Ot+1:t+k|Ot)

∫
dst+k p(st+k|Ot+k)ψ(st+k)

=

∫
dOt+1:t+k p(Ot+1:t+k|Ot)

∫
dst+k

p(st+k,Ot+1:t+k|Ot)
p(Ot+1:t+k|Ot)

ψ(st+k)

=

∫
dst+k

∫
dOt+1:t+k p(st+k,Ot+1:t+k|Ot)ψ(st+k)

=

∫
dst+kp(st+k|Ot)ψ(st+k) (5.49)

= T kµt
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Thus, we have:

M̃(µt(Ot)) =
∞∑

k=0

γkT kµt (5.50)

= (I − γT )−1µt

= Ep(st|Ot)[M(st)]

E.3 Further experimental details

Figure 1: Learning and inference in the DDC state-space model

The generative model corresponding to a random walk policy:

p(st+1|st) = [st + η̃]walls, (5.51)

p(ot|st) = st + ξ

Where [.]walls indicates the constraints introduced by the walls in the environ-

ment (outer walls are of unit length). η ∼ N (0, σs = 1.), η̃ = 0.06 ∗ η/‖η‖,
ξ ∼ N (0, σo = 0.1), st, ot ∈ R2

We used K = 100 Gaussian features with width σψ = 0.3 for both the latent

and observed states. A small subset of features were truncated along the internal

wall, to limit the artifacts from the function approximation. Alternatively, a

features with various spatial scales could also be used. The recursive recognition

model was parametrized linearly using the features:

fW (µt−1, ot) = W [Tµt−1;ψ(ot)] (5.52)

As sampling from the DDC parametrized latent dynamics is not tractable in

general, in the sleep phase, we generated approximate samples from a Gaussian

distribution with consistent mean.

The generative and recognition models were trained through 50 wake-sleep

cycles, with 3 · 104 sleep samples, and 5 · 104 wake phase observations.

The latent dynamics in Fig.1b is visualized by approximating the mean
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dynamics as a linear readout from the DDC: Est+1|st [st+1] ≈ αTψ(st) where

s ≈ αψ(s).

Figure 2 Values under a random walk policy To compute the value

functions under the random walk policy we computed the SFs based on the

latent (ψ(s)), inferred (µ) or observed (ψ(o)) features, with discount factor

γ = 0.99. In each case, we estimated the reward vector wrew using the available

state information.

Figure 3 Values under a learned policy To construct the state-action value

function, we used 10 features over actions φ(a), von Mises functions (κ = 2.)

arranged evenly on [0, 2π]. The policy iteration was run for 500 cycles, and in

each cycle an episode of 500 steps was collected according to the greedy policy.

The visited latent, inferred of observed state sequences were used to update

the corresponding SFs to re-evaluate the policy. To facilitate faster learning,

only episodes with positive returns were used to update the SFs.





Part III

General Conclusions

127





129

A concept reoccurring throughout this thesis is the idea of encoding

uncertainty about unobservable variables as a set of expectation of non-linear

features, a representation we called distributed distributional codes (DDC). As

we have seen in multiple examples, lot of the computations involving uncertainty

take the form of an expectation with respect to the corresponding distribution.

The computational appeal of DDCs is that they are very well suited to such

computations, and translate the often intractable integrals to learning simple

linear mappings. We have demonstrated that when combined with the wake-

sleep algorithm the resulting DDC Helmholtz machine can learn hierarchical

latent variable models with greater accuracy than variational methods that

employ rigid posterior approximations.

We have also shown how DDCs can lead to a natural generalisation of

successor features to partially observable settings by relying on the conjugacy

of the two representations. In distributional successor features the DDC expec-

tations play a dual role: they serve as belief states and provide a basis set for a

linear decomposition of the reward function. This is not only a computational

convenience but also accords with a number different experimental observations.

Unsupervised learning approaches, like latent variable models, are explicitly

trained to capture structure in the outside world and produce posterior beliefs

over latent variables. The resulting representations, at least in an idealised

case, correctly handle uncertainty about unobserved quantities and facilitate

generalisation or transfer to novel tasks. Such flexibility has been observed in

animal and human behaviour and it is a desideratum for artificial intelligent

systems as well. Supervised training with a range of auxiliary tasks or multi-

task learning can in principle discover similar representations. Furthermore,

in a neural network trained in a supervised multi-task setting, one can expect

representations akin to DDCs to emerge, due to the analogy to sleep phase

learning where the supervision is provided by the generative model. This parallel

also prompts questions relevant for neuroscience: to what extent early sensory

representations are shaped by the tasks performed or by pure unsupervised
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learning and how these two might interact.

An example of a useful auxiliary task is the distributional objective in

reinforcement learning, that has recently received some empirical support in

neuroscience (Dabney et al., 2020), and that aids representation learning by

separating states that predict the same expected reward but different reward

distributions. It is likely that similar benefits can be ascribed to learning

distributional representations over other task-relevant variables, even in tasks

where information about uncertainty is not directly probed.

There is a consensus in the literature about the idea that the brain is

able to perform some forms of probabilistic computation, largely originating

from behaviour evidence. This also suggests that uncertainty about relevant

variables needs to be represented in neural systems, at least implicitly. However,

how brains learn to perform these computations or how uncertainty is reflected

in neural activity is much less clear. Here, we reviewed a number of theoretical

proposals and attempted to clarify some of the conceptual issues regarding

studying representations of uncertainty experimentally. We hope that our

discussion will facilitate future research on the topic and help gain insights into

how brains learn to reason accurately in the face of uncertainty.

Another open question about Bayesian inference and learning in the brain

is whether there is an explicit representation of the generative model as in

the DDC Helmholtz machine and other probabilistic unsupervised learning

algorithms. Exceptions include a family of methods that rely on a contrastive

loss function, an approach that has received renewed attention in machine

learning (Hyvarinen and Morioka, 2016; Oord et al., 2019; Hénaff et al., 2019).

These methods aim to extract representations by exploiting temporal structure

in the data, looking for representations that are predictive of the future. Related

ideas have been present in neuroscience as well: slow feature analysis (Wiskott

and Sejnowski, 2002) finds components in the data that change slowly over

time, and has been proposed as a model of learning in the early visual cortex.

Temporal consistency of our sensory experience is a powerful prior and could
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be leveraged in neural systems as well to learn probabilistic models where the

generative process is only implicit.
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