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A Corpus-based Analysis of Route Instructions in Hman-Robot
Interaction

Theodora Koulouri and Stanislao Lat

Abstract—This paper investigates how users employ spatial
descriptions to navigate a speech-enabled robot. Waeated a
simulated environment in which users gave route infsictions
in a dialogic real-time interaction with a robot, which was
operated by naive participants. The ability of robé monitoring
was also manipulated in two experimental conditions The
results provide evidence that the content of the Btructions and
strategies of the users vary depending on the conidins and
demands of the interaction. As expected, the routiastructions
frequently were underspecified and arbitrary. Thefindings of
this study elucidate the complexity in interpreting spatial
language in HRI. However, they also point to the red for
endowing mobile robots with richer dialogue resoures to
compensate for the uncertainties arising from langage as well
as the environment.

I. INTRODUCTION

A. Natural Language in Human-Robot Interaction

Natural language
expressive means of communication, stimulating arete
towards endowing artificial agents with Natural baage
Interfaces (NLIs) [1]. In the area of spoken dialeg
systems, many commercially successful systems haea
developed, which are typically information-retriegi
applications based on the slot-filling paradigm Rpwever,
Human-Robot Interaction (HRI) is embodied interaatiin

B. Dialogue-based Navigation

A growing and exciting arena of applications is exge
enabled navigating robots. The characteristics ptial
language have been extensively investigated, tipica
monologic settings, in the fields of human commatian
and cognition as well as HRI. Route instructionsehan
intrinsically linear structure; they typically stawith a
description of the initial position, then presensegmented
series of actions and finally an orientation tovearthe
destination [7]. They generally consist of acti@sctiptions
and references to landmarks. Action descriptiondude
spatial elements, such as direction of motion. Refees to
landmarks are usually supplemented with disambiggat
expressions such as “tisecondbuilding on the left. Thus,
the robot is required to parse and interpret tingulistic
content of the instructions, model the actions and

is arguably the most intuitive andescriptions and finally reproduce these actionghéworld

[8]. However, route instructions by humans are citmally
underspecified and arbitrary and involve the appion of
multiple layers of discourse and situational cohtekoo
often a landmark reference is ambiguous, does atththe
internal map of the robot or is out of its vocabyla
Instructions can also lack a clear or systematimtpof

reference and other important components such as

which humans and robots coordinate their physigal atermination points. In addition, there is great iwdual

verbal actions sharing time and space. Evidenityated
dialogue entails greater complexity.

The inherent creativity and ambiguity of naturaidaage
along with the poor performance of speech recagmiti
technologies is a general problem in the developnoén
NLIs. Moreover, people are generally uninformedwdfat
robots can do or understand, leading to requestsnioetheir
functional and linguistic domain [3], [4]. Physicalo-
presence is also expected to reinforce peopleseption of
common ground and shared knowledge increasinggbei
elliptical and underspecified language [5]. In aiddi, due to
requirements of computing power, the capabilitiésthe
robots are also decided upon trade-offs; for ir#an
endowing a robot with features such as mobility aisibon
would probably bring restraints to its linguistidilities [6].
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variation in terms of granularity and details [P]0]. It has
also been observed that users tend to produce Vagale
instructions that assume a human-like vision inotsi{e.g.,
“turn left and you'll see your destination.”) [3[herefore,
dialogue-based navigation is a highly challengintegorise
for robots that entails understanding of languagpmsgtial
actions and relations as well as perception of wield.

Incrementally issuing simple commands (for instarige

straight, and now stop”) could moderate the problamit

also compromises the efficiency and naturalnessthef
interaction. But most significantly, it presupposaEmstant
monitoring and a degree of omniscience by the whéch is
not possible for all applications.

C. Shared Visual Space in HRI

Numerous studies have investigated the influence
shared visual space in task-oriented human inieraft1]-
[13]. In particular, sharing visual information ef§ direct
observation of task status, the addressee’s uradelisg and
actions as well as joint focus of attention anémefice. This
leads to more efficient interactions compared teesp-only
settings, and, most importantly, shapes the comeatinoh

of
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patterns of the interlocutors. Nevertheless, the ob other
co-occurring factors, such as working side-by-siége
contact, facial expressions and hand gesturesnbiabeen
clarified [14]. It also remains an open questidmetier and
in what ways visual information influences
conversational strategies of the user in HRI. Astneed
above, this has several implications for robotg thzerate
with partial or no supervision by the users in @btirative
tasks.

D. Aim of the Study

The broad aim of the study is to develop a naturi

framework of communication between a human and
speech-enabled mobile robot. The platform andkedtfor
the study is a personal robot which is able to grerfand
learn navigation tasks by means of unconstraingdrala
language. This robot is based on the InstructioseBa
Learning (IBL) project [15]. Following an empirical
approach, our work assumes two perspectives anidresp
the dialogue behaviour of both partners in theradton. In
particular, previous work by the authors focusedemtback
and repair strategies for the robot [16], [17].téasl, the
present paper investigates the linguistic resouecegloyed
by users when they collaborate with the robot ira@igation
task, with particular interest in their spatial dgstions.
Moreover, inspired by findings in human communicati
(Section C), it also aims to identify the differescin the
users’ strategies when they can or cannot mori®rabot.

Il. METHOD

A. Experimental Design

Motivated by previous studies in route instructi¢h8],
[18], [19], we performed a Wizard of Oz study. Thi
approach could help us obtain information on thegeaof
utterances that users
interacting with a robot and also specify task aydtem
requirements. In an effort to minimise experimeiias and
collect as naturally-occurring dialogues as possilithe
“wizards” were also naive participants. The domafrthe
task was navigation and the user had to guide thard/ to
several destinations in a simulated town. As ergldi

above, the study also explores the effect of visu%Ih

information and monitoring on the linguistic chascef the
users. Thus, the experimental design involved
conditions; in the first, the users had visual asct the
immediate locality of the robot at all times (hefucth,
referred to as “Monitor condition”) whereas in thecond
condition, users had no view of the robot or ite@undings
(henceforth, “No Monitor condition”). The study
obviously oriented towards the existing prototype ib also
attempts to provide general implications for NLis goal-
directed HRI.

B. Setup

S

participants. It consisted of two applications €ifidces)
connected using the TCP/IP protocol over a LAN. The
system kept a log of the interaction and, for evegssage
sent or received, the coordinates of the robohait moment

thewere recorded. During data analysis, we were ablettace

the path taken by the robot with sufficient tempaaad
spatial accuracy. The interfaces consisted of a ofaihe
town and a dialogue box. The interfaces of the wset
wizard are shown in Figures 1 and 2, respectively.

Fig. 1. The user’s interface in the Monitor coraliti The monitor window
on the upper right corner was removed in the No ikdogondition.

The users had a view of the full map. The goalh&f t
current task was shown in red whereas the complad
were shown in blue. Similarly to a typical desktop
messaging application, they could type messageshén
dialogue box and send them to the wizards. The rdéiza
messages appeared on the lower part of the box (in
magenta). Moreover, on the upper right corner dirth

spontaneously produce when

interfaces, there was a small “monitor”, which tised the
robot’s surrounding area, but not the robot itskif.other
words, the user shared the same visual space kéthobot

at any point in the interaction. Depending on the
experimental condition, the “monitor” feature waklead or
removed.

The wizard’s interface contained a fraction of thap,
owing only the surroundings of the robot's cutren

N Wgosition. The robot was operated by the wizardegishe

arrow keys on the keyboard. The dialogue box digaahe
latest messages by both interlocutors as well astwo
previous instructions by the user. Moreover, théstaxg
prototype has the ability to learn routes [15]. $hthe user

is could ask the robot to go to a previous locatiotheut

giving instructions all over again. In order to siate this
functionality in a practical way, after successtompletion
of a task, a new button appeared on the right eidthe
wizard’'s screen which represented the newly leaoate.
Therefore, when the user requested to take a knmowte,

A custom Java-based system was developed to supgort the wizard clicked on the corresponding button redrobot

simulation and the real-time

interaction betweere thautomatically executed.



Fig. 2. The wizard's interface. Note that the robtready “knows” two
routes.

C. Procedure
A total of 32 students from various departmentsthef

However, a study in which users navigated a rolsihgu
either typed or spoken instructions demonstrated they
employed similar utterances in both modalities [24]
limitation of the present study could also be taet that the
interface displayed a plan view of the environm&htreas
in a real-world situation the instructor and follewface
three-dimensional objects. Nevertheless, reseashshown
that 3D concepts play a minor role in linguistic
representations and reported no differences iniapat
descriptions produced by users in 2D (pictures) abd
scenarios [22].

D. Dialogue Annotation

The primary annotation of the dialogues was basethe
HCRC dialogue act tagging scheme which was desifpred
navigation dialogues of the HCRC Map Task Corpd.[2
The dialogue acts by the user found in our corpeshown
in Table | below.

university were recruited (16 users and 16 wizardgjenty

of them were assigned to the Monitor condition amelve

to the No Monitor condition. The allocation of peipants
to the experimental conditions and roles was randachno

computer expertise and other skill were required.

The users and wizards were seated in different soor

equipped with desktop PCs. They received verbal a

Dialogue Act Description

Instruct Commands the robot to perform an action.

Explain States information which has not been elicited by the

robot.

Query Asks the robot any question.
nRepIy Any reply to any query.

Clarify Repeats information which has already been given.
"Greet Hello/Goodbye.

written instructions. The wizards were given a hri
demonstration and time to familiarize with the qtiem of
the interface. Wizards were fully informed abou¢ thetup
and whether the user was able to see the robditmac

The users were made to believe that they woulddnte
directly with a robot, which for practical reasowss the
simulated version of the actual robot. They welé toat the
robot had limited vision, but had advanced mobiktyd
capacity to understand and produce spatial langaadeit
could also remember previous routes. They weredaske
open each interaction with “Hello” (which initiatid the
application of the wizard) and end it with “Goodby@hich
closed both applications). The users were not gex/iwith
any examples of what to say. However, it was eiplic
requested not to employ “absolute” reference systesmch
as “North”, “South”, “up”, “down”, which are anywanarely
used in route directions [9], [20]. Moreover, thegre asked
to take the robot’'s perspective. Still, in real simulated
settings of HRI, users overwhelmingly do so withbeing
told [20].

Each pair attempted six tasks presented in the sades.
In particular, the user had to navigate the robotnf the
starting point (bottom right on the map) to six idaated
locations (pub, lab, factory, tube, tesco, shop)e Tsers
were free to plan and modify the route as they edsiThe
destinations were selected to require incrementalbre
instructions or the use of previously taught rouislogues

ran until the user ended them or up to 10-11 mute

(decided on the basis of pilot studies).
It could be argued that any observations from bexged

Table I. The tag set used to annotate the uses.turn

The dialogue acts tagged as “Instruct” were thessified
based on the action-oriented categorisation by T#e
categories are the following:

1. Action. E.g., “Turn left”.

2. Action + Landmark (landmark, known location,
destination). E.g., “Go to the pub.”, “Cross the
bridge.”

3. Action + Path entity (road, junction, crossroad).
E.g., “Take the road on the right.”

4. Landmark, No action. E.g., “The lab is on the
left”.

Finally, following [10], [19], a finer-grained cotisient
analysis was performed. In particular, we taggeeé th
instructions that contained (a) a projective spaérm, such
as “on the right”, “on the left”, “in front of” etc, (b) an
ordering expression such as “first”, “second”, ttastc. and
(c) a path-describing term, such as “at”, “afteidjong”,
“the end of”, “past” etc. Table Il below shows arample of
an annotated turn. It contains six instructions &hd
category tag of each is within the square brackets.

Go to the end of the road [3c] and turn left [1], go past the bridge
[2c], continue straight [1] and take the first road on the right [3ba],
destination is on the left [4a].

Table Il. Example of an annotated turn.

Il. RESULTS

The experiments yielded a corpus of 96 dialogudse T
dialogues contained 1100 turns by the user (66%4&idfor

interaction cannot be genera]ised to spoken d|dogdﬁhe Monitor and No Monitor Conditions, respeCti\)elyrhiS



section reports results of the analysis of theodjaé acts by = On the other hand, when the robot's action area ves
the user. Then, a component analysis of the instnsand visible, the responsibility for maintaining undensding and
some additional observations are presented. Thee wlate assessing the task was balanced between the pantisi As
examined both as a whole and by condition. exemplified by the dialogue in Table IV, the uskes to
continuously request and rely on the wizards’ verba
descriptions of the environment to determine ttatust of

' ) the task and could not intervene autonomously. Uiber
prevalent in the corpus covering 59.32% and 17.98%ll ;5 ,1q query about what the wizard could see, trytog

usgr_ turns_, respectivélyHowever, thg_analy_sis revealedestablish a joint focus of attention, perspectived a
striking  differences between conditions in terms  Ofgference; only then attempted to offer furthettrinstions
occurrence of instruction turns (t=3.680, df=8.5840.005) (as in lines 1 and 7 in Table VI). This, of courted to
and questions (t=-4.270, df=5.794, p<0.005). Theaor |gnger turns (t=-2.308, df=10.388, p<0.05) and task
majority of user utterances in the Monitor conditivere completion times (t=-2.36, df=8.25, p<0.05) for theo

instruction turns (70.58%) whereas questions adeteso  \onitor condition. However, task success ratesvaémilar
the wizard were rare (4.25%). On the other haneirsuisi the 51055 conditions [17].

No Monitor condition gave much fewer instructionatb —p

A. Dialogue Act Analysis
The dialogue acts “Instruct” and “Query” were thesn

. . . ) Message Tag
issued considerably more queries, with the numbethe U1 move forward [1], turn right [1], move forward | Instruct
latter reaching 31.68% (Figure 3). [1], turn left [1] and then stop [1]
30% u2 where are you? Query
70% | R3 | can't move forward. | am facing a grass field. | | Reply
can move left or right only.
60% - _—n >
B Instruct ua What buildings ar'e c.Iose to you? Query
50% | R5 | can't see any buildings. Reply
0% | % Query ue6 turn left [1] Instruct
. . u7 can you see any buildings now? Query
30% u EXp|aII’l R8 | came to a T junction. | can see a tree. Reply
20% M Reply Ug turn right [1] and move forward until you get | Instruct
10% | m Clarif to the next junction [3]
ari . . . -,
0% ¥ Table IV. Excerpt of a dialogue in the No Monitandlition.
Monitor No Monitor B. Instruction Analysis
Fig. 3. Occurrence of user dialogue acts in the iMorand No Monitor The corpus Coma'n_ed 56]_- Inst_ruct turns which ever
conditions. decomposed into 798 instruction units.

1) Instruction Units per Turn

’ ) ] ! As can be seen from the dialogue excerpts, onérticts
that when visual information was available, thersismuld turn can comprise one or more instructions. Theas much

monitor the robot’s progress and provide furthetrmctions inter-subject variability in terms of how many insttions

or corrections at the moment needed (see dialagd@ble e ysers embedded in one utterance. Some uséesrede

IIl). The interaction was a cycle of the user ginisguing one instruction per utterance whereas sther
instructions and the wizard executing, reservinditazhal provided longer chunks of 3. The average number of

verbal communication only when repair initiation swa jstructions per turn in the Monitor and No Monitor
necessary. In that case, the users would employother congition was 1.54 (sd=0.55) and 1.69 (sd=0.95),
dialogue acts, “Explain”, *Clarify” and “Reply”, taddress espectively, and no significant effect was observe
misunderstandings and clarification requests bywimard. 2) Instruction Types

Surprisingly enough, as reported in [17], thereaveigher  component analysis of the turns revealed that almos
rates of miscommunication in the Monitor conditiovhich 59 894 of the instructions were simple action desiois

could also account for the larger numbers of “Expland  (category 1). On the other hand, users employednank

Qualitative turn-based analysis of the dialognédgated

“Reply” (Figure 3). references 19.5% of the times (category 2). Pdtrarces
D Message Tag accounted for the 11.4% of all instructions (catggd).
Ul | gotothetube [2] Instruct Landmark references without action mostly constiiuthe
U2 | take the left road (3] Instruct final instructions orienting the robots towards thestination
31 ;‘::t'rzfitg&]ahead m ::z::zzt and covered 8.1% of the corpus (category 4). Timilsited
s <top [1] struct town included a roundabout Whlch was mamly uS(_edaas
U6 Jou are at your destination Explain landmark and appeared only in 9 instructions. Fgdr

Table 111, Excerpt of a dialogue in the Monitor aiion, ID illustrates the distribution of each type of instian. The
denotes the speaker (User or Robot). The numbéheibrackets first columrj denoted C'o.rpus corresponds to theadeom
correspond to the instruction categories (see @editD). both experimental conditions as a whole.

! The “Greet” turns were not considered in the djaanalysis.
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Fig. 4. Use of each instruction category in the letamrpus and in Monitor
and No Monitor conditions. 1: Action Descriptiorgs, Action + Landmark
References, 3: Action + Path References, 4: LankliRaferences without
Action, 5: References to the Roundabout.

aforementioned studies in human communication (&@ect
I.C) showed that a shared visual space increagesgé of
these expressions. Thus, in the context of thidystusers in
the Monitor condition were expected to make extansise
of instructions such as “take this road” or “tueft here”.

Analysis of the users’ instructions in our corpud dot
provide support for this hypothesis. In fact, tlse wf these
elements was very rare (7 instances in 798 instmgt In
the Monitor condition, 8 out of 10 users never utean and
they appeared more than twice in the instructidrjast one
user. In the No Monitor condition, there was onlgeo
instance. Therefore, due to the small numbers radididual
variability, it is not possible to infer that viduaformation
had an effect on the use of deixis. Neverthelésspuld be
concluded that users do not generally opt for wsmksified
deictic expressions to navigate the robot.

Pair-wise comparison of the conditions revealed an 4) Projective, Path-describing and Ordering Terms

interesting phenomenon. Users in the Monitor caorlit
selected category 1 instructions more frequentinthsers
in the No Monitor condition (t=2.139, df= 11.770:(05).

This suggests that when users had no supervisiotheof

The number of projective, path-describing and ander
terms was measured. Projective and path-describing
expressions were used in half of the instructiomsthie
corpus (47.2% and 56.3%, respectively). Orderingnse

robot's actions avoided using simple descriptions appeared in 3.85% of the instructions. The occoeeof

movement. Instead, they employed instructions whiehe
anchored to landmarks such as buildings and bridges

these elements in relation to the instruction categ was
also considered in the analysis. The results shatvwhen

2.002, df=7.452, p<0.05). The use of simpler “twousers referred to landmarks (second category), didyot

dimensional” landmarks (roads, junctions) was samijor
both groups (Figure 4).

Ul | Go straight after tesco [2]

U2 | turnright [1]. It's the second building to your left [4].

Table IV. Excerpt of dialogue in the Monitor condit

It was also observed that users in the Monitor &mrd
were more likely to omit boundary information. As the
example in Table 1V, the user does not specifyaumhich
point the robot should move forward or whether ratfding
a turn, it should move forward again until it reashthe
destination. On the other hand, when users couldem®the
robot’'s execution of the instruction, the levelgsnularity
of their instructions increased. Table V contairtge t
utterances by a user in the No Monitor conditiom.the
dialogue, the user specified termination points.

Ul | canyou see the junction on your left? Query
U2 | gotothe junction [3] Instruct
U3 | where are you? Query
U4 | turn left [1] and move forward until you reach a bridge [2] | Instruct
U5 | move forward until you get to the junction on your left [3] | Instruct
U6 | canyou see the road on your left? Query
U7 | turn left [1] and move forward until you get to tesco [2] Instruct

Table V. An excerpt of a dialogue in the No Moni¢ondition.
The wizards’ responses are removed.

3) Use of Deixis

Deictic expressions such as “this”, “that”, “herehd
“there” are used for indexing entities in the
surroundings. They are generally preferred by spsalkas
they substitute for longer referring expressiora tre based
on spatial relations like “left”, “right”, “front”etc. [14].
However, they require both conversational partnars
establish that these entities are in their joitnérdion. The

local

generally incorporate any of these elements (86%).
However, this phenomenon could be quite experiment-
specific. The users frequently used previously augutes,

so they would request the robot to re-take a rovith a
simple instruction, such as “go to the tube.” Thstrof the
landmark references included a path-describing .term
Regarding references to path entities (roads, ijomst
crossroads), the large majority of these instrusti¢71%)
were further specified by a path-describing termkereas
projective terms were found in 15% of them. Simp&th
references such as “go to the junction” also actamlifior
about 14%. Furthermore, almost all instructionthim fourth
category contained projective terms. Hence, usarded to
provide the final instruction with utterances sash‘the pub

is on your left”. In our corpus the users did nengrally
combine projective and path-describing terms in one
instruction. Figure 5 summarises these findings and
illustrates the distribution of projective and paléscribing
elements in terms of instruction category.

gy

20% 20% £0%

80%

M Projective M Path-describing % None

Fig. 5. Use of Projective and Path-describing tefongach instruction type



5) Comparison with the IBL Project

Our current work aims to build upon the IBL projt8].
For that project, a corpus collection was perforrmedrder
to define a lexicon for tuning the speech recognitengine
and a functional vocabulary with primitive navigati
actions. The route instructions in their corpusldgd 15
primitive procedures (e.gTAKE THE [<number>] turn [(left
| right)] | [(before | after | at) <landmark>]) which were
then pre-programmed in the robot. The setup ofstiuely
involved 24 subjects giving short or long spokestrinctions
in a monologic setting or in a simplified dialoguéh an
operator. The route instructions were not execdtethg the
experiment.

The experiments described here follow that setumig a
few respects; that is, the task was navigation foven and
the users could use previously taught routes. Tnpus of
our study produced route descriptions derived frixt-
based interaction in a situated human-robot cottzbe
setting, by also varying the complexity of the tadkwever,
from a preliminary analysis, it can be concludedt tthe
navigation actions in our corpus are consistenh vahd
replicate the set of primitive procedures as defibg the
IBL project. The instructions in our corpus are reuntly
mapped to the set of primitives and quantitativalysis is
in progress to estimate their respective frequencigis
observation supports the argument that spoken gpedt
route instructions are structurally and semantycalmilar
[21]. But most importantly, it could suggest thdiet
primitive actions and approach of the IBL project aot
domain-specific but can extend and be relevantvéwious
applications. With regard to our current work, ndicates
that there is no need to add more machine procedarthe

robot manager, but, instead, focus our attention ¥ frequently in both groups. However, compared

enhancing the dialogue manager of the system.

C. Dialogue Synchronisation

delayed. The users typically ignored such messaes

proceeded with the dialogue. Occasionally, howeaerill-

timed request by the wizard would cause the usegite

erroneous instructions. In the example in Tablebelow,

the messages in lines 2 and 3 are sent simultalyetuéine

4, the wizard has already executed, but the usér st

perceived the wizard’'s request as relevant andategethe

instruction. If instructions are “stacked” for exsion, this

would lead the robot to execute the same instrndticce

(as often did the wizards).

ID (x,y@time)

Ul | (784,441@10:27:25)

U2 | (727,560@10:27:52)

R3 | (727,560@10:27:52)

U4 | (585,424@10:28:43)
Table VI. Excerpt of a dialogue in the Monitor cdtiah.

(x,y@time) show the coordinates of the robot (dr9a4x600 pixel
map) and the time the corresponding message was sen

Message
turn left again
ok, turn right now
Where now?

turn right

IV. DISCUSSION ANDFURTHERWORK

The findings presented in Sections IlIlLA and IIRB.
suggest that the pairs coordinated differently arskrs
employed different strategies depending on whether
monitoring was possible. This effect was observedhie
dialogue acts of the user and it extended deeper the
formation of instructions. Namely, when users caubd see
what the robot saw and did, they usually provided
instructions clearly stating boundaries and actions
Furthermore, after having established joint refeegrthey
integrated these landmarks into their descriptibasdmark
references serve as cues for (re-)orientation aadised to
solve or prevent problems [9], and were prevalerthe No
Monitor condition. References to path landmarksexeund
to
landmarks such as bridges and buildings, path igéiscrs
hold lower information value in navigation. By coagt,
several users in the Monitor condition relied estyiron

Robots are usually built on agent-based architestur underspecified purely spatial instructions whicteoflacked

However, since all agents (including the human ggean
send information at any time, distributed systerftenoface
serious problems of synchronisation [24]. So, itygical
scenario- also observed in our data- the robotvesea new
instruction before having processed the previous. dine
new instruction would probably be interpreted witlthe

boundary information (Section I11.B.2). This obsation
relates to the results discussed in Section IIhd auggests
that since in the Monitor condition, the dialogueda
execution were synchronous, the user was able duide
the next instruction with temporal precision, at thoment
in which the wizard was observed to have completex

“old” context leading to a wrong execution. Lack ofprevious instruction. Thus, the wizards assumetl ‘thave

synchronisation also occurs at the turn-taking lledamely,
the robot and user’s utterances may overlap or uber
“barges-in” while the robot is speaking. Moreovantimely
feedback and clarification requests by the robot lcave a
severe impact on the dialogue [19].

The experimental setup of this study enabled wbserve
the effect of synchronisation problems on the bxéon.

forward” means “move forward, until | tell you tdop or
give you a new instruction.” In fact, the commarstop”
regularly appeared as an instruction (without ititen to
correct an error) in the turns of three users m Monitor
condition (reaching 55% for one of them). Robotklauch
inferential capacity. It was additionally observetiat
although users in both conditions could not know/ribbot’s

The messages were formulated in a private windod awmrientation at all times (the monitor did not displthe
were transmitted when the participants pressedetént robot), users in the No Monitor condition were more

Thus, they only became aware that the other ppatnti had

inclined to find out before giving directions (asline 3 in

been addressing them when they received the messageTable VIl below).

full. As a consequence, 5.2% of all turns overlapbpewere



ID Message Tag
Ul | whereareyou? Query

R2 in front of the lab Reply

U3 | are you facing the lab? Query

R4 | Yes Reply

U5 | can you see the junction on your left? Query

I can only see a part of a junction and
Ré there is aybuildinz behindjme Reply
U7 | Go to the junction [3] Instruct

Table VII. Excerpt of dialogue in the No Monitorratition.

Our findings are consistent with the collaboratwew of

to be provided with high temporal accuracy, or ekbey
could impair the interaction and lead to confusaml errors
(see Section 1lI.C). Furthermore, providing redumda
feedback compromises the “naturalness” and effuyieof
the interaction. Our empirical results also arghet tthe
execution of the task is often sufficient feedbdmkitself
[4]. Therefore, when and what kind of feedback tovjre
should be determined by a criterion that draws evesal
knowledge sources and is updated both within arte/den
sessions [25]. These sources could be the dialbgiery

human communication [5]. The users formulated thef€-9- how many times in the dialogue so far theotand

instructions based on assumptions about the infiom#he
robot needed. Thus, by seeing the robot perforrtiegask,
the users could easily confirm their hypotheses asd
linguistic shortcuts and simpler constructs. Bt ghinciple
of least effort is always balanced with the needetsure
understanding, so in the No Monitor condition, ihigh the
users were not sure if they see the same spats#iges as
the robot, they had to provide explicit and morabelate
instructions. This finding suggests that spatiatglaage
should not be studied in isolation, but in readistlialogic
settings.

It is also necessary to draw a distinction betweisnal
and full physical co-presence. In the former, tlagtpers

user have initiated repair), model of the environt{e.g., is
the robot at home, outdoors or at a crowded wodg)land
the task (e.g., is the route well-known, what ahe t
consequences of errors). As part of our future ywave will
focus on issues pertaining to the implementatiorswéh
functionality.

According to a study on spatial descriptions [26],
clarification requests have a direct effect onphacesses of
coordination. They observed that as the dialogognesses,
the pairs converge in the use of more complex dficlent
spatial descriptions. However, after clarificatiosub-
dialogues, the instructor shifts to more conseveati
descriptions. These insights coming from human

maintain a common visual space whereas in therJattéOmmunication present interesting questions anch ric

spatial relations between the interlocutors, tasévant
objects and the wider environment are attended [hlpur

opportunities for investigation in HRI. In partiem) there
has been considerably less research on how thaidiig

experimental setup, the users did not employ simplgontent of the users’ instructions change overctherse of

underspecified deixis. It could be assumed, howetet in
fully situated interactions, the use of these esgigns will
be pervasive. Therefore, dialogue strategies toesgddsuch
linguistic elements should be integrated in thelodjae
manager of robots that are destined to interadh wiers

the dialogue and how repair initiations by the tobould
affect the choices of the user. It has been obdehet users
tend to recycle utterances which were previousbcsssful
[20]. However, the robot in that study had a liditand
fixed response repertoire. In our research, robeigation is

within the same space. On the other hand, in rdmotestrictly viewed as a bilateral process. The currstudy

controlled or (semi-) autonomous robots such abdituld
be less essential.

The results provide additional implications for HRhey
indicate that the route descriptions employed bgraisvho

demonstrated how users adapted their linguistiatiehr
according to the demands of the experimental cimdit
Thus, our next step is to examine the route instns
within the course of the dialogue; that is to salgether the

can monitor the robot can be less detailed andiggec USErs revised and adapted their strategies in mespto

Consequently, the demands for spatial reasonirrgase for
a collocated robot. However, a robot which does siatre
its visual space with the user faces another amngdiewhen
monitoring was restrained, the users continuoustyested
information about the current location of the robét
“human” robot was certainly able to provide
descriptions of its surroundings. Providing effeeti
feedback is crucial for task-oriented interactioremnd
especially in the dynamic setting of HRI, in whitle user’'s
instructions can be incomplete or outdated. Howetves is
not a trivial task; the architecture of a speechbéed mobile
robot involves several components typically dividedwo
modules, one for interpreting and generating lagguand

particular robot utterances and in the presence of
miscommunication. Last, it would be interesting to
determine whether certain user strategies (as prilme
previous robot responses) are more efficient imserof
recovery from error.

rich One of the most challenging endeavours in the desig

process of a NLI for a robot is to “enact” a HRésario that
permits natural language and behaviour by the usetrss
also realistic and supports the future implemeantatf the
system. The present study recreates an urban tiaviga
scenario in which non-experienced users interadtt@ach a
mobile robot. It involves two configurations of supised
and unsupervised interaction and is primarily erqtive.

dialogue entails instantaneous synchronisationuputhting

joint investigation of spatial language and dialed7].

of these modules to include a continuous influx of hus, in our study, route instructions are colldcta a

information. Thus, clarification requests and femdbneed

dialogic situation. In this setting, information dan



understanding are continuously monitored and reviSée
naturalness of the data was assured by the lacknof
informed “confederate” and a dialogue script. Tlsuits
were interpreted as a corpus of route instructioliewing
analytic paradigms established by previous resedrohse
results seem to be aligned with and extend findings a

range of disciplines (human communication and apati

cognition) and from various application areas aamgks$ in
HRI.

V. CONCLUSION

This paper describes the collection and analysiofe

[10]

[11]

(12]

[13]

instructions in a simulated HRI study. It illumieatpatterns [14]
of linguistic behaviour of the users, also resomatwith
findings from studies in human collaborative bebaviand
HRI. On one hand, the analysis of the data provalggort
for the “action-oriented” computational models gfatal

language [18],

[28], which treat instructions asysbal

actions moving the agent within space. On the oktzerd,
this study collected route instructions as they rgee from
dynamic interaction with the recipient. As expectealte
instructions were often problematic but the papacits
managed to coordinate in the information and seimant18]
levels and completed the tasks. It also becameepvithat
even minor synchronisation problems can have as®ri
effect on the interaction. The next step in oueagsh is to
create a dialogue model based on these findings.fG¢us
of the work will be on enriching the dialogue maeagf the
robot with “human-inspired” mechanisms to negotiate
insufficient information and help the user providqzﬂ

instructions that it can interpret.
produce

Such framewaeduld
insights

navigation and are applicable to different domaifigoal-
oriented HRI.

(1]
(2]

(3]

[4]

(5]

(6]

(71

(8]

[9]

REFERENCES

S. Thrun, “Toward a framework for human-robot iatgion”,
Human-Computer Interactiowol. 19, no.1, pp. 1-8, 2004.

M. Gabsdil. “Clarification in spoken dialogue syst&, in Proc. of
2003 AAAI Spring Symposium Workshop on Natural Laage
Generation in Spoken and Written Dialogue, Stanfoi$iA. 2003.

G. Bugmann, “Spoken interfaces to service roboggerOproblems,”
in Proc. AISB2005Hatfield, UK, 2005, pp. 18-22.

A. Green, B. Wrede, K. Severinson-Eklundh, and iS*lhtegrating
miscommunication analysis in natural language fater design for a
service robot,” in2006 Proc. IEEE/RSJ, Int. Conf. on Intelligent
Robots and SystenBeijing, China.

H.H. Clark and C. R. Marshall, “Definite referenemd mutual
knowledge”, inElements of Discourse Understandirg), L.Webber,
A. K. Joshi, and I. A. Sag, Eds. Cambridge, UK: ®adge
University Press, 1981, pp.10-63.

T. Tenbrink, “Communicative aspects of Human-Rolmbéraction,”
in Languages in Development. Metslang and M. Rannut, Eds.
Lincom Europa. 2003.

M. Denis, “The description of routes: A cognitivppaoach to the
production of spatial discourseCurrent Psychology of Cognition,
vol.16, no.4, pp.409-458. 1997.

M. MacMahon, B. Stankiewicz, and B. Kuipers, “Wadlke talk:
Connecting language, knowledge, and action in rmgguctions”, in
Proc. AAAI-2006Boston, MA

M. Denis, F. Pazzaglia, C. Cornoldi, and L. Berfol@patial
discourse and navigation: An analysis of routedtioas in the city of

[15]

(16]

[17]

[19]

[20]

that extend beyond dialogue-based

[22]

(23]

[24]

(25]

(26]

[27]

[28]

venice,” Applied Cognitive Psychologwol.13, no.2, pp.145-174,
1999.

T. Tenbrink, V. Maiseyenka, and R. Moratz, “Spateference in
simulated human-robot interaction involving intigadly oriented
objects”, inProc. Symposium Spatial Reasoning and Communication
at AISB'07 Newcastle upon Tyne, UK.

R. E. Kraut, S. R. Fussell, and J. Siegel, “Visidibrmation as a
conversational resource in collaborative physicasks,” Human
Computer Interactionl8, 13-49, 2003.

H.H. Clark and M. A. Krych, “Speaking while monitog addressees
for understanding™emory & Language Jvol. 50, pp. 62-81, 2004.
S. E. Brennan, “How conversation is shaped by Visuma spoken
evidence,” inApproaches to Studying World-situated Language Use:
Bridging the Language-as-product and Language-aciicaditions,J.
Trueswell and M. Tanenhaus. Eds. Cambridge, MA: Rf&ss, 2005,
pp. 95-129.

D. Gergle, R. E. Kraut, and S.E. Fussell, “Languaffeciency and
visual technology: Minimizing collaborative effortvith visual
information,” Journal of Language and Social Psychologyl. 23,
no. 4, pp. 491-517, Thousand Oaks, CA: Sage Ptiolita 2004.

S. Lauria, G. Bugmann, T. Kyriacou, J. Bos and EirK “Training
personal robots using natural language instructitteEE Intelligent
Systemspp.38-45. 2001.

T. Koulouri and S. Lauria, “A WOz framework for dgpng
miscommunication in HRI", inProc. AISB Symposium on New
Frontiers in Human-Robot Interactiokdinburgh, UK. 2009.

T. Koulouri and S. Lauria, “Exploring miscommunicet and
collaborative behaviour in Human-Robot Interactiorih Proc.
SIGdial09.London, UK. 2009.

G. Bugmann, S. Lauria, T. Kyriacou, E. Klein, J.sBd., and K.
Coventry, “Using verbal instruction for route leswgx Instruction
analysis,” in Proc. TIMRO1-Towards Intelligent Mobile Robots,
Manchester. 2001.

T. Tenbrink and S.Hui, “Negotiating spatial goaléhwa wheelchair,”
in Proc. 8thSIGdial WorkshopAntwerp. 2007.

R. Moratz and T. Tenbrink, “Spatial reference ingliistic human-
robot interaction: Iterative, empirically supportddvelopment of a
model of projective relations,Spatial Cognition and Computatipn
vol.6, no.1, pp63-106, 2006.

R. Moratz and T. Tenbrink, “Instruction modes faint spatial
reference between naive users and a mobile robofroc. RISSP
IEEE, Changsha, China. Oct. 2003.

T. Tenbrink, “Methods for analyzing natural disceeir Investigating
spatial language in HRI vs. in a no-feedback wela\st in Proc.
Dagstuhl Seminar on Spatial Cognition: Specialsati and
Integration,Germany. 2007.

J. Carletta, A. Isard, S. Isard, J. Kowtko, G. DtjxSneddon and A.
H. Anderson, “HCRC dialogue structure coding mahyaelCRC/TR-
82), University of Edinburgh. 1996.

N. Baylock, J. Allen, and G. Ferguson, “Synchrofi@a in an
asynchronous agent-based architecture for dialogystems,” in:
Proc. 3rd SIGDial Philadelphia, USA, pp. 1-10, 2002.

S. E. Brennan and E. A. Hulteen, “Interaction aeddback in a
spoken language system: A theoretical framewdfkgwledge-Based
Systemsvol. 8, pp. 143-151. 1995.

G. Mills, and P. G. T. Healey. “Clarifying spatid¢scriptions: Local
and global effects on semantic co-ordination,Piwoc. 10" Workshop
on the Semantics and Pragmatics of Dialo@2(6.

K. Coventry, T. Tenbrink, and J. Bateman, “Spat@iguage and
dialogue: Navigating the domain,” Bpatial Language and Dialogue,
K. Coventry, T. Tenbrink, and J. Bateman. Eds. @kfniversity
Press. 20009, pp. 1-8.

H. Shi, C. Mandel, R.J. Ross, “Interpreting routestiuctions as
qualitative spatial actions,” iBpatial Cognition V. Barkowsky et
al. Eds, BerlirHeidelberg: Springer, 2007, pp. 327-345.



