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Visualization of Back Pain Data—A 3-D Solution

Gheorghita Ghinea, Simon Kent, Andrew O. Frank,
and Gurudain Singh Chana

Abstract—Traditional approaches to gathering and visualizing pain data
rely on two-dimensional (2-D) human body models, where different types
of sensation are recorded with various monochrome symbols. We propose
an alternative that uses a three-dimensional (3-D) representation of the
human body, which can be marked in color to visualize and record pain
data.

Index Terms—Pain drawings, three-dimensional (3-D), visualization.

I. INTRODUCTION

Back pain is ubiquitous and seemingly capable of plaguing almost
anyone in all cultures and ethnic groups. It is a very common reason for
physician visits; second only to the common cold. Back pain is also the
second most recorded cause for absenteeism, with close to 120 million
working days being lost each year due to back pain [1].

In most cases, the only visual aid to assist medical staff with back
pain assessment are 2-D “pain drawings” (Fig. 1), on which the patient
is asked to mark the distribution and type (this being either symbol [2],
[3] or color-coded [4]) of the pain being suffered. Studies have indicated
that patient drawings have high completion rates, and in conjunction
with a psychological evaluation, allow the physician to assess whether
the pain is anatomic or non-anatomic [1]–[3].

The focus of the work described in this paper has been the
augmentation of the traditional 2-D pain drawing with a novel,
computer-based, 3-D version—in the anticipation that electronic
3-D pain drawings will increase the ease with which patients record
their own pain, as well as provide a tool for pain data collection and
monitoring of back pain clinicians.

II. 3-D PAIN DRAWINGS

After consultations with clinicians and patients alike, it was felt that a
patient would be able to better map the pain that they were experiencing
onto a 3-D model of themselves rather than a 2-D one. Using a front and
rear 2-D projection of a human torso makes it difficult to map pain that
is occurring at the edges of the representation. A 3-D model provides
a continuous body surface which allows a practitioner, or indeed a
patient, to accurately record pain. Moreover, by being able to interact
with the environment, anomalies caused by 2-D depth perception are
removed and thus, consistency is increased.

In terms of back pain, an experimental study using 3-D for recon-
structing spinal cord injuries reinforced the power of 3-D in medical
practice. 3-D virtual images were constructed from performing com-
puterized medical scans [5]. In this case, 3-D images were extremely
beneficial because the models could be observed from many different
viewpoints. Rotation and zooming features were combined to allow
observer navigation within the tissue. 3-D navigation provided depth
perception, so spatial relationships of features could be better revealed.
The same feature benefit was anticipated from devising a 3-D adapta-
tion of pain drawings.
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Fig. 1. Completed 2-D pain drawing.

III. PROTOTYPE DESIGN

The design of the prototype was conducted in collaboration with
a team of clinicians from the rheumatology department of Northwick
Park Hospital, London—potential users of the system. In brief, the
identified requirements were to:

� provide a 3-D model of the human body;
� provide fully navigational controls enabling the ability to zoom,

rotate, drag for depth perception;
� allow individually selectable regions of the body;
� use color to represent different types of pain;
� allow the details to be saved for later analysis by physician and

for record keeping on a patient’s file;
� avoid the use of specialized hardware or software.
It was thus felt that it would be useful if the prototype application

could be delivered using a web-based approach. Macromedia Director
was used to produce the 3-D Pain Visualization application that was
distributable via the web.

To date, the interface has been used on a Windows XP PC, an
Apple machine running OS X and a Linux PC. In our prototypical
implementation, the application server comprised an Apache server
configured to execute PHP (hypertext preprocessor) and a pain database
implemented using MySQL, based on previous work of ours [6].

The 3-D model was developed using 3-D Studio Max 7. Based
on earlier work [2], [3], we color-coded five different types of pain
(burning, aching, stabbing, pins and needles, and numbness). Initially,
a model was developed of an upright human body, but later on, a sitting
version has also been created. Although a standing body might seem
more natural, work has previously been undertaken to use a PDA to
allow wheelchair users to record the pain that they experience during
everyday wheelchair use [6].

This sitting model was more appropriate for this type of user. For
the purpose of this paper, the use of different models demonstrates the
flexibility of the system to allow alternative 3-D models to be used
according to the needs of the patient. This is to make the patient’s task
as simple as possible by providing a realistic copy of their torso. An
example of a 3-D model with the developed interface is shown in Fig. 2.

IV. EVALUATION

A. Clinical Evaluation

Two clinicians, who used existing 2-D pain drawings, were asked to
review the prototype: a back-pain specialist and a physiotherapist. Both

Fig. 2. Seated avatar for collection of pain data from a wheelchair user.

approved of the approach and agreed that the prototype would be use-
able in a clinical environment. Their observations can be summarized
as follows.

1) Positive observations
a) 3-D interface covered almost all aspects of existing pain

drawings.
b) The levels of detail and navigation control were

impressive.
2) Negative observations

a) 3-D models needed enhancing to represent some pain lo-
cations. For example, some patients experienced pain on
the outside of the hand, and there was no corresponding
region on the models developed.

b) Only one type of pain could be recorded per region.
c) Colors used could be an issue for visually impaired or

color blind patients.

B. Patient Evaluation

Thirty patients were asked to use the 3-D prototype for 10 min and to
complete a questionnaire in order to evaluate the usability of the system.
In general, the results were positive. Users were very satisfied with the
navigation (68% of users) and layout (87%) of the interface. The context
sensitive help (tooltips) that were provided, as users hovered over areas
of the interface, was received with some ambivalence. Most participants
(68%) were satisfied with the color scheme, although this was the only
question for which negative feedback was received, correlating with
the view of the clinicians. A strong preference was expressed by all
users for “rollover feature” in which pain areas were highlighted in
grey as the mouse pointer was moved over the avatar to help the user
to correctly record the pain in the correct place. Lastly, users were
asked as to what would they like to improve regarding the system. The
majority (57%) stated that the regions should have been smaller, so as
to pinpoint the pain they were experiencing more accurately.

V. CONCLUSION

This paper has described a 3-D pain drawing solution to address
the limitation of existing 2-D approaches. Evaluation has shown that
both general users and medically qualified practitioners perceive the
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3-D approach as positive, and it was found easy to use by both groups.
However, the need for further development has also been identified.

Improvement is clearly needed in respect of allowing multiple types
of pain to be recorded for a particular region of the body and using
configurable color maps. Future work will also entail the porting of
the prototype to wireless platforms, as well as the augmentation with
animated 3-D versions potentially capable of displaying pain variation
across time. All these efforts form an integral part of our thrust to build
enhanced clinical wireless solutions.
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Collaborative Work During Interventional Radiological
Procedures Based on a Multicast Satellite-Terrestrial

Network

Lefteris G. Gortzis, Homer Papadopoulos, Theo A. Roelofs,
Stefan Rakowsky, Dimitris Karnabatidis, Dimitris Siablis,

Constantinos Makropoulos, George Nikiforidis, and Georgi Graschew

Abstract—Collaboration is a key requirement in several contemporary
interventional radiology procedures (IRPs). This work proposes a multicast
hybrid satellite system capable of supporting advanced IRP collaboration,
and evaluates its feasibility and applicability. Following a detailed IRP re-
quirements study, we have developed a system which supports IRP collab-
oration through the employment of a hybrid satellite-terrestrial network,
a prototype multicast version of wavelet based interactive communication
system (WinVicos) application, and a partition aggregation and conditional
coding (PACC) wavelet codec. A semistructured questionnaire was also
used to receive evaluative feedback from collaborating participants. The
departments of interventional radiology of University Hospital of Patras,
Greece and of Charite Hospital of Berlin, Germany have been connected on
the system. Eight interventional radiologists and a vascular surgeon partic-
ipated periodically in three satellite-terrestrial “fully collaborative” IRPs
(average time 90 min) of high complexity and in four terrestrial educational
sessions with great success, evidenced by considerable improving the IRP
outcomes (clinical and educational). In case of high complexity, where the
simultaneous presence of remote interventional expert and/or surgeon is
required, advanced collaboration among staff of geographically dispersed

international centers is feasible via integration of existing networking and
other technologies.

Index Terms—e-health, multicast collaboration, radiology, satellite,
wavelet encoding.

I. INTRODUCTION

Modern interventional radiological procedures (IRPs) require ad hoc
multidisciplinary collaboration to improve the clinical and educational
outcomes [1].

The real-time IRP collaboration demands effective visual recon-
struction of remote Catheterization Lab (CL), data utilization features,
satisfactory bandwidth, a clinically accepted video compression, and
an integrated scenario. However, the few existing collaborative sys-
tems are not capable of supporting the main requirements, as many
challenges limit their effectiveness [2], [3], i.e., hybrid networking [4],
poor bandwidth [5], end-to-end delay [6], [7], and imaging quality [8].

This work aims to support collaboration during real-time IRPs
among experts located at international referral centers worldwide by
utilizing a satellite-terrestrial system. This system addresses the previ-
ous challenges by multicasting the required wavelet-based video feeds
and the use of interactive features within a common multiscreen in-
terface. The system’s feasibility and applicability has been evaluated
in three satellite-terrestrial “fully collaborative” IRPs with an average
duration time of 90 min and in four terrestrial collaborative educational
sessions.

II. MATERIALS AND METHODS

A. System Overview

The present system comprises four collaborative nodes, which are
located at three terrestrial sites: two nodes at CL of the University
Hospital of Patras, Patras, Greece, one node at Charite Hospital, Berlin,
Germany, and one intermediate node at National Centre for Scientific
Research (NCSR) Demokritos, Athens, Greece, as shown in Fig. 1.

To support IRP collaboration, the system employs a common mul-
tiscreen interface, and multicasts simultaneously the appropriate video
feeds. These video feeds are presented in pop-up windows, as shown in
Fig. 2. Particularly, the video feeds are able to display 1) the angio-unit
output signal, which is captured to support the visual reconstruction of
the intervention area; 2) the CL ceiling camera output signal, which
is captured to support the CL environment visual reconstruction, e.g.,
hand movements of the interventionist performing the procedure etc.;
3) the document camera output signal, which is captured to visualize
the MRI, or MRCP; and 4) the collaborators’ cameras output signals,
which are captured separately to support conference capabilities.

It should be noted that the video transmission parameters can be con-
figured separately according to each node’s capabilities (ten different
frame parameters ranging from 128× 96 to 640× 480 are supported).
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