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#### Abstract

We propose a scheme for the detection of quantum phase transitions in the 1D Bose-Hubbard (BH) and 1D Extended Bose-Hubbard (EBH) models, using the non-demolition measurement technique of quantum polarization spectroscopy. We use collective measurements of the effective total angular momentum of a particular spatial mode to characterise the Mott insulator to superfluid phase transition in the BH model, and the transition to a density wave state in the EBH model. We extend the application of collective measurements to the ground states at various deformations of a super-lattice potential.


## I. INTRODUCTION

The ability to trap and cool atoms in optical lattices [1] has opened up new avenues in atomic physics. This has, perhaps unexpectedly, moved this area closer to condensed matter physics. Optical lattices are in fact one of the most promising candidates for the realisation of a universal quantum simulator [2]. This is a programmable quantum system that can be made to evolve according to a desired theoretical model. One of the first proposals of a quantum simulator with ultracold bosonic atoms in optical lattices was the one given in Ref. [3] where the implementation of the Bose-Hubbard model (BHM) was suggested and later implemented [4]. This model was originally a more abstract version of the corresponding fermionic Hubbard model which describes the propagation of fermionic particles in conductors. The BHM exhibits quite interesting physics with an interaction induced insulator called the Mott-insulator state and a dissipation free conducting superfluid [5].

Since then a plethora of proposals of quantum simulators with cold atoms has been put forward that include different lattice geometries, disorder, impurities, interactions beyond nearest-neighbour, synthetic gauge fields, spin-orbit coupling, multi-orbital BHM, etc. [6]. Besides condensed matter physics, applications in high-energy physics and controlled quantum chemistry have also been put forward [7, 8].

Readout of ultracold atom quantum simulators has so far mostly been achieved using time-of-flight experiments [9] and lately also using single-site resolved microscopy [10]. The former method provides the momentum distribution and density-density correlations of the atomic sample in the trap, thus allowing one to distinguish between Mott-insulator and superfluid states. The latter gives information about occupations in individual sites and can therefore be used to compute density-density correlations between specific sites [11]. Other possible measurement schemes involve optical Bragg scattering that gives information about dynamical structure factors [12].
These examples of detection methods are all destructive: the sample is released from the trap as in time-of-flight experiments and the system quantum state is incoherently projected onto a Fock basis and strongly heated using single-site imaging.


FIG. 1: (Color online) Schematic diagram of the quantum polarization spectroscopy setup: atoms are trapped in a deep optical lattice potential (red) and illuminated by a probe beam forming a standing wave over a sample of trapped atoms (yellow). The beam is split by a beamsplitter (BS) and measured by homodyne detection (HD).

Two alternative quantum non-demolition schemes have recently been proposed: one based on coupling lattice sites to individual cavities [13], and quantum polarization spectroscopy (QPS) [14-16]. In this work we focus on the latter in which probing light is rotated due to the Faraday rotation induced by the magnetic moments of the illuminated atoms (see the proposed setup in Fig. 1].

Theoretical publications have so far proven the detection of magnetic phases of spin and fermionic systems with QPS by analysing the polarization fluctuations of the light emerging from the sample [14-16]. In particular in Ref. [16] it was shown that the output light signal can be connected to magnetic order parameters thus signalling critical points. This detection method can even be reversed, in a sense, to enable state preparation by engineering desired spin correlations through successive operations [17]. So far, the QPS scheme has not been applied to the characterisation of quantum phase transitions in BHMs, which will be the main focus of this work.

Here we showcase the power and flexibility of this technique to characterise the ground state of the one-dimensional (1D) BHM in three distinct variants. First, we start with the pure homogeneous 1D-BHM and we show how to employ the QPS scheme to distinguish the Mott insulator (MI) and superfluid (SF) states. The precise determination of the Mott insula-
tor to superfluid critical point has proven to be a hard task because commonly used techniques, such as the visibility of interference peaks in time-of-flight, give a smooth signal across the transition. Here we show, using numerical simulations, that our technique is capable of detecting not only a quantitative but also a qualitative change in behaviour across the transition allowing us to get a fairly accurate estimate of the critical point. Second, we consider the extended BHM (EBHM) obtained by adding a nearest-neighbour interaction term arising, for example, for dipolar atoms. In this model, two further insulating phases appear: a Haldane insulator (HI), characterised by a non-local hidden order and a density wave (DW) phase exhibiting a spatial density modulation [18, 19]. In this setting we show how to locate the critical point between the two phases. Finally, we consider bosonic atoms in a superlattice potential recently proposed for implementing atomic transistors and single and two-qubit gates [20]. In this setting the QPS method allows us to detect different atomic patterns arising in the superlattice.

The paper is organised as follows: In Sec. $\Pi$ II we review the fundamentals of the QPS method; in Sec. [II] the phase transition between the MI phase and the SF phase in the BHM is found, based on the polarization of the output light emerging from the sample; in Sec. IV, the phase transition between the HI phase and the DW phase in the EBHM is identified using a new measure we propose called the disparity, which is experimentally observable. Finally, in Sec. V]we show how the QPS method can be used to identify sublattice arrangements in a superlattice potential and in Sec. VI]we draw our conclusions and briefly address the possibilities of further applications of our method.

## II. QUANTUM POLARIZATION SPECTROSCOPY

We briefly describe the scheme of QPS by which the spatial distribution of atoms trapped in a lattice are read-out via nondemolition measurements [14-16], shown in Fig. 1. There, a probe beam propagating along the $z$ direction interacts in a standing wave configuration with the atoms trapped in an optical lattice. An atomic collective angular momentum in the $z$-direction $\hat{J}_{z}^{\text {eff }}$, whose form will be made explicit below, can be mapped onto the polarization state of incident light through the Faraday effect. When far-off resonant light is incident, atomic excitations from the ground state manifold are suppressed and the excited states can be adiabatically eliminated [21]. As such the effective Hamiltonian originating from the dipole interaction reads:

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=-\kappa \hat{s}_{3} \hat{J}_{z}^{\mathrm{eff}} \tag{1}
\end{equation*}
$$

where the coupling $\kappa$ depends on the probability of resonant excitation per atom by the probe and the optical depth of the atomic sample. The Stokes operators $\hat{s}_{1}=\frac{1}{2}\left(\hat{a}_{x}^{\dagger} \hat{a}_{x}-\right.$ $\left.\hat{a}_{y}^{\dagger} \hat{a}_{y}\right), \hat{s}_{2}=\frac{1}{2}\left(\hat{a}_{y}^{\dagger} \hat{a}_{x}+\hat{a}_{x}^{\dagger} \hat{a}_{y}\right)$, and $\hat{s}_{3}=\frac{1}{2 i}\left(\hat{a}_{y}^{\dagger} \hat{a}_{x}-\hat{a}_{x}^{\dagger} \hat{a}_{y}\right)$ conveniently describe the light polarization state in terms of the annihilation operator for a photon with $x$ polarization $\hat{a}_{x}$ or with $y$ polarization $\hat{a}_{y}$. Throughout the paper we set $\hbar=1$.

We assume a strongly $x$-polarized beam, i.e. $\left\langle\hat{S}_{1}\right\rangle=$ $N_{p h} / 2 \gg 1$ where $\hat{S}_{i}=\int \hat{s}_{i} \mathrm{~d} t, i=\{1,2,3\}$ and $N_{p h}$ is the total number of photons in the beam. Using the HolsteinPrimakoff transformation [22], we can approximate the other two Stokes operators as two effective conjugated variables: $\hat{X}=\hat{S}_{2} / \sqrt{N_{p h} / 2}$ and $\hat{P}=\hat{S}_{3} / \sqrt{N_{p h} / 2}$ such that

$$
\begin{equation*}
[\hat{X}, \hat{P}]=\frac{i S_{1}}{N_{p h} / 2} \sim i \tag{2}
\end{equation*}
$$

After solving the Heisenberg equations for small times it can be found that the output quadrature of the light field, corresponding to polarization fluctuations, can be written as

$$
\begin{equation*}
\hat{X}_{\mathrm{out}}=\hat{X}_{\mathrm{in}}-\kappa \hat{J}_{z}^{\mathrm{eff}} \tag{3}
\end{equation*}
$$

For brevity, $\hat{J}_{z}^{\text {eff }}$ is referred to simply as $\hat{J}$. When the probe beam is in a standing-wave configuration (cf. Fig. 1), properties of the atoms can be inferred with spatial resolution, defined by the spatial mode of the probing light, which is critical to the detection of quantum phases with non-trivial structures, such as the phases we discuss here. By considering a localised single-particle basis with the use of Wannier functions, in second quantisation, the particle and site positions are discretized. The standing-wave modulation is apparent in the expression for the effective total angular momentum

$$
\begin{equation*}
\hat{J}=\frac{2}{\sqrt{L}} \sum_{i=1}^{L} \cos ^{2}[k(i-\alpha)] \hat{n}_{i} \tag{4}
\end{equation*}
$$

where $i$ is the lattice site index, $L$ is the lattice length, $k$ is the probe wavenumber measured in units of inverse lattice spacing, $\alpha$ is the displacement of the probe standing wave with respect to the lattice potential and $\hat{n}_{i}$ is the number operator of the site $i$. Here, we are assuming that the atoms are all in the same magnetic state polarized along the $z$ axis so that the effective angular momentum depends in practice on the atomic density. The mean value $\langle\hat{J}\rangle=\frac{2}{\sqrt{L}} \sum_{i=1}^{L} \cos ^{2}[k(i-\alpha)]\left\langle\hat{n}_{i}\right\rangle$ depends on the expectation value of the density operator $\hat{n}_{i}$ on all sites $i$. The variance of $\hat{J}$ is related to density-density correlations in the atomic system

$$
\begin{align*}
(\Delta \hat{J})^{2}= & \frac{4}{L} \sum_{i, j=1}^{L} \cos ^{2}[k(i-\alpha)] \cos ^{2}[k(j-\alpha)] \\
& \times\left\{\left\langle\hat{n}_{i} \hat{n}_{j}\right\rangle-\left\langle\hat{n}_{i}\right\rangle\left\langle\hat{n}_{j}\right\rangle\right\} \tag{5}
\end{align*}
$$

Since the total number of particles $N$ is conserved, $(\Delta \hat{J})^{2}=$ $(\Delta N)^{2}=0$ for $k=0$, i.e. when the whole lattice is detected by the probe beam. Throughout this work we consider unit filling with the number of atoms equal to the number of lattice sites.

For all of the following analyses we use the density matrix renormalization group (DMRG) numerical technique to find the ground states of the bosonic systems [23]-25]. Openboundary conditions are used, with a maximum occupation of four bosons per site.


FIG. 2: (Color online) (a) The dependence of the variance of $\hat{J}$ on the on-site repulsion, with integer values $U / t=\{1, \ldots, 10\}$ and lattice size $L=160$. (b) The normalised quantity $(\Delta \hat{J})_{N}^{2}$ obtained from $(\Delta \hat{J})^{2}$ by dividing by its value at $k=0.1 \pi$ for $U / t=1,5,10$. All quantities plotted in this figure and subsequent figures are dimensionless.

## III. BOSE-HUBBARD MODEL: MOTT INSULATOR TO SUPERFLUID TRANSITION

In this section, we use collective measurements of a 1D bosonic system trapped in a lattice to characterise the MI to SF quantum phase transition of the BHM. Our DMRG calculations show that the transition can be identified by effectively comparing the variance of the lattice site populations (through $\left.(\Delta \hat{J})^{2}\right)$ in the two phases. The Hamiltonian of the BHM is

$$
\begin{equation*}
\hat{H}_{B H}=-t \sum_{i}^{L}\left(\hat{b}_{i}^{\dagger} \hat{b}_{i+1}+\hat{b}_{i} \hat{b}_{i+1}^{\dagger}\right)+\frac{U}{2} \sum_{i}^{L}\left[\hat{n}_{i}\left(\hat{n}_{i}-1\right)\right], \tag{6}
\end{equation*}
$$

with nearest neighbour hopping strength $t$ and on-site repulsion $U$. The Mott insulator is the gapped phase of the BHM with integer particle filling of the lattice sites, occurring when $U$ dominates over $t$. Such a state can be engineered by globally increasing the lattice potential. As number fluctuations in each site decrease, we expect the variance of the collective angular momentum $(\Delta \hat{J})^{2}$ to be suppressed. The gapless phase of the BHM is a bosonic superfluid (when $t$ dominates over $U$ ), with particle wavefunctions de-localised over the extent


FIG. 3: (Color online) The variance of $\hat{J}$, taken at $k=\pi / 2$, against the on-site repulsion, for the lattice sizes $L=40,80,160$.
of the lattice, resulting in local number fluctuations and a corresponding increase in $(\Delta \hat{J})^{2}$. Our numerical results confirm these expectations as shown in Fig. 2 (a) which plots the variance $(\Delta \hat{J})^{2}$ as a function of the probing wave vector $k$ for $\alpha=0$ and for different values of $U / t$ both in the SF and MI phases. The critical point is at $U_{c} / t \approx 3.3$ [26].

The peak observed in Fig. $2(\mathbf{a})$ at $k=\pi / 2$, corresponding to a probing lattice with twice the wavelength of the primary lattice, is a consequence of doublon-holon correlations in the ground state. Fixing $k$ to this value, at which we obtain the largest signal $(\Delta \hat{J})_{\text {max }}^{2}$, we observe a monotonic decrease as the system passes from a SF to a MI phase (Fig. 3). The quantity plotted does not depend strongly on the size of the system and can therefore be used in an experiment for benchmarking and calibrating the numerical calculations. However, the lack of scaling of this quantity for $k=\pi / 2$ prevents us from independently determining the critical point for the MI-SF transition.

To this aim we then turn to the behaviour of $(\Delta \hat{J})^{2}$ for small $k$. According to Luttinger liquid arguments [26-28] our quantity $(\Delta \hat{J})^{2}$, which resembles the density structure factor, should follow a linear dependence on $k$ in the SF critical phase and a quadratic dependence in the MI phase.


FIG. 4: (Color online) For illustrative purposes, the tail of the rescaled $(\Delta \hat{J})^{2}$ is shown for $U / t=5$ (MI phase) and $L=160$, with 100 data points.


FIG. 5: (Color online) Phase transition for the BH model: the quantity $d$, defined in the text, is plotted against $U / t$ for different lengths. The vertical dashed line represents the critical point $U_{c} / t=3.3$ for the MI-SF phase transition, according to Ref. [26]. All lattice lengths $L$ were calculated with DMRG block sizes of $\mathrm{m}=160$, except for $\mathrm{L}=240$ with $\mathrm{m}=200$.

This dependence is indeed observed in our calculations as shown in Fig. 2(b), for values of the on-site repulsion $1 \leq U / t \leq 10$. We set $\alpha=0$ and focus on the range $0 \leq k \leq 0.1 \pi$, where this distinction is more evident. Since the magnitude of $(\Delta \hat{J})^{2}$ is larger in the SF phase we plot $(\Delta \hat{J})_{N}^{2}$ obtained from $(\Delta \hat{J})^{2}$ by dividing it by its value at $k=0.1 \pi$. To distinguish the MI and SF phases, and thereby locating the critical point, we compare the quality of a linear or quadratic fit of $(\Delta \hat{J})_{N}^{2}$ against $k$ with zero intercept. We separately fit a linear function $y_{1}=a_{1} k$ and a quadratic function $y_{2}=a_{2} k+b k^{2}$ to the variance $(\Delta \hat{J})_{N}^{2}$. One example for $U=5 t$ (MI phase) is shown in Fig. 4. The plot clearly shows that the quadratic curve is a better fit than the linear ansatz. We thus repeat the same fitting for different values of $U / t$.

We see a deviation from a linear distribution for small $k$ close to the phase transition $(U / t \sim 3.3)$. The curvature of the fitting curve increases as this deviation increases, eventually becoming a positive quadratic, for larger $U / t$, as shown for $U=5$ in Fig. 4. The parameter that unambiguously identifies the MI-SF phase transition is simply the difference between the coefficients of the linear parts of each fit

$$
\begin{equation*}
d=a_{1}-a_{2} . \tag{7}
\end{equation*}
$$

This is negative in the SF critical phase and positive in the MI phase, crossing at the phase transition, as shown in Fig. 5. The negative region of the function is due to the concavity of the tails of $(\Delta \hat{J})^{2}$ increasing deeper into the SF phase.

In principle this fitting method successfully identifies the phase transition. Although continuous tuning of the probe wavenumber $k$ is experimentally feasible [29] it is certainly demanding. Therefore, we have explored the viability of using just three $k$ values to find the linear and quadratic fits and hence locate the phase transition. The three values are chosen to maximise, for large lattice sizes, the sensitivity and accuracy of the location of the critical point. The results for this more economical procedure are shown in Fig. 6and compared


FIG. 6: (Color online) (Blue solid) Phase transition of the BH model for $L=160 k=\{0.0396 \pi, 0.0604 \pi, 0.1 \pi\}$. (Red dashed) Phase transition for $L=160$ using $100 k$ values, for comparison and as shown in Fig. 5 The shaded region indicates the error around the calculated value, determined by the dependence of the results on moving the three $k$ values. The vertical line is the estimated value $U_{c} / t=3.3$.
to the results obtained in Fig. 5 for many sampling points. The shaded region indicates the error associated with this method, which takes into account the variation of the quantity $d$ when moving the three $k$ values. This variation is due to the finite size of the lattice which induces small oscillations in the signal which are suppressed when increasing the lattice size. From the plot we estimated the location of the critical point as $U_{c} / t=3.3 \pm 0.1$ which is in close agreement with the theoretical estimate $U_{c} / t=3.3$ [26, 30]. We notice that, as the MI-SF transition is of the Berezinskii-Kosterlitz-Thouless type [5], it is quite challenging to obtain an extremely accurate location of the critical point. Nonetheless, our quantum non-demolition scheme would in practice give a fairly accurate estimate.

Although the signal for the small values of $k$ could be low in experiment, classical sources of noise could in principle be eliminated [31].

## IV. EXTENDED BOSE-HUBBARD MODEL: HALDANE INSULATOR TO DENSITY WAVE TRANSITION

We now turn our attention to the Extended Bose-Hubbard Model, which contains an additional nearest-neighbour repulsion term with coupling $V$

$$
\begin{equation*}
\hat{H}_{E B H}=\hat{H}_{B H}+V \sum_{i}^{L} \hat{n}_{i} \hat{n}_{i+1} . \tag{8}
\end{equation*}
$$

The density-density interaction on neighbouring sites is the first approximation of a long range interaction due for example to atoms with a permanent dipole moment [32]. The addition of the nearest-neighbour repulsion opens up the phase
diagram to reveal two further phases: the Haldane insulator phase and the density wave phase [18, 19, 33, 34], in addition to the MI and SF phases seen in the BHM (see Fig. 7 (a)).

For unit filling and in the limit of $V \gg U$, the interaction between neighbouring sites is stronger than the on-site interaction thus favouring a double occupation on alternating sites. Thus, in the thermodynamic limit, the ground state is characterised by either double occupation on even sites and zero occupation on odd sites or vice versa. Our quantum polarization spectroscopy is especially suited to detect such periodic patterns. In the same spirit as previous publications on detection of Bose-Hubbard models using external cavities [13] we consider the difference of the number of atoms at even and odd sites, $N_{\text {even }}$ and $N_{\text {odd }}$ respectively. As such, we introduce the disparity (cf. the Appendix for details on the derivation of such a quantity):

$$
\begin{equation*}
\mathcal{D}:=\frac{\left\langle\left(\hat{N}_{\text {even }}-\hat{N}_{\text {odd }}\right)^{2}\right\rangle}{L^{2}}=\frac{\left\langle\hat{J}^{2}\right\rangle}{L}-\frac{\hat{N}^{2}}{L^{2}}-\frac{2 \hat{N}}{L \sqrt{L}}\langle\hat{J}\rangle, \tag{9}
\end{equation*}
$$

where $\hat{N}=\hat{N}_{\text {even }}+\hat{N}_{\text {odd }}$ and we have fixed $k=\pi / 2$. In the thermodynamic limit, the disparity unambiguously identifies the quantum phase transition between the HI and DW phases, as shown in Fig. $7(\mathbf{b})$, for $U / t=4$ as a function of $V / t$. The critical point, $V_{c}$ (denoted by the dashed line in Fig. 7), is in agreement with the position of the phase transition, for $U / t=4$, found through analysis of order parameters from DMRG calculations [19]. The thermodynamic limit for a given $V$ is found through inverse-length $1 / L$ extrapolation of various lattice sizes of unit filling $(N=L)$. The negative disparity values shown close to the critical point are purely a result of the quadratic fit used in the inverse-length extrapolation. Inclusion of larger lattice sizes results in the minimum flattening out as the negative values tend to zero.
It should be noted that the disparity cannot distinguish between the MI and the HI phases, with no features seen close to the MI-HI transition point ( $V \sim 2.25 t$, for $U / t=4$ ). The open question remains as to how to directly discriminate the Haldane phase. We stress that the quantity $(\Delta \hat{J})^{2}$ depends on two-point density-density correlations and it should not be able to detect the long range hidden order of the HI. It is possible that higher order correlations could reveal the Haldane order. We leave this study for future investigations.

## V. SUPERLATTICE FILLING TRANSITIONS

In this section we show the versatility of collective measurements on many-body systems via QPS by applying the same measures used in the BHM case to bosons trapped in a superlattice potential. The superlattice potential is formed by two pairs of counter-propagating laser beams of different frequencies, creating beatings and a richer structure of sublattice potentials. The 1D ground state of these systems, in the Bose-Hubbard regime, has been extensively studied [35[40] and shown to give rise to fractional or non homogeneous occupations.
(a)

(b)


FIG. 7: (Color online) (a) Schematic phase diagram of the extended BH model with its different phases: Mott-insulator (MI), superfluid (SF), Haldane-insulator (HI) and density wave (DW). The arrow indicates the range across the HI-DW transition that we investigate here. (b) Phase transition for the EBH model. All lattice lengths $L$ were calculated with DMRG block sizes of $\mathrm{m}=100$. The dashed line indicates the HI to DW phase transition [19].

In this work we concentrate on a period-4 lattice proposed recently [20] for implementation of atomic transistors and single and two-qubit gates. The trapping potential has the form:

$$
\begin{equation*}
V(x)=-A_{1} \cos ^{2}\left(k_{1} x\right)-A_{2} \cos ^{2}\left(k_{2} x+\phi\right) \tag{10}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ are the relative intensities of the two lasers, $k_{1}$ and $k_{2}$ are their respective wave vectors and $\phi$ is a phase controlling the shift of the secondary lattice with respect to the first one. As in Ref. [20] we choose $k_{1}=4 / 5 k_{2}$. An example of the potential $V(x)$ is shown in Fig. $8(\mathbf{a})$. Assuming $A_{2}<$ $A_{1}$ we can safely assume that atoms are strongly trapped by the first laser and only perturbed by the presence of the second laser whose effect is that of shifting the local site energy. In this regime we consider the atomic Wannier functions to be localised at the minima of the potential term proportional to $A_{1}$. The second term in principle affects both the local energy and the tunnelling rate. However the effect on the latter is usually smaller and we neglect it [41].

Under these assumptions the Hamiltonian of the system be-
comes

$$
\begin{align*}
\hat{H} & =\hat{H}_{B H}+\sum_{j} \epsilon_{j} \hat{n}_{j}  \tag{11}\\
\text { with } \quad \epsilon_{j} & =-A \cos ^{2}\left(\frac{5}{4} \pi j+\phi\right) . \tag{12}
\end{align*}
$$

Manipulation of the well depths is achieved by varying the relative amplitude $A$ that can be obtained from the corresponding overlap integral of the potential term proportional to $A_{2}$ and the modulus square of the atomic Wannier function. Here, in order to study a specific example, we consider this to be fixed to $A=0.3$. Changing $\phi$ drastically changes the structure of the sublattice and hence the ground state.

The ground state density distribution undergoes transitions between different configurations as the on-site repulsion $U$ and the sublattice depth $A$ compete. Such fine control over an optical lattice clearly has great advantages, such as enabling single qubit and two qubit gates [20]. Assuming as before unit filling, i.e. one particle for each site, we first construct the zero tunnelling phase diagram. This is obtained by comparing the energies of different atomic arrangements as a function of the Hamiltonian parameters $U, A, \phi$. Owing to the periodicity of the lattice, we only need to consider 4 adjacent sites. For example, for extremely small $U$ and $0 \leq \phi \leq \pi / 8$, all particles occupy the site with lowest energy giving a configuration $|0400\rangle$ with 4 particles in the second site. Increasing $U$, there is a critical value for which the energy for a particle to occupy the second lowest site is equal to the interaction energy of this particle to the other 3. For larger $U$ the configuration $|1300\rangle$ thus becomes favourable. The value of the on-site interaction at which this transition occurs is

$$
\begin{equation*}
U_{0400 \leftrightarrow 1300}=\frac{A}{2}(\cos 2 \phi-\sin 2 \phi) . \tag{13}
\end{equation*}
$$

We find that, under these conditions, the only possible configurations are:

$$
\begin{equation*}
|0400\rangle ; \quad|1300\rangle ; \quad|1210\rangle ; \quad|2200\rangle ; \quad|1111\rangle \tag{14}
\end{equation*}
$$

where the last configuration corresponds to a Mott insulator, which is always obtained for sufficiently large on-site interaction energy $U$. All the transition curves between the different configurations can be obtained in a similar way. Other possible configurations are obtained by cyclically permuting those in Eq. (14) and appear periodically for increasing values of $\phi$. Thus the smallest non trivial interval to be considered is $\phi \in[0 ; \pi / 8]$. The resulting phase diagram in the $U / A-\phi$ plane is shown in Fig. 8 (b).
For sufficiently large tunnelling, kinetic energy will dominate over interactions and the system will become superfluid. For sufficiently low tunnelling, we expect the superfluid to separate the different insulating phases shown in Fig. 8 and disappearing only for $t \rightarrow 0$.

In this context, we show that quantum polarization spectroscopy is able to distinguish the different insulating phases. To this end we compare the signals emerging from two pairs of phases that can be obtained by changing either $U / A$ alone while keeping $\phi$ fixed or by changing $\phi$ alone while keeping $U / A$ fixed. These are:
(a)


FIG. 8: (Color online) (a) Superlattice potential (blue, solid) formed by two counter propagating waves, one as a larger trapping potential (red, dashed line), the other as a perturbation (green, solid line). (b) Sublattice fillings for a $k_{1}=4 / 5 k_{2}$ superlattice potential. The intersection point $P$ occurs at $\phi=\frac{1}{2} \arctan \left(\frac{1}{3}\right), U / A=\sqrt{10} / 10$. The red vertical and green horizontal arrows show the two pairs of points for which we calculate the signal in Fig. 9

1. For fixed $\phi=0$, crossing the $U / A=1$ boundary (solid red arrow in Fig. (8) between the $|1210\rangle$ and $|1111\rangle$ configurations.
2. For fixed $U / A=0.12$ we consider the values $\phi=0$ and $\phi=\pi / 8$, where the ground state configurations switch from $|0400\rangle \leftrightarrow|2200\rangle$ (dashed green arrow in Fig. 8.

We propose a practical method for differentiating between the different phases by measuring the variance of the effective total angular momentum, as witnessed by our DMRG results of Fig. 9 for realistic values of the tunnelling $t=10^{-2} U$. For this case the system is still insulating and in the same phases shown in Fig. 8 Figure 9 (a) shows a clear feature for the $|2200\rangle$ state at the probe wave vector $k=\pi / 4$ that does not appear for the $|0400\rangle$ state. Thus, although the two curves differ quantitatively, they also exhibit different features which make them robust for experimental implementations.

Similarly, we analysed the transition $|1012\rangle \leftrightarrow|1111\rangle$ whose corresponding signals are shown in Fig. $9(\mathbf{b})$. Once again, the $|1210\rangle$ arrangement leads to a peak at $k=\pi / 3$ that is absent for the regular $|1111\rangle$ Mott state.

These examples show the power of the quantum polarization spectroscopy to detect different arrangements of atoms in
superlattice potentials.

## VI. CONCLUSIONS

We have shown how the phase transitions of the 1D BoseHubbard model and 1D Extended Bose-Hubbard model can be located and identified using non-demolition measurements via quantum polarization spectroscopy. The Mott-insulator to superfluid phase transition of the 1D BHM is characterised by a comparison between a linear and quadratic fitting function, in the tail of the distribution of the variance of the collective angular momentum operator $\hat{J}$ as a function of the probe wavevector $k$. We have obtained very accurate results compared to previous estimates of the critical point using $\sim 100$ sampling points. We have tested the robustness of the analysis in the limiting case of just three measurements and we are able to find the phase transition within the bounds found through particle and hole excitation energies, via DMRG calculations [26].
The Haldane insulator to density wave phase transition of the EBHM is unambiguously identified by application of the disparity measure derived from the inherent difference in particle density in even and odd sites in the two phases. Extrapolation to the thermodynamic limit shows very good agreement with calculations of the same transition found through order parameter and correlation function analysis [19]. This leaves open the question on how to directly characterize the Haldane insulator using QPS, beyond just characterizing it as a phase without crystal ordering or superfluid correlations.

Finally, the versatility of the approach used to detect BHM phase transitions is tested when applied to the inhomogeneous potential arising from a superlattice. We have shown that certain sublattice arrangements are effectively distinguishable through the QPS method since they exhibit clear signals in the variance of the total angular momentum operator.

Our work can be further extended to more complicated Bose- or Fermi-Hubbard models in different lattice geometries, including two-dimensional ones and with other spin interactions.
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(a)


FIG. 9: (Color online) The $\hat{J}$ variance for different sublattice fillings from QPS measurements on a superlattice, for $t / U=10^{-2}$. (a) Variance distribution of two fillings resulting from a change in the relative phase $\Delta \phi=\pi / 8$. A clear difference can be seen between the two fillings at $k=\pi / 4$. (b) Variance distribution of two fillings corresponding to a change in the on-site repulsion $\Delta U / A=2 / 3$ (scaled by the relative amplitude). The two fillings are differentiated by the peak at $k=\pi / 3$ for $|1012\rangle$. DMRG parameters: lattice length $L=40$; block size $m=40$.

## Appendix A: Derivation of the Disparity

Here we explicitly derive the disparity used in the characterisation of the EBHM. We start by re-expressing Eq. (4) using the cosine double angle trigonometry identity:

$$
\begin{equation*}
\hat{J}=\frac{1}{\sqrt{L}} \sum_{i=1}^{L}\left\{\hat{n}_{i} \cos [2 k(i-\alpha)]+\hat{n}_{i}\right\} \tag{A1}
\end{equation*}
$$

The summation in Eq. A1 is split into the sum over odd sites and the sum over even sites, to give $\hat{N}_{o d d}$ and $\hat{N}_{\text {even }}$, respectively, which act on different Hilbert spaces. Additionally, if the probe wavevector is locked at $k=\pi / 2$, with no displacement between the probe and the lattice ( $\alpha=0$ ), and ensuring total particle number conservation $\sum_{i}^{L} \hat{n}_{i}=\hat{N}$, the collective angular momentum operator now takes the form

$$
\begin{equation*}
\hat{J}=\frac{\hat{N}}{\sqrt{L}}+\frac{\hat{N}_{\text {even }}-\hat{N}_{\text {odd }}}{\sqrt{L}}=\frac{2 \hat{N}_{\text {even }}}{\sqrt{L}} \tag{A2}
\end{equation*}
$$

where $\hat{N}=\hat{N}_{\text {even }}+\hat{N}_{\text {odd }}$. By taking the mean of the square, we have

$$
\begin{equation*}
\left\langle\hat{J}^{2}\right\rangle=\frac{\hat{N}^{2}}{L}+\frac{\left\langle\left(\hat{N}_{\text {even }}-\hat{N}_{\text {odd }}\right)^{2}\right\rangle}{L}+\frac{2 \hat{N}}{\sqrt{L}} \frac{\left\langle\hat{N}_{\text {even }}-\hat{N}_{\text {odd }}\right\rangle}{\sqrt{L}} \tag{A3}
\end{equation*}
$$

and by rearranging and using Eq. A2,

$$
\begin{align*}
\frac{\left\langle\left(\hat{N}_{\text {even }}-\hat{N}_{\text {odd }}\right)^{2}\right\rangle}{L} & =\left\langle\hat{J}^{2}\right\rangle-\frac{\hat{N}^{2}}{L}-\frac{2 \hat{N}}{\sqrt{L}}\left(\langle\hat{J}\rangle-\frac{\hat{N}}{\sqrt{L}}\right) \\
& =\left\langle\hat{J}^{2}\right\rangle+\frac{\hat{N}^{2}}{L}-\frac{2 \hat{N}}{\sqrt{L}}\langle\hat{J}\rangle . \tag{A4}
\end{align*}
$$

Since the above equation varies from 0 to $L$ in the density wave phase, we normalise the measure to finally arrive at the definition of the disparity given in Eq. (9).
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