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This paper tackles a Nurse Scheduling Problem which consists of generating work
schedules for a set of nurses while considering their shift preferences and other
requirements. The objective is to maximize the satisfaction of nurses' preferences and
minimize the violation of soft constraints. This paper presents a new deterministic
heuristic algorithm, called MAPA (multi-assignment problem-based algorithm), which is
based on successive resolutions of the assignment problem. The algorithm has two
phases: a constructive phase and an improvement phase. The constructive phase
builds a full schedule by solving successive assignment problems, one for each day in
the planning period. The improvement phase uses a couple of procedures that re-solve
assignment problems to produce a better schedule. Given the deterministic nature of
this algorithm, the same schedule is obtained each time that the algorithm is applied to
the same problem instance. The performance of MAPA is benchmarked against
published results for almost 250,000 instances from the NSPLib dataset. In most
cases, particularly on large instances of the problem, the results produced by MAPA
are better when compared to best-known solutions from the literature. The experiments
reported here also show that the MAPA algorithm finds more feasible solutions
compared with other algorithms in the literature, which suggest that this proposed
approach is effective and robust.
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1 Introduction

In this paper, we tackle a Nurse Scheduling Problem (NSP) which tsonsis
of assigning work shift patterns to a team of nurses opee-alefined scheduling
perod in such a way that nurses’ preferences (soft constraints) for what type of
shift to work in each day are best satisfied while additioeguirements (hard
constraints) are meA penalty cosis associated to the non-satisfactiomofses’
preferences and also to the non-satisfaction of theiaalali requirements. Thus,
the objective is to generate feasible nurse schedutBsawninimum total penalty
cost. The general nurse scheduling problem was classified lya@sand Imai
(2000) as NP-hard. In the literature, we find many different gesoms and
models for nurse scheduling due to the different charaatsrishd policies that
arise in each hospital. Similarly, we can find a wideetgrof solution procedures
to tackle the nurse scheduling problems and a fair compdvetoreen the many
proposed algorithms seems to be impractical as discusgddaenhout and
Vanhoucke (2007).

Cheang et al. (2003) and Burke et al. (2004) provide surveys of nurse
scheduling problems and solution approaches. These surveysttrateaost of
the heuristic algorithms for nurse scheduling algorithmsaenitérature are based
on local search procedures. Even recent works tackling matseduling in a
multi-objective fashion (e.g. Burke et al. 2012) are ssithély based on local
search. The distinctive feature of the heuristic algor proposed here is that it is
based on exact resolution of successive assignment mrobitestead of local
searchThe surveys by Cheang et al. (2003) and Burke et al. (2004}jdaistfy
the need for a set of benchmark problem instances tadéeithe comparison of
the many proposed algorithms for the problem. Towards this, olekle and
Maenhout (2005) proposed a large dataset called NSPLib, whixhnalsdes a
problem instance generator. NSPLib has 248,640 nurse schedubbierpr
instances randomly generated and they are classified aaqgdadtheir size and
complexity A subset of these instances is called the ‘realistic’ set which includes
instances with a scheduling periofi28 days. The other set is called the ‘diverse’
set which includes instances with a scheduling period of 7 tiastances of both
types are used in the experiments of this paper. As medtiabhove, NSPLib

includes a program for generating different tests inssgahgechanging the type of
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contract (full-time or part-time), skill sets, etcorFa detailed description, see
Vanhoucke and Maenhout (2005). The NSPLib problem instances arabévail
at http://www.projectmanagement.ugent.be/nsp.php ther work on nurse
scheduling using the NSPLib dataset, Maenhout and Vanhoucke (2006; 2007;
2008) have proposed several algorithms and reported a rangeilts.re
Other benchmark datasets for nurse scheduling problems hawvartzele

available more recently. For example, the First IrstBomal Nurse Rostering
Competition 2010 (see Haspeslagh et al. 2012 and http://www.kuleuven-
kulak.be/nrpcompetition for details) includes 60 problem instamntassified in
three group according to the expected computational difficuldso, Tim
Curtois at the University of Nottingham maintains a largéection of employee
scheduling benchmark problem instances including nurse schedulieg (se
http://www.cs.nott.ac.uk/~tec/NRP/ for details). In addition Desb@aecker and
Vanden Berghe (2011) proposed a classification system for mostering
problems, comparing three datasets: http://www.cs.nott.ac.uk/~tet(BRiRe et
al. 2008), http://allserv.kahosl.be/~burak/project.html (Bilginakt 2008) and
NSPLib at http://www.projectmanagement.ugent.be/nsp.php (Vanhoucke and
Maenhout 2005). In thieattempt to classify and compare the problem instances in
these tree datasets, they proposed and discussed switat@ins and categories.
According to the authors, the advantage of NSPLib sslatge size, which
facilitates statistical analysis of different solut@epproaches.

Developing formal models for the many specific object@ed constraints
in nurse scheduling problems and applying optimization methodsve gwm
are very difficult tasks. Then, developing heuristic athons to tackle these
problems is a common and effective approach. In f&mbhoucke and Maenhout
(2005) suggest that the purpose of NSPLib is to be a benchmadetd&ia
evaluating heuristic approaches to solve nurse scheduling prabldhe best
results for the NSPLib instances have been obtaineddiffdrent meta-heuristic
approaches including the Electromagnetic method by MaenhduYanhoucke
(2007), Scatter Search by (Maenhout and Vanhoucke, 2006) and Genetic
Algorithms by Maenhout and Vanhoucke (2D0Bhe present paper presents a
new deterministic heuristic algorithm called MAPA (mulsssgnment problem-
based algorithm), which produces new best solutions foresmstances in
NSPLib.
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According to Cordeau et al. (2002) a good heuristic mustfisat@me
criteria such as simplicityflexibility, accuracy and speed. They also state that
“algorithms that contain too many parameters are difficult to understand and
unlikely to be used The MAPA algorithm proposed here is simple because it
does not require parameter tuning and it uses the well-knowar lagsignment
problem that is solvable in polynomial time. It is fldgilbecause it is well suited
to tackle different constraints (hard and soft) by omgming the procedure to
calculate the matrix of costs (see Section 4.1) sti &hs reasonable accuracy and
speed which is illustrated by the experiments described inektesections.

The remainder of this paper is as follows. The problem giser is given
in Section 2. A high-level description of the proposed MAPgoathm is given
in Section 3 and then a detailed description is provided iiddet. Experimental
results are presented and discussed in Section 5. Th&é&ai@on 6 draws overall

conclusions and suggestions for future research.

2 Description of the Nurse Scheduling Problem

The nurse scheduling problem addressed in this paper isnigeasastated
by Maenhout and Vanhoucke (2007) with test instances from the RSPhe
problem involves requirements that must be met (hard reoms) and
requirements that are desirable to meet (soft conttyavhen constructing the
schedule. Hard constraints in this problem are the praimbiti certain successive
shift assignments to nurses (for example a night shibviet by an early or a
day shift), maximum number of consecutive assignments o$ahee type (i.e.
identical shift assignments), minimum and maximum numbevefall working
assignments for a nurse and minimum number of conse@agsignments of the
same type (i.e. identical shift assignments). Softtcaimés in this problem are the
minimum coverage requirement (to satisfy the workload ddro&each day) and
the nurse’ preferences.

Nurses express their preferences for the shifts thatwhayto work in each
day. A cost is associated to every shift and this costversely proportional to
the expressed preference, i.e. less preferred shiftg adnigher cost. The cost of
violating hard constraints is added to the cost of viodasoft constraints to
obtain the total solution cost which should be minimizedl. details of the costs

calculation are given in Section 4 when the MAPA altoniis described.
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More formally, the Nurse Scheduling Problem tackled herebeastated as
follows. A set of nurses N needs to be scheduled withichadsling period of
dmax days (d=1, ..., &hy. Each nurse needs to be assigned to a set of shifts in the
scheduling period while minimizing the cost of violating hard afticnstraints.
Thus, we have:

N: set of nurses, index n (N=1, .mak), Nmax=|N[;

D: set of days within the scheduling period, thsa |D];

Si: set of required shifts for day d, index s (s=14),.5=|S|-

The term shift refers to a given working period (early, dapight shift) or
a rest period (free shift), although the starting/endinggimf each shift are not
defined in the NSPLib instances. Note thatrépresents the minimum coverage
requirement, i.e. §§is the minimum number of nurses required on day d, then
|SI<IN|. A duty roster, or roster, is a sequence of shifts assigned tourse n
during the scheduling period of.4 days. A solution or nurse schedule is a

collection of maxduty rosters.

3 A Multipartite Model for Nurse Scheduling

In this paper we represent the above nurse scheduling praisiean acyclic
multipartite graph with g1 partitions, where the first partition of vertices
corresponds to the set of nurses and the remaining pastdarrespond to the sets
of shifts (i.e. one partition per day in the scheduling @rigigure 2 shows a
sample of this representation in the case whgge# nurses. An edge represents
a possible assignment of a shift to a nurse in a partidaiar(according to the
partition number). There are no edges connecting veriticdse same partition.
Instead, a sequence of edges connecting vertex n from irgte phrtition
(corresponding to nurse n) to a vertex in the last partitidicates the sequence
of shifts that are assigned to nurse n. The weight adedcio an edge is the cost
of assigning a particular shift to nursaaording to the nurse’s preferences.

More formally, let’s have a graph G=(T, A), where T is the set of vertices
and A is the set of edges as described above. The setcdnmiposed by the
partitions T, T1, To,..., Tamax Where T is the set of vertices representing the nurses
and T; (d from 1 to ¢ay is the set of vertices representing the shifts ondlay
Thus, we have a multipartite graph representation. Thectvg is to find Rax

paths from the first to the last partition while minimiziig total cost. Each path
5
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represents a duty roster for one nurse, i.e. the sequdrslgfts assigned to a
nurse for each day of the scheduling period. In order to fiedettpaths we
propose a heuristic algorithm that solves successivgrassint problems, each
one corresponding to a matching problem between two consequartitions
(bipartite graph). Tis assignment problem is formulated as follows:

nmaxnmax d d

Minimize z z Cij 'Xij (5)
i=1 j=1
nmax

Subjectto: D’ xi‘jj =1 j=1..,Nmax (6)
i=1
nmax d
Z Xij =1 i=1,...,nmax (7)
J:
x{ {0},
I=1....,0max ] =1-..,Nmax (8)

The cost matrix c{'j- is alwaysa square matrix of size.n,°> and has
different interpretation and structure depending on algorithm phase, as
explained in the next section. In some cases, thecéoist (5) is the cost of edge
(i, ) connecting partitions ¢, and T, where index i corresponds to a nurse or

roster, while the index j can be a shift or a rostenther cases, the casg‘} is the
cost of replacing a shift j in the duty roster of nurdddte thatcidj = oo if there is

no edge (ij). The binary decision variabl;e% indicates an assignment or not of
vertex i to vertex (nurse) j. Constraints (6) and (7)licate a onde-one
assignment between two partitions. This means thatreasle (partition d) will

be assigned exactly one (working or free) shift for eactitipa (day). The main
idea is to find the minimal cost matching for each bipartigglyrso that we find
the nnax paths (each path corresponds to an individual nurse ro$tez) main
advantage of tackling the nurse scheduling problem in this wathat the
assignment problem can then be solved in polynomial tisieg the algorithm
proposed by Carpaneto and Toth (1987) which has a polynomial runmag t
complexity of O(mas). Also, the heuristic procedure is deterministic producing
the same solution every time is applied to the same gmrobistance. However,
note that in our approach we need to solve the assignnabiépr many times in

order to obtain a full nurse schedule.
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4 The Proposed Heuristic Algorithm

We propose a multi-assignment problem-based algorithm (MAR#ch
consists of two phases, both based on successiveitiesslof an assignment
problem between two consecutive partitions in the multigagraph described
above. In the first phase, an initial solution (seduofy rosters) is built. In the
second phase, two procedures are employed to improvenitizg $olution by
modifying the previous assignments between the partitions.

4.1 Construction Phase

The construction phase starts by generating the muitgpgraph as defined
in Section 3. An initial solution is obtained by solving,gdsuccessive assignment
problems from the first to the last day of the schediagod.

As stated above, the square matrix of co(s,f-s has different interpretations
in each phase of the algorithm. In this first phe{éés the cost of assigning shift |
to nurse i on day d. We note that in the nurse scheduling proibistances
tackled here, the number of nurses available to work ory asdasually greater

than or equal to the number of required working shifts on diast (covering

requirement), i.e. [|N| as stated in Section 2. Then, we complete the catsbm
with spare shifts in order to get a square matrli}< where a spare shift is a type

of shift considered in the problem (early, late, nightree fshift). This means that

the algorithm can assign more working shifts than neededaynd (further
discussion below on how we deal with this). In thist fplsase, the matrim?j is

divided into two blocks as shown in Figure 1.

Required shiftsy;) Spare shifts

Block | Block I

d _ d _
ij = Cij =

fuhd iy res

c

Nurses (N)

Figure 1: The cost matrix structure for the assignment of shifts to nurses, Block | ensures
the cover requirement and Block Il contains the spare shifts needed to form a square cost
matrix.
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Block | contains the shifts that satisfy the requiredecage on day d and
Block Il contains the spare shifts added to form a squarexmaﬁriwhere the
number of available nurses day d is greater or equal than the number of nurses
required in the coverage. Since the minimum coverage recenteisiguaranteed
by the shifts in Block I, any assignment of spare shiftBlotk Il to nurses is
permitted, including the assignment of free shifts. Thetfan for calculating the
costs in Block | is defined as follows:

fij,d =pcijd +P,nHCV + P,.nSCV (9)

wherepc i,j,d is the penalty cost (related to the nurse’s preferences) for
assigning shift j to nurse i on day dHCV is the number of hard constraint
violations due to this assignment; B the penalty for the violation of a hard
constraint;nSCV is the number of soft constraint violations due to dlssignment
and R is the penalty for the violation of a soft @maint. This cost function is as
proposed by Maenhout and Vanhoucke (2007).

Let S3 be all the required shifts iny $cluding free shifts, thef) = Sq U

free shifts . Therefore, the equatioa'ﬂ. = minygeg; (i, s,d) in Block Il gives

the following information: the penalty cost of assigning spsrift j to nurse i and
the shift type inS; that will be assigned to this nurse i as a spare shift. thate

the value ofcl-dj in Block Il is the same for nurse i. Each cogt in Block Il is
taken as the minimum cost among ﬂ;}ecosts in Block | for the corresponding

nurse, also considering the assignments of free shiftsatonurse. This means
that for nursea, each of the costs in Block | corresponds to an assigin(early,
day, night or free shift) towards a covering of the requitefissin the workload
while the corresponding costs in Block Il are equal tomtilémum of the costs in
Block | for that same nurse. Since the assignmerioick Il correspond to spare
(not required shifts) our approach produces schedules thaitelgfimeet the
minimum coverage requirements and possibly exceed that reqotrémnesome
days in the scheduling period. Hence, the associated dohsidcation costs are
set accordingly to complete the overall multi-assignnpeoblem.

An assignment problem is constructed and solved for eaghod the
scheduling period. Note (see Figure 2) that in the first asggt of shifts (day 1)

from partition 1 to partition 2 there is no previous asseyshift. However, from

8
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the second assignment (day 2) onwards, the previous assigpmust be
considered when calculating the cost matrix. That is,wdadculating the:idj cost
for nurse i on day d, the shifts assigned to that nurggavious days are taken
into account. In order to calculateidj a simple procedure (called constraints
update) checks the sequence of shifts assigned to nurse ipretheus days to
day d. The procedure checks the constraints, e.g. if the mmmmaximum
number of working assignments is satisfied or not. The sipant in calculating
cidj depends on the length of that sequence of shifts which mrkmo be not
greater than ghx This process is repeated for each day in the schedulirgpper
Then, at the end of this multi-assignment process, we bamstructed an initial
solution, i.e. a duty roster for each nurse. The congtruphase just explained is
expressed in the following pseudo-code (AP stands for assigrproblem).

Procedure Construction
Begin
For O=1 to Opax do:

Construct the cost matrix Cg for day d;

Solve the AP corresponding to the cost matrix dﬁ;

Assign the shifts to the nurse according to the AP solution;
End.

4.2 Improvement Phase

The improvement phase is composed of two procedures thatoaimprove
the initial solution obtained in the construction phade Tirst procedure, called
Cutting and Recombination ProcedukeRP), performs successive ‘Cuts in the
multipartite graph before each day d. This means dividingltie roster in two
parts (left- and right-hand sides) and then construaimgher assignment in the
cut made, as it is shown in Figure 3. Therefore, a nevgrassint problem is
formulated with new square costs matrbg- and then solved afterachcut. An
important difference when solving this new assignment problemthat
cidj represents the cost of assigning to nurgse iday d, the left-hand side of
schedule jo the right-hand side of the same schedule which takesaccount the
shifts already assigned before and after theloutrder to calculate this cost, the
algorithm explores which spare shifts (those with the mamincost) can be
updated (reassigned) for the nurse in such a way that the assigrement has a

reduced cost. Such updates in the assignment of spare shiftshafteat are

9
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possible due to the degree of flexibility in tin@se’ preferences. The satisfaction
of such preferences takes into account the left and-ihahtd sides of the cut
schedule, which might be different from the constructibthe initial schedule
when there is no assignment to the right of the giveiitipart

Daylé Day2 | Day3 | Day4§ Day 5 | Day6; Day 7

Nurse 1

Nurse 2

Nurse 3

Nurse 4

e Y cun T i N

Cuts: 1 2 3 4 5 6 7
Figure 2: Example of a multipartite graph for 4 nurses and 7-days scheduling period, showing a

duty roster with a cut before day 2 and possible recombinations (dashed lines) of partial rosters.
Letters E, D, N, F mean an Early, Day, Night and Free shift, respectively; * means a spare shift.

| Dayl i Day?2 | Day3§ Day45 Day 5 | Day6i Day 7

Nurse 1

Nurse 2

Nurse 3

e Y cun T i N

Nurse 4

Cuts: 1 2 3 4 5 6 7
Figure 3: Example of reassignment after the cut (Figure 2 and then solving the new assignment
problem) with the cutting and recombination procedure (CRP), resulting in a reassignment of

working and spare shifts. Note that on day 5 a spare shift was changed (updated) for reducing the
cost corresponding to nurse 2 individual roster (assuming that nurse 2 prefers shift D to shift E).

The pseudo code of the CRP improving procedure is given d@&Bwstands for

assignment problem).

Algorithm CRP
Begin
For d::l. to dmax do:

Construct the matrix Cd

ij after performing a cut before day d;

Solve the AP corresponding to the cost matrix CZ ;
Reassign left- and right-hand sides of the schedule according
to the AP solution;

Update the spare shifts for each nurse roster to reduce the

overall solution cost;
End.

10



The second improvement procedure, called Shift Redistribution Procedure
(SRP), aims to decrease the total cost of the solldymedistributing shifts
among nursesn each day as shown in Figure 4. Since the solution eost i
associated to the nursgwreferences, the same shift assigned to different nurses
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may contribute with different costs to the overall stthe cost. Then, this SRP
improving procedure consists of selecting a day (partitiorthe schedule and
then reassigning theqs shifts on this day to thengy rosters. The cost of each
association is an element of the matr§}< wherec is the cost of replacing shift
j in day d of the schedule for nurse i. This calculatdthe costs is analogous to
the one performed in the CRP procedure and involves thenomm cost of the
spare shifts as well as the constraints update procedure descr@zadian 4.1.

Daylé Day2 Day3 Day4 Day5 | Day6 | Day7

Nurse 1

Nurse 2

Nurse 3

e N s T e N G

Nurse 4

Cuts: 1 2 3 4 5 6 7
Figure 4. Example of reassignment in the shift redistribution procedure (SRP). New possibilities of
shift association on day 4 are represented by dashed arrows.

Once the cost matrix is generated and the related assigrpnoblem is
solved, the current solution is altered through shift expbarand some spare

shifts may be replaced. Figure 5 shows an example of secat@n.

Dayl: Day2§ Day3: Day4' Day5' Day6' Day 7

Nurse 1

Nurse 2

Nurse 3

e Y cun T i N

Nurse 4

Cuts: 1 2 3 4 5 6 7

Figure 5: Example of shift exchange. Individual rosters after shift redistribution on day 4 including
the change (update) of a spare shift on day 1 for nurse 3 (from shift D to shift F).

11
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This SRP improving procedure is repeated for all partitions dayls)

according to the pseudo-code shown below (AP stands ignasant problem).

Algorithm SRP
Begin
For d=1 to Ompax do:

Construct the matrix Cg to replace the shifts on day d;

Solve AP corresponding to cost matrix Cg;
Replace the shifts in the rosters according to AP solution;

Update the spare shifts for each nurse roster to reduce the
overall solution cost;

End.

The two improving procedures CRP and SRP described abopedoemed in a
sequential fashion in both directions covering theg partitions: forward (d=1 to
dmay) and backward (d=s@x downto 1). The procedures are performed until there
is no improvement for a certain number of iteratighsimit). Therefore, we
defined four variants: RCP_Forward(s), SRP_Forward(s), RCRwBad(s) and
SRP_Backward(s), where s represents a solution (full si)edet Val(s) be the
cost of solution s, which is equal to the objective fumcti@lue of the last
assignment problem solved, then the overall proposed imprent phase in our
algorithm works as shown in the pseudo-code bdtbe fixed execution order of
the improvement procedure variants was decided by preliminary
experimentation). The parameter Numit is the predefinedoruf times that the
whole improvement procedure is attempted without an improveiméme current

solution.

Procedure Improvement (s)

Begin

count:=0;

Repeat
s’ :=s;
s’ :=RCP_Forward(s’);
s’ :=SRP_Forward(s’);
s’ :=RCP_Backward(s’);
s’ :=SRP Backward(s’);

-

f Val(s’)=Val(s) then
count:=count + 1
else
count:=0;
until count=NumIt;
end.

12
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5 Performance Analysis of MAPA

5.1 Experimental Setting

The proposed MAPA algorithm was implemented in Pascal prognag
language and the tests were performed on a PC with two 3.2j@&dizcore Xeon
processors and 16GB of RAM running Windows XP. The problem instareres
obtained from the NSPLib library (Maenhout and Vanhoucke, 2005).

We tested MAP/Aon 248,640 problem instances split in two groups: Group
1 with 233,280 instances involving 1-week schedules and Group 2 with 15,360
problem instances involving 4-week schedules. In the Group linde29,160
requirement-costs problem instances involving a schedulingdpef 7 days(1-
week schedule). These instances are divided by problem siZ&0,2F, and 100
nurses, each subset containing 7,290 instances. Each proideance has a
different set of requirements per day and differentepegice costs. Furthermore,
there are also 8 cases with different preferencescawnerage constraints. Then,
each of these 8 preferences-coverage cases may benednwith each of the
29,160 requirements-costs problem instances, forming a to2a3p280 1-week
schedule problem instances. In the Group 2 we find 1,920 eeggemt-costs
problem instances involving a scheduling period of 28 days (4-aele&dule)
These instances are divided by problem size: 30 and 60 n@aels, subset
containing 960 instances. Again, we combine the 8 preferenegagey cases
with each of the 1,920 requirement-costs problem instafocesng a total of
15,360 4-week schedule instances. There are two important ssienust
discuss about the use of NSPLib. The first issue isthigatesults we obtained for
38 of these instances (33 instances with 30 nurses and 5 esstaitic 60 nurses)
could not be compared to existing results. We believeth@asolution costs are
misreported in the NSPLib because in some cases the ggpmstis less than
zero, which is not possible considering the given definitibpenalty costs. The
penalty values for soft constraint violations used ramethe same as the ones
used by Maenhout and Vanhoucke (2006) and Maenhout and Vanhoucke (2007),
i.e. B=Ps= 100. Also, we fixed NumlIt=3 in the improvement phase.

The second issue in using NSPLib is that the minimum cove@ugsgraint
(working shifts required in each day) is always satisfied by algorithm (as

explained in Section 4.1), but this is not the case in sofrine (infeasible)

13
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solutions reported in the NSPLib. In other words, our MAPA mooe satisfies
the minimum coverage hard constraint, while some of dhatisns reported in
NSPLib satisfy some of the constraints but not necdgstiie coverage
constraint. We followed exactly the same definitiontestaby Maenhout and
Vanhoucke (2007), i.e. “a nurse schedule is said to be feasible if the coverage
constraints and all other caseecific constraints are satisfied”. Then, given this
issue with feasibility in some solutions reported in NSPinborder to compare
our results to those NSPLib infeasible solutions, we maude following
adjustments. At the end of the improvement phasesdlation is infeasible we
apply a procedure that changes shifts to attempt satisfyingaall donstraints
except the coverage constraints. Then, if a required ngsdift is not assigned,
a penalty is added to the solution cost. Howevegnifther hard constraint is
satisfied, then a penalty is deducted from the solutish ¢&or example, if a nurse
works more than the maximum allowed number of working days,cibmstraint
violation can be satisfied by replacing a working shift vaitiree shift (in case of
a spare shift). Anyway, the solution stays infeasible, boioike comparable to the

solutions reported in NSPLib.

5.2 Results and Discussion

We compare the results obtained by MARAhe results reported in NSPLib.
These results are split in two groups, one for the 1-viestknces and the other
for the 4-week instances. Each group is then split accotditige problem size,
i.e. the number of nurses.

The top four sections of Table 1 show the results reddsy NSPLib and
the results obtained by MAPA for the 233,280 1-week instangedving 25, 50,
75 and 100 nurses. The two sections of Table 1 below the dindgdereport
results for the 15,322 (not 15,36@)-week instances involving 30 and 60 nurses
The best results are highlighted in bold and the data givelach column is as
follows. Column one gives the number of nurses |[N|. Column two givaisel for
each case (instances of the same type). Column tfives the total number of
solved instances (#lInst) for each case. Columns four iandiv& the average

solution cost (AvgCost) reported in NSPLib and obtained byPMAespectively.

! We excluded 33 cases involving 30 nurses and 5 cases involving 60 nurses for which NSPLib
reports infeasible solutions.
14
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Columns five and seven givethe average number of constraints violations
(AvgVl) reported in NSPLib and obtained by MAPA respectivelylu@ms eight
and nine give the relative difference between the NSPLibltseand MAPA
results with respect to the average solution cost (GpCosit)tlee number of
constraint violations (GpVI) respectively. The last &reolumns give the
percentage of times in which the best solution ostported in NSPLib (column
ten), obtained by MAPA (column twelve) or there is a tielgenn %both).
The %GAP value is calculated as follows:

%GAP = (Val(MAPA)— Val(NSPLib)/Val(NSPLib) )x100 (10)

where Val() is the solution cost value obtained by iliergmethod.

The results shown in Table 1 indicate that MAPA performedrly on the
1-week small instances (with 25 nurses), performed bettéheori-week larger
instances (with 50, 75 and 100 nurses), but performed very weleoA-tveek
instances (with 30 and 60 nurses). In the 4-week instancésA\ddways reached
better results than those reported in NSPLib. Looking abteeall performance
of MAPA compared to the solution costs reported in NSPLibsscedl 1-week
schedules, we can report that MAPA obtained solutiotis latter average cost
on 7.26% of the instances. However, when considering all ek-veéehedules,
MAPA obtained solutions with better average cost on 99.48%he instances.
We highlight case 15 with 60 nurses where MAPA showed itsgerformance,
that is, a 12.21% lower average cost solutions with 32.40%r femestraint
violations. Case 15 for 30 nurses is also a case whereA\p&Hormed very well.

Table 2 shows the average solution cost for those instaimmcevhich
NSPLib reports feasible solutions (recall that NSPLib respimfeasible solutions
for some instances). This table shows the number @frioss for which a feasible
solution is reported both by MAPA and NSPLib (#BothFeas®, nbmber of
instances for which a feasible solution is reported by MARAbY NSPLib
(#Feas). Note that MAPA and NSPLib do not always report feasithlgions for
the same number of problem instances.

The results shown in Table 2 indicate that MAPA readbedter solutions
and also more feasible solutions on larger instanceslyni-week schedules
with 100 nurses and 4-week schedules with 30 and 60 nurses.gWiglti that

on the 4-week schedules MAPA obtained more feasible spduiiall cases.

15
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Table 1: Comparing the results (solution cost and number of soft constraint violations) obtained
by MAPA to the results reported in NSPLib.

NSPLib MAPA %GAP %BestSol

INI Cast #Inst —"AygCost  AvgVl  AvgCost AvgVi GpCost GpVI NSPLib %bott MAPA
1 7,290 305.11 0530 306.25 0.530 0.37 0.00 46.28 47.94 5.78

2 7,290 293.82 0.530 294.34 0.530 0.18 0.00 2593 69.66 4.42

3 7,290 321.99 0.538 32348 0.538 0.46 0.03 5826 32.28 9.47
o5 4 7,290  303.26 0.530 303.97 0530 0.24 0.00 3351 59.66 6.83
5 7,290 336.89 0.711 339.37 0.715 0.74 052 6579 29.70 4.51

6 7,290 294.81 0.530 295.32 0.530 0.17 0.00 25.45 69.77 4.79

7 7,290  408.74 1.250 44159 1.548 8.04 23.84 83.40 13.59 3.00

8 7,290  330.90 0.719 335.69 0.753 1.45 4.77 5247 39.03 8.50

1 7,290 587.07 0.848 587.44 0.848 0.06 0.00 27.52 51.22 21.26

2 7,290 565.07 0.848 565.24 0.848 0.03 0.00 13.66 68.57 17.76

3 7,290 61558 0.868 615.53 0.869 -0.01 0.03 27.72 36.32 35.95

5o 4 7,290 583.68 0.848 583.84 0.848 0.03 0.00 18.74 58.93 22.33
5 7,290 670.28 1.429 672.91 1.443 0.39 1.04 4215 36.90 20.95

6 7,290 567.41 0.848 567.43 0.848 0.00 0.00 12.15 65.17 22.67

7 7,290 829.02 2.730 870.87 3.125 5.05 14.49 64.72 20.34 14.94

8 7,290 65273 1.400 660.34 1.473 1.16 5.19 26.80 39.45 33.74

1 7,290 91286 1.503 912.15 1503 -0.08 -0.01 16.45 40.69 42.87

2 7,290 888.31 1.503 888.07 1.503 -0.03 -0.01 9.47 58.33 3221

3 7,290 95441 1524 95280 1.521 -0.17 -0.18 17.34 32.41 50.25

25 4 7,290 90216 1.503 901.68 1.503 -0.05 0.00 11.33 50.27 38.40
5 7,290 1,004.27 2.029 1,005.13 2.037 0.09 0.39 28.38 33.06 38.56

6 7,290 889.69 1.503 889.44 1503 -0.03 0.00 9.67 58.05 32.28

7 7,290 1,214.34 3.671 1,284.07 4.362 5.74 18.82 5524 21.59 23.17

8 7,290 993.65 2.067 997.98 2.119 0.44 252 16.05 31.43 5252

1 7,290 1,389.22 1.665 1,387.28 1.663 -0.14 -0.11 10.08 32.55 57.37

2 7,290 1,346.8C 1.663 1,346.01 1.663 -0.06 -0.02 6.79 43.48 49.73

3 7,290 1,468.5€ 1.704 1,464.12 1.691 -0.30 -0.75 9.90 23.50 66.60
100 4 7,290 1,375.6C 1.664 1,373.98 1.663 -0.12 -0.09 7.04 34.50 58.46
5 7,290 1,540.01 2.602 1,541.29 2.618 0.08 0.61 21.80 25.24 52.96

6 7,290 1,349.82 1.663 1,348.84 1.663 -0.07 -0.03 6.61 41.54 51.85

7 7,290 1,870.1€ 5.172 1,938.01 5.825 3.63 12.63 50.07 17.53 32.40

8 7,290 1,513.95 2569 1,520.31 2.646 0.42 3.00 13.83 21.69 64.49

9 959 1,911.80€ 4.024 1,861.785 3.923 -2.62 -2.51 1.04 0.31 98.64

10 960 1,821.19¢ 3.924 1,806.778 3.919 -0.79 -0.13 4.79 1.15 94.06
11 957 2,016.96/ 4.134 1,938.501 3.931 -3.89 -4.90 0.52 0.10 99.37
30 12 960 1,857.49¢ 3.924 1,837.518 3.919 -1.08 -0.13 1.67 0.73 97.60
13 959 2,030.91¢ 4.668 1,930.881 4.217 -4.93 -9.67 1.98 0.00 98.02
14 960 1,837.87¢ 3.942 1,822.353 3.931 -0.84 -0.26 4.27 0.94 94.79
15 951 2,473.51z 8.231 2,208.909 5.839 -10.70 -29.06 7.68 0.00 92.32
16 941 2,022.397 5.149 2,010.258 4.964 -0.60 -3.59 14.03 0.53 85.44

9 960 3,786.04z 7.020 3,675.269 6.741 -2.93 -3.98 1.15 0.00 98.85

10 960 3,610.247 6.769 3,567.293 6.741 -1.19 -0.42 1.15 0.10 98.75
11 960 3,984.29¢ 7.217 3,819.042 6.741 -4.15 -6.60 1.04 0.00 98.96
60 12 960 3,681.69z 6.765 3,627.718 6.741 -1.47 -0.35 0.31 0.21 99.48
13 960 4,015.43F 8.190 3,799.254 7.243 -5.38 -11.56 0.83 0.00 99.17
14 960 3,644.34: 6.814 3,596.639 6.758 -1.31 -0.81 0.94 0.10 98.96
15 960 4,875.37€ 14.758 4,280.155 9.976 -12.21 -32.40 3.85 0.00 96.15
16 955 4,003.42% 8.825 3,917.626 8.422 -1.99 -4.57 10.83 0.00 89.17
16
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Table 2: Comparing the results (solution cost and number of feasddutions) obtained by

MAPA to the results reported in NSPLib.

NSPLIib MAPA
IN| Case  #Inst # BothFeas “Auocost # Feas AvgCost # Feas
1 7,290 6,435 250.553 6,435 251.39: 6,435
2 7,290 6,435 239.395 6,435 239.68¢ 6,435
3 7,290 6,421 266.482 6,421 267.67° 6,422
25 4 7,290 6,435 248.629 6,435 249.09: 6,435
5 7,290 6,261 263.472 6,261 265.22¢ 6,261
6 7,290 6,435 240.368 6,435 240.63 6,435
7 7,290 5,642 279.050 5,839 282.04: 5,642
8 7,290 6,228 256.453 6,241 257.49! 6,232
1 7,290 6,563 499.941 6,563 500.02( 6,563
2 7,290 6,563 478.05: 6,563 477905 6,563
3 7,290 6,534 526.07. 6,537 525.694 6,544
50 4 7,290 6,563 496.46¢ 6,563 496.306 6,563
5 7,290 6,215 523.088 6,215 523.64. 6,221
6 7,290 6,563 480.35¢ 6,563 480.069 6,563
7 7,290 5,570 547.861 5,707 549.27¢ 5,574
8 7,290 6,217 508.34° 6,233 508.060 6,225
1 7,290 6,466 757.92! 6,466 756.830 6,466
2 7,290 6,466 733.38( 6,466 732.795 6,466
3 7,290 6,442 797.09¢ 6,442 795.464 6,454
75 4 7,290 6,466 746.821 6,466 746.000 6,466
5 7,290 6,274 795.00¢ 6,274 794.510 6,276
6 7,290 6,466 734.75. 6,466 734.133 6,466
7 7,290 5,648 834.904 5,795 835.54( 5,654
8 7,290 6,244 779.54¢ 6,253 778.138 6,252
1 7,290 6,597 1,217.76. 6,597 1,215.337 6,600
2 7,290 6,599 1,175.59° 6,599 1,174.085 6,600
3 7,290 6,563 1,292.88 6,563 1,289.106 6,588
100 4 7,290 6597  1,20391 6597 1201737 6,600
5 7,290 6,290 1,269.261 6,290 1,267.558 6,309
6 7,290 6,598 1,178.51 6,598 1,176.831 6,600
7 7,290 5,706 1,334.991 5,797 1,335.18 5,729
8 7,290 6,299 1,246.68 6,309 1,243.779 6,323
9 959 659 1,476.65¢ 659 1,443.880 668
10 960 669 1,404.157 669 1,390.821 669
11 957 653 1,576.56: 653 1,524.534 666
30 12 960 667 1,439.10¢ 667 1,420.769 669
13 959 638 1,524.37¢ 638 1,477.876 657
14 960 668 1,418.09C 668 1,403.674 669
15 951 590 1,613.15¢ 592 1,579.397 631
16 941 621 1,488.36. 621 1,477.105 628
9 960 664 3,015.90] 664 2,948.224 675
10 960 673 2,875.61¢ 673 2,838.235 675
11 960 658 3,199.85! 658 3,098.603 675
60 12 960 673 2,945.60: 673 2,897.960 675
13 960 653 3,117.02¢ 653 3,011.757 670
14 960 670 2,902.13¢ 670 2,862.655 674
15 960 634 3,321.891 634 3,197.087 657
16 955 646 3,048.24¢ 646 2,999.334 656

17
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The results shown in Tables 1 and 2 give us some evideatehgh
multiple resolutions of the assignment problems in e&gh af the improvement
procedures constitute an effective approach to build lagerdules. Also, these
results indicate that the improvement phase is péatiguuseful when making
reassignments of shifts for nurses by targeting existindycssignments.

5.3 Computational Time

Table 3 shows the average computational time taken by MaARA the
corresponding computational time reported in NSPLib. Withtaking into
account that the machines used were different, the ddsina in the table gives
an indication of the difference in computation timénwsen MAPA and NSPLib.

Table 3: Computation time consumed by MAPA and computational time reported in NSPLib.
Average time (seconds

IN| |D| Case  #lnst NSPLib MAPA %GAP of time
25 7 la8 58,320 2.162 0.718 -66.780
50 7 l1a8 58,320 5.212 2.825 -45.809
75 7 l1a8 58,320 11.641 6.834 -41.291
10 7 l1a8 58,320 21.623 13.629 -36.970
30 28 9ail6 7,647 22.102 92.246 317.368
60 28 9al6 7,675 61.906 447.035 622.119

Note that for smaller instances the average executina tf MAPA is
shorter than the time reported in NSPLib. As the sizénefinstance grows, the
running time of the proposed MAPA method becomes largepaosd to the time
reported in NSPLib. This also indicates that although the pexbamulti-
assignment approach is very effective in finding low-dessible solutions for
large instances, the computational efficiency of MABAN aspect that could be
improved. The resolution of each assignment problem ie @opolynomial time,
but the number of assignment problems solved togetherthéthmprovement

phase, slow down the method on larger instances.

5.4 Performance of the Improvement Procedures

Now we assess the contribution of the CRP and SRP immerte
procedures to the performance of MAPA. Table 4 presestsisefrom additional
tests with some instances involvingveek and 4-week schedules. We conducted

three independent experiments on the same set ofl imitiations: 1) applying
18
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CRP only, 2) applying SRP only and 3) applying both CRP and. $Rlfle 4
presents the results of these experiments as follohe.ifitial solution cost is
shown in column (InitCost), the cost obtained after apglyCRP only to the
initial solution is shown in column (CRP-Cost), the gegtage cost reduction
achieved by CRP is shown in column (%CRP), the cost obtafier applying
SRP only to the initial solution is shown in column (S8&st), the percentage
cost reduction achieved by SRP is shown in column (%SR&Eas$t obtained by
applying both CRP and SRP to the initial solution is showncatumn
(CRP&SRP) and the percentage cost reduction achieved lyirappoth CRP
and SRT is shown in column (%CRP&SRP).

Table 4: Contribution of CRP and SRP improvement procedures to the overall cost reduction in
the improvement phase.

Experiment 1 Experiment 2 Experiment 3
CRP-Cost %CRP  SRP-Cost %SRP  CRP&SRP %CRP&SRF

IN] [D] File InitCost

257 1 343 309 9.91 313 8.74 307 10.49
50 7 1 1,123 580  48.35 584  47.99 580 48.35
/5 7 1 939 880 6.28 882 6.07 880 6.28
107 1 2,476 1,289 4794 1,292 47.81 1,289 47.94
3028 1 3,998 1,583 60.40 2,149 46.24 1,573 60.65

1

60 28 6,267 3,186 49.16 3,364 46.32 3,184 49.19

Table 4 shows that CRP obtathmore cost reductions over the initial cost
than SRP. On some instances, CRP alone achieved tlee isgorovement as
when applyingboth procedures. However, Table 4 shows that overall, applying

the two procedures achieves better results than applying €Rieror SRP alone.

5.5 Performance of MAPA

MAPA has showno perform better on problem instanceklarger size
Figure 6 shows a cunaf %GAP for cost reduction and a cureé %GAP for soft
constraint violations reduction for different problem amste sizes. Each poiint
the curves correspondes the percentage of the average difference between the
results obtained by MAPA and those reporiedNSPLib. For examplehe first
pointto the left in Figure 6 (a) indicates that the problem instances with 7-days
scheduling period and 25 nurses, MAPA obtaiaedverage solution cost 0.37%
higher. The last point to the right on Figure 6 (a)aatks that on the problem

instances with 28-dayscheduling periodand 60 nurses, MAPA obtained an

19
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average solution cost 2.93% lower. Figure 6 (b) shows simmfarnmation but
with respect to the differende soft constraints violations. For example, the two
first points to the left indicate that on the problentanse with 7-days scheduling
period and 25 or 50 nurses, MAPA obtained an average soluiibrthe same
penalty violationsas those reportedn NSPLib, The last point to the right of
Figure 6 (b) indicates that on the problem instances @&@tdays scheduling
periodand 60 nurses, MAPA obtained an average solution with 3.988%6s(eit

constraints violations.

3 4,00
3,00 =mmmmm e m b
2,00 =mmmmmm e b e

g 037 1,00 f---mm oo mm oo oL
s P~ ,006__008 014 = 0,00 | 0,00
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7/25 7/50  7/75 7/100 28/30 28/60 725 7/50 775  7/100 28/30  28/60

Days/Nurses Days/Nurses

Figure 6: Comparing (a) average cost reduction and (b) average constraints violations difference
between results obtained by MAPA and reported in NSPLib. A point below 0 indicates MAPA
achieves better average results on that problem instance.

Figure 7 shows the percentage number of times that theddatbn cost is
reported in NSPLib, is obtained by MAPA or both. It can bensihat MAPA

performs better as the size of instances grows.

100
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7125 7/50 7175 7/100 28/30 28/60
Days/Nurses
--&- NSPLb - 4 poth —e— MAPA

Figure 7: Percentage number of times that the best solutions are reported by MAPA and NSPLib.

Figure 7 shows that for instances with 7-days schedulingggend 50
nurses, the best results percentage achieved by MAPA asd tkported in
NSPLib are very close, 21.26% and 27.52%, respectively. HoweveR AVA

20
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overcomes the results reported in the NSPLib for instarvegls 7-days
scheduling period and 75 nurses.

These results show again that, as the size of instgmoas with respect
to the length of the scheduling period or the number olesutee performance of
MAPA with respect to the solution quality improves considgrgoroducing
better results than those reported in NSPLib.

Although MAPA uses some more computational time comparecdo t
results reported in NSPLib, the proposed algorithm can Iséllconsidered
efficient for large instances. For example, producing a-higality schedule for a
problem with 4-week scheduling period and 60 nurses takes MAPA chrthth

seconds (around 7.5 minutes) which can be considered pkactica

5.6 Usability of MAPA

We should note that while it is common for heuristiggoaithms
(particularly meta-heuristics) to use randomization, MABAleterministic and
hence multiple executions always generate the samksrésuthe same input. In
hospitals it is usually the case that nurse re-sciveglid required due to changes
in demand, staff availability, etc. Another interestingpears of MAPA is the
possibility of using it for re-scheduling when facing unforesglganges. Such re-
scheduling is possible by applying the algorithm from the dayhiclwthe change
happened onwards, while the previous days (left-hand sideeomthitipartite
graph) are treated as historical recorfisen, the multipartite model and multi-
assignment procedure in MAPI& a suitablere-scheduling approach. The above
features can be seen as very valuable for a heurgioach to be accepted by
human decision-makers (Cordeau et al. 2002) and particulatheicontext of

real-world healthcare environments (Petrovic and Vanden B@Q@jti2).

6 Conclusions

In this work we proposed MAPA (multi-assignment problem atlgm) as a
deterministic and effective heuristic algorithm for tawdla nurse scheduling
problem. The proposed algorithm is based on an exact sojutimedure with
polynomial time complexity that solves a series of-puliblems (assignment

problems). Each sub-problem corresponds to the assigmhehnifts to all nurses
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on a particular day, while considering the assignments glmade on other days
of the scheduling period

We believe that MAPA satisfies the various desirableeigai defined by
Cordeau et al. (2002) for heuristic methods. The simplicitieroon is met
because the proposed algorithm does not require parametegy aundnit uses a
classical well-known assignment problem which is easilyesb The flexibility
criterion is also observed when incorporating new coimssravhich can be
achieved by just introducing new values on the cost matiogh equation 9)

and modifying the appropriate constraints update procedure in thevenpeat

stage of the algorithnmReasonable accuracy and speed criteria are also observed

in MAPA, particularly for larger problem instances, aswis shown in the
experimental results of Section 5.

We also believe that MAPA satisfies several of teees criteria proposed
by Petrovic and Vanden Berghe (2012) for nurse scheduling detié\PA has
good expressive power given its ability to tackle a wide wagétconstraints by
only modifying the procedure to construct the cost matvbAPA has good
flexibility because the multi-assignment procedure can beyeasiadpted to
different nurse scheduling scenarios. The results piextdrere also show that
MAPA has good algorithmic power in terms of effectiveness effidiency.
MAPA has good rescheduling capability (as discussed in sec)rgven the
underlying multipartite model and associated multi-assignmetedure. MAPA
is also good on parameter tuning because its performancendbe®pend on
such process. MAPA meets the maintenance criterion becaus#ingptize
domain knowledge about the specific nurse rostering prob&ng solved can be
done easily by having a procedure to check each constraidtqhapft) in order
to construct the cost matrix. The only critariof those proposed by Petrovic and
Vanden Berghe that is not fully met by MAPA is the learningadality since the
method is not capable of self-improving its performanar time.

In general, the solutions obtained by MAPA are bettan tthe solutions
reported in the NSPLib dataset. Taking into account all 248 @08ans, MAPA
obtained better solutions in 34.70% of the instances. Omppesite, NSPLib
reports better solutions than those obtained by MAP27.03% of the instances.
Also, MAPA produced more feasible solutions than thog®rted in NSPLib.
Therefore, we believe that this paper contributes wighitkroduction of a new
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deterministic and effective heuristic algorithm to tackle nurse scheduling
problems in NSPLib. The paper also contributes by reporemg lvest results on
some NSPLib instances compared to those by Maenhout and Vanh{@00kg
obtained with different meta-heuristic approaches inotyudhe Electromagnetic
method, Scatter Search and Genetic Algorithms.

As future research work, we suggest to investigate extensioM&APA by
considering new improvement procedures in addition to thlieseribed here.
Also, it would be interesting to investigate the applicabilif MAPA to other
nurse scheduling benchmark datasétsother suggestion is to combine the
improvement procedures (CRP, SRP and perhaps others) amle sneta-
heuristic techniques to develop a hybrid approach. Having moreowepment
procedures, could allow using them as neighbourhood seangines and
possibly to combine them inVNS (variable neighbourhood search) style meta-
heuristic. Also, the improvement of the computationaletiused by MAPA in

larger problem instances is subject of future investigation.
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