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## Abstract

Inflation is currently the most promising paradigm of the Early Universe. The simple paradigm involves a single canonical scalar field minimally coupled to gravity slowly rolling down a potential.

In this thesis, we discuss an extension to the simple paradigm, multifield inflation, in which inflation is driven by more than one scalar field. Unlike in the single field paradigm, isocurvature perturbations could be non-vanishing and source curvature perturbation on superhorizon scales.

Analytic model predictions during the slow-roll regime in some classes of multifield inflation models have been worked out in the literature. However, curvature perturbation may continue to evolve after slow-roll as isocurvature perturbations are not necessarily exhausted when inflation ends. In this thesis, by using the $\delta N$ formalism, we investigate the effects of perturbative reheating on the curvature perturbation and related observables in multifield models. By considering various two-field models, we demonstrate that the subsequent (p)reheating evolution is significant and must be taken into account even for perturbative reheating. How the model predictions evolve during reheating is a model dependent question, implying that models of multifield inflation cannot be compared to observations directly without specifying how reheating takes place.

We also discuss a different class of two-field models, conformal inflation, which is locally scale invariant. Universal behaviour emerges as a critical phenomenon near the enhanced $S O(1,1)$ or shift symmetry point, leading to model independent predictions. Going beyond the original model proposed by Kallosh and Linde, we show that this universal behaviour extends to more generalised models involving higher order
derivatives for slow-roll potential driven inflation.
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## Units and Notations

Frequently used symbols and their definitions:

| Symbol | Definition |
| :---: | :---: |
| $\mathcal{L}$ | Lagrangian density |
| $M_{\mathrm{p}}$ | Reduced Planck mass, defined as $1 / 8 \pi G$ |
| $a$ | scale factor |
| $\varphi$ | Inflaton |
| H | Hubble parameter, defined as $\dot{a} / a$ |
| $\rho$ | Energy density |
| $P$ | Pressure density |
| $N$ | number of e-folds of expansion, $N \equiv \int H d t$ |
| $W, V$ | Scalar Potential |
| $S$ | action |
| $\mathcal{R}$ | Comoving curvature perturbation |
| $T_{\mu \nu}$ | Stress-Energy Momentum tensor |
| $\alpha$ | Running of the spectral index $n_{\mathrm{s}}$ |
| $\zeta$ | Curvature perturbation on uniform-density hypersurface |
| $n_{\text {s }}$ | Scalar spectral index |
| $n_{\text {T }}$ | Tensor spectral index |
| $X$ | canonical kinetic term, $X \equiv-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi$ |
| $r$ | tensor-to-scalar ratio |
| $A_{\zeta}$ | amplitude of power spectrum of $\zeta$ |
| $P_{\zeta}$ | Power spectrum of $\zeta$ |
| $B_{\zeta}$ | Bispectrum of $\zeta$ |
| $T_{\zeta}$ | Trispectrum of $\zeta$ |
| $f_{\mathrm{NL}}$ | Non-linear parameter of Bispectrum |
| $g_{\mathrm{NL}}, \tau_{\mathrm{NL}}$ | Non-linear parameters of Trispectrum |
| $n_{f_{\mathrm{NL}}}$ | Spectral index of $f_{\mathrm{NL}}$ |
| $n_{\tau_{\mathrm{NL}}}$ | Spectral index of $\tau_{\mathrm{NL}}$ |

In this thesis, we use the metric signature $\eta_{\mu \nu}=\operatorname{diag}(-,+,+,+)$. Throughout the whole thesis, we adapt the natural units where $\hbar=c=1$ unless stated otherwise. Spacetime indices are raised by the metric $g^{\mu \nu}$ and Einstein summation are implicitly assumed. The stress-energy momentum tensor $T_{\mu \nu}$ is defined as $T_{\mu \nu} \equiv-\frac{2}{\sqrt{-g}} \frac{\delta S_{m}}{\delta g^{\mu \nu}}$, where $S_{\mathrm{m}}$ is the matter action.is the d'Alembert operator, defined as$\equiv g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} . \quad$ Symmetriser and antisymmetriser are defined as $U_{\left(\mu_{1} \mu_{2} \ldots \mu_{n}\right)} \equiv \frac{1}{n!} \delta_{\mu_{1} \mu_{2} \ldots \mu_{n}} \delta^{\nu_{1} \nu_{2} \ldots \nu_{n}} U_{\nu_{1} \nu_{2} \ldots \nu_{n}}$ and $U_{\left[\mu_{1} \mu_{2} \ldots \mu_{n}\right]} \equiv$ $\frac{1}{n!} \varepsilon_{\mu_{1} \mu_{2} \ldots \mu_{n}} \varepsilon^{\nu_{1} \nu_{2} \ldots \nu_{n}} U_{\nu_{1} \nu_{2} \ldots \nu_{n}}$, where $\varepsilon_{\mu_{1} \mu_{2} \ldots \mu_{n}}$ is the Levi-Civita symbol.

Greek indices $\mu, \nu, \ldots$ correspond to spacetime indices, whereas Roman indices $I, J, \ldots$ correspond to field indices. Overline denotes background homogeneous and isotropic quantities. Variables with subscript $*$ correspond to values evaluated at horizon-exit. Dot ' denotes differentiation with respect to cosmic time $t$, whereas prime ' denotes differentiation with respect to conformal time $\eta$. Unless stated otherwise, subscripts $\varphi$ and $\chi$ denote partial differentiations with respect to $\varphi$ and $\chi$ respectively.
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## Forecasts of Two-Field Inflation

## Chapter 1

## Introduction

Since the beginning of human civilisation, understanding the origin of our Universe has always been the core of most studies, including science, philosophy and religion. However, it was the beginning of the twentieth century that Cosmology started to be incorporated in a mathematical and scientific framework. Tracing back to Einstein's formulation of general relativity in 1915, a mathematically consistent model describing our Universe was first constructed. The discovery of Hubble's law and the Cosmic Microwave Background (CMB) then confirmed the Big Bang theory, suggesting our Universe has been expanding since its birth.

Later the discovery of Cosmic Microwave Background (CMB) Anisotropies by COBE [1] in 1992, which later confirmed by WMAP [2] in 2003, enabled us to start to address some very fundamental questions such as the origin of structure formation in our Universe and to understand our Universe at the very early stage. The observed nearly scale-invariant CMB spectrum strongly favours the theory of inflation.

## I, a universe of atoms, an atom in the universe. - Richard Feynman

Inflation, an era of a dramatic expansion of spacetime, is currently the most promising paradigm of the Early Universe. It typically occurs at an energy scale that is far beyond the reach of any possible particle physics experiments on Earth. As a result, inflation acts as an excellent probe to physics beyond the Standard Model. Despite the success and enormous advances in the field in recent years, inflation remains a phenomenological model with many open questions to be addressed. In particular, we still do not
know what the true underlying particle physics model for inflation is. Motivated by particle physics, various modifications to the simple inflationary paradigm have been considered since it was first formulated.

In this thesis we discuss a simple extension to the original paradigm, multifield inflation. We focus on the observational aspects of a simple representative class, models involving two scalar fields. This thesis is organised as follows: in Chapter 1, we first briefly describe the standard Big Bang picture and its shortcomings which eventually led to the introduction of cosmic inflation. The simplest slow-roll single field inflation paradigm is later introduced in the chapter.

In Chapter 2, we start by introducing cosmology perturbation theory and gauge-invariant quantities, the curvature perturbation $\zeta$ in particular. Then we discuss the statistical properties of $\zeta$ and how they could be quantified. A simpler alternative to the cosmological perturbation theory, the separate universe picture and the consequent $\delta N$ formalism, are then introduced later in the chapter. Using the $\delta N$ formalism, we show that $\zeta$ is conserved on superhorizon scales in the absence of isocurvature perturbations.

In Chapter 3, we introduce the 'in-in' formalism and $\delta N$ formulae that are used to compute $\zeta$ and the related observables. We discuss the inflationary model predictions of the primordial observables, particularly focussing on the statistics of $\zeta$, up to the level of four-point statistics. We start with the simplest single-field model with a canonical kinetic term. We then introduce the multifield models and discuss how the models are different to the simple single-field paradigm. Model predictions of canonical multifield models are later given in terms of the $\delta N$ coefficients in the chapter.

In Chapter 4, by considering various two-field models, we discuss how perturbative reheating could change the model predictions evaluated during the slow-roll regime, at the level of power and bispectra, if isocurvature perturbations persist after inflation ends. In Chapter 5, we extend the discussion to non-linear parameters of the trispectrum and their scale dependences. We also discuss the effects of perturbative reheating on various consistency relations between observables in some classes of multifield models.

In Chapter 6, we discuss a new class of two-field inflation models which is locally scale invariant, known as conformal inflation. We start by introducing the original
model first proposed by Kallosh and Linde [3] and discussing its universal behaviour near the enhanced $S O(1,1)$ symmetry point. We then discuss how one can go beyond the original paradigm and show the universal behaviour of the original model extends to more general models. Finally, we summarise, conclude and give future directions on how the field of inflationary cosmology may be pursued in Chapter 7 .

### 1.1 Friedmann Universe, Standard Big Bang Cosmology

In today's modern Cosmology, it is assumed that our Universe is homogeneous and isotropic on large scales. This is known as the Copernican principle. Under this assumption, our Universe is described by a Friedmann-Robertson-Walker (FRW) metric at the background level

$$
\begin{align*}
\mathrm{d} s^{2} & =-\mathrm{d} t^{2}+a^{2}(t) \tilde{g}_{i j}\left(\mathrm{~d} x^{i} \mathrm{~d} x^{j}\right) \\
& =-\mathrm{d} t^{2}+a^{2}(t)\left[\frac{\mathrm{d} x^{2}}{1-K x^{2}}+x^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi_{\mathrm{c}}^{2}\right)\right] \tag{1.1}
\end{align*}
$$

in Cartesian and radial coordinates. Here $a(t)$ is the scale factor and $K$ takes value of $\{-1,0,+1\}$, representing negative, flat and positive intrinsic spatial curvature respectively.

The Copernican Cosmological principle is well tested through today's observations. In particular, CMB experiments and Large Scale Structure (LSS) surveys give strong evidence that our Universe is homogeneous and isotropic, starting from scales taken to be typically around $100 \mathrm{Mpc}[4,5,6]$. ${ }^{1}$

Assuming the constituents of our Universe can be well described by a perfect fluid with a 4-velocity $u^{\mu}$, the general form of the energy-momentum tensor $\bar{T}_{\nu}^{\mu}$ is

$$
\begin{equation*}
\bar{T}_{\nu}^{\mu}=(\bar{P}+\bar{\rho}) u^{\mu} u_{\nu}+\bar{P} \delta_{\nu}^{\mu}, \tag{1.2}
\end{equation*}
$$

[^0]

Figure 1.1: Full sky CMB map measured by Planck, showing our Universe is isotropic on large scales, with an amplitude of temperature fluctuations of order $\delta T / T \approx 10^{-5}$. Note the dipole asymmetry due to our relative motion to the CMB has been removed. Credit: ESA and the Planck Collaboration [8]
where $\bar{P}$ and $\bar{\rho}$ are the isotropic pressure and energy density of the cosmic fluid, and $g_{\mu \nu} u^{\mu} u^{\nu}=-1$. The Bianchi identity or the conservation of the stress energymomentum tensor then leads to the continuity equation

$$
\begin{equation*}
\dot{\bar{\rho}}=-3 H(\bar{\rho}+\bar{P}) . \tag{1.3}
\end{equation*}
$$

Here $H$ is the Hubble parameter, defined as $H \equiv \dot{a} / a$. Now consider Einstein's General Relativity with the background field equation $\bar{G}_{\mu \nu}+\Lambda g_{\mu \nu}=8 \pi G \bar{T}_{\mu \nu}$, where $G_{\mu \nu}$ is the Einstein tensor and $G$ is the Newton's constant. $\Lambda$ is the cosmological constant, which is present as a constant in the theory of Einstein gravity. For a cosmic fluid with the stress-energy tensor Eq. (1.2) in a FRW background, the time-time component of the Einstein equation results in the well-known Friedmann equation (for a detailed derivation of the Friedmann Equation from GR, see [9] for example)

$$
\begin{equation*}
H^{2}=\frac{\bar{\rho}}{3 M_{\mathrm{p}}^{2}}-\frac{K}{a^{2}}+\frac{\Lambda}{3} . \tag{1.4}
\end{equation*}
$$

$K$ again is the flatness parameter, corresponding to the closed ( $K=1$ ), open ( $K=$ $-1)$ and flat $(K=0)$ universes. Overline denotes the averaged background quantities. $M_{\mathrm{p}}$ is the reduced Planck mass, defined as $M_{\mathrm{p}}^{2} \equiv 1 / 8 \pi G$. Although $\Lambda$ may contribute to the dark energy (DE) that explains the observed late-time acceleration of our Universe [10], naive estimates from the vacuum energy of quantum field theory gener-
ically predicts its value many orders of magnitude larger than the observed DE value and therefore leads to the well-known cosmological constant problem in cosmology today. For a review on the cosmological constant problem, see [11, 12]. In this thesis however, we will focus on the Early Universe when the DE contribution is assumed to be small and negligible. We therefore take $\Lambda=0$ in the following.

Together with the continuity equation Eq. (1.3), we then end up with a system of equations

$$
\begin{align*}
& H^{2}=\frac{\bar{\rho}}{3 M_{\mathrm{p}}^{2}}-\frac{K}{a^{2}} \\
& \dot{H}+H^{2}=-\frac{\bar{\rho}+3 \bar{P}}{6 M_{\mathrm{p}}^{2}} . \tag{1.5}
\end{align*}
$$

The second equation is commonly known as the Friedmann acceleration equation or Raychaudhuri Equation. Finally to close the system of equations we also need to know the relation between the pressure $P$ and the energy density $\rho$ of the cosmic fluid. For an adiabatic fluid where $P$ is a unique function of $\rho$, i.e. $P(\rho)$, we can define an equation of state $\omega$ where $P=\omega \rho$. For instance, a radiation fluid gives $\omega=1 / 3$ and a matter fluid gives $\omega=0$. Given the equation of state $\omega$ and together with Eqs. (1.5), we can then solve for $a(t)$ and find the background dynamics of the Universe. For example, we find $a \propto t^{1 / 2}$ and $a \propto t^{2 / 3}$ in radiation-dominated and matter-dominated universes respectively.

It is also useful to define a new dimensionless quantity $\Omega$, known as the density parameter

$$
\begin{equation*}
\Omega-1 \equiv \frac{K}{a^{2} H^{2}} . \tag{1.6}
\end{equation*}
$$

In Einstein gravity, with the use of the Friedmann equation Eq. (1.4), the density parameter becomes

$$
\begin{equation*}
\Omega(t)=\frac{\bar{\rho}(t)}{\rho_{\text {crit }}(t)}, \tag{1.7}
\end{equation*}
$$

where $\rho_{\text {crit }}$ is the critical energy density defined by $3 H^{2} M_{\mathrm{p}}^{2}$, or the energy density for a spatially flat Universe $(K=0)$. From Eq. (1.6) we can see $\Omega$ is a measure of the


Figure 1.2: 3-dimensional map of galaxy distribution in our Universe in the Sloan Digital Sky Survey. Credit: M. Blanton and the Sloan Digital Sky Survey
instrinsic spatial curvature of the background geometry in units of $H^{2}$, independent of the theory of gravity.

Eqs. (1.5) form the basis for the development of the Hot Big Bang model. According to the Hot Big Bang model, our Universe originated from an extremely dense and hot state and is expanding. The greatest successes of the hot Big Bang model are the prediction of the existence of the CMB and the theory of Big Bang nucleosynthesis that explains the origin of chemical elements in our Universe. The standard model of cosmology, the $\Lambda$ CDM model, is a parametrisation of the Big Bang model which suggests our Universe is made up of normal baryonic matter and Standard Model particles, some form of unknown, invisible non-relativistic matter named as Cold Dark Matter (CDM) and a cosmological constant $\Lambda$ that gives rise to late-time acceleration. The background geometry is a flat one, where $K=0$.

### 1.2 Problems of Standard Big Bang Cosmology

However, despite the success of the standard Big Bang picture, there are problems associated with it. First of all, it is obvious that our Universe is not completely homogeneous. There are small inhomogeneities on top of the background on small scales that can be seen in the CMB and in large scale structures such as galaxies and cosmic voids. One of the quests of modern cosmology is to explain the origin of primordial perturbations that seed structure formation in our Universe. While the standard Big Bang picture successfully describes the background history of our Universe, it does not tell us how and why the initial conditions of our Universe, including these small perturbations, are set.

On the other hand, there are fine-tuned initial conditions problems at the background level, conventionally given in terms of the flatness and horizon problems ${ }^{2}$. There is also the relic problem, which is related to formation of topological defects during spontaneous symmetry breaking in the early Universe. These relics can be long-lived and dominate our Universe, thus completely change the cosmic evolution. All these problems will be explained in detail in the following.

## Flatness Problem

In simple words, the flatness problem corresponds to the question why our Universe remains flat to such a high precision today. It was first elucidated by Dicke and Peebles [14]. This can be easily seen from the definition of the density parameter $\Omega$ Eq. (1.6). From Eq. (1.6) and the definition of the Hubble parameter $H$, we can see

$$
\begin{equation*}
\Omega-1 \equiv \frac{K}{a^{2} H^{2}}=\frac{K}{\dot{a}^{2}} . \tag{1.8}
\end{equation*}
$$

Thus during any era of attractive gravity such that ( $\ddot{a}<0$ ), $\Omega$ is always driven away from 1 and the solution $\Omega=1$ is unstable. For example, in Einstein gravity, using the Friedmann equation Eq. (1.4), one can easily find that in a matter-dominated Universe

[^1]$|\Omega-1| \propto t^{2 / 3}$ and in a radiation-dominated Universe $|\Omega-1| \propto t$. Therefore unless the Universe is exactly flat where $K=0$, given a small deviation from a flat Universe to begin with, i.e. $1-\Omega\left(t_{i}\right)=\epsilon$ where $\epsilon$ is small, one would always end up in a closed or open Universe where $\Omega$ deviates significantly from 1. Current observations however suggest $\Omega_{0}$, the density parameter today, cannot deviate more than a few percent from unity. For example, measurements of CMB anisotropies suggest
\[

$$
\begin{equation*}
-0.09<\Omega_{K} \equiv 1-\Omega_{0}<0.001 \quad \text { at } \quad 95 \% \text { C.L. } \tag{1.9}
\end{equation*}
$$

\]

in recent combined Planck + WP + highL data [15], perfectly consistent with $K=0 .{ }^{3}$ As a result, in a $\Lambda$ CDM Universe, to be consistent with the current observed constraint on $\left|\Omega_{0}-1\right|$, we would need very fine-tuned initial conditions to start with. For example taking $t_{i}$ to be the epoch of Big Bang nucleosynthesis (BBN), around 1 MeV , we would need

$$
\begin{equation*}
\left|\Omega\left(t_{i}\right)-1\right| \leq 10^{-16} . \tag{1.10}
\end{equation*}
$$

Such fine-tuned initial condition seems extremely unlikely. For any generic initial values for $\Omega$ apart from 1, we would always find ourselves with a closed Universe that recollapses very quickly or an open Universe that is too young to be consistent with observations. An explanation is needed for why $\Omega$ either identically equals or remains close to unity in our Universe. This is the conventional picture of the flatness problem, which implicitly assumes a measure that is uniform in $\Omega_{K}$. Recently it was argued by Carroll and Tam that the problem does not exist but arises simply because of the use of an incorrect measure [17].

## Horizon Problem

Consider the comoving horizon $(a H)^{-1}$ which characterises the fraction of comoving space that is in casual contact. It is usually of the same order of the effective comoving particle horizon which is the maximum distance light can travel since the Big Bang.

[^2]For attractive gravity, the scale factor grows as $a \propto t^{n}$, where $0<n<1$ in both radiation or matter-dominated eras. Physical wavelengths $\lambda$ thus grow as $a \lambda \propto t^{n}$, whereas the Hubble radius evolves as $H^{-1} \propto t$. Going back in time, the physical wavelength is therefore much smaller than the Hubble radius at early times.

Current observations of the CMB find that the whole observable Universe is in thermal equilibrium, suggesting that our Universe is very homogeneous and isotropic everywhere, to one part in $10^{-5}$ at the time of decoupling. Yet as we see, the comoving scales entering the horizon today should have been far outside the horizon at decoupling. Contradicting the observations, we therefore should instead expect the CMB to be much more anisotropic, with many casually disconnected regions establishing thermal equilibrium independently at different temperatures.

More precisely, let us consider the particle horizon, defined as

$$
\begin{equation*}
D_{H}(t)=a(t) d_{H}(t)=\int_{t_{i}}^{t} \mathrm{~d} t^{\prime} / a\left(t^{\prime}\right) \tag{1.11}
\end{equation*}
$$

where $d_{H}$ corresponds to the comoving particle horizon. The particle horizon $D_{H}(t)$ gives the size of any casually connected region at time $t$. Comparing the comoving particle horizon at decoupling $t_{\text {dec }}$ to that of today $t_{0}$, we find

$$
\begin{equation*}
\frac{d_{H}\left(t_{\mathrm{dec}}\right)}{d_{H}\left(t_{0}\right)} \approx\left(\frac{t_{\mathrm{dec}}}{t_{0}}\right)^{1 / 3} \approx 10^{-2} \tag{1.12}
\end{equation*}
$$

This ratio implies that the comoving horizon at the surface of last-scattering corresponds to an angle of order $1^{\circ}$ in today's CMB sky. Given that there is no way for casually disconnected regions to establish thermal equilibrium with each other, the near-isotropy of today's CMB sky suggests again we need very fine-tuned and special initial conditions. This is the horizon problem, first suggested by Misner [18].

## Relics Problem

In models beyond the Standard Model of particle physics, our Universe may go through several epochs of phase transitions during which spontaneous symmetry breaking happens. During these phase transitions, it is typical that massive objects like magnetic
monopoles [19] will be produced as relics. These relics, if massive compared to $H$, are non-relativistic and contribute to the total matter energy density $\rho_{\mathrm{m}}$. But from the continuity equation Eq. (1.3) we can see that the relativistic radiation energy density $\rho_{\gamma}$ decreases more rapidly compared to $\rho_{\mathrm{m}}$ as the universe expands. Thus a small amount of $\rho_{\mathrm{m}}$ from the relics in the Early Universe could dominate very quickly and lead to an early matter-dominated era and rapid closure of the Universe, if the relics are sufficiently stable.

### 1.3 Inflation, a Solution to Hot Big Bang Problems

Inflation, proposed by a number of independent authors including Alan Guth in the 1980s [20, 21], offers an explanation to the conventional flatness and horizon problems and provides the seed of structure formation in the Early Universe. It is now the most promising paradigm of the Early Universe.

By definition, inflation is an era of rapid expansion of spacetime, during which the scale factor accelerates

$$
\begin{equation*}
\ddot{a}>0 . \tag{1.13}
\end{equation*}
$$

The condition of inflation can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \frac{H^{-1}}{a}<0 \quad \text { or } \quad-\frac{\dot{H}}{H^{2}}<1 \tag{1.14}
\end{equation*}
$$

This is the era when the Hubble parameter varies slowly as compared to the Hubble timescale. Taking $H$ to be approximately constant over many Hubble times, we then have $a \propto e^{H t}$, corresponding to a quasi-de Sitter Universe with an exponential expansion of spacetime.

Assuming Einstein gravity, we can rewrite Eq. (1.14) in terms of a condition for $\rho$ and $P$ of the cosmic fluid

$$
\begin{equation*}
\bar{\rho}+3 \bar{P}<0 . \tag{1.15}
\end{equation*}
$$




Figure 1.3: Conformal diagram of a Hot Big Bang universe with and without an inflationary phase. Inflation extends the conformal time $\eta$ to negative values. The end of inflation creates an 'apparent' Big Bang at $\eta=0$. Yet there is no singularity at $\eta=0$ and the light cones intersect at an earlier time. Credit: Daniel Baumann

Since the energy density $\bar{\rho}$ is always assumed to be positive, inflation only happens when the pressure $\bar{P}$ becomes negative.

The conventional flatness and horizon problems are solved by inflation if the observable Universe is well within the horizon before inflation begins. From the definition of the density parameter Eq. (1.8), since inflation is an era where ( $\ddot{a}>0$ ), inflation always drives $\Omega$ towards 1 even if our Universe is not flat $(K \neq 0)$ to begin with. For the horizon problem, since our observable Universe is within the horizon $H^{-1}$ at the start of inflation, regions which look as if separated by distances larger than the horizon today are indeed within the horizon and in casual contact to begin with. This justifies the observed isotropy in the CMB. This is illustrated in Fig. 1.3. These conventional arguments are however controversial. It was argued by Penrose that inflation does not solve the horizon problem, or the initial conditions problems in the Early Universe, since the onset of inflation requires extremely fine-tuned initial conditions [22].

For the relics problem, things are less controversial. Consider relics formed before inflation, by the continuity equation Eq. (1.3), we can see that $\rho_{\text {relic }} \propto a^{-3}$ for nonrelativistic relics. Since the scale factor $a$ increases by many orders of magnitude during inflation, the energy density of relics is effectively diluted away, giving negligible contribution to the Early Universe dynamics. Or in the physical picture, the distance between any relics formed before are stretched well beyond the horizon during inflation and therefore the number density of relics becomes negligible in the observable Universe.

Besides solving the problems of the standard Big Bang picture, inflation also offers an explanation to the origin of the seeds of structure formation. Because of quantum mechanics, there are vacuum fluctuations associated with the inflaton field. During inflation, these quantum fluctuations are stretched outside the horizon and become classical. These perturbations are then converted to primordial density perturbations during a phase called (p)reheating ${ }^{4}$ and lead to the subsequent structure formation as they later re-enter the horizon.

The original model proposed by Alan Guth, now named the 'old inflation', involves a scalar field tunnelling through a metastable vacuum state to the true vacuum [20]. However this model was later replaced by 'new inflation', as it was found that the model does not reheat properly: the Universe would expand too rapidly for bubble collisions to occur if inflation lasts long enough to solve the initial conditions problems. The simplest viable 'new inflation' model assumes the Universe is dominated by a single homogeneous scalar field with a standard canonical kinetic term, slowly rolling down a flat potential [23]. This is standard slow-roll inflation. The action is given by

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[\frac{M_{\mathrm{p}}^{2} R}{2}-\frac{1}{2} \partial_{\mu} \varphi \partial^{\mu} \varphi-V(\varphi)\right], \tag{1.16}
\end{equation*}
$$

with the scalar field $\varphi$ obeying the Klein-Gordon field equation in an expanding background

$$
\begin{equation*}
\ddot{\varphi}+3 H \dot{\varphi}+V_{\varphi}=0, \tag{1.17}
\end{equation*}
$$

where $V_{\varphi}$ is the derivative of the potential $V$ with respect to $\varphi$. With the Universe dominated by the scalar field, the Friedmann equation then reads as

$$
\begin{equation*}
3 H^{2}=V(\varphi)+\frac{1}{2} \dot{\varphi}^{2} . \tag{1.18}
\end{equation*}
$$

The instantaneous slow-roll parameters at time $t$ are defined as

$$
\begin{equation*}
\epsilon_{H} \equiv-\frac{\dot{H}}{H^{2}}, \quad \eta_{H} \equiv-\frac{1}{2} \frac{\dot{\epsilon}_{H}}{H \epsilon_{H}}, \tag{1.19}
\end{equation*}
$$
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Figure 1.4: Slow-roll Inflation: a scalar field rolling down a flat potential.
or in terms of the potential as [24]

$$
\begin{equation*}
\epsilon_{V} \equiv \frac{M_{\mathrm{p}}^{2}}{2}\left(\frac{V_{\varphi}}{V}\right)^{2}, \eta_{V} \equiv M_{\mathrm{p}}^{2} \frac{V_{\varphi \varphi}}{V} . \tag{1.20}
\end{equation*}
$$

To realise slow-roll inflation, we require these slow-roll parameters to be smaller than $O(1)$. This corresponds to when the kinetic energy $\dot{\varphi}^{2}$ is subdominant compared to the potential energy $V$ and $\varphi$ is slowly rolling. In the simple canonical slow-roll models discussed above, these slow-roll parameters are related by

$$
\begin{equation*}
\epsilon_{H} \rightarrow \epsilon_{V}, \eta_{H} \rightarrow \eta_{V}-2 \epsilon_{V} \tag{1.21}
\end{equation*}
$$

in the slow-roll limit. Assuming slow-roll, matching the energy-momentum tensor $T^{\mu \nu}$ with that of a perfect fluid, the scalar field then behaves approximately as a fluid with $\bar{\rho}(\varphi) \approx-\bar{P}(\varphi)$

$$
\begin{align*}
& \bar{\rho}(\varphi)=\frac{1}{2} \dot{\varphi}^{2}+V \approx V, \\
& \bar{P}(\varphi)=\frac{1}{2} \dot{\varphi}^{2}-V \approx-V, \tag{1.22}
\end{align*}
$$

which satisfies the conditions for inflation Eq. (1.15). The amount of inflation is quantified by the number of e-folds $N$, defined by

$$
\begin{equation*}
N=\ln \left(a_{\mathrm{e}} / a_{*}\right)=\int_{t_{*}}^{t_{\mathrm{e}}} H \mathrm{~d} t . \tag{1.23}
\end{equation*}
$$

Here subscript $*$ denotes the epoch when the pivot scale under consideration leaves the horizon and subscript $e$ denotes the epoch of the end of inflation.

To solve the horizon problem, at least $N=60$ e-folds of observable inflation is needed for the pivot CMB scale $k_{*}=0.002 \mathrm{Mpc}^{-1}$ with the assumption that the usual postinflationary history follows. This follows from the relation

$$
\begin{equation*}
1=\frac{a_{*} H_{*}}{a_{\mathrm{ent}} H_{\mathrm{ent}}}=e^{-N} \frac{a_{\mathrm{e}} H_{*}}{a_{\mathrm{reh}} H_{\mathrm{reh}}} \frac{a_{\mathrm{reh}} H_{\mathrm{reh}}}{a_{\mathrm{eq}} H_{\mathrm{eq}}} \frac{a_{\mathrm{eq}} H_{\mathrm{eq}}}{a_{\mathrm{ent}} H_{\mathrm{ent}}}, \tag{1.24}
\end{equation*}
$$

where subscripts 'eq' and 'reh' correspond to the epoch of matter-radiation equality and the reheating epoch, whereas subscript 'ent' corresponds to the epoch when the pivot scale re-enters the horizon. This gives an estimate of the number of e-folds of observable inflation for the pivot scale $k_{*}$ [25]

$$
\begin{equation*}
N_{\text {obs }}=56-\frac{2}{3} \ln \frac{10^{16} \mathrm{GeV}}{\rho_{*}^{1 / 4}}-\frac{1}{3} \ln \frac{10^{9} \mathrm{GeV}}{T_{R}} \tag{1.25}
\end{equation*}
$$

assuming each change in the isotropic pressure $P$ to be instantaneous. Here $T_{R}$ is the reheating temperature. For reasonable choices of $\rho_{*}$ and $T_{R}$, we get an estimate bound on the observable inflation $N_{\text {obs }}$, where $70>N_{\text {obs }}>50 .{ }^{5}$.

This is however only the background picture. There is also small inhomogeneities arise on top of the background because of quantum fluctuations, which later seeds structure formation in our Universe. To understand how these small in inhomogeneities arise, we need to study perturbations about the inflationary background, which will be discussed in the following chapters.
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## Chapter 2

## Cosmological Perturbation Theory

In this chapter we first briefly introduce cosmological perturbation theory [27, 28, 29] at linear order. We then introduce the concept of gauge-invariant quantities and discuss how they can be constructed. In particular, we discuss the curvature perturbation $\zeta$, which is a measure of the density perturbation and quantifies the scalar fluctuations in the universe.

In Section 2.3, we discuss statistical properties of a stochastic field and discuss how they can be quantified by various parameters. Without loss of generality, we focus on $\zeta$ as an example and introduce various primordial cosmological parameters which can be related to the statistical properties of CMB anisotropies.

Finally in Section 2.4 we discuss the separate universe approximation [30, 31, 32] and explain the alternative $\delta N$ formalism [33,34] which has been proved to be very useful in Early Universe applications. We also show that $\zeta$ is conserved on superhorizon scales in the adiabatic limit.

### 2.1 Cosmological Perturbation Theory

The basic idea of cosmological/relativistic perturbation theory is straightforward: given a theory of gravity, we perform Taylor expansions and perturb the metric $g_{\mu \nu}$ and the stress-energy tensor of the cosmic fluid $T^{\mu \nu}$ to appropriate orders about certain backgrounds, relate the perturbations and solve for the dynamics of these perturbations
using the coupled system of field equations derived in the gravity theory. For simplicity, we consider only linear perturbations about FRW universes and the theory of gravity below is GR.

The most generic form of a perturbed FRW metric up to first order is

$$
\begin{align*}
d s^{2} & =\left(\bar{g}_{\mu \nu}+\delta g_{\mu \nu}\right) \mathrm{d} x^{\mu} \mathrm{d} x^{\nu} \\
& =-a^{2}(\eta)\left\{(1+2 \psi) \mathrm{d} \eta^{2}-2 B_{i} d x^{i} \mathrm{~d} \eta-\left[(1-2 \phi) \delta_{i j}+2 E_{i j}\right] \mathrm{d} x^{i} \mathrm{~d} x^{j}\right\} \tag{2.1}
\end{align*}
$$

where the quantities $\psi, \phi, B_{i}$ and $E_{i j}$ are all functions of $\eta$ and $x^{i} . E_{i j}$ is a symmetric, trace-free tensor. Here we have introduced the conformal time $\eta$, which is related to the cosmic time $t$ in Eq. (1.1) by $\mathrm{d} t=a \mathrm{~d} \eta$. We can use $\eta$ to define a conformal Hubble parameter $\mathcal{H} \equiv a^{\prime} / a$, where prime denotes differentiation with respect to $\eta$. Note that $\psi$ and $\phi$ are scalar functions but not Lorentz scalars. It is also convenient to decompose $B_{i}$ and $E_{i j}$ into scalar, vector and tensor parts

$$
\begin{align*}
& B_{i} \equiv \partial_{i} B+B_{i}^{T} \\
& E_{i j} \equiv \partial_{i} \partial_{j} E+\partial_{(i} E_{j)}^{T}+h_{i j} \tag{2.2}
\end{align*}
$$

where $E_{i}^{T}, B_{i}^{T}$ are divergence-free and $h_{i j}$ is symmetric, trace-free and divergencefree.

At linear order, scalar, vector and tensor perturbations are decoupled from each other and therefore it is convenient to study them independently. It is not the case at higher orders in general though, for instance see [35].

The components of stress-energy tensor for a perfect fluid, up to first-order, are given by

$$
\begin{align*}
& T_{0}^{0}=-(\bar{\rho}+\delta \rho), \\
& T_{0}^{i}=q^{i} \\
& T_{j}^{i}=(\bar{P}+\delta P) \delta^{i j}+\Pi^{i j} . \tag{2.3}
\end{align*}
$$

Here $T_{\nu}^{\mu} \equiv T^{\mu \sigma} g_{\sigma \nu}$ and overline denotes the background averaged quantities, whereas $\delta \rho\left(\eta, x^{i}\right)$ and $\delta P\left(\eta, x^{i}\right)$ are linear perturbations of energy density and pressure. $\Pi^{i j}$ is
the trace-free anisotropic stress, which is already of linear order. This can be seen from the fact that the background geometry in a Friedmann Universe is homogeneous and isotropic. Defining the perculiar velocity of the fluid as $v^{i} \equiv d x^{i} / d \eta$, one can show that the 3 -momentum density perturbation $q_{i}$ is related to $v_{i}$ through

$$
\begin{equation*}
q_{i}=(\bar{\rho}+\bar{P})\left(B_{i}+v_{i}\right) \tag{2.4}
\end{equation*}
$$

to linear order. We can also decompose $q_{i}$ into scalar and vector parts, i.e $q_{i}=\partial_{i} \delta q+q_{i}^{T}$ and similarly for $v_{i}$ as previously described. Focussing on the scalar part of the 3momentum, we therefore have $\delta q=(\bar{\rho}+\bar{P})(B+v)$.

After perturbing all quantities to linear order, we then work out how the perturbations evolve by solving the perturbed Einstein equation

$$
\begin{equation*}
\delta G_{\mu \nu}=8 \pi G \delta T_{\mu \nu}-\Lambda \delta g_{\mu \nu} . \tag{2.5}
\end{equation*}
$$

Restricting ourselves to the early Universe where $\Lambda$ is negligible, the perturbed Einstein equation then reads as $\delta G_{\mu \nu}=8 \pi G \delta T_{\mu \nu}$.

### 2.2 Gauge Invariant Quantities

Because of differomorphism invariance in GR, there are gauge degrees of freedom in the theory. Under a coordinate transformation $x^{\mu} \rightarrow x^{\mu}+\xi^{\mu}$ where $x^{\mu}=\left(\eta, x^{i}\right)$ and $\xi^{\mu}=\left(T, L^{i}\right)$, any perturbation of a given tensorial quantity $\delta y_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \alpha_{2} \ldots}$ transforms as Lie derivatives

$$
\begin{equation*}
\delta y_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \alpha_{2} \ldots} \rightarrow \delta y_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \alpha_{2} \ldots}-\left(\mathcal{L}_{\xi} y\right)_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \alpha_{2} \ldots} \tag{2.6}
\end{equation*}
$$

where the Lie derivative is given by

$$
\begin{align*}
\left(\mathcal{L}_{\xi} y\right)_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \alpha_{2} \ldots}= & \xi^{\sigma}\left(\nabla_{\sigma} y_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \ldots}\right) \\
& -\left(\nabla_{\sigma} \xi^{\alpha_{1}}\right) y_{\beta_{1}, \beta_{2}, \ldots}^{\sigma, \alpha_{2} \ldots}-\left(\nabla_{\sigma} \xi^{\alpha_{2}}\right) y_{\beta_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \sigma \ldots}-\ldots \\
& +\left(\nabla_{\beta_{1}} \xi^{\sigma}\right) y_{\sigma_{1}, \beta_{2}, \ldots}^{\alpha_{1}, \ldots}+\left(\nabla_{\beta_{2}} \xi^{\sigma}\right) y_{\beta_{1}, \sigma, \ldots}^{\alpha_{1}, \alpha_{2}, \ldots}+\ldots \tag{2.7}
\end{align*}
$$

The perturbations we discussed previously in the last section are therefore not gaugeinvariant, i.e. they depend upon the coordinate we choose. For example, the gravitational potential $\psi$ transforms as $\psi \rightarrow \psi-T^{\prime}-\mathcal{H} T$.

By considering how the perturbations of different quantities transform, one can combine them together to form gauge-invariant quantities. Combining the four scalar perturbations in the metric we can construct the so-called Bardeen variables [27]

$$
\begin{align*}
& \Psi_{\mathrm{B}} \equiv \psi+\mathcal{H}\left(B-E^{\prime}\right)+B^{\prime}-E^{\prime \prime}, \\
& \Phi_{\mathrm{B}} \equiv \phi-\mathcal{H}\left(B-E^{\prime}\right) . \tag{2.8}
\end{align*}
$$

Any physical observables should be independent of the choice of coordinate system and can be constructed from gauge-invariant quantities. For instance, the curvature perturbation $\zeta$ that we will introduce shortly, is constructed to be gauge-invariant by definition.

### 2.2.1 Curvature Perturbation, $\zeta$

A very useful gauge-invariant quantity is the comoving curvature perturbation $\mathcal{R}$. This is the intrinsic curvature perturbation on comoving or constant $\eta$ hypersurfaces, i.e. hypersurfaces orthogonal to worldlines that are comoving with the cosmic fluid where $q^{i}=0[29,36,37]$

$$
\begin{equation*}
\mathcal{R} \equiv-\phi+\mathcal{H}(B+v), \tag{2.9}
\end{equation*}
$$

or in terms of the 3 -momentum $\delta q$

$$
\begin{equation*}
\mathcal{R} \equiv-\phi+\frac{\mathcal{H}}{\bar{\rho}+\bar{P}} \delta q . \tag{2.10}
\end{equation*}
$$

Another commonly used gauge-invariant quantity is $\zeta$, the curvature perturbation on uniform energy density hypersurfaces. It is defined as [38, 39]

$$
\begin{equation*}
\zeta \equiv-\phi+\frac{\mathcal{H}}{\bar{\rho}^{\prime}} \delta \rho . \tag{2.11}
\end{equation*}
$$

In the flat gauge where $\phi=0$, it is related to the density constrast $\delta \rho / \rho$ for an adiabatic fluid. The two quantities $\mathcal{R}$ and $\zeta$ are related by

$$
\begin{equation*}
\zeta=\mathcal{R}+\frac{\mathcal{H}}{\bar{\rho}^{\prime}} \delta \rho_{\mathrm{com}} \tag{2.12}
\end{equation*}
$$

where $\rho_{\text {com }}$ is the comoving density perturbation defined as $\delta \rho_{\text {com }} \equiv \delta \rho-3 \mathcal{H} \delta q$. In the case of slow-roll inflation, the difference vanishes and $\zeta$ and $\mathcal{R}$ coincide on superhorizon scale as $\delta \rho_{\text {com }} \rightarrow 0$. In the following we will therefore refer to the curvature perturbation as $\zeta$ unless stated otherwise. $\zeta$ quantifies the scalar fluctuations in the universe and can be related to the amplitude of the primordial fluctuations we see in the CMB and the density constrast in the large-scale structure.

An important property of the curvature perturbation $\zeta$ is the fact that it is conserved on superhorizon scales for an adiabatic fluid for which its pressure $P$ is a unique function of its energy density $\rho$, i.e. $P=P(\rho)$, as we will show later in Section 2.4 using the separate universe approximation.

Although $\zeta$ is gauge-invariant, it was found recently by White et al. that $\zeta$ is framedependent if isocurvature perturbations (to be introduced in Chapter 3) exist, i.e. $\zeta$ evaluated in the Jordan frame is in general different to that evaluated in the Einstein frame [40, 41]. ${ }^{1}$

### 2.3 Primordial Cosmological Observables

Just as with any physical measurements, the gauge-invariant cosmological perturbations we have discussed earlier in general have random statistical disturbations even at a fixed instant of time. They act as statistical ensembles. It is therefore the statistical properties of these distributions we could like to measure and compare with theoretical model predictions.

In this section we will briefly discuss the essential mathematics concerning the statistics of a stochastic field. Focussing on the curvature perturbation $\zeta$, we will illustrate how we construct observables related to the statistical properties of the perturbations
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### 2.3.1 Two-Point Statistics

Consider a random field $f(\mathbf{x})$ with zero mean $\langle f(\mathbf{x})\rangle=0$ where

$$
\begin{equation*}
\langle f(\mathbf{x})\rangle=\int \mathcal{D} f \operatorname{Pr}[f] f(\mathbf{x}) \tag{2.13}
\end{equation*}
$$

where the integral means the functional integral over all field configurations. Here $\operatorname{Pr}[f]$ denotes the probability of realising the field configuration $f(x)$. The two-point correlation function of this random field is given by

$$
\begin{equation*}
\langle f(\mathbf{x}) f(\mathbf{y})\rangle=\int \mathcal{D} f \operatorname{Pr}[f] f(\mathbf{x}) f(\mathbf{y}) \tag{2.14}
\end{equation*}
$$

If this field $f(\mathbf{x})$ is also statistically homogeneous and isotropic, then the two-point function depends only on the distance between $\mathbf{x}$ and $\mathbf{y}$

$$
\begin{equation*}
\langle f(\mathbf{x}) f(\mathbf{y})\rangle \propto F(|\mathbf{x}-\mathbf{y}|) . \tag{2.15}
\end{equation*}
$$

In Fourier space, this gives a $\delta$-function in the correlation function

$$
\begin{equation*}
\left\langle f(\mathbf{k}) f^{*}\left(\mathbf{k}^{\prime}\right)\right\rangle=\frac{2 \pi^{2}}{k^{3}} P_{f}(k) \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right), \tag{2.16}
\end{equation*}
$$

where $k=|\mathbf{k}|$. Here the normalisation factor $2 \pi^{2} / k^{3}$ is introduced such that $P_{f}$ is defined as the dimensionless power spectrum given $f(\mathbf{k})$ is dimensionless.

Now consider the curvature perturbation $\zeta$ as an example. As mentioned, for the twopoint function, we can define a dimensionless power spectrum $P_{\zeta}(k)$ as in Eq. (2.16)

$$
\begin{equation*}
\left\langle\zeta(\mathbf{k}) \zeta^{*}\left(\mathbf{k}^{\prime}\right)\right\rangle=\frac{2 \pi^{2}}{k^{3}} P_{\zeta}(k) \delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \tag{2.17}
\end{equation*}
$$

For an exact scale-invariant spectrum, the amplitude of $P_{\zeta}$ is constant and independent of $k$. However, in general $\zeta$ depends on scale $k$ and so does $P_{\zeta}$. We will see that however inflation generically predicts a nearly scale-invariant spectrum in the next chapter. In that case, at leading order, it is convenient to parameterise the scale dependence of
the power spectrum $P_{\zeta}$ by the tilt or the spectral index $n_{\mathrm{s}}-1$, defined by

$$
\begin{equation*}
n_{\mathrm{s}}-1 \equiv \frac{\mathrm{~d} \ln P_{\zeta}(k)}{\mathrm{d} \ln k} . \tag{2.18}
\end{equation*}
$$

In the most general case, $n_{\mathrm{s}}$ may also depend on $k$, which can be quantified by the running $\alpha$, defined in a similar fashion

$$
\begin{equation*}
\alpha \equiv \frac{\mathrm{d} n_{\mathrm{s}}}{\mathrm{~d} \ln k} \tag{2.19}
\end{equation*}
$$

Note that $P_{\zeta}, n_{\mathrm{s}}$ and $\alpha$ depend on the pivot scale $k_{*}$ we choose. For all-sky CMB observations, the pivot scale is usually set to be $k_{*}=0.002 \mathrm{Mpc}^{-1} .^{2}$ Eqs. (2.18)(2.19) correspond to parametrising the power spectrum $P_{\zeta}(k)$ as

$$
\begin{equation*}
P_{\zeta}(k)=A_{\zeta}\left(\frac{k}{k_{*}}\right)^{n_{\mathrm{s}}-1+\frac{\alpha}{2} \ln \left(k / k_{*}\right)} \tag{2.20}
\end{equation*}
$$

Here $A_{\zeta}$ denotes the amplitude of the power spectrum $P_{\zeta}$. Observations of the CMB from the Planck satellite mission suggests $A_{\zeta} \sim 2 \times 10^{-9}, n_{s}=0.9603 \pm 0.0073$ at $95 \%$ C.L. (Planck + WP data), with negligible running [44].

Similar to the scalar mode, tensor modes or primordial gravitational waves are also excited during inflation via vacuum excition. We can also define a dimensionless power spectrum for the tensor perturbation $h_{i j}$ as $\int \mathrm{d} \ln k P_{h} \equiv\left\langle h_{i j} h^{i j}\right\rangle$, and similarly a corresponding tensor tilt $n_{\mathrm{T}}$.

$$
\begin{equation*}
P_{h}(k)=A_{h}\left(\frac{k}{k_{*}}\right)^{n_{\mathrm{T}}} . \tag{2.21}
\end{equation*}
$$

The primordial tensor perturbation is usually quantified by the tensor-to-scalar ratio $r$, defined as

$$
\begin{equation*}
r \equiv A_{h} / A_{\zeta} \tag{2.22}
\end{equation*}
$$

which is the ratio between the amplitudes of the tensor and scalar power spectra. The current constraint given by the Planck + WP + high-l CMB ACT and SPT data is

[^6]$r<0.11$ at $95 \%$ C.L. for the same pivot scale $k_{*}=0.002 \mathrm{Mpc}^{-1}$ [44]. Recently, however, there is a claim of discovery of $r \sim 0.2$ by BICEP2 [45], which appears to be in tension with the Planck results. Questions about foregrounds substraction in BICEP2 data have been raised [46]. This will be resolved when the full Planck polarisation data are released in late 2014.

For purely Gaussian fluctuations, all statistical information is contained in the twopoint correlation function. In simple single-field models, we will see in the next chapter that $\zeta$ is indeed Gaussian to a very good approximation. Higher order correlation functions are negligible and observationally irrelevant in single-field models. The above parameters are enough to describe the primordial fluctuations we see on the CMB. However, for inflation models with multiple fields, this may not be true in general and higher order correlation functions could become important.

### 2.3.2 Primordial Non-Gaussianity

Primordial non-Gaussianity is the measure of deviation from a perfect Gaussian fluctuation for the curvature perturbation $\zeta$. By definition, for any pure Gaussian fluctuations $f$, all the statistical information is contained via the two-point statistics $\langle f(x) f(y)\rangle$. Any higher-order correlation functions like $\langle f(x) f(y) f(z)\rangle$ are either zero for odd numbers of $f$ or functions of the two-point correlation function for even numbers. At leading order, non-Guassianity is quantified in terms of the bi- and trispectrum, which are defined respectively in Fourier space by

$$
\begin{align*}
\left\langle\zeta_{\mathbf{k}_{1}} \zeta_{\mathbf{k}_{2}} \zeta_{\mathbf{k}_{3}}\right\rangle & \equiv(2 \pi)^{3} \delta^{3}\left(\mathbf{k}_{\mathbf{1}}+\mathbf{k}_{\mathbf{2}}+\mathbf{k}_{\mathbf{3}}\right) B_{\zeta}\left(k_{1}, k_{2}, k_{3}\right),  \tag{2.23}\\
\left\langle\zeta_{\mathbf{k}_{1}} \zeta_{\mathbf{k}_{2}} \zeta_{\mathbf{k}_{3}} \zeta_{\mathbf{k}_{4}}\right\rangle & \equiv(2 \pi)^{3} \delta^{3}\left(\mathbf{k}_{\mathbf{1}}+\mathbf{k}_{\mathbf{2}}+\mathbf{k}_{\mathbf{3}}+\mathbf{k}_{\mathbf{4}}\right) T_{\zeta}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{12}, k_{13}\right), \tag{2.24}
\end{align*}
$$

where $k_{i j} \equiv\left|\mathbf{k}_{i}+\mathbf{k}_{j}\right|$. Again the delta functions come from the assumption of statistical homogeneity and isotropy. The level of non-gaussianity is quantified by the amplitudes of these higher-order correlation functions, which are conventionally parametrised by


Figure 2.1: Local non-Gaussianity peaks in the the squeezed limit for $f_{\mathrm{NL}}$, and in the collapsed limit for $\tau_{\mathrm{NL}}$


Figure 2.2: Equilateral non-Gaussianity peaks in the equilateral limit for $f_{\mathrm{NL}}$
the dimensionless non-linear parameters $f_{\mathrm{NL}}$ [47], $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}[48,49]$

$$
\begin{align*}
B_{\zeta}\left(k_{1}, k_{2}, k_{3}\right)= & \frac{6}{5} f_{\mathrm{NL}}\left[P_{\zeta}\left(k_{1}\right) P_{\zeta}\left(k_{2}\right)+2 \text { perms }\right]  \tag{2.25}\\
T_{\zeta}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{12}, k_{13}\right)= & \tau_{\mathrm{NL}}\left[P_{\zeta}\left(k_{12}\right) P_{\zeta}\left(k_{1}\right) P_{\zeta}\left(k_{3}\right)+11 \text { perms }\right] \\
& +\frac{54}{25} g_{\mathrm{NL}}\left[P_{\zeta}\left(k_{1}\right) P_{\zeta}\left(k_{2}\right) P_{\zeta}\left(k_{3}\right)+3 \text { perms }\right] \tag{2.26}
\end{align*}
$$

where perms denotes permutations over $k_{i}$. In general these non-linear parameters $f_{\mathrm{NL}}, \tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ are functions of wavevectors $\mathbf{k}_{i}$ and thus are shape dependent. A particular type of non-Gaussianity is that of the form

$$
\begin{equation*}
\zeta=\zeta_{G}+(3 / 5) f_{\mathrm{NL}}\left(\zeta_{G}^{2}-\left\langle\zeta_{G}^{2}\right\rangle\right)+(9 / 24) g_{\mathrm{NL}} \zeta_{G}^{3}, \tag{2.27}
\end{equation*}
$$

where $\zeta_{G}$ is the Gaussian part. This is known as a local type of non-Gaussianity. In the local shape, $\langle\zeta \zeta \zeta\rangle$ peaks in the squeezed limit for $f_{\mathrm{NL}}\left(k_{1} \rightarrow 0\right)$, and $\langle\zeta \zeta \zeta \zeta\rangle$ peaks in the collapsed limit for $\tau_{\mathrm{NL}}\left(k_{1}+k_{2} \rightarrow 0\right)$, see Fig. 2.1. Recalling that the skewness of a probability distribution $g$ is defined as $S_{g} \equiv\left\langle g^{3}\right\rangle /\left\langle g^{2}\right\rangle^{3 / 2}$, we can see that $f_{\mathrm{NL}}$ is an estimator of the skewness of the statistics of $\zeta$. Similarly, $g_{\mathrm{NL}}$ gives an estimate of the kurtosis.

Another type which is often considered is the equilateral non-Gaussianity. As the name suggests, the equilateral type peaks in the limit where all the external momenta are equal, i.e. $k_{1}=k_{2}=k_{3}$. This shape is usually enhanced by non-linear interactions at horizon-crossing. In this thesis, we will focus only on the local and equilateral
shapes of non-Gaussianity. For a complete review on the topic of non-Gaussianity, see [50].

No convincing evidence of primordial non-Gaussianity has so far been observed. Current constraints from Planck data on $f_{\mathrm{NL}}$ are: $f_{\mathrm{NL}}^{\text {local }}=2.7 \pm 5.8$ at $68 \%$ C.L. for the local shape, $f_{\mathrm{NL}}^{\mathrm{eq}}=-42 \pm 75$ at $68 \%$ C.L. for the equilateral shape [51]. Less tight constraints come from large scale structure measurements, where $-37<f_{\mathrm{NL}}^{\text {local }}<25$ from measurements of galaxy clustering and the integrated Sachs-Wolfe effect [52] and recently $-49<f_{\mathrm{NL}}^{\text {local }}<31$ from measurements of the clustering of 800,000 photometric quasars [53], all at $95 \%$ C.L. ${ }^{3}$. For the local trispectrum, Planck data gives $\tau_{\mathrm{NL}} / 10^{3}<2.8$ at $95 \%$ C.L. [51], whereas the constraints on $g_{\mathrm{NL}}$ have yet been worked out, though there has been discussion on the implications of the Planck bispectrum constraints for the trispectrum [55]. On the other hand, WMAP 9-year data gives the following constraint: $-5.5<g_{\mathrm{NL}} / 10^{5}<-1.1$ at $68 \%$ C.L. [56], with Regan et al. finding a compatible constraint $-6.4<g_{\mathrm{NL}} / 10^{5}<-1.8$ at $68 \%$ C.L. [57]. Similar constraints for $g_{\mathrm{NL}}$ were also found in $[52,53]$ using large scale structure measurements.

## Scale Dependent Non-Gaussianity

Like the power spectrum, it is natural that the non-linearity parameters are scale dependent [58,59, 60, 61], quantified by their spectral indices. For instance, the spectral indices of $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$, denoted by $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$, are defined by

$$
\begin{align*}
n_{f_{\mathrm{NL}}} & \equiv \frac{\mathrm{~d} \ln \left|f_{\mathrm{NL}}\right|}{\mathrm{d} \ln k}  \tag{2.28}\\
n_{\tau_{\mathrm{NL}}} & \equiv \frac{\mathrm{~d} \ln \left|\tau_{\mathrm{NL}}\right|}{\mathrm{d} \ln k} \tag{2.29}
\end{align*}
$$

where $k$ marks the length of any one side of the $n$-gon, provided that all sides are scaled in the same proportion [60]. Examples of models where $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ can be observably large, i.e. $O(0.1)$, are the curvaton model with quartic self-interaction

[^7]terms [62, 63] ${ }^{4}$ and Modulated Reheating [60].
Forecasts have been made to assess our ability to detect the spectral indices of the non-linear parameters. For $n_{f_{\mathrm{NL}}}$, Planck could reach a $1-\sigma$ sensitivity of $\sigma_{n_{f_{\mathrm{NL}}}} \sim 0.1$ given $f_{\mathrm{NL}}=50$ [65]. By measurements of the $\mathrm{CMB} \mu$-distortion in a CMB experiment such as PIXIE, $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ could also be measured to an accurancy of the order of $O(0.3)$ and $O(0.6)$ respectively for $f_{\mathrm{NL}}=20$ and $\tau_{\mathrm{NL}}=5000$, and similarly in largescale surveys such as Euclid [66]. ${ }^{5}$

### 2.4 Separate Universe Picture

An alternative approach to the cosmological perturbation theory discussed earlier is the separate universe approximation [30, 31, 32], if we are interested only in perturbations on superhorizon scales. It is a powerful tool for studying perturbations in the Early Universe. The separate universe picture refers to the behaviour of the Universe after smoothing on a specified scale $k$ much larger than the horizon. The underlying assumption is that spatial derivatives are negligible compared to time derivatives.

The separate universe approximation is also related to the gradient expansion approximation [67]. In the gradient expansion scheme, the full non-linear field equations are written in terms of a small gradient expansion parameter $\epsilon \equiv k / a H^{6}$ and the limit $\epsilon \rightarrow 0$ corresponds to an unperturbed FRW universe. That is, the metric of any local region can be written as an unperturbed FRW metric in an appropriate set of coordinates

$$
\begin{equation*}
d s^{2}=-\mathrm{d} t^{2}+a^{2}(t)_{\text {local }} \delta_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j} \tag{2.30}
\end{equation*}
$$

During inflation, the gradient terms quickly drop out after horizon exit as $a H$ grows exponentially, justifying $\epsilon$ being a small parameter. At zeroth order $O\left(\epsilon^{0}\right)$, we can see

[^8]that the full non-linear field equations have the same forms as those at the background level. This suggests we can treat the whole Universe as an ensemble of independent FRW universes, which only differ by initial conditions that are sourced by quantum fluctuations. This simplifies the analysis of superhorizon perturbation evolution [31, $34,37,38,68,69]$ and leads to the famous $\delta N$ formalism, which will be explained in detail in the following section.

### 2.5 The $\delta N$ Formalism

One consequence of the separate universe approximation is the $\delta N$ formalism, which will be used extensively in this thesis. The formalism can be understood as follows: Consider a foliation of spacetime $\Sigma(t)$, where $\Sigma(t)$ is the spacelike hypersurface at time $t$. Let $n^{\mu}$ be the unit vector normal to $\Sigma(t)$. Define the rate of change of $n^{\mu}$ as $\theta$

$$
\begin{equation*}
\theta \equiv \nabla_{\mu} n^{\mu} \tag{2.31}
\end{equation*}
$$

The volume expansion rate along some worldlines is

$$
\begin{equation*}
\tilde{N} \equiv \int \frac{\theta}{3} \mathrm{~d} \tau \tag{2.32}
\end{equation*}
$$

where $\tau$ is the proper time. This is defined purely geometrically. It is convenient to write the full perturbed metric in the ADM form [70]

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathcal{N}^{2} \mathrm{~d} t^{2}+\gamma_{i j}\left(\mathrm{~d} x^{i}+\beta^{i} \mathrm{~d} t\right)\left(\mathrm{d} x^{j}+\beta^{j} \mathrm{~d} t\right) \tag{2.33}
\end{equation*}
$$

where $\mathcal{N}$ and $\beta^{i}$ are the lapse and shift functions, and $\gamma_{i j}$ is the spatial 3-metric. Without loss of generality, we choose the foliation of spacetime $\Sigma(t)$ as $x^{0}=t=$ const. The unit vector $n^{\mu}$ normal to $\Sigma(t)$ is then

$$
\begin{equation*}
n^{\mu}=\left(\frac{1}{\mathcal{N}},-\frac{\beta^{i}}{\mathcal{N}}\right) \tag{2.34}
\end{equation*}
$$

We then define $\tilde{\zeta}$ by rewriting the spatial part of the metric in the form

$$
\begin{equation*}
\gamma_{i j}=\tilde{a}^{2}(\mathbf{x}, t) \tilde{\gamma}_{i j}(\mathbf{x}) \text { with } \tilde{a}(\mathbf{x}, t) \equiv a(t) e^{\tilde{\tilde{C}_{(\mathbf{x}, t)}}}, \quad \tilde{\gamma}_{i j}(\mathbf{x}) \equiv\left(I e^{h}\right)_{i j} \tag{2.35}
\end{equation*}
$$

Here $a(t)$ is the homogeneous background scale factor after smoothing. Here $\tilde{\gamma}$ has unit determinant and the matrix $h$ is traceless. We can see this corresponds to $\tilde{\zeta}=$ $\ln (\tilde{a} / a)=\delta(\ln \tilde{a})$. Note that we have not assumed $\tilde{\zeta}$ to be small here. From the separate universe approximation we know the metric can be written as an unperturbed FRW metric locally, we can thus deduce $\beta^{i}$ is of order $O(\epsilon), g a \tilde{m} m a_{i j}$ and $h_{i j}$ must be time-independent, whereas $\tilde{\zeta}$ must vanish locally because $\tilde{a}(\mathbf{x}, t)$ is the locally defined scale factor. The volume expansion Eq. (2.32) as seen by a comoving observer between $t_{1}$ and $t_{2}$ is thus

$$
\begin{equation*}
\tilde{N}=\int_{t_{1}}^{t_{2}} \frac{\theta}{3} \mathrm{~d} \tau=\int_{t_{1}}^{t_{2}} \frac{\theta}{3} \mathcal{N} \mathrm{~d} t=\int_{t_{1}}^{t_{2}}\left(\frac{\dot{a}}{a}+\dot{\tilde{\zeta}}\right) \mathrm{d} t \tag{2.36}
\end{equation*}
$$

which equals the corresponding number of e-folds of expansion between $t_{1}$ and $t_{2}$ defined by $H_{\text {local }}$

$$
\begin{equation*}
N\left(t_{2}, t_{1} ; \mathbf{x}\right)=\ln \left[\frac{a\left(t_{2}\right)}{a\left(t_{1}\right)}\right]+\tilde{\zeta}\left(t_{2}, \mathbf{x}\right)-\tilde{\zeta}\left(t_{1}, \mathbf{x}\right) . \tag{2.37}
\end{equation*}
$$

Choosing the initial hypersurface to be flat $(\zeta=0)$ and the final one to be the uniform density ( $\delta \rho=0$ ), we immediately arrive at the result [67]

$$
\begin{equation*}
\left.\tilde{\zeta}\left(t_{2}, \mathbf{x}\right)\right|_{\rho}=N\left(t_{2}, t_{1} ; \mathbf{x}\right)-\ln \left[\frac{a\left(t_{2}\right)}{a\left(t_{1}\right)}\right]=\delta N\left(t_{1}, t_{2} ; \mathbf{x}\right) . \tag{2.38}
\end{equation*}
$$

Recall that on uniform-density slicing, $\zeta=\tilde{\zeta}$ and thus we have $\zeta=\delta N$. This is the well-known $\delta N$ formalism [33, 34], which states that the curvature perturbation $\zeta$ is equal to the difference in the number of e-folds expansion between an initial flat hypersurface and a final uniform-density hypersurface, i.e. $\zeta(\mathrm{x}, t)=\delta N(\mathrm{x}, t)$. This formalism holds as long as the Universe can be locally approximated by a FRW universe. This is an important result and we will use this in most of the analysis that follows.

### 2.5.1 Conservation of $\zeta$

In Section 2.2.1, we have stated that the curvature perturbation $\zeta$ is conserved on superhorizon scales. We will now show this by using the gradient expansion in the following, first done by Lyth et al. [67].

In comoving coordinates, the 4 -velocity of the comoving fluid is

$$
\begin{align*}
& u^{\mu}=\left(\frac{1}{\mathcal{N}}, 0\right)+O\left(\epsilon^{2}\right) \\
& u_{\mu}=\left(-\mathcal{N}, \frac{\beta^{i}}{\mathcal{N}}\right)+O\left(\epsilon^{2}\right) . \tag{2.39}
\end{align*}
$$

To leading order in the gradient expansion parameter $\epsilon$, the expansion rate of $u^{\mu}$ is equal to that of $n^{\mu}$. Recall the definition of the energy-momentum tensor for a perfect fluid Eq. (1.2), on uniform-density slicings, the continuity equation $u_{\mu} \nabla_{\nu} T^{\mu \nu}=0$ then reads as

$$
\begin{align*}
\dot{\rho}(t) & =-3 \frac{\dot{\tilde{a}}(\mathbf{x}, t)}{\tilde{a}(\mathbf{x}, t)}[\rho(t)+P(\mathbf{x}, t)]+O\left(\epsilon^{2}\right) \\
& =-3\left[\frac{\dot{a}}{a}+\dot{\tilde{\zeta}}\right][\rho(t)+P(\mathbf{x}, t)]+O\left(\epsilon^{2}\right) \tag{2.40}
\end{align*}
$$

to leading order in the gradient expansion. For an adiabatic fluid where $P=P(\rho)$, the spatial dependence of $P$ also vanishes and thus from Eq. (2.40) we can deduce $\dot{\tilde{\zeta}}$ is independent of the position. Without loss of generality, we can choose the background scale factor $a(t)$ such that $\dot{\tilde{\zeta}}$ vanishes. However we also know that on uniform-density slicings, the curvature perturbation is given by $\tilde{\zeta}$. As a result, we conclude that the curvature perturbation $\zeta$ is conserved on superhorizon scale beyond linear order regardless of the theory of gravity in the adiabatic limit as long as the continuity equation holds. For all single-field models where slow-roll solution is an attractor in phase space, the perturbations are purely adiabatic and $\zeta$ is conserved on superhorizon scales. In multifield models however, as we will see in Chapter 3, entropic or isocurvature perturbations exist and $\delta P_{\text {nad }} \neq 0^{7}$ in general. $\zeta$ is no longer conserved and it is important to follow the superhorizon evolution of $\zeta$ when comparing with observations. In fact $\zeta$ is only conserved on superhorizon scales when these entropic perturbations van-

[^9]ish, first demonstrated by Rigopoulos and Shellard [71]. This was later generalised to non-canonical multifield models minimally coupled to gravity with at most first derivatives by Christopherson and Malik [72], and recently to higher-derivative models that preserve second-order field equations by Naruko and Sasaki [73] and Gao [74].

## Chapter 3

## Predictions from Slow-roll Inflation

In this chapter we discuss the observational predictions of the standard canonical slowroll inflation paradigm, including single and multiple field models. In particular, we focus on canonical models minimally coupled to gravity.

We start by introducing the 'in-in' formalism and the $\delta N$ formulae which are commonly used to compute cosmological correlation functions of $\zeta$ in Sections 3.1 and 3.2. In Section 3.3 we discuss the model predictions of simplest single-field models, compute the correlation functions of $\zeta$ and the corresponding primordial observables. In particular, we reproduce the famous Maldacena result [75], a no-go theorem for primordial non-Gaussianity in simplest single-field inflation.

Then in Section 3.4, we introduce the multifield inflation models and discuss the main difference between single and multifield models, which is the existence of entropic perturbations. We give the multifield model predictions in terms of the $\delta N$ coefficients in Section 3.4.2. Finally we end this chapter by discussing the technical difficulties in computing the $\delta N$ coefficients in general.

### 3.1 In-In Formalism

Before discussing inflationary model predictions, we first introduce the operator formalism used in computing correlation functions in cosmology, namely the 'in-in' formalism or the 'closed time path (CPT)' formalism [76, 77]. This formalism is simi-
lar to canonical quantisation in QFT, except for the fact that we are now computing on a closed time path. Unlike in QFT in which we compute the S-matrix, the transition amplitude between asymptotic 'in' and 'out' states, in the 'in-in' formalism we are interested in correlation functions evaluated at a fixed instant of time given some initial conditions.

In this formalism, the correlation function of some operator $\hat{Q}$ evaluated at time $t$ is given by

$$
\begin{equation*}
\langle\hat{Q}(t)\rangle=\langle\Omega| \hat{T}^{\dagger} \exp \left(i \int_{t_{0}}^{t} \hat{H}_{\mathrm{int}}\left(t^{\prime}\right) \mathrm{d} t^{\prime}\right) \hat{Q}(t) \hat{T} \exp \left(-i \int_{t_{0}}^{t} \hat{H}_{\mathrm{int}}\left(\tilde{t}^{\prime}\right) \mathrm{d} \tilde{t}^{\prime}\right)|\Omega\rangle \tag{3.1}
\end{equation*}
$$

in the interaction picture, where the full Hamiltonian is split into two parts: a free part $H_{0}$ and an interaction part $H_{\text {int }}$, i.e. $\hat{H}=\hat{H}_{0}+\hat{H}_{\text {int }}$. Here $\hat{T}, \hat{T}^{\dagger}$ are the time and anti-time ordering operators, and $|\Omega\rangle$ is the interacting theory vacuum at $t_{0}$. One then expands the evolution operator, $\exp \left(-i \int H_{\text {int }} \mathrm{d} t^{\prime}\right)$, in Eq. (3.1) to compute the correlation functions of interest to leading order as in perturbation theory.

For instance, take $\hat{Q}=(\hat{\delta \varphi})^{3}$, by Taylor expanding the exponentials in Eq. (3.1), we find the 3 -point function of a scalar field perturbation $\delta \varphi$ in Fourier space at time $t$ is given by

$$
\begin{equation*}
\left\langle\delta \varphi_{\mathbf{k}_{1}}(t) \delta \varphi_{\mathbf{k}_{\mathbf{2}}}(t) \delta \varphi_{\mathbf{k}_{\mathbf{3}}}(t)\right\rangle=-i \int_{t_{0}}^{t}\left\langle\delta \varphi_{\mathbf{k}_{1}}(t) \delta \varphi_{\mathbf{k}_{\mathbf{2}}}(t) \delta \varphi_{\mathbf{k}_{\mathbf{3}}}(t) H_{\mathrm{int}}\left(t^{\prime}\right)\right\rangle \mathrm{d} t^{\prime}+\text { c.c } . \tag{3.2}
\end{equation*}
$$

to leading order. Here c.c stands for the complex conjugate.

### 3.2 Separate Universe Approach, $\delta N$ Formulae

An alternative formalism for calculating correlation functions of $\zeta$ on superhorizon scales is the $\delta N$ formalism discussed in Section 2.5. It follows that in a FRW universe dominated by $M$ canonical slow-roll scalar fields $\varphi^{I}$ at horizon-exit $t_{*}$, the difference in the number of e-folds of expansion between different superhorizon patches can be
accounted for by perturbations of the scalar fields at horizon-exit $\delta \varphi_{*}^{I}[69]^{1}$

$$
\begin{equation*}
\zeta(\mathbf{x}, t)=\delta N(\mathbf{x}, t)=\sum_{I} N_{I} \delta \varphi_{*}^{I}+\frac{1}{2} \sum_{I J} N_{I J} \delta \varphi_{*}^{I} \delta \varphi_{*}^{J}+\ldots \tag{3.3}
\end{equation*}
$$

from perturbative Taylor expansion. Again $N$ is defined as the total number of e-folds of expansion from an initial flat hypersurface at horizon-exit $t_{*}$ to a final uniformdensity hypersurface at time $t$. Here $I, J$ are the field labels, whereas $N_{I}, N_{I J}$, etc are the $\delta N$ coefficients defined as partial derivatives with respect to the scalar fields, e.g. $N_{I} \equiv \partial N / \partial \varphi^{I}$. This was later generalised to models with a curved field space metric, where the kinetic terms are non-canonical, by Saffin [78] and Elliston et.al. [79]. It should be stressed that we only require slow-roll at horizon exit, but not the entire evolution.

From Eq. (3.3), we can then relate the correlation functions of $\zeta,\langle\zeta \zeta \ldots \zeta\rangle$, to that of the field perturbations $\left\langle\delta \varphi^{I_{1}} \delta \varphi^{I_{2}} \ldots \delta \varphi^{I_{n}}\right\rangle$ at horizon-exit. For instance, to leading order, the 3-point function $\langle\zeta \zeta \zeta\rangle$ at time $t$ is given by

$$
\begin{align*}
& \left\langle\zeta\left(\mathbf{k}_{1}, t\right) \zeta\left(\mathbf{k}_{2}, t\right) \zeta\left(\mathbf{k}_{3}, t\right)\right\rangle=\sum_{I J K} N_{I} N_{J} N_{K}\left\langle\delta \varphi^{I}\left(\mathbf{k}_{1}, t_{*}\right) \delta \varphi^{J}\left(\mathbf{k}_{2}, t_{*}\right) \delta \varphi^{K}\left(\mathbf{k}_{3}, t_{*}\right)\right\rangle \\
& +\frac{1}{2} \sum_{I J K L} N_{I} N_{J} N_{K L}\left\langle\delta \varphi^{I}\left(\mathbf{k}_{1}, t_{*}\right) \delta \varphi^{J}\left(\mathbf{k}_{2}, t_{*}\right)\left[\delta \varphi^{K} \star \delta \varphi^{L}\right]\left(\mathbf{k}_{3}, t_{*}\right)\right\rangle+\text { perms }+\ldots \tag{3.4}
\end{align*}
$$

where $\star$ denotes the convolution product over momentum $\mathbf{k}_{3}$

$$
\begin{equation*}
\left[\delta \varphi^{K} \star \delta \varphi^{L}\right]\left(\mathbf{k}_{3}, t_{*}\right) \equiv \int \frac{\mathrm{d}^{3} q}{(2 \pi)^{3}} \delta \varphi^{K}\left(\mathbf{q}, t_{*}\right) \delta \varphi^{L}\left(\mathbf{q}-\mathbf{k}_{3}, t_{*}\right) \tag{3.5}
\end{equation*}
$$

and perm denotes permutation over $\mathbf{k}_{i}$ for the second term on the RHS. The corresponding $\zeta$-related primordial observables such as $f_{\mathrm{NL}}$ can then be deduced once the the correlation functions of $\delta \varphi$ at horizon-exit are known. For single-field models, Eq. (3.3) simply corresponds to the gauge transformation from the flat to the uniformdensity gauge.

[^10]
### 3.3 Single-Field Inflation

We start with predictions of the simplest single-field inflation models with the action Eq. (1.16). ${ }^{2}$ We assume there exists some regions in the potential $V$ that are flat enough for inflation to proceed, where $\epsilon_{V}, \eta_{V} \ll O(1)$. It is convenient to first rewrite the action in the ADM form, i.e. substituting the ADM metric Eq. (2.33) into Eq. (1.16)

$$
\begin{array}{r}
S=\frac{1}{2} \int \mathrm{~d}^{4} x \sqrt{h}\left[\mathcal{N} R^{(3)} M_{\mathrm{p}}^{2}-2 \mathcal{N} V+\mathcal{N}^{-1}\left(E_{i j} E^{i j}-E^{2}\right) M_{\mathrm{p}}^{2}\right. \\
\left.+\mathcal{N}^{-1}\left(\dot{\varphi}-\beta^{i} \partial_{i} \varphi\right)^{2}-\mathcal{N} \gamma^{i j} \partial_{i} \varphi \partial_{j} \varphi\right] . \tag{3.6}
\end{array}
$$

Here $R^{(3)}$ is the Ricci-scalar built from the spatial metric $\gamma_{i j}$ and $E_{i j}$ is defined as

$$
\begin{equation*}
E_{i j} \equiv \frac{1}{2}\left(\dot{h}_{i j}-\nabla_{i} \beta_{j}-\nabla_{j} \beta_{i}\right) \tag{3.7}
\end{equation*}
$$

and $E$ is the trace of $E_{i j} . \nabla_{i}$ denotes the covariant derivative with respect to the 3metric $\gamma_{i j}$.

To evaluate the predictions of single-field inflation, we consider perturbations about a de Sitter background and work in the spatially-flat gauge where $\gamma_{i j}=a^{2} \delta_{i j}$. To quantise the inflaton field, we first split the inflaton $\varphi$ into a homogeneous slow-varying background field $\bar{\varphi}(t)$ and a small perturbation $\delta \varphi(\mathbf{x}, t)$

$$
\begin{equation*}
\varphi(\mathbf{x}, t)=\bar{\varphi}(t)+\delta \varphi(\mathbf{x}, t) \tag{3.8}
\end{equation*}
$$

We also perturb the lapse and shift functions to linear order in scalar perturbations

$$
\begin{equation*}
\mathcal{N}=1+\lambda_{1}, \quad \beta_{i}=\partial_{i} \beta \tag{3.9}
\end{equation*}
$$

The background equations of motion are the Klein-Gordon and Hamilton-Jacobi equations

$$
\begin{align*}
& \ddot{\bar{\varphi}}+3 H \dot{\bar{\varphi}}+V_{\varphi}=0 \\
& 2 M_{\mathrm{p}}^{2} \dot{H}=-\dot{\bar{\varphi}}^{2} \tag{3.10}
\end{align*}
$$

[^11]By perturbing the full action Eq. (3.6) to quadratic order in perturbations, we get

$$
\begin{align*}
S^{(2)}= & \frac{1}{2} \int \mathrm{~d}^{4} x a^{3}\left[\lambda_{1}\left(-6 M_{\mathrm{p}}^{2} H^{2} \lambda_{1}+\lambda_{1} \dot{\bar{\varphi}}^{2}-2 \dot{\bar{\varphi}} \dot{\varphi} \varphi-2 V_{\varphi} \delta \varphi\right)\right. \\
& \left.-\frac{2}{a^{2}} \partial^{2} \beta\left(2 M_{\mathrm{p}}^{2} H \lambda_{1}-\dot{\bar{\varphi}} \delta \varphi\right)+\dot{\delta} \dot{\varphi}^{2}-\frac{1}{a^{2}} \partial_{i} \delta \varphi \partial^{i} \delta \varphi-V_{\varphi \varphi} \delta \varphi^{2}\right] \tag{3.11}
\end{align*}
$$

upon integration by parts. Note that $\mathcal{N}$ and $\beta_{i}$ act as Lagrange multipliers and are not dynamical. Their equations of motion correspond to momentum and Hamiltonian constraints

$$
\begin{align*}
& \nabla_{j}\left[\frac{1}{\mathcal{N}}\left(E_{i}^{j}-E \delta_{i}^{j}\right)\right]=\frac{1}{\mathcal{N}}\left(\dot{\varphi}-\beta^{j} \partial_{j} \varphi\right) \partial_{i} \varphi, \\
& -2 V-\mathcal{N}^{-2}\left(E_{i j} E^{i j}-E^{2}\right) M_{\mathrm{p}}^{2}-\mathcal{N}^{-2}\left(\dot{\varphi}-\beta^{i} \partial_{i} \varphi\right)^{2}-\gamma^{i j} \partial_{i} \varphi \partial_{j} \varphi=0, \tag{3.1}
\end{align*}
$$

which to leading order gives

$$
\begin{align*}
& 2 M_{\mathrm{p}}^{2} H \lambda_{1}=\dot{\bar{\varphi}} \delta \varphi \\
& \lambda_{1}\left(\dot{\bar{\varphi}}^{2}-6 H^{2} M_{\mathrm{p}}^{2}\right)-\dot{\bar{\varphi}} \dot{\delta} \varphi-V_{\varphi} \delta \varphi-2 M_{\mathrm{p}}^{2} \frac{H}{a^{2}} \partial^{2} \beta=0 . \tag{3.13}
\end{align*}
$$

Substituting the solutions of $\lambda_{1}$ and $\beta$ back into Eq. (3.11), we finally arrive at

$$
\begin{equation*}
S^{(2)}=\frac{1}{2} \int \mathrm{~d}^{4} x a^{3}\left[(\dot{\delta} \varphi)^{2}-\frac{1}{a^{2}}(\partial \delta \varphi)^{2}+\mathcal{M}(\delta \varphi)^{2}\right], \tag{3.14}
\end{equation*}
$$

where we have used the background equations Eq. (3.10). Here the effective mass $\mathcal{M}$ is given by

$$
\begin{equation*}
\mathcal{M} \equiv V_{\varphi \varphi}-\frac{1}{M_{\mathrm{p}}^{2} a^{3}} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{a^{3} \dot{\bar{\varphi}}^{2}}{H}\right) \tag{3.15}
\end{equation*}
$$

Eq. (3.14) then yields the field equation for the field perturbations $\delta \varphi$ in Fourier space

$$
\begin{equation*}
\ddot{\delta} \varphi+3 H \dot{\delta} \varphi+\left(\frac{k}{a}\right)^{2} \delta \varphi+V_{\varphi \varphi} \delta \varphi-\frac{1}{M_{\mathrm{p}}^{2} a^{3}} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{a^{3} \dot{\bar{\varphi}}^{2}}{H}\right) \delta \varphi=0 . \tag{3.16}
\end{equation*}
$$

Writing Eq. (3.16) in terms of a conformal scalar field $v \equiv a \delta \varphi$ and conformal time $\eta$,
we then have

$$
\begin{equation*}
\left[\frac{\partial^{2}}{\partial \eta^{2}}+k^{2}-\frac{z^{\prime \prime}}{z}\right] v_{k}(\eta, k)=0, \tag{3.17}
\end{equation*}
$$

where $z \equiv a \dot{\bar{\varphi}} / H$. This is the Mukhanov-Sasaki equation and $v_{k}$ is known as the Mukhanov-Sasaki variable [81, 82]. From here onwards we will drop the overline for the background homogeneous field $\bar{\varphi}$. The effective mass term $z^{\prime \prime} / z$ can be expressed in terms of slow-roll parameters [83, 84, 85]

$$
\begin{equation*}
\frac{z^{\prime \prime}}{z}=2(a H)^{2}\left[1-\frac{1}{2} \epsilon_{H}-\frac{3}{2} \eta_{H}+\frac{1}{2} \epsilon_{H} \eta_{H}+\frac{1}{2} \eta_{H}^{2}+\frac{1}{2} \epsilon_{H}^{2}-\frac{1}{2 H} \dot{\eta}_{H}\right] . \tag{3.18}
\end{equation*}
$$

During slow-roll inflation, these slow-roll parameters are slowly varying in time and thus we can neglect their time dependence at leading order, which gives

$$
\begin{equation*}
\eta \approx-\frac{1}{\left(1-\epsilon_{H}\right) a H} \tag{3.19}
\end{equation*}
$$

where $\eta$ runs from $-\infty$ to 0 . Thus Eq. (3.18) becomes

$$
\begin{equation*}
\frac{z^{\prime \prime}}{z}=\frac{\nu_{\mathrm{R}}^{2}-1 / 4}{\eta^{2}}, \quad \nu_{\mathrm{R}} \approx \frac{3}{2}+\epsilon_{H}-\eta_{H} . \tag{3.20}
\end{equation*}
$$

The general solution to Eq. (3.17) can then be expressed as a linear combination of Hankel functions

$$
\begin{equation*}
v_{k} \approx \sqrt{\frac{\pi}{4 k}}(\sqrt{-k \eta}) \exp \left[i\left(1+2 \nu_{R}\right) \frac{\pi}{4}\right]\left[c_{1} H_{\nu_{\mathrm{R}}}^{(1)}(-k \eta)+c_{2} H_{\nu_{\mathrm{R}}}^{(2)}(-k \eta)\right] . \tag{3.21}
\end{equation*}
$$

Note that $\nu_{R}=3 / 2$ is the de Sitter limit. Here $c_{1}$ and $c_{2}$ are some constants.

## Canonical Quantization

We would like to canonically quantise the conformal scalar field $v$. From the MukhanovSasaki Equation (3.17), we can see that this is equivalent to quantisation of a 'free' scalar field with time-dependent mass $m^{2}=z^{\prime \prime} / z$. As in standard canonical quantisa-
tion, we define the conjugate momentum to $v$ as

$$
\begin{equation*}
\pi_{v} \equiv \frac{\partial \mathcal{L}}{\partial \dot{v}}=\dot{v} \tag{3.22}
\end{equation*}
$$

and promote $v_{k}$ and $\pi_{v}$ to operators which satisfy the following equal-time commutation relations

$$
\begin{equation*}
\left[\hat{v}(\mathbf{x}, \eta), \hat{\pi}_{v}\left(\mathbf{x}^{\prime}, \eta\right)\right]=i \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{3.23}
\end{equation*}
$$

and are zero otherwise. We can write $\hat{v}(\mathbf{x}, \eta)$ in terms of annihilation and creation operators

$$
\begin{equation*}
\hat{v}(\mathbf{x}, \eta)=\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3 / 2}}\left[\hat{a}(\mathbf{k}) u_{k}(\eta) e^{i \mathbf{k} \cdot \mathbf{x}}+\hat{a}^{\dagger}(\mathbf{k}) u_{k}^{*}(\eta) e^{-i \mathbf{k} \cdot \mathbf{x}}\right] . \tag{3.24}
\end{equation*}
$$

Here $u_{k}$ is the mode function satisfying the same Mukhanov-Sasaki equation Eq. (3.17). From Eq. (3.23), one can show that $\hat{a}$ and $\hat{a}^{\dagger}$ satisfy the following commutation relation

$$
\begin{equation*}
\left[\hat{a}(\mathbf{k}), \hat{a}^{\dagger}\left(\mathbf{k}^{\prime}\right)\right]=\delta^{(3)}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) . \tag{3.25}
\end{equation*}
$$

To solve for $u_{k}$, we apply appropriate asymptotic boundary conditions to the solution Eq. (3.21).

At early times when $k^{2} \gg \ddot{a} / a$ and the short-wavelength limit applies, we can approximate the FRW background as Minkowski. Choosing the vacuum to be the Minkowski vacuum where $\hat{a}(\mathbf{k})|0\rangle=0$, the solution becomes

$$
\begin{equation*}
u_{k}(\eta) \rightarrow \frac{e^{-i k \eta}}{\sqrt{2 k}} \tag{3.26}
\end{equation*}
$$

in the asymptotic limit $(k \eta \rightarrow-\infty) .|0\rangle$ is known as the Bunch-Davies vacuum [86]. This corresponds to choosing $c_{1}=1$ and $c_{2}=0$ in the general solution Eq. (3.21).

Well after the mode exits the horizon, where $k \eta \rightarrow 0$, the solution then asymptotes to

$$
\begin{align*}
u_{k}(\eta) & =\sqrt{\frac{\pi}{4 k}}(\sqrt{-k \eta}) \exp \left[i\left(1+2 \nu_{R}\right) \frac{\pi}{4}\right] H_{\nu_{R}}^{(1)}(-k \eta) \\
& \rightarrow-\frac{i \exp (-i k \eta)}{\eta \sqrt{2 k^{3}}} \tag{3.27}
\end{align*}
$$

From Eq. (3.19), we can see this corresponds to a growing solution with $u_{k} \propto a$. The two-point correlation function for $v_{k}$, given by its quantum expectation value, is therefore

$$
\begin{align*}
\left\langle\hat{v}_{k}(\eta) \hat{v}_{k^{\prime}}(\eta)\right\rangle & =\left|u_{k}(\eta)\right|^{2}\langle 0|\left[\hat{a}_{k}, \hat{a}_{k^{\prime}}^{\dagger}\right]|0\rangle \\
& =\left|u_{k}(\eta)\right|^{2} \delta^{(3)}\left(\mathbf{k}-\mathbf{k}^{\prime}\right)=\left(\frac{a^{2} H_{*}^{2}}{2 k^{3}}\right)(-k \eta)^{3-2 \nu_{R}} \delta^{(3)}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) . \tag{3.28}
\end{align*}
$$

Here $H_{*}$ is the Hubble parameter evaluated at horizon-exit for the mode $\mathbf{k}$.

## Scalar Spectrum

With the solution to the mode function $u_{k}$, we can now compute the power spectrum for the inflaton fluctuation $\delta \varphi$. Transferring back to the inflaton fluctuation $\delta \varphi$, we can thus see the modes quickly become constant a few e-folds after horizon exit. As in the convention, we assume this happens at the epoch of horizon exit. ${ }^{3}$ The corresponding dimensionless power spectrum is therefore

$$
\begin{equation*}
P_{\delta \varphi}(k) \equiv \frac{k^{3}}{2 \pi^{2}}\left|\frac{u_{k}}{a}\right|^{2}=\left(\frac{H_{*}}{2 \pi}\right)^{2}(-k \eta)^{3-2 \nu_{R}} . \tag{3.29}
\end{equation*}
$$

Using the definition of the curvature perturbation $\zeta$ Eq. (2.11) and the fact that $\zeta$ is conserved on superhorizon scales in the slow-roll single-field model, we can then compute the power spectrum

$$
\begin{equation*}
P_{\zeta}(k)=\left(\frac{H}{\dot{\varphi}}\right)_{*}^{2} P_{\delta \varphi}(k), \tag{3.30}
\end{equation*}
$$

using the fact that $\delta \rho / \dot{\rho} \approx \delta \varphi / \dot{\varphi}$ to leading order in slow-roll. Since the Hubble parameter $H$ is slowly varying during inflation, the spectrum induced by inflation is generically very close to scale-invariant. This can be seen from the spectral index $n_{\mathrm{s}}$. Differentiating $\ln P_{\zeta}$ with respect to $\ln k$, we find [24]

$$
\begin{equation*}
n_{\mathrm{s}}-1 \approx 3-2 \nu_{R}=2\left(\eta_{V}\right)_{*}-6\left(\epsilon_{V}\right)_{*} . \tag{3.31}
\end{equation*}
$$

[^12]Here the subscript $*$ denotes the slow-roll parameters are evaluated at horizon exit. Since during slow-roll inflation we generically have $\left(\epsilon_{V}\right)_{*},\left|\left(\eta_{V}\right)_{*}\right| \ll O(1)$, inflation predicts an almost scale invariant spectrum with small red tilt ( $n_{\mathrm{s}}<1$ ) for chaotic inflation where $V \propto \varphi^{n}$.

One can go further to study the running of the spectral index $\alpha$ in Eq.(2.19) as well. It is not difficult to see from Eq. (3.31) that $\alpha$ is second-order in slow-roll as $n_{\mathrm{s}}$ is first-order. Precisely, we have

$$
\begin{equation*}
\alpha=16\left(\epsilon_{V} \eta_{V}\right)_{*}-24\left(\epsilon_{V}\right)_{*}^{2}-2\left(\xi_{V}\right)_{*}^{2} \tag{3.32}
\end{equation*}
$$

where $\xi_{V} \equiv M_{\mathrm{p}}^{4} \frac{V_{\varphi} V_{\varphi \varphi \varphi}}{V^{2}}$.

## Tensor Spectrum

Tensor perturbations are also excited during inflation just as scalar perturbations. Again we work in the flat gauge and consider a FRW metric with tensor perturbation of the form

$$
\begin{equation*}
\mathrm{d} s^{2}=a^{2}(\eta)\left[-\mathrm{d} \eta^{2}+\left(\delta_{i j}+h_{i j}\right) \mathrm{d} x^{i} \mathrm{~d} x^{j}\right], \tag{3.33}
\end{equation*}
$$

where $h_{i j}$ is divergence and trace-free, obeying $h_{, j}^{i j}=h_{i}^{i}=0$. By perturbing the action to second-order in $h_{i j}$, one finds

$$
\begin{equation*}
S_{h}^{(2)}=-\frac{M_{\mathrm{p}}^{2}}{8} \int \mathrm{~d}^{4} x a h^{i j}\left[\ddot{h}_{i j}+3 H h_{i j}-\partial^{2} h_{i j}\right] \tag{3.34}
\end{equation*}
$$

and the tensor perturbation $h_{i j}$ satisfies an equation of motion similar to that of $\delta \varphi$ Eq. (3.16) in the massless limit

$$
\begin{equation*}
\ddot{h}_{i j}+3 H \dot{h}_{i j}+\frac{k^{2}}{a^{2}} h_{i j}=0 . \tag{3.35}
\end{equation*}
$$

Decomposing $h_{i j}$ into a scalar amplitude $h$ and polarisation tensors $e_{i j}^{(+, \mathrm{x})}$ and promoting $h_{i j}$ to operators, we can write

$$
\begin{equation*}
\hat{h}_{i j}(\mathbf{x}, \eta)=\int \frac{\mathrm{d}^{3} \mathbf{k}}{(2 \pi)^{3 / 2}} \sum_{s=+, \mathrm{x}} \frac{M_{\mathrm{p}}}{2}\left[\hat{a}(\mathbf{k}) e_{i j}^{s} h_{k}^{s}(\eta) e^{i \mathbf{k} \cdot \mathbf{x}}+c . c .\right] \tag{3.36}
\end{equation*}
$$

in Fourier space in terms of annihilation and creation operators. Here $s=+$, x denotes the two polarisation states of the tensor mode. The polarisation tensors $e_{i j}^{(+, \mathrm{x})}$ satisfy the transverse and traceless condition

$$
\begin{align*}
& \sum_{i} k_{i} e_{i j}=0  \tag{3.37}\\
& \sum_{i j} e_{i j}^{* s} e_{i j}^{s^{\prime}}=2 \delta_{s s^{\prime}}  \tag{3.38}\\
& \sum_{i j l} \varepsilon_{i l k} e_{i j}^{* s} e_{j l}^{s^{\prime}}=-\sum_{i j l} \varepsilon_{i l k} e_{i j}^{* s} e_{j l}^{s^{\prime}}=2 \frac{k_{k}}{|\mathbf{k}|}\left(1-\delta_{s s^{\prime}}\right) . \tag{3.39}
\end{align*}
$$

Now we define $\tilde{h}_{k}^{s} \equiv a M_{\mathrm{p}} h_{k}^{s} / 2$. It is not difficult to see $\tilde{h}_{k}^{s}$ satisfies the same MukhanovSasaki equation with $z \rightarrow a$

$$
\begin{equation*}
\tilde{h}_{k}^{s \prime \prime}+\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) \tilde{h}_{k}^{s}=0 . \tag{3.40}
\end{equation*}
$$

The solution to this equation of motion is the same as in the scalar case with $\nu_{\mathrm{R}} \rightarrow$ $\nu_{\mathrm{T}}=3 / 2+\epsilon_{H}$. Defining a dimensionless tensor spectrum $P_{h}(k)$ as

$$
\begin{equation*}
\left\langle h_{i j}(\mathbf{k}) h^{i j}\left(\mathbf{k}^{\prime}\right)\right\rangle=2(2 \pi)^{3} \frac{2 \pi^{2}}{k^{3}} P_{h}(k) \delta^{(3)}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \tag{3.41}
\end{equation*}
$$

where the additional factor of 2 comes from the two polarisations of gravitational waves, we therefore have

$$
\begin{equation*}
P_{h}(k)=\frac{8}{M_{\mathrm{p}}^{2}}\left(\frac{H_{*}}{2 \pi}\right)^{2}(-k \eta)^{3-2 \nu_{T}} \tag{3.42}
\end{equation*}
$$

with the tensor tilt $n_{\mathrm{T}}$ and tensor-to-scalar ratio $r$ given by

$$
\begin{equation*}
n_{\mathrm{T}}=-2\left(\epsilon_{V}\right)_{*}, r=16\left(\epsilon_{V}\right)_{*} . \tag{3.43}
\end{equation*}
$$



Figure 3.1: Theoretical predictions of $\left(n_{\mathrm{s}}, r\right)$ for various canonical single-field inflation models and comparison with the current observational constraints. Credit: ESA and the Planck collaboration [44].

Theoretical predictions of $n_{\mathrm{s}}$ and $r$ from various canonical simple single-field inflation models are summarised in Fig. 3.1. Models such as power-law inflation and $V \propto \varphi^{4}$ are now already ruled out by current data from Planck, while $V \propto \varphi^{2}$ is under tension. Though the recent BICEP2 discovery of primordial gravitational waves, if verified, will bring the $\varphi^{2}$ model back in agreement with observations.

## Non-Gaussianity, No-go Theorem for Simplest Single-Field Models

Besides the scalar and tensor power spectra $P_{\zeta}$ and $P_{h}$, statistics beyond the two-point functions as quantified by non-Gaussianity may also be detected in precision CMB experiments. To work out the level of non-Gaussianity in the single-field model, we expand the action Eq. (3.6) to cubic order

$$
\begin{align*}
S^{(3)} & =\frac{1}{2} \int \mathrm{~d}^{4} x a^{3}\left\{-\frac{1}{3} V_{\varphi \varphi \varphi}(\delta \varphi)^{3}-\lambda_{1} V_{\varphi \varphi}(\delta \varphi)^{2}+6 H^{2} \lambda_{1}^{3} M_{\mathrm{p}}^{2}-\lambda_{1}^{3} \dot{\varphi}^{2}+2 \lambda_{1}^{2} \dot{\varphi} \dot{\delta} \varphi\right. \\
& -a^{-4} \lambda_{1}\left[\partial_{i} \partial_{j} \beta \partial^{i} \partial^{j} \beta-\left(\partial^{2} \beta\right)^{2}\right] M_{\mathrm{p}}^{2}+4 H^{2} \lambda_{1}^{2} a^{-2}\left(\partial^{2} \beta\right) M_{\mathrm{p}}^{2}-\lambda_{1}(\dot{\delta \varphi})^{2} \\
& \left.-a^{-2} \lambda_{1}(\partial \delta \varphi)^{2}-2 \dot{\delta} \varphi \beta^{i} \partial_{i} \delta \varphi+2 \lambda_{1} \dot{\varphi} \beta^{i} \partial_{i} \delta \varphi\right\}, \tag{3.44}
\end{align*}
$$

Note that we only need to expand $N$ and $\beta^{i}$ to first order as the second-order terms in $N$ and $\beta^{i}$ are multiplied by the momentum and Hamiltonian constraints at first order.

Again $\lambda_{1}$ and $\beta$ can be eliminated using the constraints Eqs. (3.13). Now we collect the leading slow-roll order pieces in Eq. (3.44). Note that $\lambda_{1}$ and $\beta$ are of order $O(\dot{\varphi} / H)$ to leading order in slow-roll. Eq. (3.44) then reduces to

$$
\begin{align*}
S^{(3)} \supseteq & \int \mathrm{d}^{4} x\left\{-\frac{a^{3}}{4 H M_{\mathrm{p}}^{2}} \dot{\varphi} \delta \varphi(\dot{\varphi})^{2}-\frac{a}{4 H M_{\mathrm{p}}^{2}} \dot{\varphi} \delta \varphi(\partial \delta \varphi)^{2}\right. \\
& \left.+\frac{a^{3}}{2 H M_{\mathrm{p}}^{2}} \dot{\varphi} \dot{\delta} \dot{\delta^{j}} \partial_{j} \partial^{-2}(\dot{\delta} \varphi) \partial_{i}(\delta \varphi)\right\}, \tag{3.45}
\end{align*}
$$

This gives the cubic interaction Hamiltonian $H_{\text {int }}$ to leading order in slow-roll. To compute the 3 -point correlation function for $\delta \varphi$, we apply the 'in-in' formalism discussed in Section 3.1. Recall that to leading order, the 3-point correlation function for $\delta \varphi$ is given by Eq. (3.2). Substituting the cubic order terms Eq. (3.45) into the interaction Hamiltonian $H_{\text {int }}$, we can then work out the 3-point function to leading order in slow-roll. For details of the calculations, see [75, 88].

As an example, we compute the contribution coming from the first term in Eq. (3.45)

$$
\begin{equation*}
\int \mathrm{d}^{4} x\left\{-\frac{a^{3}}{4 H M_{\mathrm{p}}^{2}} \dot{\varphi} \delta \varphi(\dot{\delta} \varphi)^{2}\right\} \tag{3.46}
\end{equation*}
$$

Written in conformal time, the corresponding contribution is then

$$
\begin{align*}
\left\langle\delta \varphi\left(\mathbf{x}_{1}, \tau\right) \delta \varphi\left(\mathbf{x}_{2}, \tau\right) \delta \varphi\left(\mathbf{x}_{3}, \tau\right)\right\rangle \quad & \subseteq \int \mathrm{d}^{3} y \mathrm{~d} \eta\left\{-\frac{a}{4 M_{\mathrm{p}} H^{2}} \varphi^{\prime}(\eta)\left\langle\delta \varphi\left(\mathbf{x}_{1}, \tau\right) \delta \varphi(\mathbf{y}, \eta)\right\rangle\right. \\
& \left(\left\langle\delta \varphi\left(\mathbf{x}_{2}, \tau\right) \delta \varphi(\mathbf{y}, \eta)\right\rangle\right)^{\prime}\left(\left\langle\delta \varphi\left(\mathbf{x}_{3}, \tau\right) \delta \varphi(\mathbf{y}, \eta)\right\rangle\right)^{\prime} \\
& + \text { perm }+ \text { c.c }\} \tag{3.47}
\end{align*}
$$

which in momentum space gives

$$
\begin{align*}
& \left\langle\delta \varphi\left(\mathbf{k}_{1}, \tau\right) \delta \varphi\left(\mathbf{k}_{2}, \tau\right) \delta \varphi\left(\mathbf{k}_{3}, \tau\right)\right\rangle \\
& \qquad-i(2 \pi)^{3} \delta^{(3)}\left(\sum_{i} \mathbf{k}_{i}\right) \frac{H_{*}^{3}}{4} \frac{\dot{\varphi}_{*}}{\prod_{i} 2 k_{i}^{3}}\left[\sum_{\text {perm }}\left(-\frac{k_{2}^{2} k_{3}^{2}}{k_{t}}-\frac{k_{1} k_{2}^{2} k_{3}^{2}}{k_{t}^{2}}\right)\right], \tag{3.48}
\end{align*}
$$

where we have Wick rotated on to the positive imaginary axis to perform the integral. Here again perm stands for permutation over $\mathbf{k}_{i}$ or $\mathbf{x}_{i}$. $k_{t}$ denotes the sum of the magnitudes of $\mathbf{k}_{i}$, i.e. $k_{t}=k_{1}+k_{2}+k_{3}$.

Together with the two remaining terms, we find the 3-point function for the field perturbations $\delta \varphi$ [88]

$$
\begin{equation*}
\left\langle\delta \varphi\left(\mathbf{k}_{1}\right) \delta \varphi\left(\mathbf{k}_{2}\right) \delta \varphi\left(\mathbf{k}_{3}\right)\right\rangle=(2 \pi)^{3} \delta^{(3)}\left(\sum_{i} k_{i}\right) \frac{4 \pi^{4}}{\prod_{i} k_{i}^{3}}\left(\frac{H_{*}^{2}}{4 \pi^{2}}\right)^{2} \mathcal{A}\left(k_{1}, k_{2}, k_{3}\right), \tag{3.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}\left(k_{1}, k_{2}, k_{3}\right) \equiv \frac{\dot{\varphi}_{*}}{4 H_{*}}\left[-3 \frac{k_{2}^{2} k_{3}^{2}}{k_{t}}-\frac{k_{2}^{2} k_{3}^{2}}{k_{t}^{2}}\left(k_{1}+2 k_{3}\right)+\frac{1}{2} k_{1}^{3}-k_{1} k_{2}^{2}+\text { perm }\right] . \tag{3.50}
\end{equation*}
$$

Translating this into the 3-point function of the curvature perturbation $\zeta$ by appropriate gauge transformation using Eq. (3.3)

$$
\begin{align*}
&\left\langle\zeta\left(\mathbf{k}_{1}\right) \zeta\left(\mathbf{k}_{2}\right) \zeta\left(\mathbf{k}_{3}\right)\right\rangle=-\frac{H_{*}^{3}}{\dot{\varphi}_{*}^{3}}\left\langle\delta \varphi\left(\mathbf{k}_{1}\right) \delta \varphi\left(\mathbf{k}_{2}\right) \delta \varphi\left(\mathbf{k}_{3}\right)\right\rangle_{*} \\
& \quad+\frac{1}{2\left(\epsilon_{V}\right)_{*}}\left(\frac{1}{4}-\frac{\eta_{V}}{4 \epsilon_{V}}\right)_{*}\left\langle\delta \varphi\left(\mathbf{k}_{1}\right) \delta \varphi\left(\mathbf{k}_{2}\right)[\delta \varphi \star \delta \varphi]\left(\mathbf{k}_{3}\right)\right\rangle_{*}+\text { perm } . \tag{3.51}
\end{align*}
$$

Combining Eqs. (3.49) and (3.51), we finally arrive at Maldacena's famous result for the corresponding non-linear parameter $f_{\mathrm{NL}}$ in single-field inflation [75]

$$
\begin{equation*}
f_{\mathrm{NL}} \approx \frac{5}{12}\left[\frac{2 \ddot{\varphi}_{*}}{\dot{\varphi}_{*} H_{*}}+\left(\frac{\dot{\varphi}_{*}}{H_{*}}\right)^{2}(2+f(k))\right]=\frac{5}{12}\left(1-n_{\mathrm{s}}+f(k) n_{\mathrm{T}}\right), \tag{3.52}
\end{equation*}
$$

where $f(k)$ is some function of $k$ lying in the range $0<f<5 / 6$, peaking at the equilateral limit and vanishing in the squeezed limit. Eq. (3.52) gives the single-field consistency relation $f_{\mathrm{NL}}^{\text {local }}=5\left(1-n_{\mathrm{s}}\right) / 12$.

From Eq. (3.52) we can see the non-linear parameter $f_{\mathrm{NL}}$ is of order of $O\left(\epsilon_{H}\right)$. For an ideal CMB experiment, we can only distangle the primordial signals from contributions due to non-linear evolution of GR if the primordial signals give $\left|f_{\mathrm{NL}}\right| \sim O(5)$ [89]. The level of non-Gaussianity is therefore negligible in CMB observations for the simplest single-field model, independent of the shape. This is the famous No-Go Theorem for non-Gaussianity in the simplest single-field inflation, first derived by Maldacena in 2006 [75]. As in the literature, we refer to a large Gaussianity when any of the non-linear model parameters $f_{\mathrm{NL}}, \tau_{\mathrm{NL}}$ or $g_{\mathrm{NL}}$ is large, particularly $\left|f_{\mathrm{NL}}\right|>O(5)$. Any detection of primordial non-Gaussianity of order $O(5)$ will rule out the simplest single-
field inflation paradigm. As discussed in Chapter 2, no convincing evidence of a large primordial non-Gaussianity is observed so far today.

### 3.4 Multifield Inflation Models

## Absence of evidence is not the evidence of absence. - Carl Sagan

So far we have only considered the simplest model of inflation, which involves one minimally coupled single scalar field with a canonical kinetic term. Although this simple paradigm is consistent with current observations, it is often regarded as a phenomenological model only as we are yet to connect the inflation model with particle physics theory. Particularly, the field (or fields) that plays the role of the inflaton is still unknown. It is therefore natural to go beyond this simplest picture and consider more complicated models that are still consistent with observations but may have richer phenomenology.

## Everything should be made as simple as possible, but not simpler. - Albert Einstein

For example, particle physics motivated models can give rise to models with noncanonical kinetic terms such as DBI-inflation [90] and models with features in the inflaton potential [91, 92, 93, 94, 95]. Besides, unified theories like GUT and string theory generically give rise to multiple scalar fields instead of one. Mechanisms that make one of the scalar fields light often apply to other scalar fields as well. Thus it is natural during inflation that there are additional light scalar fields as well [96, 97]. Instead of the single-field paradigm, a multiple field model should be considered as a result. This is multifield inflation, the main focus of this thesis. Examples of multifield inflation models are assisted inflation [98] and N -flation [99].

The general multifield action with at most first-order derivatives we will consider is

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[f\left(\varphi^{I}\right) \frac{R}{2}-S_{I J}\left(\varphi^{I}\right) \frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi^{I} \partial_{\nu} \varphi^{J}-W\left(\varphi^{I}\right)\right], \tag{3.53}
\end{equation*}
$$

where $f$ is the non-minimal coupling to gravity, $S_{I J}$ is the Kahler metric and $W$ is the scalar potential. Here all $f, S_{I J}$ and $W$ are functions of all of the scalar fields $\varphi^{I}$.

### 3.4.1 Difference Between Single and Multifield Models: Entropic Perturbations

A crucial difference between single-field and multifield models is the presence of entropic perturbations or isocurvature perturbations. With the existence of isocurvature modes, the slow-roll solution is no longer an attractor, leading to non-vanishing non-adiabatic pressure perturbations and thus possible superhorizon evolution of $\zeta$. To see this, recall that under the separate universe approximation, $\zeta$ follows the evolution equation Eq. (2.40) on uniform-density slicings. In this gauge, the pressure perturbation is non-vanishing only if the non-adiabatic pressure perturbation $\delta P_{\text {nad }}$, defined by $\delta P_{\text {nad }} \equiv \delta P-(\dot{P} / \dot{\rho}) \delta \rho$, is non-zero. The adiabatic regime corresponds to $\delta P_{\text {nad }}=0$. The evolution equation for $\zeta$ can be written in terms of $\delta P_{\text {nad }}$

$$
\begin{equation*}
\dot{\zeta} \approx-\frac{H}{\bar{\rho}+\bar{P}} \delta P_{\mathrm{nad}} \tag{3.54}
\end{equation*}
$$

to first order. In multifield models with $M$ canonical scalar fields, $\delta P_{\text {nad }} \neq 0$ on superhorizon scales in general. This can be seen by redefining the $M$ scalar fields $\varphi^{I}$ into an adiabatic direction $\sigma$, i.e. a direction parallel to the classical field trajectory, and corresponding $M-1$ orthogonal directions $s^{I} \quad$ [100]

$$
\begin{align*}
& \sigma \equiv \int \hat{\sigma}_{I} \delta \varphi^{I} \mathrm{~d} t, \\
& s^{I} \equiv \sum_{J} \hat{s}_{I J} \varphi^{J} \tag{3.55}
\end{align*}
$$

where $\hat{\sigma}_{I} \equiv \dot{\varphi}^{I} / \sqrt{\sum_{J}\left(\dot{\varphi}^{J}\right)^{2}}$ and $\sum_{I} \hat{s}_{I J} \hat{\sigma}_{I}=0$. We also assume all the $s^{I}$ to be orthogonal to each other. We then decompose the field perturbations $\delta \varphi^{I}$ in terms of an adiabatic perturbation $\delta \sigma$ and entropic perturbations $\delta s^{I}$

$$
\begin{align*}
& \delta \sigma=\sum_{I} \hat{\sigma}_{I} \delta \varphi^{I}  \tag{3.56}\\
& \delta s^{I}=\hat{s}_{I J} \delta \varphi^{J} . \tag{3.57}
\end{align*}
$$

The adiabatic field $\sigma$ follows the Klein-Gordon equation as in the case of a single-field

$$
\begin{equation*}
\ddot{\sigma}+3 H \dot{\sigma}+W_{\sigma}=0 . \tag{3.58}
\end{equation*}
$$

Here $W_{\sigma}$ denotes the partial derivative of $W$ with respect to $\sigma$. By expressing the stress-energy tensor $T^{\mu \nu}$ in the form of a perfect fluid, the pressure and momentum perturbations in the uniform-density gauge are

$$
\begin{align*}
\delta P & =\sum_{I}\left[\dot{\varphi}^{I}\left(\dot{\delta} \dot{\varphi}^{I}-\dot{\varphi}^{I} \Psi\right)-W_{I} \delta \varphi^{I}\right]=-2 W_{\sigma} \delta \sigma+2 \delta_{s} W \\
\delta q & =-\sum_{I} \dot{\varphi}^{I} \delta \varphi^{I}=-\dot{\sigma} \delta \sigma, \tag{3.59}
\end{align*}
$$

where we have defined $\delta_{s} W \equiv \sum_{I} W_{I} \delta \varphi^{I}-W_{\sigma} \delta \sigma$. The non-adiabatic pressure perturbation is then given by

$$
\begin{equation*}
\delta P_{\mathrm{nad}}=-\frac{2 W_{\sigma}}{3 H \dot{\sigma}} \delta \rho_{\mathrm{com}}-2 \delta_{s} W \tag{3.60}
\end{equation*}
$$

Since the comoving density perturbation $\delta \rho_{\text {com }}$ follows the Poisson equation $\left(k^{2} / a^{2}\right) \phi=$ $-4 \pi G \delta \rho_{\text {com }}$ from the time-time component of the Einstein equation, the first term in Eq. (3.60) vanishes on superhorizon scales. However, the second term in Eq. (3.60) need not be small in general and can source $\delta P_{\text {nad }}$ on superhorizon scales. As $\delta \sigma$ denotes the perturbation along the classical field trajectory, which is the adiabatic perturbation, $\delta_{s} W$ is a measure of the entropic perturbations. Note that $\delta_{s} W$ vanishes for the case of a single field. Therefore we conclude that entropic perturbations $\delta s^{I}$ act as source terms for the adiabatic mode and lead to superhorizon evolution of $\zeta$, which is a main feature of multifield models.

### 3.4.2 Multifield Predictions for Primordial Observables

Now we consider the predictions from multifield models. In particular, we consider the case where all the fields are minimally coupled with canonical kinetic terms. Using the $\delta N$ formalism Eq. (3.3), we can express the primordial observables related to $\zeta$ defined earlier in Section 2.3 in terms of the $\delta N$ coefficients in the case of slow-roll
scalar field inflation. In general, the $\delta N$ coefficients depend on the initial conditions at horizon-exit and so do the model predictions.

Following a similar approach as adopted in Section 3.3 for the canonical single field, we can work out the correlation functions for the field perturbations $\delta \varphi^{I}$ given by [101] (for general multifield model with a non-flat field space metric, see [80])

$$
\begin{align*}
\left\langle\delta \varphi^{I}\left(\mathbf{k}_{1}, t_{*}\right) \delta \varphi^{J}\left(\mathbf{k}_{2}, t_{*}\right)\right\rangle & =\left(\frac{H_{*}}{2 \pi}\right)^{2} \delta^{I J} \delta^{(3)}\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right),  \tag{3.61}\\
\left\langle\delta \varphi^{I}\left(\mathbf{k}_{1}, t_{*}\right) \delta \varphi^{J}\left(\mathbf{k}_{2}, t_{*}\right) \delta \varphi^{K}\left(\mathbf{k}_{3}, t_{*}\right)\right\rangle & =(2 \pi)^{3} \delta^{(3)}\left(\sum_{i} \mathbf{k}_{i}\right) \frac{4 \pi^{4}}{\prod_{i} k_{i}^{3}}\left(\frac{H_{*}^{2}}{4 \pi^{2}}\right)^{2} \mathcal{A}^{I J K}, \tag{3.62}
\end{align*}
$$

to leading order. Here $\mathcal{A}^{I J K}$ is a function of the external momenta $k_{i}$, defined as

$$
\begin{equation*}
\mathcal{A}^{I J K}\left(k_{1}, k_{2}, k_{3}\right) \equiv \frac{\dot{\varphi}_{*}^{I}}{4 H_{*}} \delta^{J K}\left[-3 \frac{k_{2}^{2} k_{3}^{2}}{k_{t}}-\frac{k_{2}^{2} k_{3}^{2}}{k_{t}^{2}}\left(k_{1}+2 k_{3}\right)+\frac{1}{2} k_{1}^{3}-k_{1} k_{2}^{2}+\text { perm }\right] . \tag{3.63}
\end{equation*}
$$

## Power Spectrum

For the two-point statistics of $\zeta$, at leading order, the $\delta N$ formalism gives [102]

$$
\begin{align*}
A_{\zeta} & =\sum_{I} N_{I}^{2} P_{*},  \tag{3.64}\\
n_{\mathrm{s}}-1 & =-2\left(\epsilon_{H}\right)_{*}+\frac{2}{H_{*}} \frac{\sum_{I J} \dot{\varphi}_{*}^{J} N_{I J} N_{I}}{\sum_{K} N_{K}^{2}},  \tag{3.65}\\
r & =\frac{8}{\sum_{I} N_{I}^{2}} . \tag{3.66}
\end{align*}
$$

for the power spectrum $P_{\zeta}$, the spectral index $n_{\mathrm{s}}-1$ and the tensor-to-scalar ratio $r$. Here $P_{*}$ is the power spectrum for the scalar field perturbations $\left\langle\delta \varphi\left(\mathbf{k}, t_{*}\right) \delta \varphi\left(\mathbf{k}^{\prime}, t_{*}\right)\right\rangle$ at horizon-exit. To derive the expression for $n_{\mathrm{s}}$ Eq. (3.65), we have used the slow-roll approximation to replace $d / d \ln k$ with the field derivatives

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \ln k} \approx \dot{\varphi}_{*}^{I} \frac{\mathrm{~d} t}{\mathrm{~d} \ln k} \frac{\partial}{\partial \varphi_{*}^{I}}, \tag{3.67}
\end{equation*}
$$

where the field index $I$ is summed over. Here the subscript $*$ corresponds to quantities evaluated at horizon-exit for the pivot scale $k_{*}$ under consideration, i.e. when $k_{*}=$ $a H_{*}$.

For the running of the spectral index $\alpha$, using again Eq.(3.67), Eq. (2.19) can be written as

$$
\begin{align*}
& \alpha=-4\left(\epsilon_{H}\right)_{*}^{2}+\frac{2 \ddot{H}_{*}}{H_{*}^{3}}-\frac{2 \dot{H}_{*}}{H_{*}^{3}} \frac{\sum_{I J} \dot{\varphi}_{*}^{J} N_{I J} N_{I}}{\sum_{K} N_{K}^{2}}+\frac{2}{H_{*}^{2}}\left[\frac{\sum_{I J} \ddot{\varphi}_{*}^{J} N_{I J} N_{I}}{\sum_{K} N_{K}^{2}}\right. \\
&\left.+\sum_{I J K} \dot{\varphi}_{*}^{J} \dot{\varphi}_{*}^{K}\left(\frac{N_{I J K} N_{I}+N_{I J} N_{I K}}{\sum_{L} N_{L}^{2}}-\frac{2 N_{I J} N_{I} \sum_{M} N_{M} N_{M K}}{\left(\sum_{L} N_{L}^{2}\right)^{2}}\right)\right], \tag{3.68}
\end{align*}
$$

which is second-order in slow-roll in general.

## Non-linear Parameters

We can also express the non-linear parameters in terms of the $\delta N$ coefficients similarly by considering higher order terms in the $\delta N$ expansion. In terms of the expansion Eq. (3.3), we can separate out two different contributions to higher order correlation functions: the instrinsic non-gaussianity of the field perturbations such as $\langle\delta \varphi \delta \varphi \delta \varphi\rangle$ and higher-order derivatives of $N$. It is convenient to parametrise the non-linear parameters into shape dependent and independent parts as in [103, 104], for instance $f_{\mathrm{NL}}=f_{\mathrm{NL}}^{(3)}+f_{\mathrm{NL}}^{(4)}$, which are defined as

$$
\begin{equation*}
f_{\mathrm{NL}}^{(3)} \equiv \frac{5}{6} \frac{\sum_{I J K} A^{I J K} N_{I} N_{J} N_{K}}{\left(\sum_{L} N_{L}^{2}\right)^{2} \sum_{i} k_{i}^{3}}, f_{\mathrm{NL}}^{(4)} \equiv \frac{5}{6} \frac{\sum_{I J} N_{I J} N_{I} N_{J}}{\left(\sum_{K} N_{K}^{2}\right)^{2}} . \tag{3.69}
\end{equation*}
$$

For canonical models, the non-linear parameters defined in Eq. (2.25)-(2.26) are dominated by their shape-independent parts, which under the $\delta N$ formalism are expressed as $[48,69]$

$$
\begin{align*}
f_{\mathrm{NL}}^{(4)} & =\frac{5}{6} \frac{\sum_{I J} N_{I J} N_{I} N_{J}}{\left(\sum_{K} N_{K}^{2}\right)^{2}},  \tag{3.70}\\
\tau_{\mathrm{NL}} & =\frac{\sum_{I J K} N_{I J} N_{J K} N_{K} N_{I}}{\left(\sum_{L} N_{L}^{2}\right)^{3}},  \tag{3.71}\\
g_{\mathrm{NL}} & =\frac{25}{54} \frac{\sum_{I J K} N_{I J K} N_{I} N_{J} N_{K}}{\left(\sum_{L} N_{L}^{2}\right)^{3}} . \tag{3.72}
\end{align*}
$$

Unlike the simplest single-field model, local non-Gaussianity can be enhanced in canonical multifield models subject to appropriate initial conditions even during slow-roll, with $\left|f_{\mathrm{NL}}^{\text {local }}\right|>O(5)$, if some of the second order $\delta N$ coefficients $N_{I J}$ are large. It has been shown that this typically requires the fields to start near some extreme points of the potential at horizon exit [105, 106]. A necessary condition for realising a large non-Gaussianity in the case of canonical two-field models with separable potentials is a hierachy between the horizon crossing field velocities, which was found using a heatmap analysis by Byrnes et al. and Elliston et al. [102, 107].

## Scale Dependence of Non-linear Parameters

The spectral indices $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ of the shape-independent parts are given by [60, 108]

$$
\begin{align*}
n_{f_{\mathrm{NL}}}=-2\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]+\frac{5}{6 f_{\mathrm{NL}}}\left(\frac{1}{H_{*}}\right) & {\left[\frac{\sum_{I J K} N_{I J K} N_{I} N_{J}\left(\dot{\varphi}_{K}\right)_{*}}{\left(\sum_{L} N_{L}^{2}\right)^{2}}\right.} \\
& \left.+2 \frac{\sum_{I J K} N_{I J} N_{I K} N_{J}\left(\dot{\varphi}_{K}\right)_{*}}{\left(\sum_{L} N_{L}^{2}\right)^{2}}\right],  \tag{3.73}\\
n_{\tau_{\mathrm{NL}}}=-3\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]+\frac{2}{\tau_{\mathrm{NL}}}\left(\frac{1}{H_{*}}\right) & {\left[\frac{\sum_{I J K L} N_{I J L} N_{I K} N_{J} N_{K}\left(\dot{\varphi}_{L}\right)_{*}}{\left(\sum_{M} N_{M}^{2}\right)^{3}}\right.} \\
+ & \left.\frac{\sum_{I J K L} N_{I J} N_{I K} N_{J L} N_{K}\left(\dot{\varphi}_{L}\right)_{*}}{\left(\sum_{M} N_{M}^{2}\right)^{3}}\right], \tag{3.74}
\end{align*}
$$

which are given in terms of third-order derivatives of $N$. These can be further simplified using $d N / d t_{*}=-H_{*}$ and the slow-roll field equations. In particular, the $\delta N$ coefficients can be related to the partial derivatives of the potential by

$$
\begin{align*}
\sum_{I} N_{I} W_{I *} & =W_{*}  \tag{3.75}\\
\sum_{I} N_{I J} W_{I *} & =W_{J *}-\sum_{I} N_{I} W_{I J *},  \tag{3.76}\\
\sum_{I} N_{I J K} W_{I *} & =W_{J K *}-\sum_{I} N_{I J} W_{I K *}-\sum_{I} N_{I K} W_{I J *}-\sum_{I} N_{I} W_{I J K *}, \tag{3.77}
\end{align*}
$$

where Eqs. (3.76)-(3.77) are derived by differentiating Eq. (3.75) with respect to $\varphi_{*}^{I}$. Here subscripts $I, J, K$ denote partial differentiation with respect to the scalar fields. $W_{I *}$ can be replaced by $\dot{\varphi}_{*}^{I}$ using the slow-roll field equations $3 H \dot{\varphi}_{*}^{I} \approx-W_{I *}$. Using these, we can work out alternative expressions for $n_{\mathrm{s}}$ and $\alpha[96,109]$

$$
\begin{gather*}
n_{\mathrm{s}}-1=-2\left(\epsilon_{H}\right)_{*}-\frac{2}{\sum_{K} N_{K}^{2}}+\frac{1}{3 H_{*}^{2}} \frac{2 \sum_{I J} N_{I} N_{J}\left(W_{I J}\right)_{*}}{\sum_{K} N_{K}^{2}},  \tag{3.78}\\
\alpha=- \\
+\sum_{I J}\left(\frac{2 W_{I} W_{J} W_{I J}}{W^{3}}\right)_{*}+\sum_{I}\left(\frac{2 W_{I}^{2}}{W^{4}}\right)_{*}+\sum_{I J K}\left(\frac{4}{W}\right)_{*}\left(\frac{W-N_{I} N_{J} W_{I J}}{N_{K}^{2}}\right)_{*}^{2}  \tag{3.79}\\
+\sum_{I J K L}\left(\frac{2 N_{I} N_{J} N_{K} W_{I J K}}{N_{L}^{2}}\right)_{*}+\sum_{I J K L}\left(\frac{4}{W}\right)_{*}\left[\frac{\left(W_{K}-N_{I} W_{I K}\right)\left(N_{J} W_{J k}\right)}{N_{L}^{2}}\right]_{*},
\end{gather*}
$$

for canonical models.
Following a similar approach here, we extend it to the case of $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$, allowing us to rewrite them in terms of only first and second order derivatives of $N$ as follows [110]

$$
\begin{align*}
& n_{f_{\mathrm{NL}}}=-2\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]-\frac{10}{6 f_{\mathrm{NL}}}\left(\frac{1}{\sum_{L} N_{L}^{2}}\right)^{2} \\
& \quad+\frac{5}{6 f_{\mathrm{NL}}} \sum_{I J K}\left[\frac{4\left(\eta_{I K}\right)_{*} N_{I J} N_{J} N_{K}+\left(\eta_{I J}\right)_{*} N_{I} N_{J}+\left(W_{I J K} / W\right)_{*} N_{I} N_{J} N_{K}}{\left(\sum_{L} N_{L}^{2}\right)^{2}}\right] \\
& n_{\tau_{\mathrm{NL}}}=-3\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]-\frac{2}{\tau_{\mathrm{NL}}}\left(\frac{1}{\sum_{M} N_{M}^{2}}\right)^{3}+\frac{2}{\tau_{\mathrm{NL}}} \sum_{I J K L}\left[\frac{2\left(\eta_{J L}\right)_{*} N_{I J} N_{I K} N_{L} N_{K}}{\left(\sum_{M} N_{M}^{2}\right)^{3}}\right.  \tag{3.80}\\
& \left.\quad+\frac{\left(\eta_{I J}\right)_{*} N_{I} N_{J}+\left(\eta_{I J}\right)_{*} N_{J L} N_{I K} N_{L} N_{K}+\left(W_{I J L} / W\right)_{*} N_{I K} N_{J} N_{K} N_{L}}{\left(\sum_{M} N_{M}^{2}\right)^{3}}\right]
\end{align*}
$$

Here $\eta_{I J} \equiv W_{I J} / W$. Eqs. (3.80)-(3.81) are two useful results. Whilst Eqs. (3.80)(3.81) are equivalent to Eqs. (3.73)-(3.74), they possess significant computational advantages over the former since they involve lower order $\delta N$ derivatives which are rel-
atively easier to evaluate in general compared to higher order ones. From Eqs. (3.80)(3.81), we can also see the error bars on the scale dependence of the non-linear parameters $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$ are approximately inversely proportional to their fiducial values [65]. $\delta N$ expressions for the primordial observables also exist for generalised multifield models with non-minimal couplings and non-canonical kinetic terms, see [111].

## An Example: Two Field Canonical Models

In the following, we consider a simple subclass of multifield models, the minimally coupled two-field model with canonical kinetic terms. This class of model is described by the following action

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[M_{\mathrm{p}}^{2} \frac{R}{2}-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \chi \partial_{\nu} \chi-W(\varphi, \chi)\right], \tag{3.82}
\end{equation*}
$$

where $W(\varphi, \chi)$ is the scalar potential which is a function of both scalar fields. The standard slow roll parameters in the two-field case are defined as

$$
\begin{array}{r}
\epsilon_{\varphi}=\frac{M_{\mathrm{p}}^{2}}{2}\left(\frac{W_{\varphi}}{W}\right)^{2}, \quad \epsilon_{\chi}=\frac{M_{\mathrm{p}}^{2}}{2}\left(\frac{W_{\chi}}{W}\right)^{2}, \quad \epsilon=\epsilon_{\varphi}+\epsilon_{\chi}, \\
\eta_{\varphi \varphi}=M_{\mathrm{p}}^{2} \frac{W_{\varphi \varphi}}{W}, \quad \eta_{\varphi \chi}=M_{\mathrm{p}}^{2} \frac{W_{\varphi \chi}}{W}, \quad \eta_{\chi \chi}=M_{\mathrm{p}}^{2} \frac{W_{\chi \chi}}{W}, \tag{3.83}
\end{array}
$$

where subscripts denote differentiations with respect to the fields $\varphi$ and $\chi$ respectively. Here we assume these slow-roll parameters are much smaller than $O(1)$ during inflation ${ }^{4}$.

The background dynamics of the scalar fields are again governed by the Klein-Gordon equation

$$
\begin{align*}
& \ddot{\varphi}+3 H \dot{\varphi}+W_{\varphi}=0  \tag{3.84}\\
& \ddot{\chi}+3 H \dot{\chi}+W_{\chi}=0 \tag{3.85}
\end{align*}
$$

where the first terms in both equations can be neglected during slow-roll inflation. The fields then evolve monotonically and we can therefore write the number of e-folds $N$

[^13]from the horizon exit $t_{*}$ to time $t_{e}$ as
\[

$$
\begin{equation*}
N=\int_{t_{*}}^{t_{e}} H \mathrm{~d} t \approx \frac{1}{M_{\mathrm{p}}^{2}} \int_{\varphi_{e}}^{\varphi_{*}} \frac{W}{W_{\varphi}} \mathrm{d} \varphi=\frac{1}{M_{\mathrm{p}}^{2}} \int_{\chi_{e}}^{\chi_{*}} \frac{W}{W_{\chi}} \mathrm{d} \chi \tag{3.86}
\end{equation*}
$$

\]

by using the slow-roll equations. We can then compute the $\delta N$ coefficients by differentiating Eq. (3.86). For instance, the first order $\delta N$ coefficient $N_{\varphi}$ is given by

$$
\begin{equation*}
N_{\varphi}=\frac{1}{M_{\mathrm{p}}^{2}}\left(\frac{W}{W_{\varphi}}\right)_{*}-\frac{1}{M_{\mathrm{p}}^{2}}\left(\frac{W}{W_{\varphi}}\right)_{e}\left(\frac{\partial \varphi_{e}}{\partial \varphi_{*}}\right)_{H}+\frac{1}{M_{\mathrm{p}}^{2}} \int_{e}^{*}\left(\frac{\partial \chi}{\partial \varphi_{*}}\right) \frac{\partial}{\partial \chi}\left(\frac{W}{W_{\varphi}}\right) \mathrm{d} \varphi, \tag{3.87}
\end{equation*}
$$

where $\frac{\partial \varphi_{e}}{\partial \varphi_{*}}$ is evaluated on final uniform hypersurfaces, denoted by subscript $H$.

## Technical Difficulties in Computing $\delta N$ Coefficients

In Section 3.4.2, we have given the canonical multifield model predictions in terms of the $\delta N$ coefficients. Given the potential $W$ and initial conditions at horizon-exit, by solving the Klein-Gordon field equations subject to the Friedmann equation, we can then evaluate the corresponding $\delta N$ coefficients and make our specific model predictions. However, the coupled field equations are difficult to solve analytically in general even for two fields in the slow-roll limit and it is not always possible to obtain analytic expressions for the $\delta N$ coefficients. In fact, analytic expressions only exist for potentials of separable form, where $W=U(\varphi)+V(\chi)$ or $W=U(\varphi) V(\chi)$, see Appendix A.

Another important condition required in deriving analytic expressions for the $\delta N$ coefficients is the slow-roll approximation. Most analysis to date for multifield models is done in the slow-roll regime. This only gives the correct predictions for models where the adiabatic regime is reached by the end of inflation. In general, however, entropic perturbations may persist after inflation ends. As a result, the curvature perturbation $\zeta$ could continue to evolve beyond the slow-roll regime. In order to properly compare with observations, we should follow the evolution of the curvature perturbation $\zeta$ until the Universe reaches the adiabatic regime. Any post-inflationary evolution, particularly (p)reheating, may alter the multifield model predictions derived in the slow-roll


Figure 3.2: To compare with observations, model predictions should be evaluated at the time of measurements or until the Universe reaches the adiabatic regime, which might happen after inflation ends. Credit: Ewan Tarrant
regime. This is illustrated in Fig. 3.2.
It is important to study how sensitive $\zeta$ and the related primordial observables are to the subsequent post-inflationary evolution in multifield models in as generic a setup as feasible in order to compare with observations and put constraints on the models.

While we require the slow-roll approximation for deriving analytic expressions, it should be emphasised that the $\delta N$ formulae given in Section 3.4.2 for model predictions only require slow-roll at horizon exit and are valid beyond the slow-roll regime. We can apply these formulae to the post-inflationary regime and study the evolution of $\zeta$ and the primordial observables by numerically solving the field equations. Considering a wide range of canonical multifield models, we will see in the following chapters that even in the simplest perturbative reheating setup, post-inflationary evolution does change the multifield model predictions and should be taken into account before comparing with observations in general.

## Chapter 4

## The Influence of Reheating on the Power and Bispectra

As we have previously argued, to compare with observations, post-inflationary evolution needs to be taken into account in multifield inflation unless the adiabatic limit is reached during slow-roll. In this chapter, we illustrate this and the influence of reheating on multifield model predictions. Particularly we address questions like whether (p)reheating could significantly change the multifield model predictions evaluated under the slow-roll approximation and induce any generic model-independent features.

In Section 4.1, we first give a brief review of the elementary theory of perturbative reheating and discuss the limitations of the setup. We then discuss the evolution of primordial observables, at the level of the power spectrum $P_{\zeta}$ in Section 4.2 and bispectrum $B_{\zeta}$ in Section 4.3, both during and after a period of perturbative reheating in various canonical two-field models. We compare the end of reheating predictions with the slow-roll predictions evaluated at the end of inflation, illustrating the importance of taking reheating into account. We also compare the qualitative behaviour between quadratic and quartic potentials in Section 4.4, and separable and non-separable potentials in Section 4.5.

### 4.1 Elementary Theory of Reheating

As discussed earlier in Section 1.3, inflation effectively dilutes the energy density of any cosmic fluids except that of the inflaton field. We can see this from the continuity equation Eq. (1.3), which suggests $\rho_{\mathrm{m}} \propto a^{-3}$ and $\rho_{\gamma} \propto a^{-4}$. Thus after an almost exponential expansion of spacetime during which $a$ changes by many orders of magnitude, the energy density of any cosmic fluids is effectively driven to zero except that of the inflaton field.

After inflation ends, the Universe therefore ends up in a non-thermal state with effective zero temperature ${ }^{1}$ except in the case of warm inflation where there is a continuous production of radiation [113].

To recover the standard Big Bang scenario in subsequent evolution, the fluctuations and the energy locked in the inflaton field must be somehow converted to other fields including the Standard Model (SM) particles we observe today. Such a process is called (p)reheating. This is an important epoch and must be accounted for in realistic inflation model building from particle physics theory. For reviews of the theory of (p)reheating, see [114, 115].

In this thesis we will consider the simple model of perturbative reheating in slowroll canonical models. This is based on perturbative decays of the inflaton field, first developed by Dolgov and Linde [116] and Abbot et al. [117]. We will explain the model setup in the following.

Let us consider the single-field case first. Recall that in canonical single-field inflation, the dynamics of the inflaton field $\varphi$ are governed by the Klein-Gordon equation

$$
\begin{equation*}
\ddot{\varphi}+3 H \dot{\varphi}+W_{\varphi}=0 . \tag{4.1}
\end{equation*}
$$

During slow-roll, the first term in Eq. (4.1) is negligible and $\varphi$ simply flows along the gradient of the potential. After slow-roll ends, $\varphi$ approaches the minimum of the potential and starts oscillating about it. This is the oscillating regime.

To study perturbative reheating, we are interested in these classical oscillations of the

[^14]homogeneous background $\varphi$ field. Take the quadratic potential $W(\varphi)=\frac{1}{2} m^{2} \varphi^{2}$ as an example. After a few oscillations, the amplitude of the oscillations become subPlanckian and the inflaton $\varphi$ approaches the aymptotic solution [118, 119]
\[

$$
\begin{align*}
& \varphi(t)=\Phi(t) \cdot \sin (m t) \\
& \Phi(t)=\frac{M_{\mathrm{p}}}{\sqrt{3 \pi} m t} \sim \frac{M_{\mathrm{p}}}{2 \pi \sqrt{3 \pi} N_{\mathrm{osc}}}, \tag{4.2}
\end{align*}
$$
\]

where $\Phi(t)$ is the amplitude of the oscillations and $N_{\text {osc }}$ is the number of oscillations since the end of inflation. This corresponds to rapid sinusoidal oscillations with slowly decaying amplitude. Averaging over several oscillations, one finds that $a \propto t^{2 / 3}$ and $\varphi$ behaves as in the same way as that of non-relativistic particles of mass $m$. Hence coherent oscillations of the homogeneous $\varphi$ field correspond to a matter fluid with an effective equation of state $\omega=0$. For a quartic potential $W(\varphi)=\frac{1}{4} \tilde{\varphi^{4}}$, the corresponding asymptotic solution for $\varphi$ is [120]

$$
\begin{align*}
& \varphi(\eta)=\Phi(\eta) \mathrm{cn}\left(\frac{w_{\varphi} \eta}{c}, \frac{1}{\sqrt{2}}\right), \\
& \Phi(\eta)=\sqrt{\frac{3}{2 \pi}} M_{\mathrm{p}} \frac{c}{w_{\varphi} \eta} \tag{4.3}
\end{align*}
$$

in conformal time $\eta$. Here $c$ is a numerical constant given by $c \approx 0.85, w_{\varphi}$ is the effective frequency of oscillation where $w_{\varphi}=c \sqrt{\tilde{\lambda}} a \Phi$ and $c n$ is the elliptic function. To a good approximation, the solution Eq. (4.3) can be written as $\varphi(\eta)=\Phi \sin (c \sqrt{\tilde{\lambda}} a \Phi \eta)$. Again averaging over several oscillations, we can see coherent oscillations of $\varphi$ mimic a relativistic fluid with an effective equation of state $\omega=1 / 3$.

So far we have not taken particle production into account due to interactions between $\varphi$ and other particles. In general, $\varphi$ may decay into bosons $\chi_{\mathrm{b}}$ and fermions $\psi_{\mathrm{f}}$ due to terms in the interaction Lagrangian $\mathcal{L}_{\text {int }}$ such as

$$
\begin{equation*}
\mathcal{L}_{\text {int }} \supseteq-h \bar{\psi}_{\mathrm{f}} \psi_{\mathrm{f}} \varphi-\left(b \varphi+\frac{1}{2} g^{2} \varphi^{2}\right) \chi_{\mathrm{b}}^{2} \tag{4.4}
\end{equation*}
$$

where $h, g$ are dimensionless coupling constants and $b$ is a coupling constant of mass dimension one. Now we consider the effect of particle production due to these interaction terms in the case of the quadratic potential. As discussed earlier, a homogeneous
scalar field oscillating about a quadratic minimum with frequency $w_{\varphi}=m$ can be interpreted as a collection of $\varphi$ particles with zero momenta. Based on this interpretation, the effects of particle production can be incorporated into the field equation Eq. (4.1) by means of a polarisation operator [121]

$$
\begin{equation*}
\ddot{\varphi}+3 H \dot{\varphi}+\left(m^{2}+\Pi\left(k_{0}\right)\right) \varphi=0 . \tag{4.5}
\end{equation*}
$$

Here, $\Pi\left(k_{0}\right)$ is the flat-space polarisation operator for the field $\varphi$ at four-momentum $k=\left(k_{0}, 0,0,0\right)=\left(w_{\varphi}, 0,0,0\right)$. The real part of $\Pi\left(k_{0}\right)$ gives only a small correction to $m^{2}$, but when $k_{0}$ is larger than either the mass of $\chi_{\mathrm{b}}$ or $\psi_{\mathrm{f}}$, i.e. $k_{0} \geq$ $\min \left\{2 m_{\chi_{\mathrm{b}}}, 2 m_{\psi_{\mathrm{f}}}\right\}, \Pi\left(k_{0}\right)$ acquires an imaginary part $\operatorname{Im} \Pi$. We work in the limit where $m^{2} \gg \max \left\{H^{2}, \operatorname{Im} \Pi\right\}$, which are usually satisfied after inflation ends. This is the condition for rapid oscillations. Neglecting the time-dependence of $\operatorname{Im} \Pi$ and using $H \approx 2 / 3 t$, the approximate solution to Eq. (4.5) is

$$
\begin{equation*}
\varphi(t) \approx \frac{M_{\mathrm{p}}}{\sqrt{3 \pi} m t} \exp \left(-\frac{1}{2} \frac{\operatorname{Im} \Pi}{m} t\right) \sin (m t) . \tag{4.6}
\end{equation*}
$$

From unitarity relations, it follows that $\operatorname{Im} \Pi=m \Gamma$ [122], where $\Gamma$ is the total decay rate of $\varphi$ particles, i.e. $\Gamma=\Gamma_{\varphi \rightarrow \chi_{\mathrm{b}} \chi_{\mathrm{b}}}+\Gamma_{\varphi \rightarrow \psi_{\mathrm{f}} \psi_{\mathrm{f}}}$. Eq. (4.6) implies that the amplitude of the $\varphi$ oscillations decays as $\varphi(t) \sim a^{-3 / 2} \exp \left(-\frac{1}{2} \Gamma t\right)$. The decay rate $\Gamma$ can be computed using perturbation theory in quantum field theory. For interaction terms given in Eq. (4.4), decay rates for the corresponding decay channels are given by [122]

$$
\begin{equation*}
\Gamma_{\varphi \rightarrow \chi_{\mathrm{b}} \chi_{\mathrm{b}}}=\frac{b^{2}}{8 \pi m}+\frac{g^{2} \Phi^{2}}{8 \pi m}, \Gamma_{\varphi \rightarrow \psi_{\mathrm{f}} \psi_{\mathrm{f}}}=\frac{h^{2} m}{8 \pi} . \tag{4.7}
\end{equation*}
$$

For a phenomenological prescription, one can add an extra friction term $\Gamma_{\varphi} \dot{\varphi}$ to the classical equation of motion of the field $\varphi$ instead of the polarisation operator during the rapid oscillations regime [123]

$$
\begin{equation*}
\ddot{\varphi}+(3 H+\Gamma) \dot{\varphi}+W_{\varphi}=0 . \tag{4.8}
\end{equation*}
$$

The rapid oscillations condition now reads as $m \gg \max \{H, \Gamma\}$. Multiplying through
by $\dot{\varphi}$ it is intuitive to rewrite Eq. (4.8) in terms of the energy density of the $\varphi$ field, $\rho_{\varphi}$

$$
\begin{equation*}
\dot{\rho}_{\varphi}+3 H \dot{\varphi}^{2}+\Gamma \dot{\varphi}^{2}=0 . \tag{4.9}
\end{equation*}
$$

Now, since the oscillation of $\varphi$ is approximately sinusoidally, $\dot{\varphi}^{2}$ can be replaced by its average over a single oscillation cycle, i.e. $\left\langle\dot{\varphi}^{2}\right\rangle_{\text {cycle }}=\rho_{\varphi}$. This can be seen by multiplying Eq. (4.8) by $\varphi$. In the rapid oscillations regime, this reduces to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\varphi \dot{\varphi})-\dot{\varphi}^{2}+\varphi W_{\varphi} \approx 0 . \tag{4.10}
\end{equation*}
$$

Averging over a single cycle, the first term vanishes and thus we can deduce $\left\langle\dot{\varphi}^{2}\right\rangle \approx$ $\left\langle\varphi W_{\varphi}\right\rangle$. If the decay products of the oscillating $\varphi$ field are very light relative to $\varphi$ itself, we can model them as a (single) relativistic radiation fluid with energy density $\rho_{\gamma}$

$$
\begin{align*}
\dot{\rho}_{\gamma}+4 H \rho_{\gamma} & =\Gamma \rho_{\varphi}=\Gamma \dot{\varphi}^{2}  \tag{4.11}\\
H^{2} & =\frac{1}{3 M_{\mathrm{p}}^{2}}\left(\rho_{\varphi}+\rho_{\gamma}\right) . \tag{4.12}
\end{align*}
$$

Here Eq. (4.11) follows from energy conservation. Similar analysis can be applied for the quartic potential $\frac{1}{4} \tilde{\lambda} \varphi^{4}$, except now $\varphi$ behaves as an effective relativistic fluid with $\rho_{\varphi} \propto a^{-4}$ and now we have $\left\langle\dot{\varphi}^{2}\right\rangle_{\text {cycle }}=4 \rho_{\varphi} / 3$. Also the mass $m$ is replaced by the effective oscillation frequency $w_{\varphi}=c \sqrt{\tilde{\lambda}} \Phi$. Together Eqs. (4.9), (4.11) and (4.12) give the phenomenological description of the simple perturbative reheating of the Universe.

When $\Gamma>H$, the energy density of the $\varphi$ field decays exponentially as $\rho_{\varphi} \propto \exp (-\Gamma t)$. This justisfies the interpretation of treating the oscillating $\varphi$ field as a coherent wave of decaying $\varphi$ particles. $\rho_{\varphi}$ quickly becomes subdominant compared to that of the decay products $\rho_{\gamma}$ and reheating is said to be completed. The density of the Universe at this moment is

$$
\begin{equation*}
\rho\left(t_{c}\right) \simeq 3 H^{2}\left(t_{c}\right) M_{\mathrm{p}}^{2}=3 \Gamma^{2} M_{\mathrm{p}}^{2} . \tag{4.13}
\end{equation*}
$$

If the decay products interact with each other strongly enough, then thermal equilibrium is quickly established and may be maintained at a temperature $T_{\mathrm{R}}$. Treating this
ultrarelativistic gas of particles with Bose-Einstein statistics, the energy density of the Universe in thermal equilibrium is then

$$
\begin{equation*}
\rho\left(T_{\mathrm{R}}\right) \simeq\left(\frac{\pi^{2}}{30}\right) g_{*} T_{\mathrm{R}}^{4} \tag{4.14}
\end{equation*}
$$

where the factor $g_{*}\left(T_{\mathrm{R}}\right) \sim 10^{2}-10^{3}$ depends on the number of ultrarelativistic degrees of freedom. Comparing Eqs. (4.13) and (4.14) we arrive at

$$
\begin{equation*}
T_{\mathrm{R}} \sim 0.1 \sqrt{\Gamma M_{\mathrm{p}}} . \tag{4.15}
\end{equation*}
$$

Here we have assumed perfect energy transfer from inflaton to the effective radiation fluid (ignoring damping due to expansion of the Universe). If there is significant production of non-relativistic matter not in the form of radiation, $T_{\mathrm{R}}$ decreases as $H$ is modified.

In order not to spoil the success of Big Bang nucleosynthesis (BBN), the inflaton decay products should be quickly thermalised through scatterings, annihilations, pair creation and further decays, such that the Universe is completely radiation dominated before the BBN epoch. This constrains the reheating temperature to be $T_{\mathrm{R}} \gtrsim 5 \mathrm{MeV}[124,125]$, which in turn implies $\Gamma \gtrsim 4 \times 10^{-40} M_{\mathrm{p}}$. There is also an upper bound on $T_{\mathrm{R}}$ set by the energy scale of inflation, where $T_{\mathrm{R}} \leq 10^{16} \mathrm{GeV}$. A stronger bound $T_{\mathrm{R}} \leq 10^{6-8} \mathrm{GeV}$ can also be found, which comes from the overproduction of gravitinos if one considers supersymmetric models [126, 127, 128].

It is straightforward to extend the perturbative reheating setup to canonical multifield models given that the fields are weakly coupled. To do so, we simply consider multiple copies of the $\varphi$ field discussed above for fields that undergo rapid sinusodial oscillations. The main difference between the single-field and multifield paradigm is that the fields are coupled via the potential in multifield models except the case of sumseparable potentials. This modifies the effective masses of the fields and thus modulates the decay rates. For weak couplings, we expect the modulation to be small and thus can be safely neglected.

## Discussion on the Validity of Perturbative Reheating

In this section, we would like to comment on the validity and limitions of the perturbative reheating setup. Firstly and most importantly, it should be emphasised that the simple phenomenological equations are only valid when the fields are rapidly oscillating about some minima: the 'particle creation' term, $\Gamma \dot{\varphi}$, should not be present beyond the rapid oscillation regime.

Furthermore, in reality, the transition from inflation to a hot Big Bang Universe could happen via very different mechanisms than the perturbative reheating setup discussed earlier. In particular, parametric resonance effects may be significant under certain regimes, particularly early in the oscillating regime when the oscillation amplitude is large. To a first approximation, the inflaton $\varphi$ acts as a classical external force acting on the quantum fields $\chi_{\mathrm{b}}$ and $\psi_{\mathrm{f}}$ to which it couples. Since $\varphi$ is time-dependent, the effective masses of $\chi_{b}$ and $\psi_{f}$ could change rapidly if the bare masses are small, leading to non-adiabatic excitations. This process is known as preheating [118, 119, 129].

Despite various limitations, the elementary theory of reheating is appealing due to its simplicity and its ability to be very successful in describing the reheating process in certain regimes. Whilst reheating may well be more complex than the simple perturbative model we consider, it is a useful scheme for determining how sensitive the primordial observables may be to reheating, and to check whether any general trends exist across different models. For example, one might naviely speculate that any large non-Gaussianity is generically damped to zero after reheating, as is often (but not always [130]) the case during inflation if the isocurvature mode decays during slow roll [131, 132]. This is not the case however even in the simple perturbative reheating setup [110, 133, 134, 135].

### 4.2 Two-Point Statistics After Reheating

In this section, we illustrate the influence of reheating in multifield models at the level of the power spectrum. We focus on the simple class of two-field models discussed in Section 3.4.2. In particular, we consider several different two-field models where min-
ima exist in either the direction of one or both fields. The results were first presented in [133].

We model perturbative reheating as discussed in the last section by the following field equations

$$
\begin{align*}
& \ddot{\varphi}+\left(3 H+\Gamma_{\varphi}\right) \dot{\varphi}+W_{\varphi}=0 \\
& \ddot{\chi}+\left(3 H+\Gamma_{\chi}\right) \dot{\chi}+W_{\chi}=0 \\
& \dot{\rho}_{\gamma}+4 H \rho_{\gamma}=\Gamma_{\varphi} \dot{\varphi}^{2}+\Gamma_{\chi} \dot{\chi}^{2} \\
& H^{2}=\frac{1}{3 M_{\mathrm{p}}^{2}}\left(\frac{1}{2} \dot{\chi}^{2}+\frac{1}{2} \dot{\varphi}^{2}+W+\rho_{\gamma}\right), \tag{4.16}
\end{align*}
$$

where $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ are the decay rates for the $\chi$ and $\varphi$ fields respectively, which only turn on during the rapid oscillation regime. For simplicity, we take the decay rates to be constants. There is a lower bound on $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ from BBN as discussed earlier, given by $\Gamma_{\varphi}, \Gamma_{\chi} \gtrsim 4 \times 10^{-40} M_{\mathrm{p}}$. We ensure that this bound is always satisfied. For such weak decay rates, reheating would proceed incredibly slowly if the process were entirely perturbative. In reality however, as alluded to above, the universe is unlikely to be reheated via a mechanism that can be described completely by standard perturbation theory, and so we interpret the bound rather loosely. The upper bound due to overproduction of gravitinos can be evaded by considering non-supersymmetric models. Where applicable, we also give the value of the Hubble rate at the start of reheating $H_{r}$ so a direct comparison between the expansion and decay rate can be made.

To compute $\zeta$ and the primordial observables we apply the $\delta N$ formalism. The corresponding $\delta N$ coefficients are computed numerically using the central finite difference method. Here we choose to switch on the decay rates when the corresponding fields first pass through their respective minima which they oscillate about. We denote this epoch as the start of reheating. For the two minima case, there are two such epochs, which we denote as $N_{\varphi=0}$ and $N_{\chi=0}$. While these choices of reheating hypersurfaces are arbitrary, the main qualitative results are very much independent of how the reheating hypersurfaces are defined (see Appendix B). Details of the numerical recipe used are summarised in Appendix B.

The reader should be reminded that model predictions in multifield inflation depends
on the initial conditions set at horizon-crossing in general. Since we are interested in the evolution of statistics beyond the power spectrum as well, we focus on models and regions of parameter space where some of the second order $\delta N$ coefficients $N_{I J}$ and the magnitude of the non-linear parameter $\left|f_{\mathrm{NL}}\right|$ can become large (at least momentarily) here.

## Models with One Minimum

The first model we considered is the 'runaway' type quadratic times exponential potential

$$
\begin{equation*}
W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}} . \tag{4.17}
\end{equation*}
$$

Here $W_{0}$ sets the energy scale of the potential and is of mass dimension two. Whilst its value sets the scale of inflation and determines the amplitude of the primordial power spectrum and hence is constrained, it does not affect the statistics of $\zeta$ and so we leave $W_{0}$ as a free parameter. Inflation happens when $\chi$ is of super-Planckian field values and the exponential factor is very much suppressed, i.e. $\lambda \varphi^{2} / M_{\mathrm{p}}^{2} \ll 1$. In what follows, we identify $\chi$ as the inflaton and $\varphi$ as the subdominant field which sources the isocurvature perturbations. This potential was first introduced by [102] in the context of primordial non-Gaussianity, and has made frequent appearances in the literature since then, for instance in $[105,106,132,136,137,138]$. Without any minimum for a corresponding oscillating phase, the $\varphi$ field is not directly involved in the reheating phase and so we set $\Gamma_{\varphi}=0$ at all times.

This model does not contain a 'focussing' region in the potential where neighbouring trajectories in the bundle may converge such that non-adiabatic perturbations vanish. Hence, $\zeta$ and its statistics will continue to evolve after inflation has ended. The adiabatic regime is only possible with reheating. The switching on of the decay terms at the reheating surface sources the radiation density. As the $\chi$ field oscillates about its minimum, its kinetic energy is transferred to the radiation fluid, resulting in bursts of particle production. As radiation fills the universe, Hubble damping slows the motion of $\varphi$ to a crawl and as we approach $\Omega_{\gamma} \sim 1$, it asymptotes to a constant:
$\varphi(t \rightarrow \infty) \approx$ const. Herein is the fundamental difference in the motion of $\varphi$ when $\Gamma_{\chi} \neq 0$ compared to $\Gamma_{\chi}=0$ : as radiation comes to dominate, trajectories in the bundle cease to evolve. The bundle does not degenerate to a caustic as would be the case if the trajectories were naturally focussed by a region of the potential, but nonetheless this freezing of the $\varphi$ field guarantees that $\zeta$ becomes conserved. This does not happen in the $\Gamma_{\chi}=0$ limit where the trajectories continue to diverge in the $\varphi$ direction, always sourcing $\zeta$.

## Evolution of the $\delta N$ Coefficients



Figure 4.1: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of the background fields (in Planck units) without reheating for model parameters $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$.

Before showing the influence of reheating on the two-point statistics of $\zeta$, it is useful to inspect the evolution of the subdominant $\varphi$ field and the $\delta N$ coefficients in this model first. In the slow-roll regime, the solution to the Klein-Gordon equation for $\varphi$ and the corresponding slow-roll parameter $\eta_{\varphi \varphi}$ are given by

$$
\begin{equation*}
\varphi=\varphi_{*} e^{2 \lambda N}, \quad \eta_{\varphi \varphi}=2 \lambda\left[2 \lambda \varphi_{*}^{2} e^{4 \lambda N} / M_{\mathrm{p}}^{2}-1\right] \tag{4.18}
\end{equation*}
$$

Eq. (4.18) shows that $\varphi$ will continue to increase exponentially with the number of efolds $N$. We expect this solution to break down beyond slow-roll, but remains a good approximation as long as $\left|\eta_{\varphi \varphi}\right|<1$. In Fig. 4.1 we compare this solution with the exact numerical solution without reheating, showing the slow-roll solution indeed remains a
good approximation for $\varphi$ for the first few e-folds after inflation ends ( $\epsilon_{H}=1$ ).
For the $\delta N$ coefficients, $N_{\chi}$ remains practically constant, $N_{\chi} M_{\mathrm{p}} \approx\left(1 / \sqrt{2 \epsilon_{\chi}}\right)_{*}$, throughout the entire inflationary and post-inflationary phase except momentarily during the $\chi$ oscillations, regardless of the decay rate $\Gamma_{\chi}$. It acquires this value as the fields leave the horizon. This is shown in Fig. 4.2. This can be explained in the following.


Figure 4.2: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of the first order $\delta N$ coefficient $N_{\chi}$ in unit of $M_{\mathrm{p}}^{-1}$ for the model parameters $\lambda=0.06, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. The top panel shows the slow-roll inflationary evolution from horizon-exit, whereas the bottom panel shows the reheating evolution with two different decay rates $\Gamma_{\chi}$. The decay rates are given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$ where $\chi$ first crosses $\chi=0$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.


Figure 4.3: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of the second order $\delta N$ coefficient $N_{\chi \chi}$ in unit of $M_{\mathrm{p}}^{-2}$ for the model parameters $\lambda=0.06, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. The top panel shows the slow-roll inflationary evolution from horizon-exit, whereas the bottom panel shows the reheating evolution with two different decay rates $\Gamma_{\chi}$. The decay rates are given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$ where $\chi$ first crosses $\chi=0$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.

Given $H$ is monotonic in time, we first rewrite the number of e-folds $N$ from an initial flat hypersurface at $t_{*}$ to a final uniform-density hypersurface at $t_{c}$ as

$$
\begin{equation*}
N \equiv \int_{t_{*}}^{t_{c}} H \mathrm{~d} t=\int_{H_{*}}^{H_{c}}\left(\frac{H}{\dot{H}}\right) \mathrm{d} H . \tag{4.19}
\end{equation*}
$$

Taking the derivative with respect to $\chi_{*}$ as in the $\delta N$ formalism we find

$$
\begin{equation*}
N_{\chi}=\left(\frac{H}{\dot{H}}\right)_{*}\left(\frac{\partial H}{\partial \chi}\right)_{*}+\int_{H_{*}}^{H_{c}} \frac{\partial}{\partial \chi_{*}}\left(\frac{1}{\dot{H}}\right)_{H} H \mathrm{~d} H \tag{4.20}
\end{equation*}
$$

where the derivative inside the integral is computed by holding $H$ constant. The derivative at the boundary $c$ vanishes, since by definition the final hypersurface at $t_{c}$ corresponds to one of uniform-density and thus constant $H$ from the Friedmann equation. Using the fact that the fields are in slow-roll at horizon exit, the first term on the RHS of Eq. (4.20) reduces to $\left(1 / M_{\mathrm{p}} \sqrt{2 \epsilon_{\chi}}\right)_{*}$ if $\left|\dot{\chi}_{*}\right| \gg\left|\dot{\varphi}_{*}\right|$. Then, to explain why $N_{\chi}$ remains constant at this value requires arguing that the integral term in Eq. (4.20) is negligible, i.e., after perturbing $\chi_{*}$, surfaces of constant $\dot{H}$ must coincide with surfaces of constant $H$. This is indeed the case if a hierarchy of kinetic energies exists between the fields at horizon crossing, i.e., $\left|\dot{\chi}_{*}\right| \gg\left|\dot{\varphi}_{*}\right|$. Since the kinetic terms are canonical, the fields follow the gradient of the potential, and as they are in slow-roll at horizon exit, this hierarchy implies $\left|W_{\chi}\right|_{*} \gg\left|W_{\varphi}\right|_{*}$. If this is the case, the dependence of $\dot{H}$ on $\chi_{*}$ is rapidly washed out, and the two-dimensional bundle in the $\chi$ direction (holding $\varphi_{*}$ fixed) degenerates to a caustic. We have found that the condition $\left|W_{\chi}\right|_{*} \gg\left|W_{\varphi}\right|_{*}$ is sufficient to guarantee that the integrand of Eq. (4.20) is always small from horizon crossing until oscillations of $\chi$ begin.

During the oscillatory phase, the integrand oscillates about zero with an amplitude that decays with the Hubble expansion, and when integrated over many oscillations, the net result is a negligible correction to $N_{\chi}$. This is shown in Fig. 4.4. By the same argument, differentiating Eq. (4.20) with respect to $\chi_{*}$ again, we deduce $N_{\chi \chi}$ remains roughly constant at $N_{\chi \chi} M_{\mathrm{p}}^{2} \approx 1-\left(\eta_{\chi \chi} / 2 \epsilon_{\chi}\right)_{*}$, which, for this particular potential is independent of $\lambda$ and the field values at horizon crossing, $N_{\chi \chi} \approx 0.5 M_{\mathrm{p}}^{-2}$.


Figure 4.4: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of $\left(\epsilon_{H}\right)^{-1}$ as a function of $-\ln H$ (here $H$ defined in unit of $W_{0} / M_{\mathrm{p}}$ ), denoted by the solid black line, for two different $\Gamma_{\chi}$ : $\Gamma_{\chi}=\sqrt{W_{0} / 100}$ (top panel) and $\Gamma_{\chi}=\sqrt{W_{0}}$ (bottom panel). As $H$ decreases in time, $\epsilon_{H}$ evolves to greater values of $\ln H$ and the limit of the $x$-axis represents the completion of reheating. Here we also plot the evolution of $\epsilon_{H}^{-1}$ for slightly different initial condition $\varphi_{*}$, denoted by the solid green and red lines. We see that the effect of varying $\varphi_{*}$ is to introduce a relative phase into the oscillations of $\epsilon_{H}$. In both panels, the vertical dashed line represents the value of $\ln H$ at the start of reheating. The thick blue line shows the derivative of $\epsilon_{H}^{-1}$ with respect to $\varphi_{*}$ while holding $H$ constant, scaled by a factor of $10^{-3}$. The model parameters here are $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$.

Things are different for the other $\delta N$ coefficients $N_{\varphi}$ and $N_{\varphi \varphi}$ however. Unlike $N_{\chi}$, $N_{\varphi}$ continues to evolve after horizon-exit. It settles down to constant value only in the adiabatic limit after $\varphi$ becomes frozen and reheating ends. The evolution of $N_{\varphi}$ and $N_{\varphi \varphi}$ for $\lambda=0.05$ is shown in Figs. 4.5 and 4.6, from which we see $\left|N_{\varphi \varphi}\right|$ and $\left|N_{\varphi}\right|$ asymptote to smaller values as the decay rate $\Gamma_{\chi}$ increases and the reheating phase becomes longer. One should also note that $N_{\varphi \varphi} \gg N_{\chi \chi}$ here.


Figure 4.5: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of the first order $\delta N$ coefficient $N_{\varphi}$ in unit of $M_{\mathrm{p}}^{-1}$. The top panel shows the slow-roll inflationary evolution from horizon-exit, whereas the bottom panel shows the reheating evolution for two decay rates $\Gamma_{\chi}$. The model parameters $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. Here the $\Gamma_{\chi}$ is given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$ where $\chi$ first crosses $\chi=0$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.


Figure 4.6: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of the second order $\delta N$ coefficient $N_{\varphi \varphi}$ in unit of $M_{\mathrm{p}}^{-2}$. The top panel shows the slow-roll inflationary evolution from horizonexit, whereas the bottom panel shows the reheating evolution for two decay rates $\Gamma_{\chi}$. The model parameters $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. Here the $\Gamma_{\chi}$ is given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$ where $\chi$ first crosses $\chi=0$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.

## Scaling Relations Between $\delta N$ Coefficients

Furthermore, the following approximate scaling relations exist between the $\delta N$ coefficients throughout the entire inflationary and post-inflationary evolution

$$
\begin{align*}
& N_{\varphi \varphi} \approx \frac{N_{\varphi}}{\varphi_{*}}  \tag{4.21}\\
& N_{\varphi \chi} \approx 4 \lambda N_{\varphi} N_{\chi} \approx \frac{4 \lambda}{\left(\sqrt{2 \epsilon_{\chi}}\right)_{*}} \frac{N_{\varphi}}{M_{\mathrm{p}}} . \tag{4.22}
\end{align*}
$$

The scaling relation between $N_{\varphi \varphi}$ and $N_{\varphi}$ was first derived in [106] by considering a first order Taylor expansion about a 'ridge', situated at $\varphi=0$, of a generic potential.

Assuming the slow-roll conditions, the same analysis applies to the model we study here as long as the potential remains well approximated by $W \approx W_{0} \chi^{2}\left(1-\lambda \varphi^{2}\right)$, i.e., higher order terms in $\lambda \varphi^{2}$ remain small. This requires $\varphi \ll \mathcal{O}\left(\lambda^{-1 / 2} M_{\mathrm{p}}\right)$. In this regime, $\varphi$ grows exponentially with $H$ as the bundle of trajectories rolls off the ridge: $\varphi=\varphi_{*} e^{\tilde{\alpha}\left(H_{*}^{2}-H^{2}\right)}, \tilde{\alpha}=3 \lambda / 2 W_{0}$. A short calculation reveals

$$
\begin{equation*}
N_{\varphi} \approx-3 \beta H^{2} \varphi_{*}\left(\frac{\varphi}{\varphi_{*}}\right)^{2} \tag{4.23}
\end{equation*}
$$

where $\beta$ is some model-dependent constant. We refer the reader to [106] where the complete derivation is presented. Taking $\frac{\partial}{\partial \varphi_{*}}$ (on the final hypersurface of constant $H$ ) on both sides of Eq. (4.23) gives Eq. (4.21) as long as $(\partial H / \partial \varphi)_{*} \approx 0$. Similarly, taking the derivative with respect to $\chi_{*}$ and using the $\varphi$ slow-roll solution Eq. (4.18) gives Eq. (4.22).

We show evolution of the $N_{\varphi}, N_{\varphi \varphi}$ and $N_{\varphi \chi}$ derivatives before and after inflation for a particular decay rate $\Gamma_{\chi}$ in Fig. 4.7, which clearly illustrates the scaling behaviour captured in Eqs. (4.21) and (4.22). Remarkably, not only does this scaling behaviour holds after inflation has ended, but it also holds during reheating.

The derivation of these scaling relations as sketched above relies on a number of approximations, including slow-roll. The subdominant field $\varphi$ always remains slowly rolling where $3 H \dot{\varphi} \gg \ddot{\varphi}$, however $\chi$ does not necessarily. $\chi$ not being slow-roll does not seem to violate Eqs. (4.21) and (4.22), suggesting that validity of these relations are more reliant on $\varphi$ being a linear function of $\varphi_{*}$, and that $\varphi$ grows exponentially
as the bundle slides off the ridge. As mentioned above, these conditions will break down when $\varphi \sim \mathcal{O}\left(\lambda^{-1 / 2} M_{\mathrm{p}}\right)$. Then, using $\varphi \sim \lambda^{-1 / 2} M_{\mathrm{p}}$ in Eq. (4.18) we may very roughly estimate how many $e$-folds we expect the scaling relations to remain valid for $N \sim \frac{1}{2 \lambda} \ln \left(\lambda^{-1 / 2} M_{\mathrm{p}} / \varphi_{*}\right)$. For example, for $\lambda=0.05$ and $\varphi_{*}=10^{-3} M_{\mathrm{p}}$ we have $N \sim 85$.


Figure 4.7: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Numerical verification of the scaling relations Eqs. (4.21) and (4.22). Top panel: Evolution of the derivatives $N_{\varphi \varphi}$ and $N_{\varphi}$ (in Planckian units). The horizontal dashed line in the lower panel represents the value of $\varphi_{*}$, the constant of proportionality between $N_{\varphi \varphi}$ and $N_{\varphi}$. Bottom panel: Evolution of the derivatives $N_{\varphi \chi}$ and $N_{\varphi}$ (in unit of $M_{\mathrm{p}}$ ). The horizontal dashed line in the lower panel represents the value $\frac{1}{4 \lambda}\left(W_{\chi} / W\right)_{*}=\frac{1}{4 \lambda}\left(2 \epsilon_{\chi}\right)_{*}^{1 / 2}$, the constant of proportionality between $N_{\varphi \chi}$ and $N_{\varphi}$. We show evolution of the derivatives for the last few $e$-folds of inflation, up until $\zeta$ has become conserved at the completion of reheating. We see small departures from scaling at the start of reheating as $\chi$ oscillates about its minimum, but as $\chi$ settles down, the scaling behaviour is quickly recovered. In both panels, the parameters used are: $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16.0 M_{\mathrm{p}}$ and $\Gamma_{\chi}=\sqrt{10^{-1} W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (blue) line denotes the start of reheating, $N_{\chi=0}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.

## Amplitude of the Power Spectrum, $A_{\zeta}$

Now we consider how sensitive two-point statistics of $\zeta$, including the tensor-toscalar ratio $r$ and spectral index $n_{\mathrm{s}}$, are to the reheating phase in this model. The post-inflationary evolution of the amplitude of the power spectrum $A_{\zeta}$ is illustrated in Fig. 4.8. As expected, we see $A_{\zeta}$ continues to evolve after inflation ends since isocurvature perturbations persist. In the adiabatic limit after reheating ends, $\zeta$ becomes conserved and $A_{\zeta}$ asymptotes to a constant value. The final asymptotic value is larger for smaller the decay rate $\Gamma_{\chi}$ and longer the reheating phase. As mentioned earlier, $P_{*}$ and thus $A_{\zeta}$ depend on the energy scale $W_{0}$. By tuning $W_{0}$ for different $\Gamma_{\chi}$, we can always match $A_{\zeta}$ with the normalisation of CMB measurements in WMAP and Planck where $A_{\zeta} \sim 10^{-9}$ [44].


Figure 4.8: Potential: $W(\chi, \varphi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$, with $\varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16 M_{\mathrm{p}}$. The evolution of $A_{\zeta} / P_{*}$ (in unit of $M_{\mathrm{p}}^{-2}$ ) for two different decay rates $\Gamma_{\chi}$. Here $\lambda=0.05$ (top panel) and $\lambda=0.06$ (bottom panel). $\Gamma_{\chi}$ is given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$ where reheating starts. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.

## Spectral Index $n_{\mathrm{s}}$ and Tensor-to-Scalar Ratio $r$

Similarly, the tensor-to-scale ratio $r$ and spectral index $n_{\mathrm{s}}$ evolve during reheating and are different to the values evaluated at the end of inflation in general. Yet they do not depend on the energy scale $W_{0}$ and thus cannot be tuned to match observations for
any decay rate $\Gamma_{\chi}$. The evolution of $r$ and $n_{\mathrm{s}}$ during reheating in this model for two different decay rates $\Gamma_{\chi}$ are shown in Figs. 4.9 to 4.12. Notice that Figs. 4.9 and 4.10 are simply the inverse of Fig. 4.8 as $(8 / r) M_{\mathrm{p}}^{-2}=A_{\zeta} / P_{*}$. From the plots, we see the final value of $r$ is bounded from above and remains very much negligible with $r<O(0.1)$, although the final asymptotic value does depend on $\Gamma_{\chi}$.

This can be understood as follow: Recall from Eq. (3.66), in multifield models, $r=$ $8 / M_{\mathrm{p}}^{2}\left(\sum_{I} N_{I}^{2}\right)$. Because of the hierarchy in magnitude between the scalar field kinetic energies $\dot{\varphi}_{*}^{2}$ and $\dot{\chi}_{*}^{2}$ at horizon exit and $\varphi$ remains subdominant, $N_{\chi}$ is approximately constant, i.e. $N_{\chi} \approx\left(1 / M_{\mathrm{p}} \sqrt{2 \epsilon_{\chi}}\right)_{*}$. For the region of parameter space of interest, as $\Gamma_{\chi}$ is decreased from infinity, the time taken for reheating to complete is increased and $\varphi$ freezes out later, increasing the magnitude of $N_{\varphi}$ as shown in Fig. 4.5. Hence, the smaller the decay rate, the more suppressed the tensor-to-scalar ratio, and the following bound exists:

$$
\begin{equation*}
r \leq \frac{8}{M_{\mathrm{p}}^{2}} \frac{1}{N_{0, \varphi_{*}}^{2}+g_{*}^{2}} \tag{4.24}
\end{equation*}
$$

Here $g_{*} \equiv\left(1 / M_{\mathrm{p}} \sqrt{2 \epsilon_{\chi}}\right)_{*}$ and $N_{0, \varphi_{*}}$ is defined as the value of $N_{\varphi}$ at the start of reheating.


Figure 4.9: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Evolution of $r$ for two different decay rates $\Gamma_{\chi}$, with $\lambda=0.05$. The parameters used are: $\varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16.0 M_{\mathrm{p}}$, and $\Gamma_{\chi}$ is given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$. The horizontal solid (red) line shows the upper bound of the final asymptotic value of $r$ as in Eq. (4.24). The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$. The top panel shows the whole evolution from $N \sim 30$ since horizon-exit, whereas the bottom panel shows the reheating evolution.


Figure 4.10: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Evolution of $r$ for two different decay rates $\Gamma_{\chi}$, with $\lambda=0.06$. The parameters used are: $\varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16.0 M_{\mathrm{p}}$, and $\Gamma_{\chi}$ is given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$. The horizontal solid (red) line shows the upper bound of the final asymptotic value of $r$ as in Eq. (4.24). The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$. The top panel shows the whole evolution from $N \sim 30$ since horizon-exit, whereas the bottom panel shows the reheating evolution.


Figure 4.11: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Evolution of $n_{\mathrm{s}}$ during for two decay rates, with $\lambda=0.05$. The parameters used are: $\varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16.0 M_{\mathrm{p}}$, and the decay rates are given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$. The horizontal solid (red) line shows the lowest bound of $n_{\mathrm{s}}$ as in Eq. (4.26). The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$. The top panel shows the whole evolution from $N \sim 30$ since horizon-exit, whereas the bottom panel shows the reheating evolution.


Figure 4.12: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Evolution of $n_{\mathrm{s}}$ during for two decay rates, with $\lambda=0.06$. The parameters used are: $\varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16.0 M_{\mathrm{p}}$, and the decay rates are given in unit of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (black) line denotes the start of reheating, $N_{\chi=0}$. The horizontal solid (red) line shows the lowest bound of $n_{\mathrm{s}}$ as in Eq. (4.26). The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$. The top panel shows the whole evolution from $N \sim 30$ since horizon-exit, whereas the bottom panel shows the reheating evolution.

A similar bound also exists for the spectral index. To see this, it is useful to consider the alternative expression of $n_{\mathrm{s}}$ Eq. (3.78) that involves only the first-order $\delta N$ coefficients.

In this quadratic times exponential model, the slow-roll parameters $\eta_{I J}$ at horizon-exit are given by

$$
\begin{equation*}
\left(\eta_{\varphi \varphi}\right)_{*} \approx-2 \lambda M_{\mathrm{p}}^{2},\left(\eta_{\varphi \chi}\right)_{*} \approx-4 \lambda M_{\mathrm{p}}^{2}\left(\frac{\varphi}{\chi}\right)_{*},\left(\eta_{\chi \chi}\right)_{*} \approx M_{\mathrm{p}}^{2}\left(\frac{2}{\chi^{2}}\right)_{*} . \tag{4.25}
\end{equation*}
$$

As discussed earlier, for inflation to proceed, we typically have $\lambda \varphi^{2} / M_{\mathrm{p}}^{2} \ll 1$. For sufficient observable inflation where $N_{\text {obs }}>50$, we also need $\chi_{*} \sim 15 M_{\mathrm{p}}$. Therefore we can deduce $\left|\left(\eta_{\varphi \varphi}\right)_{*}\right| \gg\left|\left(\eta_{\varphi \chi}\right)_{*}\right|,\left|\left(\eta_{\varphi \varphi}\right)_{*}\right|$ for $\varphi_{*}<O(1)$. As a result, the third term in the expression Eq. (3.78) is dominated by the $\left(\eta_{\varphi \varphi}\right)_{*}$ term, as long as $N_{\varphi}$ is not too small compared to $N_{\chi}$. Given the magnitude of $N_{\varphi}$ is monotonically increasing in time after the start of reheating, from Eq. (3.78) we can see the spectral index $n_{\mathrm{s}}$ is bounded from below if $\left(\eta_{\varphi \varphi}\right)_{*}$ is negative

$$
\begin{equation*}
n_{\mathrm{s}}-1 \approx-2\left(\epsilon_{H}\right)_{*}-\frac{1}{M_{\mathrm{p}}^{2}} \frac{2}{N_{\varphi}^{2}+g_{*}^{2}}+\frac{2 N_{\varphi}^{2}\left(\eta_{\varphi \varphi}\right)_{*}}{N_{\varphi}^{2}+g_{*}^{2}} \geq-\left(2 \epsilon_{H}\right)_{*}-4 \lambda . \tag{4.26}
\end{equation*}
$$

In addition, we see both $r$ and $n_{\mathrm{s}}$ are very insensitive to $\Gamma_{\chi}$ and thus reheating for $\lambda=0.06$, whereas they are much more sensitive for $\lambda=0.05$. This dramatic change in behaviour for a small shift in $\lambda$ can be explained from Eqs. (3.66) and (4.26) as $N_{\varphi} \gg N_{\chi}$ in the former case $(\lambda=0.06)$, but $N_{\varphi}$ and $N_{\chi}$ are of the same order of magnitude in the latter case $(\lambda=0.05)$.

## Models with Two Minima

In the last section, we have discussed the influence of reheating on the two-point statistics in two-field models where there exists a minimum in only one of the field directions. Next we consider two-field models where both fields are directly involved in reheating. An example we consider is the effective two-field description of axion N flation. Note that in this model 'the start of reheating' can no longer be denoted by a single time instant, but rather two epoch $N_{\varphi=0}$ and $N_{\chi=0}$ corresponding to the times when the decay rates $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ are switched on ${ }^{2}$.

[^15]Assisted inflation [98] may be realised via a collection of string axions. In this scenario, known as N-flation [99], the many axion fields cooperatively source inflation even if their potentials are individually too steep. The collective potential is comprised of a sum of $N_{f}$ uncoupled axions $\varphi_{i}$ :

$$
\begin{equation*}
W(\varphi)=\sum_{i=1}^{N_{f}} \Lambda_{i}^{4}\left[1-\cos \left(\frac{2 \pi}{f_{i}} \varphi_{i}\right)\right] . \tag{4.27}
\end{equation*}
$$

With only a single field present, this model is more commonly known as natural inflation [139]. Each axion is fully described by its decay constant $f_{i}$ and its potential energy scale $\Lambda_{i}^{4}$. The standard arguments show that we should expect $f_{i} \sim 10^{16} \mathrm{GeV}$. The mass of each field in vacuum satisfies $m_{\varphi(i)}^{2}=4 \pi^{2} \Lambda_{i}^{4} / f_{i}^{2}$. Due to the shift symmetry $\varphi_{i} \rightarrow \varphi_{i}+2 \pi f_{i}$, we can without loss of generality set the initial conditions $\varphi_{*(i)} \in\left[0, f_{i}\right]$.

Follow from [106], supposing that the initial conditions are chosen so that only a single axion populates this hilltop region. This field sources the non-Gaussianity, whilst the remaining $N_{f}-1$ axions, which begin far away from the hilltop, dominate over the energy density of the Universe. By expanding about the minimum of the remaining $N_{f}-1$ fields, these axions may be replaced by a single effective field $\chi$ with a quadratic potential. With $f_{i}=f$ for all axions, the effective two-field potential then reads:

$$
\begin{equation*}
W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right] . \tag{4.28}
\end{equation*}
$$

$W_{0}$ again sets the energy scale of the potential, but is dimensionless here. In fact, replacing the collective potential with an effective two-field potential is well motivated, see for example [140], where they showed that the energy density of the universe is dominated by fields with comparable masses even if one starts with thousands of fields, including the post-inflationary reheating stage. As the field ranges are sub-Planckian in the original picture Eq. (4.27), reheating in models of N -flation proceeds preferentially via a perturbative decay route as opposed to via parametric resonance and preheating [140, 141].

## Amplitude of the Power Spectrum, $A_{\zeta}$

In the effective two-field description of the axion N -flation model, inflation happens when the effective field $\chi$ is of super-Planckian value. From here onwards we will refer to $\varphi$ as the axion and $\chi$ as the inflaton in this model. By suitably choosing the axion/inflaton mass ratio in vacuum, various scenarios can be realised. For example, if the axion is sufficiently massive it may quickly decay to its minimum during inflation, where it becomes trapped without oscillating. In this case, the adiabatic limit is established long before reheating begins, and the perturbative decay of the inflaton into radiation does not affect the evolution of $\zeta$.

It is also possible to realise dynamics where both fields minimise after inflation has ended, entering an oscillating phase such that perturbative reheating can be applied. For example, with $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}$ and $f=m=M_{\mathrm{p}}$, the inflaton minimises before the axion, but both fields minimise after inflation has ended. In this example both fields acquire the same mass in vacuum. Since both fields oscillate rapidly about their minima, both fields must be coupled to radiation in order to recover a standard Big Bang radiation-dominated Universe. If one field is instead left uncoupled, its energy density will scale as matter since the minimum is quadratic, and will eventually come to dominate over radiation which redshifts away more quickly.

Here we are interested in the latter case where isocurvature perturbations persist during reheating. Again it is useful to inspect the evolution of the $\delta N$ coefficients first. Similar to the one minimum case, $N_{\chi}$ remains very much constant over the entire evolution as long as there is a hierachy between the kinetic energies of the fields at horizon-exit, regardless of the decay rates $\Gamma_{\chi}$ and $\Gamma_{\varphi}$. As shown in Fig. 4.13, we see $N_{\chi} M_{\mathrm{p}} \approx$ $\left(1 / \sqrt{2 \epsilon_{\chi}}\right)_{*} \approx \chi_{*} / 2$. However, the second order $\delta N$ coefficient $N_{\chi \chi}$ is no longer constant and it does depend on the decay rates $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ here. On the other hand, while remaining subdominant during inflation, $N_{\varphi}$ and $N_{\varphi \varphi}$ evolve significantly after horizon-exit. Comparing the second order $\delta N$ coefficients, we see there is also a large hierachy between the magnitudes of $N_{\varphi \varphi}, N_{\chi \chi}$ and $N_{\varphi \chi}$. These are shown in Fig. 4.14. However, unlike the one minimum case where the Universe is reheated from only a single field, the $\varphi$ field has left slow roll by the time reheating starts. Hence, the nonlinear dynamics during the oscillating phase is essential and we could not find any


Figure 4.13: Potential: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. Evolution of the $\delta N$ coefficients $N_{\chi}$ (left panel) and $N_{\chi \chi}$ (right panel) in the effective 'two-field' N -flation model, both in Planckian units. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$. The parameters used are: $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, the dashed vertical (black) line denotes $N_{\varphi=0}$, and the solid vertical (blue) line denotes $N_{\chi=0}$. The background Hubble rates at the $\chi$ and $\varphi$ reheating surfaces are $H_{r}^{\chi} \approx \sqrt{5 \times 10^{-2} W_{0}} M_{\mathrm{p}}$ and $H_{r}^{\varphi} \approx \sqrt{10^{-2} W_{0}} M_{\mathrm{p}}$ respectively.


Figure 4.14: Potential: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. Left panel: Evolution of the $\delta N$ coefficients $N_{\varphi}$ in the effective 'two-field' N -flation model. Right panel: Comparison of the second order $\delta N$ coefficients in the effective 'two-field' N -flation model after inflation ends, with $\Gamma_{\varphi}=\Gamma_{\chi}=\sqrt{W_{0} / 100} M_{\mathrm{p}}$. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$. In both panels, the $\delta N$ coefficients are given in unit of $M_{\mathrm{p}}$ and the parameters used are: $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-\right.$ $0.001) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, the dashed vertical (black) line denotes $N_{\chi=0}$ and the solid vertical (blue) line denotes $N_{\varphi=0}$. The background Hubble rates at the $\chi$ and $\varphi$ reheating surfaces are $H_{r}^{\chi} \approx \sqrt{5 \times 10^{-2} W_{0}} M_{\mathrm{p}}$ and $H_{r}^{\varphi} \approx \sqrt{10^{-2} W_{0}} M_{\mathrm{p}}$ respectively.
simple scaling relation between $N_{\varphi \varphi}, N_{\varphi \chi}$ and $N_{\varphi}$.
The evolution of the power spectrum amplitude $A_{\zeta}$ in this model is shown in Fig. 4.15. Again we see the amplitude $A_{\zeta}$ evolves after inflation ends, though it remains very much constant during slow-roll inflation. It oscillates and only becomes conserved after reheating is completed when the Universe becomes radiation dominated. The magnitude is always enhanced as compared to that at the end of inflation.


Figure 4.15: Potential: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. Evolution of $A_{\zeta} / P_{*}$ in the effective 'two-field' N -flation model in unit of $M_{\mathrm{p}}$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, the dashed vertical (black) line denotes $N_{\chi=0}$ and the solid vertical (blue) line denotes $N_{\varphi=0}$. The background Hubble rates at the $\chi$ and $\varphi$ reheating surfaces are $H_{r}^{\chi} \approx \sqrt{5 \times 10^{-2} W_{0}} M_{\mathrm{p}}$ and $H_{r}^{\varphi} \approx \sqrt{10^{-2} W_{0}} M_{\mathrm{p}}$ respectively.

## Spectral Index $n_{\mathrm{s}}$ and Tensor-to-Scalar Ratio $r$

Similarly, the spectral index $n_{\mathrm{s}}$ and the tensor-to-scalar ratio $r$ evolve during reheating, though they hardly evolve during inflation. Unlike the one minimum case where $r$ remains very much negligible from the end of inflation until reheating completes for all decay rates, we see that $r$ changes by three orders of magnitude during the postinflationary evolution here as shown in Fig. 4.16. This can be understood from the evolution of $N_{\varphi}$. From Fig. 4.14, we see $N_{\varphi}$ changes rapidly by a few orders of mag-


Figure 4.16: Potential: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. Evolution of $r$ in the effective 'two-field' N -flation model. The parameters used are: $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=$ $\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$. Here the solid vertical (black) line denotes denotes the start of reheating, $N_{\varphi=0}$. The background Hubble rates at the $\chi$ and $\varphi$ reheating surfaces are $H_{r}^{\chi} \approx \sqrt{5 \times 10^{-2} W_{0}} M_{\mathrm{p}}$ and $H_{r}^{\varphi} \approx \sqrt{10^{-2} W_{0}} M_{\mathrm{p}}$ respectively. Note $r$ always decreases after inflation ends ( $\epsilon_{H}=1$ ).
nitude after inflation ends and dominates over $N_{\chi}$. As a result, from Eq. (3.66), we can deduce that $r$ is very suppressed after reheating ends as compared to that at the end of inflation.

On the other hand, compared to $r$, the spectral index $n_{\mathrm{s}}$, is very insensitive to reheating and its final value after reheating is close to that evaluated at inflation ends. This is shown in Table 4.2. We again use Eq. (3.78) to understand this. Since the potential $W$ is sum-separable in this model, $\eta_{\varphi \chi}$ is exactly zero. Given $\chi$ dominates the potential $W$ with $W \approx W_{0} m^{2} \chi^{2} / 2$, the remaining $\eta_{I J}$ slow-roll parameters at horizon-exit are given by

$$
\begin{equation*}
\left(\eta_{\varphi \varphi}\right)_{*} \approx M_{\mathrm{p}}^{2} \frac{\Lambda^{4}\left(4 \pi^{2}\right)}{m^{2} f^{2}}\left[\frac{2 \cos \left(2 \pi \varphi_{*} / f\right)}{\chi_{*}^{2}}\right],\left(\eta_{\chi \chi}\right)_{*} \approx M_{\mathrm{p}}^{2} \frac{2}{\chi_{*}^{2}} . \tag{4.29}
\end{equation*}
$$

For initial conditions where $\varphi$ starts off close to the ridge at horizon-exit, i.e. $\varphi_{*} \approx$ $(f / 2)$, we can see the two slow-roll parameters are approximately equal for the model
parameter $\Lambda^{4}\left(4 \pi^{2}\right) /\left(m^{2} f^{2}\right)=1$. During the slow-roll regime, the subdominant axion $\varphi$ is very much frozen and sits at the top of the ridge and we have $N_{\chi} \gg N_{\varphi}$. After inflation ends, $\varphi$ starts rolling down the ridge and we have the opposite hierachy between the $\delta N$ coefficients, $N_{\varphi} \gg N_{\chi}$. But since $\left(\eta_{\varphi \varphi}\right)_{*} \approx-\left(\eta_{\chi \chi}\right)_{*}$, in both limits the spectral index is approximated by

$$
\begin{align*}
& n_{\mathrm{s}}-1 \approx-2\left(\epsilon_{H}\right)_{*}-\frac{1}{M_{\mathrm{p}}^{2}} \frac{2}{N_{\chi}^{2}}+\frac{2 N_{\chi}^{2}\left(\eta_{\chi \chi}\right)_{*}}{N_{\chi}^{2}}=-\frac{8 M_{\mathrm{p}}^{2}}{\chi_{*}^{2}} \text { end of inflation, } N_{\chi}^{2} \gg N_{\varphi}^{2} \\
& n_{\mathrm{s}}-1 \approx-2\left(\epsilon_{H}\right)_{*}-\frac{1}{M_{\mathrm{p}}^{2}} \frac{2}{N_{\varphi}^{2}}+\frac{2 N_{\varphi}^{2}\left(\eta_{\varphi \varphi}\right)_{*}}{N_{\varphi}^{2}} \approx-\frac{8 M_{\mathrm{p}}^{2}}{\chi_{*}^{2}} \text { end of reheating, } N_{\varphi}^{2} \gg N_{\chi}^{2} \tag{4.30}
\end{align*}
$$

Here we have used the results $N_{\chi}^{2} M_{\mathrm{p}}^{2} \approx\left(1 / \epsilon_{\chi}\right)_{*}$ and $\left(\epsilon_{H}\right)_{*} \approx\left(\epsilon_{\chi}\right)_{*}$. In the second line, the second term on the RHS can be dropped since it is very subdominant. As a result, we conclude that $n_{\mathrm{s}}$ hardly changes from inflation ends till reheating is completed for this choice of model parameters where $\Lambda^{4}\left(4 \pi^{2}\right) /\left(m^{2} f^{2}\right)$. For other parameter choices, it is possible that there is a stronger dependence on the reheating dynamics for $n_{\mathrm{s}}$.

### 4.3 Three-Point Statistics After Reheating, $f_{\mathrm{NL}}$

Next we consider the influence of reheating on the three-point statistics of $\zeta$, particularly on the non-linear parameter $f_{\mathrm{NL}}$. Again we focus on the canonical two-field models discussed above, considering the one minimum and two minima case separately.

## Model with One Minimum

Consider again the quadratic exponential model Eq. (4.17). Before moving on to discuss the influence of reheating on $f_{\mathrm{NL}}$, it is useful to revisit how $f_{\mathrm{NL}}$ evolves during inflation for the initial conditions we consider. For initial conditions close to the top of the ridge where $\varphi_{*} \sim 0$, during the slow-roll regime, the bundle of field trajectories always diverges as the fields roll away from the ridge, leading to negative values of $f_{\mathrm{NL}}$. An example of the slow-roll evolution of the non-linear parameter $f_{\mathrm{NL}}$ is given in

Fig. 4.17. In this model, as discussed in the last section, there is always a hierachy be-


Figure 4.17: Potential: $W(\chi, \varphi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$, with $\lambda=0.06, \varphi_{*}=10^{-3} M p, \chi_{*}=16 M_{\mathrm{p}}$. Evolution of the non-linear parameters $f_{\mathrm{NL}}, \tau_{\mathrm{NL}}, g_{\mathrm{NL}}$ during inflation, evaluated numerically, are shown here. Here we terminate when $\epsilon_{H}=1$.
tween the magnitudes of the second order $\delta N$ coefficients, i.e. $\left|N_{\varphi \varphi}\right| \gg\left|N_{\varphi \chi}\right|,\left|N_{\chi \chi}\right|$ for the model parameter space we consider. Therefore, the non-linear parameter $f_{\mathrm{NL}}$ can be well approximated by

$$
\begin{equation*}
f_{\mathrm{NL}} \approx \frac{5}{6} \frac{N_{\varphi}^{2} N_{\varphi \varphi}}{\left(N_{\varphi}^{2}+N_{\chi}^{2}\right)^{2}}, \tag{4.31}
\end{equation*}
$$

This were shown in the slow-roll regime in [106]. We now move on to discuss the dependence of $f_{\mathrm{NL}}^{\mathrm{final}}$ on $\Gamma_{\chi}$, keeping the same parameter choice $\lambda=\{0.05,0.06\}$, $\varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. In the top panel of Fig. 4.18 we show the final stages in the evolution of $f_{\mathrm{NL}}$ as a function of $N$ for various decay rate $\Gamma_{\chi}$. Most importantly, we see that reheating does not damp out $f_{\mathrm{NL}}$ to zero. We interpret the finer details of the plot as follows: At the end of inflation $\left(N_{\mathrm{e}}=64.56\right)$ a large, negative $f_{\mathrm{NL}}$ is still present, and just before reheating begins $\left(N_{\chi=0}=65.10\right) f_{\mathrm{NL}}$ is growing increasingly more negative. We see that as the decay rate $\Gamma_{\chi}$ is increased from zero, $\left|f_{\mathrm{NL}}^{\text {final }}\right|$ freezes out to larger values. In another example $\lambda=0.05$ where $f_{\mathrm{NL}}$ is decaying toward zero as reheating begins, the effect of increasing the decay rate from zero is to freeze out $\left|f_{\mathrm{NL}}^{\text {final }}\right|$ to smaller values. This is shown in the bottom panel of Fig. 4.18.


Figure 4.18: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2}}$. We show the evolution of $f_{\mathrm{NL}}$ during reheating for various decay rates $\Gamma_{\chi}$, which are in units of $\sqrt{W_{0}}$. In both panels, the solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (blue) line denotes the start of reheating, $N_{\mathrm{r}}$. Top Panel: The parameters used are: $\lambda=0.06, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$. Bottom Panel: The parameters used are: $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{6 \times 10^{-2} W_{0}}$.

This opposite dependence of $\left|f_{\mathrm{NL}}^{\mathrm{final}}\right|$ on $\Gamma_{\chi}$ for $\lambda=0.05$ and $\lambda=0.06$ is a consequence
of the non-trivial dependence of $f_{\mathrm{NL}}$ on $N_{\varphi}$. Let us begin by considering the splitting

$$
\begin{equation*}
N=\int_{H_{*}}^{H_{c}} \frac{H}{\dot{H}} \mathrm{~d} H=\int_{H_{*}}^{H_{r}} \frac{H}{\dot{H}} \mathrm{~d} H+\int_{H_{r}}^{H_{c}} \frac{H}{\dot{H}} \mathrm{~d} H=N_{0}+N_{1} . \tag{4.32}
\end{equation*}
$$

Here $N_{0}$ is the number of $e$-foldings from horizon crossing $\left(t_{*}\right)$ up to the start of reheating ( $T_{\mathrm{R}}$, when $\chi$ first passes the minimum $\chi=0$ ) and $N_{1}$ is the number of $e$-foldings from the start of reheating up to radiation domination $\left(t_{c}\right)$. Firstly, it is important to appreciate that $N_{0}$ contains contributions not only from the slow roll inflationary phase, but also from the non-negligible post-inflation/pre-reheating evolution, that must be accounted for. Unlike the slow-roll contributions, these post-inflation/pre-reheating contributions cannot be computed analytically. Secondly, $N_{0}$ does not contain any dependence on the reheating process. Since we are interested here in studying the effects of reheating on $f_{\mathrm{NL}}^{\text {final }}$, we compute $N_{0}$ and its derivatives numerically and focus on trying to understand the correction $N_{1}$, which contains all the dependence on $\Gamma_{\chi}$.

For the derivative of the correction $N_{1}$ with respect to $\varphi_{*}$ we need only consider the term

$$
\begin{equation*}
N_{1, \varphi_{*}}=\int_{H_{r}}^{H_{c}} \frac{\partial}{\partial \varphi_{*}}\left(\frac{1}{\dot{H}}\right)_{H} H \mathrm{~d} H \tag{4.33}
\end{equation*}
$$

since the derivative at the boundary at $r$ cancels with the $N_{0}$ contribution and the derivative at the boundary $c$ vanishes since $c$ is defined as a surface of constant $H$. Since $\dot{H}$ is a function of $\dot{\chi}(t), \dot{\varphi}(t)$ and $\rho_{\gamma}(t)$, all of which depend on $\varphi_{*}$, this integral cannot be performed analytically beyond slow roll. However, we can make progress by using our results in Section 4.2, $N_{\chi} M_{\mathrm{p}} \approx\left(2 \epsilon_{\chi}\right)_{*}^{-1 / 2},\left\{N_{\varphi \chi}, N_{\chi \chi}\right\} \ll N_{\varphi \varphi}$ and $N_{\varphi \varphi} \sim N_{\varphi} / \varphi_{*}$ which also hold during reheating. Then, using the observation that during reheating $N_{1, \chi_{*}} \approx 0$, and taking the time $t_{c}$ to be deep in the radiation dominated era such that $N_{1, \varphi_{*}}=$ const, Eq. (4.31) becomes

$$
\begin{equation*}
f_{\mathrm{NL}}^{\mathrm{final}} \approx \frac{5}{6\left|\varphi_{*}\right|} \frac{\left(N_{0, \varphi_{*}}+N_{1, \varphi_{*}}\right)^{3}}{\left[\left(N_{0, \varphi_{*}}+N_{1, \varphi_{*}}\right)^{2}+g_{*}^{2}\right]^{2}} . \tag{4.34}
\end{equation*}
$$

Here again $g_{*} \equiv M_{\mathrm{p}}^{-1} N_{\chi} \approx\left(2 \epsilon_{\chi}\right)_{*}^{-1 / 2}$. We plot this algebraic function, $f_{\mathrm{NL}}^{\text {final }}$ against $N_{1, \varphi_{*} *}$, in the top panel of Fig. 4.19 for three different choices of the potential parameter $\lambda=\{0.05,0.06,0.07\}$, with the same field values at horizon crossing $\varphi_{*}=10^{-3} M_{\mathrm{p}}$
and $\chi_{*}=16.0 M_{\mathrm{p}}$. Varying $\lambda$ changes $g_{*}$ and modifies the evolution of the bundle, and thus $N_{0, \varphi_{*} *}$ In the bottom panel of Fig. 4.19 we show the evolution of $N_{\varphi}$ for various decay rates with $\lambda=0.05$. The final values of $N_{1, \varphi}($ final $)=N_{\varphi}($ final $)-N_{0, \varphi_{*}}$ are marked on the corresponding curve in the top panel of Fig. 4.19. Only the $N_{1, \varphi_{*}} \leq 0$ region of Eq. (4.34) is physical: we argue that diverging trajectories can only generate negative $N_{1, \varphi_{*}}$, which can be confirmed numerically. As can be seen from the top panel of Fig. 4.19, Eq. (4.34) has three stationary points at finite $N_{1, \varphi_{*}}$ :

$$
\begin{equation*}
-N_{0, \varphi_{*}}, \quad-N_{0, \varphi_{*}} \pm \sqrt{3} g_{*} . \tag{4.35}
\end{equation*}
$$

The $N_{1, \varphi_{*}}=-N_{0, \varphi_{*}}$ root is an inflection point where $f_{\mathrm{NL}}^{\text {final }}=0$. The $N_{1, \varphi_{*}}=$ $-N_{0, \varphi_{*}}+\sqrt{3} g_{*}$ root is a local maximum where $f_{\mathrm{NL}}^{\text {final }}$ would be always positive and so is not physical. The minimum at $N_{1, \varphi_{*}}=-N_{0, \varphi_{*}}-\sqrt{3} g_{*}$ however is physical and bounds the maximum value of $\left|f_{N L}^{\text {final }}\right|$ when Eq. (4.34) has a minimum at negative $N_{1, \varphi_{*}}$ :

$$
\begin{equation*}
\left|f_{\mathrm{NL}}^{\mathrm{final}}\right|_{\max } \approx \frac{1}{\left|g_{*} \varphi_{*}\right|} \sqrt{\frac{75}{1024}}, \quad \text { for } \quad N_{0, \varphi_{*}}+\sqrt{3} g_{*}>0 \tag{4.36}
\end{equation*}
$$

For instance in the case $\lambda=0.05$ as seen in the top panel of Fig. 4.19. If on the other hand, the minimum exists at positive $N_{1, \varphi_{*}}$, (i.e., $N_{0, \varphi_{*}}+\sqrt{3} g_{*}<0$ ) then the maximum value of $\left|f_{\mathrm{NL}}^{\mathrm{final}}\right|$ is instead bounded by its value at the start of reheating:

$$
\begin{equation*}
\left|f_{\mathrm{NL}}^{\mathrm{final}}\right|_{\max } \approx\left|f_{\mathrm{NL}}\left(t_{r}\right)\right| \approx \frac{5}{6\left|\varphi_{*}\right|} \frac{N_{0, \varphi_{*}}^{2}}{\left[N_{0, \varphi_{*}}^{2}+g_{*}^{2}\right]^{2}}, \quad \text { for } \quad N_{0, \varphi_{*}}+\sqrt{3} g_{*}<0 \tag{4.37}
\end{equation*}
$$

This is the case for the $\lambda=0.06$ and $\lambda=0.07$ models shown in the top panel of Fig. 4.19. These bounds are independent of the decay rate $\Gamma_{\chi}$. Furthermore, the bound Eq. (4.36) is written solely in terms of quantities evaluated at horizon crossing, and hence may be computed without explicitly knowing the full non-linear evolution of the bundle during the reheating process. Whether this maximum value, $\left|f_{\mathrm{NL}}^{\text {final }}\right|_{\max }$, is obtained at the end of reheating is of course dependent on $\Gamma_{\chi}$.


Figure 4.19: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Top Panel: The algebraic function $f_{\mathrm{NL}}^{\text {final }}$ as a function of the final value of the correction $N_{1, \varphi_{*}}$, Eq. (4.34). We label the positions along the $\lambda=0.05$ curve which correspond to the decay rates given in the right panel. Bottom Panel: The evolution of the derivative $N_{\varphi}=N_{0, \varphi_{*}}+N_{1, \varphi_{*}}$ for the same decay rates as Fig. 4.18, for $\lambda=0.05$. All decay rates are in units of $\sqrt{W_{0}}$. The solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (blue) line denotes the start of reheating, $N_{\chi=0}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{7 \times 10^{-2} W_{0}}$.

The existence of a minimum of Eq. (4.34) at negative $N_{1, \varphi_{*}}$ for $\lambda=0.05$ explains
the seemingly opposite dependence of $f_{\mathrm{NL}}^{\mathrm{final}}$ on $\Gamma_{\chi}$ : for the $\lambda=0.05$ model, as $\Gamma_{\chi}$ is increased further, $\varphi$ freezes out sooner, driving $N_{1, \varphi_{*}}$ toward zero. The minimum of Eq. (4.34) is encountered, past which point $\left|f_{\mathrm{NL}}^{\mathrm{final}}\right|$ is reduced. For $\lambda=0.06$, increasing $\Gamma_{\chi}$ still drives $N_{1, \varphi_{*}}$ toward zero, but this time $\left|f_{\mathrm{NL}}^{\text {final }}\right|$ is increased as no extreme point exists for negative $N_{1, \varphi_{*}}$.

For $\lambda=0.07$, the function Eq. (4.34) is almost completely flat for $N_{1, \varphi_{*}}<0$, which indicates that no matter how slowly or rapidly the universe is reheated, the value of $f_{\mathrm{NL}}$ at the start of reheating will survive until completion. In the limit of instantaneous reheating, $\Gamma_{\chi} \rightarrow \infty, N_{1, \varphi_{*}} \approx 0$, and so $f_{\mathrm{NL}}^{\text {final }} \approx f_{\mathrm{NL}}\left(T_{\mathrm{R}}\right)$. This is only approximate since, as reheating does not begin on a hypersurface of constant density, there will be some small correction $N_{1, \varphi_{*}}$.

Another interesting observation is that $\left|f_{\mathrm{NL}}^{\text {final }}\right|$ (or more accurately the derivative $N_{1, \varphi_{*}}$ ) is fairly insensitive to changing the decay rate by many orders of magnitude. For example, as can be seen from Table 4.1, $\left|f_{\mathrm{NL}}^{\text {final }}\right|$ changes by less than $O(3)$ as the decay rate is increased from $\Gamma_{\chi}=\sqrt{10^{-5} W_{0}}$ to $\Gamma_{\chi}=\sqrt{10^{-1} W_{0}}$. We caution here that the decay rate could, in principle, be many orders of magnitude weaker than the weakest decay rate studied here and still be consistent with the bound derived from BBN constraints, $\Gamma_{\chi} \gtrsim 4 \times 10^{-40} M_{\mathrm{p}}$. These tiny (but non-zero) values of $\Gamma_{\chi}$ are beyond our numerical capabilities: to compute the statistics of $\zeta$ at the completion of reheating requires integrating the field equations up until the universe is radiation dominated, which for such weak rates, can take $\mathcal{O}(30) e$-folds. Substantial errors are accumulated if the field equations are integrated over such long periods of time, which in turn induces large errors in the computation of the $\delta N$ derivatives. For this reason, we only quote values of $f_{\mathrm{NL}}, n_{\mathrm{S}}$ and $r$ for decay rates for which we are confident that we have control over all sources of numerical error. However we believe the physics describing here is valid in the other regimes as well.

The overall results for two and three-point statistics of $\zeta$ in this model are summarised in the following Table 4.1. We see model predictions evaluated at the end of inflation are in general different from that after reheating, verifying the importance of taking the subsequent post-inflationary evolution into account when comparing model predictions
to observations. ${ }^{3}$

$$
\begin{aligned}
& \lambda=0.06: f_{\mathrm{NL}}\left(t_{e}\right)=-5.93, \\
& n_{\mathrm{s}}\left(t_{e}\right)=0.763, r\left(t_{e}\right)=2.8 \times 10^{-4} \\
& \lambda=0.05: f_{\mathrm{NL}}\left(t_{e}\right)=-34.10, \\
& n_{\mathrm{s}}\left(t_{e}\right)=0.763, n\left(t_{e}\right)-2.8 \times 10 \\
& n_{s}\left(t_{e}\right)=0.836, r\left(t_{e}\right)=0.035
\end{aligned}
$$

Table 4.1: Statistics of $\zeta$ for $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$ for different decay rates. All decay rates are in units of $\sqrt{W_{0}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. The model parameters are $\varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=$ $16.0 M_{\mathrm{p}}$. Left Table: $\lambda=0.06$; Right Table: $\lambda=0.05$.

For completeness, we also plot the final asymptotic values of the observables at the end of reheating as a function of the decay rate $\Gamma_{\chi}$ for different $\lambda$ in Fig. 4.20. From the plots, we can see how sensitive the observables are to reheating depends also upon $\lambda$ in this model.

## Models with Two Minima

Next we consider the case where both fields are directly involved in reheating, again taking the effective two-field description of the N -flation model Eq. (4.28) as an example. During slow-roll inflation, it was found that $f_{\mathrm{NL}}$ is dominated by the following term in the case where adiabaticity is reached before inflation ends [106]:

$$
\begin{equation*}
f_{\mathrm{NL}} \approx \frac{5}{6} \frac{N_{\varphi \varphi}}{N_{\varphi}^{2}} . \tag{4.38}
\end{equation*}
$$

Although there is no scaling relations between the $\delta N$ coefficients in this model, we find that Eq. (4.38) remains a good approximation beyond slow-roll for the model parameter space considered where both fields minimise after inflation ends. As can be seen from the left panel of Fig. 4.21, $f_{\mathrm{NL}}^{\text {final }}$ is almost completely insensitive to reheating when $\Gamma_{\chi} \sim \Gamma_{\varphi}$. However, as can be seen from the right panel, a mild hierarchy
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Figure 4.20: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The final asymptotic values of $n_{\mathrm{s}}$ (top left panel), $r$ (top right panel) and $f_{\mathrm{NL}}$ (bottom panel) at the end of reheating as a function of the decay rate $\Gamma_{\chi}$ for four different $\lambda$. The initial field values are $\varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$.
between $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ generates significant corrections to to $f_{\mathrm{NL}}^{\text {final }}$. This effect is not due to the axion reheating hypersurface being distinctly separated from the inflaton surface (the vertical dotted (red) and dashed (blue) lines of Fig. 4.21 respectively) and we have confirmed this numerically. What is important however, is the axion/inflation mass ratio in vacuum. The model parameters which realise the dynamics seen in Fig. 4.21 give $m_{\varphi}=m_{\chi}$ at the minimum. The differences induced in $f_{\mathrm{NL}}^{\text {final }}$ when a mild hierarchy exists between $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ is greatest when the masses are equal. As the masses are separated, keeping the ratio $\Gamma_{\chi} / \Gamma_{\varphi}$ fixed, the sensitivity of $f_{\mathrm{NL}}^{\text {final }}$ to reheating decreases. This can be understood as follows: first consider the situation where the two fields have different masses, for instance, $m_{\chi}>m_{\varphi}$. Assuming both fields reheat at roughly the same time, the more massive field $\chi$ will dominate the energy density and


Figure 4.21: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Both panels show the evolution of $f_{\mathrm{NL}}$ during reheating. Left Panel: Equal decay rates, $\Gamma_{\chi}=\Gamma_{\varphi} \neq 0$. For comparison we also show the $\Gamma_{\chi}=\Gamma_{\varphi}=0$ limit (thin black line). Right Panel: Unequal decay rates, $\Gamma_{\chi} \neq \Gamma_{\varphi} \neq 0$. For comparison we also show the $\Gamma_{\chi}=\Gamma_{\varphi}=0$ limit (thin black line). All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$. In both panels, the solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, the dashed vertical (blue) line denotes the start of $\chi$ reheating and the dotted vertical (red) line denotes the start of $\varphi$ reheating. The background Hubble rates at the $\chi$ and $\varphi$ reheating surfaces are $H_{r}^{\chi} \approx \sqrt{5 \times 10^{-2} W_{0}} M_{\mathrm{p}}$ and $H_{r}^{\varphi} \approx \sqrt{10^{-2} W_{0}} M_{\mathrm{p}}$ respectively.
thus the dynamics of the universe during reheating. Evaluating on constant energy hypersurfaces, the initial horizon crossing dependence of the $\chi$ field dynamics is smaller compared to the case $m_{\chi}=m_{\varphi}$, where the energy density of the universe is distributed evenly between the fields. As a result, we expect the number of $e$-folds of expansion $N$ and $f_{\mathrm{NL}}^{\mathrm{final}}$ are less sensitive in the case $m_{\chi} \neq m_{\varphi}$.

In fact, having the two fields decay at different rates is a form of modulated reheating, although it is different from the standard scenario [142, 143, 144, 145, 146]. In the standard modulated reheating scenario, inflation is driven by a single field, whose decay rate is modulated by a second, subdominant field that remains light and plays a negligible role during inflation. The fluctuation of the subdominant field induces fluctuations in the inflaton decay rate and thus generates the curvature perturbation during reheating. In the two-minima case here, note that the initial horizon crossing values of the fields $\varphi_{*}, \chi_{*}$ determine how the energy density of the universe is distributed between the two scalar fields. Therefore, although the field decay rates are constant here, the rate of energy transfer from the scalar fields to the radiation fluid can be different for each inflationary trajectory in the bundle and thus can generate an extra contribution to the curvature perturbation, provided there is a mild hierarchy in the decay rates. Therefore it is not surprising that $f_{\mathrm{NL}}$ can acquire such a significant
correction during reheating when the two decay rates are different. The two-minima scenario is also similar in spirit to a model of two field inflation with equal masses followed by instant preheating, in which the two fields have very different couplings to the preheat field [147], for a related scenario see also [148]. Note however that all of these instant preheating models are very tightly constrained even at the level of linear perturbations [149].

Recently, by modelling the fields as two effective matter fluids and applying the sudden decay approximation, Tarrant and Meyers have derived analytical expressions for $f_{\mathrm{NL}}^{\text {local }}, n_{\mathrm{s}}$ and $r$, verifying the qualitative behaviour in this model [134]. This fluid approximation approach was later generalised to arbitrary sum-separable potentials and other models like inhomogeneous end of inflation and generalised curvaton scenarios by Elliston et al. [135]. They have also demostrated that the behaviour can be explained by considering the relative redshifting of the two effective scalar field fluids.

Again we summarise the overall results in Table 4.2. Depending on the physics of reheating, we see that the final value of the non-linear parameter $f_{\mathrm{NL}}$ can be quite different for different decay rates $\Gamma_{\chi}$ and $\Gamma_{\varphi}$, whereas $r$ and $n_{\mathrm{s}}$ are much less sensitive in this model compared to the 'runaway' type quadratic exponential model. Notice also the dramatic decrease in $r$ after the end of inflation.

$$
\begin{gathered}
\chi^{2} \text { minimum: } f_{\mathrm{NL}}\left(t_{e}\right) \approx 0 \\
n_{s}\left(t_{e}\right)=0.969, r\left(t_{e}\right)=0.124
\end{gathered}
$$

| $\Gamma_{\varphi}$ | $\Gamma_{\chi}$ | $f_{\mathrm{NL}}^{\text {final }}$ | $n_{s}^{\text {final }}$ | $r^{\text {final }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 6.88 | 0.935 | $4.6 \times 10^{-4}$ |
| $\sqrt{10^{-2}}$ | $\sqrt{10^{-2}}$ | 6.59 | 0.969 | $4.3 \times 10^{-4}$ |
| $\sqrt{10^{-4}}$ | $\sqrt{10^{-4}}$ | 6.83 | 0.969 | $4.6 \times 10^{-4}$ |
| $\sqrt{10^{-2}}$ | $\sqrt{10^{-4}}$ | 13.66 | 0.969 | $1.0 \times 10^{-3}$ |
| $\sqrt{10^{-4}}$ | $\sqrt{10^{-2}}$ | 4.37 | 0.969 | $2.7 \times 10^{-4}$ |

Table 4.2: Statistics of $\zeta$ for $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$ for different decay rates. All decay rates are in units of $\sqrt{W_{0}} M_{\mathrm{p}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Notice the very large decrease in the tensor-to-scalar ratio $r$ from the end of inflation to its final value.

### 4.4 Quadratic vs Quartic Potentials

In the previous sections, we have illustrated the influence of reheating on two and threepoint statistics of $\zeta$ in multifield models where the reheating fields oscillate about some quadratic potentials. Here we consider the case where the reheating fields now oscillate about a quartic potential instead. While the oscillatory dynamics of the fields are different, we will see similar qualitative behaviour as in the previous models with quadratic potentials, which again can be explained using the analytic approach as in [135].

## Models with One Minimum

Again we take the runaway type model Eq. (4.17) as an example of the one minimum case, but now with a quartic minimum in the $\chi$ direction. The potential now reads as

$$
\begin{equation*}
W(\varphi, \chi)=W_{0} \chi^{4} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}} \tag{4.39}
\end{equation*}
$$

The background inflationary dynamics are similar to the $\chi^{2} e^{-\lambda \varphi^{2}}$ model as can be seen from the slow-roll solutions to the Klein-Gordon field equations:

$$
\begin{equation*}
\chi^{2}=\chi_{*}^{2}-8 N M_{\mathrm{p}}^{2}, \quad \varphi=\varphi_{*} e^{2 \lambda N} . \tag{4.40}
\end{equation*}
$$

The oscillatory dynamics about the minimum are somewhat different to that of the $\chi^{2}$ case however, due to the potential being much shallower around $\chi=0$. This is described by the solution Eq. (4.3).

Provided $\lambda$ is not too large, the $\varphi$ field remains slowly rolling throughout the entire reheating phase. In the left and right panels of Fig. 4.22 we show the final stages in the evolution of $f_{\mathrm{NL}}$ and $N_{\varphi}$ respectively as a function of $N$ for various decay rate $\Gamma_{\chi}$. We see that the qualitative dependence of $f_{\mathrm{NL}}^{\mathrm{final}}$ on the decay rate is the same as for the $\chi^{2}$ model, which can be explained by appealing to Eq. (4.34) with similar arguments. This implies that the shape of the minimum does not change the qualitative dependence of $f_{\mathrm{NL}}^{\mathrm{final}}$ on the reheating process. Of course, as reheating proceeds, the shape of the $\chi$ minimum does not remain exactly quartic (or quadratic in the case of the previous model) due to the coupling with the $\varphi$ field.


Figure 4.22: $W(\varphi, \chi)=W_{0} \chi^{4} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The parameters used are: $\lambda=0.055, \varphi_{*}=5 \times$ $10^{-4} M_{\mathrm{p}}$ and $\chi_{*}=23.0 M_{\mathrm{p}}$. Top Panel: The evolution of $f_{\mathrm{NL}}$ during reheating for various decay rates $\Gamma_{\chi}$. Bottom Panel: The evolution of the derivative $N_{\varphi}$ during reheating for various decay rates $\Gamma_{\chi}$. All decay rates are in units of $\sqrt{W_{0}} M_{\mathrm{p}}$. In both panels, the solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (blue) line denotes the start of reheating, $N_{\chi=0}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{10^{-1} W_{0}} M_{\mathrm{p}}$.

On the other hand, the spectral index $n_{\mathrm{s}}$ and the tensor-to-scalar ratio $r$ are very less sensitive to reheating, with their final values after reheating finishes hardly varying for
different decay rates $\Gamma_{\chi}$. The predictions for $n_{\mathrm{s}}$ and $r$ evaluated at the end of inflation are close to the final asymptotic values after reheating as well. The overall results are summarised in Table 4.3.

$$
\begin{gathered}
\chi^{4} \text { minimum: } f_{\mathrm{NL}}\left(t_{e}\right)=-48.29, \\
n_{s}\left(t_{e}\right)=0.770, r\left(t_{e}\right)=7.2 \times 10^{-3}
\end{gathered}
$$

| $\Gamma_{\chi}$ | $f_{\mathrm{NL}}^{\text {final }}$ | $n_{s}^{\text {final }}$ | $r^{\text {final }}$ |
| :---: | :---: | :---: | :---: |
| $\sqrt{10^{-8}}$ | -54.40 | 0.772 | $9.7 \times 10^{-3}$ |
| $\sqrt{10^{-6}}$ | -60.32 | 0.778 | $1.2 \times 10^{-2}$ |
| $\sqrt{10^{-4}}$ | -65.80 | 0.776 | $1.5 \times 10^{-2}$ |

Table 4.3: Statistics of $\zeta$ for $W(\varphi, \chi)=W_{0} \chi^{4} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$ for different decay rates. All decay rates are in units of $\sqrt{W_{0}} M_{\mathrm{p}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. The model parameters are $\lambda=0.055, \varphi_{*}=5 \times 10^{-4} M_{\mathrm{p}}$ and $\chi_{*}=23.0 M_{\mathrm{p}}$.

## Models with Two Minima

Similar to the one-minimum case, we use a modified N -flation model where the quadratic term $\chi^{2}$ is replaced by a quartic term

$$
\begin{equation*}
W(\varphi, \chi)=W_{0}\left[\frac{\lambda}{4} \chi^{4}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right] \tag{4.41}
\end{equation*}
$$

This modification was studied in [133] and [107], in which the latter consider the model parameters such that $\zeta$ becomes conserved during slow-roll. Here we consider a different set of model parameters where isocurvature perturbations persist at the start of reheating, e.g. $\Lambda^{4}=\lambda M_{\mathrm{p}}^{2} f^{2} / 8 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=22 M_{\mathrm{p}}, 2 f^{2} / M_{\mathrm{p}}^{2}=\lambda$. The overall results comparing the values of the observables of $\zeta$ for this models at the end of inflation to that at the end of reheating are summarised in Table 4.4 below:

From Table 4.4, we can see a similar qualitative behaviour of $f_{\mathrm{NL}}^{\text {final }}$ as in the quadratic case: the asymptotic values of $f_{\mathrm{NL}}$ are very insensitive to the decay rates of the scalar fields when they are equal, and slightly more sensitive if they are different. Compared to the quadratic minimum case, all observables are much less sensitive to decay rates here, including the non-linear parameter $f_{\mathrm{NL}}$. Although $n_{\mathrm{s}}$ and $r$ are pretty much

| $\chi^{4}$ minimum: $f_{\mathrm{NL}}\left(t_{e}\right) \approx 0$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n_{s}\left(t_{e}\right)=0.951, r\left(t_{e}\right)=0.263$ |  |  |  |  |
| $\Gamma_{\varphi}$ | $\Gamma_{\chi}$ | $f_{\mathrm{NL}}^{\text {final }}$ | $n_{s}^{\text {final }}$ | $r^{\text {final }}$ |
| 0 | 0 | 5.04 | 0.966 | $2.9 \times 10^{-4}$ |
| $\sqrt{10^{-5}}$ | $\sqrt{10^{-5}}$ | 4.99 | 0.972 | $3.0 \times 10^{-4}$ |
| $\sqrt{10^{-4}}$ | $\sqrt{10^{-4}}$ | 5.06 | 0.966 | $3.0 \times 10^{-4}$ |
| $\sqrt{10^{-1}}$ | $\sqrt{10^{-5}}$ | 5.39 | 0.967 | $3.3 \times 10^{-4}$ |
| $\sqrt{10^{-2}}$ | $\sqrt{10^{-4}}$ | 5.28 | 0.967 | $3.2 \times 10^{-4}$ |

Table 4.4: Statistics of $\zeta$ for $W(\varphi, \chi)=W_{0}\left[\frac{\lambda}{4} \chi^{4}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$ for different decay rates. All decay rates are in units of $\sqrt{W_{0}} M_{\mathrm{p}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. Here the model parameters are $\Lambda^{4}=\lambda M_{\mathrm{p}}^{2} f^{2} / 8 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=22 M_{\mathrm{p}}, 2 f^{2} / M_{\mathrm{p}}^{2}=\lambda$. Notice the very large decrease in the tensor-to-scalar ratio from the end of inflation to its final value.
insensitive to different combinations of the decay rates $\Gamma_{\chi}$ and $\Gamma_{\varphi}$, their final asymptotic values after reheating finishes are very different from that evaluated at the end of inflation.

### 4.5 Separable vs Non-Separable Potentials

In the previous sections, we have studied the evolution of $f_{\mathrm{NL}}$ and its asymptotic value at the end of reheating, $f_{\mathrm{NL}}^{\text {final }}$, in examples where one or both fields reheat from a twofield separable potential. In this section, we will repeat the same analysis, but this time for a non-separable potential.

As an example, we consider a modified version of Eq. (4.39), by adding an extra quadratic mass term, first introduced in [133]

$$
\begin{equation*}
W(\chi, \varphi)=W_{0}\left(\chi^{4} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}+\kappa^{2} \chi^{2}\right) . \tag{4.42}
\end{equation*}
$$

Before discussing reheating, it is useful to discuss the inflationary regime. During inflation, the quadratic $\chi^{2}$ mass term has a negligible effect on the field dynamics when the $\chi$ field is of $O(1)$ in Planckian units, unless $\kappa \gg O\left(M_{\mathrm{p}}\right)$ or $\lambda \varphi^{2} \gg O\left(M_{\mathrm{p}}^{2}\right)$. Here we consider the case $\kappa \sim O\left(M_{\mathrm{p}}\right)$ and $\lambda \varphi^{2} \ll O\left(M_{\mathrm{p}}^{2}\right)$, for which we can approximate the field dynamics and $f_{\mathrm{NL}}$ during inflation as the same as setting $\kappa^{2}=0$. Therefore,
in the region of parameter space where $\kappa \leq O\left(M_{\mathrm{p}}\right)$, $f_{\mathrm{NL}}$ is expected to follow similar evolution as in the separable case studied in Section 4.4 during the slow-roll regime, with large deviations only coming in at late times towards the end of inflation. The mechanism for generating large $f_{\mathrm{NL}}$ is the same as discussed in [106], which is well illustrated from the fact that there exists a scaling relation for the subdominant field $\delta N$ derivatives.

For model parameters $\kappa=M_{\mathrm{p}}, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=22 M_{\mathrm{p}}$, a large negative $f_{\mathrm{NL}}$ is generated during inflation as the $\varphi$ field rolls down the ridge and the bundle of trajectories diverge. The evolution is similar to the separable case where $\kappa=0$, with $f_{\mathrm{NL}} \approx-44$ close to the end of slow-roll. Things are however a bit different after inflation even before reheating starts. For $\lambda=0.06$, the additional quadratic term becomes comparable to the quartic term slightly earlier than in the case $\lambda=0.05$. In this case, $f_{\mathrm{NL}}$ swaps sign shortly after the end of inflation. This unexpected behaviour, which we do not see in other cases, could be explained as follows: although the trajectories are still diverging in the $\varphi$ direction, the fact that the quadratic term becomes dominant suggests that the local potential geometries around each trajectory converge to the same quadratic shape, independent of $\varphi$. This would have the same effect as the trajectories themselves converging in the separable case where $H$ is converging, thus giving momentarily large positive $f_{\mathrm{NL}}$.


Figure 4.23: $W(\chi, \varphi)=W_{0}\left(\chi^{4} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}+\kappa^{2} \chi^{2}\right)$. We show $f_{\mathrm{NL}}$ as a function of $N$ during reheating. The parameters used are: $\varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=22 M_{\mathrm{p}}$ and $\lambda=0.06$. In both panels, the solid vertical (black) line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed vertical (blue) line denotes the start of reheating, $N_{\mathrm{r}}$. Top Panel: $\kappa^{2}=M_{\mathrm{p}}^{2}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{2 \times 10^{-1} W_{0}} M_{\mathrm{p}}$. Bottom Panel: $\kappa^{2}=0.1 M_{\mathrm{p}}^{2}$. The Hubble rate at the start of reheating is $H_{r} \approx \sqrt{10^{-1} W_{0}} M_{\mathrm{p}}$.

Shortly after inflation ends, when the $\chi$ field reaches sub-Planckian values, the $\chi^{2}$ term starts to dominate over the $\chi^{4}$ term. Therefore, we expect the additional $\chi^{2}$ term
modifies the field dynamics during the reheating phase and possibly $f_{\mathrm{NL}}$ as well. The additional $\chi^{2}$ term makes the potential less shallow around the minimum. This saves the $\chi$ field from being frozen to non-zero values, leaving unwanted residual potential energy if $\Gamma_{\chi}$ is too large.

Similar to the separable case, as shown in Fig. 4.23, $f_{\mathrm{NL}}$ oscillates roughly in phase with $\chi^{2}$ during the early reheating stage, with a larger amplitude for smaller $\Gamma_{\chi}$. However, unlike the previous separable case in Section 4.4, the $\delta N$ derivatives and $f_{\mathrm{NL}}$ are now much less sensitive to $\Gamma_{\chi}$ and thus the reheating timescale. The relative change of $f_{\mathrm{NL}}$ with respect to $\Gamma_{\chi}$ is much smaller for $\kappa=M_{\mathrm{p}}$ compared to that for $\kappa=0.1 M_{\mathrm{p}}$. This is summarised in Table 4.5. We conclude that the additional quadratic mass term reduces the sensitivity of $f_{\mathrm{NL}}$ to the reheating timescale. ${ }^{4}$ This might be understood in terms of modulation on the mass of the $\chi$ field due to couplings with $\varphi$, which will be explained in the next section.

|  |  |  |  | $\begin{gathered} \kappa^{2}=0.1 M_{\mathrm{p}} f_{\mathrm{NL}}\left(t_{e}\right)=-13.23, \\ n_{s}\left(t_{e}\right)=0.746, r\left(t_{e}\right)=2.0 \times 10^{-3} \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Gamma_{\chi}$ | $f_{\text {NL }}^{\text {final }}$ | $n_{s}^{\text {final }}$ | $r^{\text {final }}$ | $\Gamma_{\chi}$ | $f_{\mathrm{NL}}^{\text {final }}$ | $n_{s}^{\text {final }}$ | $r^{\text {final }}$ |
| $\sqrt{10^{-5}}$ | $-2.27$ | 0.912 | $2.0 \times 10^{-1}$ | $\sqrt{10^{-5}}$ | -32.1 | 0.747 | $1.5 \times 10^{-2}$ |
| $\sqrt{10^{-3}}$ | -1.28 | 0.896 | $2.1 \times 10^{-1}$ | $\sqrt{10^{-3}}$ | -28.1 | 0.752 | $1.1 \times 10^{-2}$ |
| $\sqrt{10^{-1}}$ | -0.345 | 0.899 | $2.1 \times 10^{-1}$ | $\sqrt{10^{-1}}$ | -23.9 | 0.751 | $7.8 \times 10^{-3}$ |

Table 4.5: Statistics of $\zeta$ for $W(\chi, \varphi)=W_{0}\left(\chi^{4} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}+\kappa \chi^{2}\right)$ for different decay rates. All decay rates are in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. Left Table: $\kappa=M_{\mathrm{p}}$; Right Table: $\kappa=0.1 M_{\mathrm{p}}$.

### 4.6 Remarks and Summary

In this chapter, we have discussed the effects of perturbative reheating on the key inflationary observables $f_{\mathrm{NL}}, n_{\mathrm{s}}$ and $r$, for canonical two-field inflation models. In particular, we have considered two classes of potential: the 'runaway' type which has a minimum in only one direction; and potentials which have a minimum in both directions.

[^17]One important difference between the single-minimum models and the two-minima model is that in the former case, the fields are coupled via the potential, whilst in the latter they are coupled only via gravity. Thus, for the single-minimum models, the local geometries of the $\chi$ minima are functions of the subdominant field $\varphi$, and these geometries are different for different inflationary trajectories in the bundle. The shape of these 'reheating minima' evolves in time as reheating proceeds, and this affects the dynamics of the oscillating $\chi$ field. This can be seen as the effective mass of the oscillating field is modified by $\varphi$ and thus the oscillating frequency being modulated. In two-minima models however, where the potential is sum-separable and the fields are coupled only through gravity, this modulation effect is absent.

This modulation effect depends on the strength of the coupling between the fields, as we have illustrated with the non-separable model Eq. (4.42). The larger $\kappa$ is, the weaker is the the coupling between the $\varphi$ and $\chi$ fields. This explains why we found the sensitivity of the $\delta N$ derivatives to $\Gamma_{\chi}$ decreases as $\kappa$ increases.

To summarise, we see that although the way the observables depend on the reheating dynamics is a model-dependent question even for the simplest case where the decay rates are constants, the model predictions evaluated at the end of inflation are generically different to the final asymptotic values after reheating, particularly the non-linear parameter $f_{\mathrm{NL}}$. If $\left|f_{\mathrm{NL}}\right|$ is large at the start of reheating, it typically remains large (i.e. $\left.\left|f_{\mathrm{NL}}\right|>O(1)\right)$ and is of the same sign after reheating for a wide range of decay rates. The same qualitative conclusion can be drawn regardless of the geometry of the reheating minima.

## Chapter 5

## The Influence of Reheating on the Trispectrum and Beyond

In Chapter 4, we have discussed how a phase of perturbative reheating changes the inflationary model predictions at the level of the power spectrum $P_{\zeta}$ and bispectrum $B_{\zeta}$ in various examples of canonical two-field models.

Here in this chapter we extend the discussion of reheating to the trispectrum and scale dependence of non-linear parameters, focussing particularly on the trispectrum nonlinear parameters $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ and the spectral indices $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ in Section 5.1. As in the previous chapter, we consider the two broad classes of canonical two-field models where minimum exists in one or both field directions. In Section 5.2, we illustrate that while individually primordial observables could change significantly after reheating, consistency relations between different observables are much more robust and thus act as better probes to distinguish different multifield models. Finally we comment on the difficulties in realising $g_{\mathrm{NL}}$ as the dominating statistics of the trispectrum in multifield models in Section 5.3 and conclude in Section 5.4. Again we restrict ourselves to the parameter space where a large (temporary) non-Gaussianity is plausible.

### 5.1 Four-Point Statistics and Scale Dependence of Nonlinear Parameters

In this section, we consider the influence of reheating on the four-point statistics of $\zeta$, particularly on $\tau_{\mathrm{NL}}, g_{\mathrm{NL}}$ and the spectal index $n_{\tau_{\mathrm{NL}}}$. Again we apply the $\delta \mathrm{N}$ formalism and use the numerical recipe in Appendix B to evaluate the $\delta \mathrm{N}$ coefficients. As in the previous chapter, we study a simple repesentative of the class of multifield models, the canonical two-field models, where minima exist in either one field direction or both field directions. The results were first shown in [110].

## Model with One Minimum

Again we consider the 'runaway' type quadratic exponential models with potential

$$
\begin{equation*}
W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}} \tag{5.1}
\end{equation*}
$$

as an example. Before studying how the trispectrum non-linear parameters $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ evolve during reheating, it is useful to revisit their evolution during the inflationary phase. Because the potential is of a product-separable form, analytic expressions exist for $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ during slow-roll as discussed in Appendix A. The expressions were first derived by Elliston et al. [107] and the slow-roll evolution of the trispectrum has been studied in the literature [107, 138]. To summarise, a large $\tau_{\mathrm{NL}}$ is produced in similar regions of parameter space as that of a large $f_{\mathrm{NL}}$, with $\tau_{\mathrm{NL}}$ peaks slightly earlier than $f_{\mathrm{NL}} \cdot g_{\mathrm{NL}}$ remains subdominant though, unless there are significant terms beyond quadratic order in the potential. For instance, see Fig. 4.17 in Chapter 4.

## Evolution of Third-order $\delta N$ Coefficients

Before we begin discussing the trispectrum, it is useful to discuss the evolution of the third-order $\delta N$ coefficients first. Similar to the second order terms, while all of them evolve after inflation ends, there is a hierachy in magnitude between different thirdorder $\delta N$ coefficients, with $\left|N_{\varphi \varphi \varphi}\right|>\left|N_{\chi \chi \chi}\right|,\left|N_{\varphi \varphi \chi}\right|,\left|N_{\varphi \chi \chi}\right|$ regardless of the decay
rates. In Fig. 5.1, we illustrate this by showing the fractional differences between $\left|N_{\varphi \varphi \varphi}\right|$ and magnitudes of the other third order $\delta N$ coefficients, defined as

$$
\begin{equation*}
\Delta_{\chi \chi \chi} \equiv \frac{\left|N_{\varphi \varphi \varphi}\right|-\left|N_{\chi \chi \chi}\right|}{\left|N_{\varphi \varphi \varphi}\right|}, \quad \Delta_{\varphi \chi \chi} \equiv \frac{\left|N_{\varphi \varphi \varphi}\right|-\left|N_{\varphi \chi \chi}\right|}{\left|N_{\varphi \varphi \varphi}\right|}, \quad \Delta_{\varphi \varphi \chi} \equiv \frac{\left|N_{\varphi \varphi \varphi}\right|-\left|N_{\varphi \varphi \chi}\right|}{\left|N_{\varphi \varphi \varphi}\right|}, \tag{5.2}
\end{equation*}
$$

for a particular model parameter choice. We see that $\left|N_{\varphi \varphi \varphi}\right|$ is always orders of magnitude larger than $\left|N_{\chi \chi \chi}\right|$ and $\left|N_{\varphi \chi \chi}\right|$, whereas the final asymptotic value of $\left|N_{\varphi \varphi \varphi}\right|$ after reheating ends is of the same order as $\left|N_{\varphi \varphi \chi}\right|$.


Figure 5.1: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Fractional differences $\Delta$ between $\left|N_{\varphi \varphi \varphi}\right|$ and magnitudes of the other third order $\delta N$ coefficients, defined as in Eq. (5.2). The model parameters are $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}, \chi_{*}=16.0 M_{\mathrm{p}}$ and $\Gamma_{\chi}=\sqrt{W_{0} / 10}$. Here the solid (black) vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed (black) line denotes the start of reheating, $N_{\chi=0}$.

## Trispectrum After Reheating, $\tau_{\mathrm{NL}}$

Now we consider the post-inflationary evolution during reheating. Starting with $\tau_{\mathrm{NL}}$, the evolution of $\tau_{\mathrm{NL}}$ during reheating with two different decay rates $\Gamma_{\chi}$, for two slightly different slopes of the ridge in the potential which are set by $\lambda$ is shown in Fig. 5.2. The model parameters are $\lambda=\{0.05,0.06\}, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16 M_{\mathrm{p}}$. Similar to
$f_{\mathrm{NL}}, \tau_{\mathrm{NL}}$ oscillates during reheating when $\chi$ oscillates about its minimum. No generic trend independent of $\lambda$ can be seen as the decay rate increases, $\tau_{\mathrm{NL}}$ can either grow or decay.


Figure 5.2: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Top panel: The evolution of $\tau_{N L}$ during postinflationary period, with $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. Bottom panel: Same initial conditions with $\lambda=0.06$. All decay rates are given in unit of $\sqrt{W_{0}}$ here. In both panels, the solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed line denotes the start of reheating, $N_{\chi=0}$.

This quantitative behaviour can be understood by taking certain approximations in a similar fashion as in the case of $f_{\mathrm{NL}}$. As demonstrated in Section 4.2, $N_{\chi \chi}$ and $N_{\varphi \chi}$ are negligible compared to $N_{\varphi \varphi}$ and there exists a scaling relation between $N_{\varphi \varphi}$ and $N_{\varphi}$, where $N_{\varphi \varphi} \approx N_{\varphi} / \varphi_{*}$. Applying these results, $\tau_{\mathrm{NL}}$ may be written as

$$
\begin{equation*}
\tau_{\mathrm{NL}}=\frac{\left(N_{\varphi}^{4}\right)}{\left(N_{\varphi}^{2}+g_{*}^{2}\right)^{3}}\left(\frac{1}{\varphi_{*}^{2}}\right) \tag{5.3}
\end{equation*}
$$

Again here $g_{*} \equiv N_{\chi}=M_{\mathrm{p}}^{-1}\left(2 \epsilon_{\chi}\right)_{*}^{-1 / 2}$. The result that $N_{\chi} \approx g_{*}=$ const comes from the fact that the $\chi$ field dominates the energy density over the whole evolution. This
algebraic function has three stationary points at certain values of $N_{\varphi}$,

$$
\begin{equation*}
N_{\varphi}=0, \pm \sqrt{2} g_{*} \tag{5.4}
\end{equation*}
$$

The $N_{\varphi}=0$ root is an infection point where $\tau_{\mathrm{NL}}=0$, while the $N_{\varphi}=\sqrt{2} g_{*}$ corresponds to a local maximum. Both $N_{\varphi}=0$ and $N_{\varphi}=\sqrt{2} g_{*}$ roots are unphysical here because $N_{\varphi}$ is always negative with diverging trajectories. The other root, $N_{\varphi}=-\sqrt{2} g_{*}$, however is physical and bounds the maximum value of $\tau_{\mathrm{NL}}$, given by

$$
\begin{equation*}
\left(\tau_{\mathrm{NL}}\right)_{\max }=\frac{4}{27 g_{*}^{2}}\left(\frac{1}{\varphi_{*}^{2}}\right) . \tag{5.5}
\end{equation*}
$$

This bound depends entirely on the initial conditions at horizon crossing, not on superhorizon evolution including reheating. The exact final value of $\tau_{\mathrm{NL}}$ at the end of reheating of course depends upon $\Gamma_{\chi}$ though. But since a bound exists, even if the details of reheating such as $\Gamma_{\chi}$ are unknown, it is still possible to constrain the range where $\tau_{\mathrm{NL}}$ could lie in this model. The algebraic function Eq. (5.3) also explains the difference in the qualitative behaviour in the evolution of $\tau_{\mathrm{NL}}$ for different $\lambda$, particularly why we see the asymptotic value of $\tau_{\mathrm{NL}}$ evolves in opposite ways for two slightly different $\lambda$. This is shown in Fig 5.3. For $\lambda=0.05, N_{\varphi}$ is much smaller and the algebraic function Eq. (5.3) is close to its maximum value; whereas for $\lambda=0.06, N_{\varphi}$ is much larger and the algebraic function Eq. (5.3) is almost flat as a function of $N_{\varphi}$.

## Trispectrum After Reheating, $g_{\mathrm{NL}}$

Next we consider the non-linear parameter $g_{\mathrm{NL}}$. The evolution of $g_{\mathrm{NL}}$ during reheating for two different $\Gamma_{\chi}$, with the same model parameters as in $\tau_{\mathrm{NL}}$, is shown in Fig. 5.4. Similarly, $g_{\mathrm{NL}}$ oscillates during reheating, with the final asymptotic value after reheating different from that evaluated at the end of slow-roll. Unlike $\tau_{\mathrm{NL}}$, the final value of $g_{\mathrm{NL}}$ is less sensitive to $\Gamma_{\chi}$ and the reheating dynamics. Generically, compared to $\tau_{\mathrm{NL}}$, it remains very much subdominant and smaller than the current observational limit in ongoing CMB experiments, i.e. $g_{\mathrm{NL}} \ll O(1000)$.


Figure 5.3: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The algebraic function $\tau_{\mathrm{NL}}$ as a function of $N_{\varphi}$ (in unit of $M_{\mathrm{p}}$ ), Eq. (5.3). We give the final asymptotic value of $N_{\varphi}$ after reheating for $\lambda=\{0.5,0.6\}$ with different decay rate $\Gamma_{\chi}$. All decay rates are in units of $\sqrt{W_{0}}$.


Figure 5.4: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The post-inflationary evolution of $g_{\mathrm{NL}}$ for three different decay rate $\Gamma_{\chi}$. The model parameters are $\lambda=0.06, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=$ $16.0 M_{\mathrm{p}}$. Top Panel: $\lambda=0.05$, Bottom Panel: $\lambda=0.06$. All decay rates are given in unit of $\sqrt{W_{0}}$ here. In both panels, the solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed line denotes the start of reheating, $N_{\chi=0}$.

Given hierachies between the first and third order $\delta N$ coefficients as mentioned, $g_{\mathrm{NL}}$ is dominated by a single term in the $\delta N$ expression

$$
\begin{equation*}
g_{\mathrm{NL}} \approx \frac{25}{54} \frac{N_{\varphi \varphi \varphi} N_{\varphi}^{3}}{\left(N_{\varphi}^{2}+N_{\chi}^{2}\right)^{3}} . \tag{5.6}
\end{equation*}
$$

However, without any scaling relations between $N_{\varphi \varphi \varphi}$ and $N_{\varphi}$, explicit dependence on the reheating dynamics cannot be explained in a similar fashion as in the case of $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$.

Scale Dependence of Non-linear parameters, $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$

As discussed earlier, it is natural that $\zeta$ is scale dependent. Apart from the amplitude of bi- and trispectra in different shapes, one may also study their scale dependence. Indeed it has been shown that while $f_{\mathrm{NL}}$ is insensitive to preheating in canonical single field models (as well as being too small to be observed), it is strongly scale dependent [150].

Here we focus on the spectral indices of $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$, denoted by $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ respectively. We ignore the scale dependence of $g_{\mathrm{NL}}$ here as $g_{\mathrm{NL}}$ is small and currently irrelevant in observations. In Fig. 5.5 we give the evolution of $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ from around 30 e-folds of inflation after horizon-exit up until the completion of reheating. For a particular choice of $\lambda$, i.e. $\lambda=0.05, n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ can be of order $O(0.1)$ and be potentially observed in CMB experiments if the fiducial values are large enough.



Figure 5.5: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Top panel: The evolution of $n_{f_{\mathrm{NL}}}$. Bottom panel: The evolution of $n_{\tau_{\mathrm{NL}}}$. The model parameters are $\lambda=\{0.05,0.06\}, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$, with the decay rate $\Gamma_{\chi}=\sqrt{10^{-3} W_{0}}$. For $\lambda=0.05, n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ may be large enough to be observationally relevant, while for $\lambda=0.06$ the non-linear parameters are almost scale-independent. In both panels, the solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed line denotes the start of reheating, $N_{\chi=0}$.

To understand why $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ are much larger for $\lambda=0.05$, we first rewrite Eqs. (3.80)-(3.81) as

$$
\begin{align*}
n_{f_{\mathrm{NL}}}=\quad & -2\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]-\frac{5}{192} \frac{r^{2}}{f_{\mathrm{NL}}} \\
& +\frac{5}{6 f_{\mathrm{NL}}} \sum_{I J K}\left[\frac{4 \eta_{I K *} N_{I J} N_{J} N_{K}+\eta_{I J *} N_{I} N_{J}+\left(W_{I J K} / W\right)_{*} N_{I} N_{J} N_{K}}{\left(\sum_{L} N_{L}^{2}\right)^{2}}\right], \\
n_{\tau_{\mathrm{NL}}}=\quad & -3\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]-\frac{1}{256} \frac{r^{3}}{\tau_{\mathrm{NL}}}  \tag{5.7}\\
& +\frac{2}{\tau_{\mathrm{NL}}} \sum_{I J K L}\left[\frac{2 \eta_{J L *} N_{I J} N_{I K} N_{L} N_{K}+\eta_{I J *} N_{I} N_{J}+\eta_{I J *} N_{J L} N_{I K} N_{L} N_{K}}{\left(\sum_{M} N_{M}^{2}\right)^{3}}\right. \\
& \left.+\frac{\left(W_{I J L} / W\right)_{*} N_{I K} N_{J} N_{K} N_{L}}{\left(\sum_{M} N_{M}^{2}\right)^{3}}\right], \tag{5.8}
\end{align*}
$$

using Eq. (3.66) where $r$ is the tensor-to-scalar ratio. From this, it is not difficult to see that the second terms in the first line of both equations are small in general as $r$ is smaller than $O(0.1)$ in most cases. Making use of the approximate formulae for $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$, the dominating terms in Eqs. (5.7)-(5.8) are

$$
\begin{equation*}
n_{\tau_{\mathrm{NL}}} \simeq \frac{3}{2} n_{f_{\mathrm{NL}}} \simeq-3\left[n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*}\right]+6\left(\eta_{\varphi \varphi}\right)_{*} \simeq 6\left(\eta_{\varphi \varphi}\right)_{*}\left(\frac{N_{\chi}^{2}}{N_{\varphi}^{2}+N_{\chi}^{2}}\right) \tag{5.9}
\end{equation*}
$$

where we assumed slow-roll at horizon-crossing such that $\left(W_{I J K} / W\right)_{*} \ll O(1)$ and used $n_{\mathrm{s}}-1+2\left(\epsilon_{H}\right)_{*} \approx 2\left(\eta_{\varphi \varphi}\right)_{*}\left(\frac{N_{\varphi}^{2}}{N_{\varphi}^{2}+N_{\chi}^{2}}\right)$. We have also assumed that the numerators in the square brackets in Eqs. (5.7)-(5.8) are dominated by the $N_{\varphi}$ and $N_{\varphi \varphi}$ terms. In Fig. 5.6, we show the comparison between the exact Eqs. (5.7)-(5.8) and the approximate formula Eq. (5.9). From this, we see the approximate formula agrees very well with the full expressions after about 30 e-folds of inflation, even during the reheating phase.


Figure 5.6: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. Comparison of the exact Eqs. (5.7)-(5.8) and approximate formula Eq. (5.9). Top panel: The evolution of $n_{f_{\mathrm{NL}}}$. Bottom panel: The evolution of $n_{\tau_{\mathrm{NL}}}$. The model parameters are $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$, for the decay rate $\Gamma_{\chi}=\sqrt{10^{-3} W_{0}}$. The equations agree to a good approximation after about 30 e-folds of inflation.

From Eq. (5.9), one may see that the spectral indices are relatively large when $N_{\varphi} \sim$ $N_{\chi}$, which is the case when $\lambda=0.05$, but very small when $\left|N_{\varphi}\right| \gg\left|N_{\chi}\right|$, which is the case when $\lambda=0.06$. Notice that if $\left|N_{\varphi}\right| \gg\left|N_{\chi}\right|$, both spectral indices are driven to zero and hence become independent of the decay rate.

In Table 5.1 we summarise the results, showing the comparison between the primordial observables evaluated at the end of inflation (slow-roll stage) and at the end of reheat-
ing. Notice the different qualitative behaviour for the non-linear parameters in the models for different $\lambda$, where the magnitudes of $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$ decrease with larger $\Gamma_{\chi}$ for $\lambda=0.05$, but increase for $\lambda=0.06$. In general, the final values of the non-linear parameters at the completion of reheating are different from the end of inflation values, whilst $g_{\mathrm{NL}}$ remains small $\ll O(100)$ in this model which is unlikely be observable in future experiments. The spectral indices $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ are large in the case $\lambda=0.05$ and are redder for larger $\Gamma_{\chi}$.

| End of Inflation, $\lambda=0.05$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - | $f_{\mathrm{NL}}$ | $\tau_{\mathrm{NL}}$ | $g_{\mathrm{NL}}$ | $n_{f_{\mathrm{NL}}}$ | $n_{\tau_{\mathrm{NL}}}$ |
| - | -34.1 | $2.34 \times 10^{3}$ | -49.6 | -0.105 | -0.158 |
| End of Reheating, $\lambda=0.05$ |  |  |  |  |  |
| $\Gamma_{\chi}$ | $f_{\mathrm{NL}}$ | $\tau_{\mathrm{NL}}$ | $g_{\mathrm{NL}}$ | $n_{f_{\mathrm{NL}}}$ | $n_{\tau_{\mathrm{NL}}}$ |
| $\sqrt{10^{-5}}$ | -33.4 | $2.25 \times 10^{3}$ | -13 | -0.105 | -0.157 |
| $\sqrt{10^{-3}}$ | -31.5 | $2.27 \times 10^{3}$ | -11.6 | -0.137 | -0.205 |
| $\sqrt{10^{-1}}$ | -26.9 | $2.01 \times 10^{3}$ | -9.96 | -0.177 | -0.266 |

End of Inflation, $\lambda=0.06$

| - | $f_{\mathrm{NL}}$ | $\tau_{\mathrm{NL}}$ | $g_{\mathrm{NL}}$ | $n_{f_{\mathrm{NL}}}$ | $n_{\tau_{\mathrm{NL}}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - | -5.93 | 50.7 | 9.86 | $-1.0 \times 10^{-3}$ | $-1.5 \times 10^{-3}$ |

End of Reheating, $\lambda=0.06$

| $\Gamma_{\chi}$ | $f_{\mathrm{NL}}$ | $\tau_{\mathrm{NL}}$ | $g_{\mathrm{NL}}$ | $n_{f_{\mathrm{NL}}}$ | $n_{\tau_{\mathrm{NL}}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\sqrt{10^{-5}}$ | -4.35 | 28.1 | -2.41 | $-9.1 \times 10^{-4}$ | $-1.3 \times 10^{-3}$ |
| $\sqrt{10^{-3}}$ | -5.54 | 44.5 | -2.62 | $-1.4 \times 10^{-3}$ | $-2.1 \times 10^{-3}$ |
| $\sqrt{10^{-1}}$ | -7.14 | 73.9 | -2.96 | $-2.3 \times 10^{-3}$ | $-3.4 \times 10^{-3}$ |

Table 5.1: Statistics of $\zeta$ for $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$ for different decay rates. All decay rates are in unit of $\sqrt{W_{0}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. The model parameters are $\lambda=0.05$ (Top panel) and 0.06 (Bottom panel), $\varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$.

## Model with Two Minima

Next we repeat the analysis for the two-minima models. Again the example considered is the effective two-field description of axion N -flation introduced earlier in Chapter 4, where the potential is again given by

$$
\begin{equation*}
W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right] \tag{5.10}
\end{equation*}
$$

Recall that in this model, the axion $\varphi$, is described by its decay constant $f$ and its potential energy scale $\Lambda$. To generate a large non-gaussianity, we must have $\varphi$ close to the "hilltop" at horizon-crossing [106]. In this configuration, the second field $\chi$, drives inflation.

## Evolution of Third-order $\delta N$ Coefficients

Before we begin discussing the trispectrum, it is useful to discuss the evolution of the third-order $\delta N$ coefficients first. Similar to the second order terms, the $\varphi$ coefficients only become large after the end of inflation and there is a large hierachy between the magnitudes of different third order $\delta N$ coefficients, with $\left|N_{\varphi \varphi \varphi}\right| \gg\left|N_{\chi \chi \chi}\right|,\left|N_{\varphi \varphi \chi}\right|,\left|N_{\varphi \chi \chi}\right|$. This can be seen in terms of the fractional differences between the magnitudes of third order $\delta N$ coefficients defined in Eq. (5.2) as shown in Fig. 5.7.


Figure 5.7: Potential: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. Fractional difference $\Delta$ between $\left|N_{\varphi \varphi \varphi}\right|$ and magnitudes of the other third order $\delta N$ coefficients, defined as in Eq. (5.2). The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$, with $\Gamma_{\chi}=\Gamma_{\varphi}=\sqrt{W_{0} / 100} M_{\mathrm{p}}$. The solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed lines denote the start of reheating, $N_{\varphi=0}$ (blue) and $N_{\chi=0}$ (black), respectively.

## Trispectrum After Reheating

The model parameters we consider are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=$ $16 M_{\mathrm{p}}$ and $f=m=M_{\mathrm{p}}$. All $f_{\mathrm{NL}}, \tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ are negligible during inflation as the axion $\varphi$ is sufficiently light that it remains almost frozen near the top of the ridge. In


Figure 5.8: Potential: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The evolution of $\tau_{\mathrm{NL}}$ during the post-inflationary period. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, f=m=M_{\mathrm{p}}$, $\varphi_{*}=\left(\frac{1}{2}-0.001\right) f$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. For these model parameters, the $\chi$ field minimises before the $\varphi$ field. Left panel: Equal decay rates, $\Gamma_{\chi}=\Gamma_{\varphi}$. Right panel: Unequal decay rates, $\Gamma_{\chi} \neq \Gamma_{\varphi}$. The solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed lines denote the start of reheating, $N_{\varphi=0}$ (blue) and $N_{\chi=0}$ (black), respectively. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$ here. Notice that $\tau_{\mathrm{NL}}$ changes by a few orders of magnitude during reheating. Also, $\tau_{\mathrm{NL}}$ is sensitive to $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ if there is a hierarchy between the two decay rates.
this sense, this scenario is similar to the curvaton model. Things are different after inflation ends however.

When inflation ends, the axion $\varphi$ starts rolling down the ridge, producing a negative spike in $f_{\mathrm{NL}}$. $f_{\mathrm{NL}}$ then evolves to positive value when the $\varphi$ field converges to its minimum as shown in the last Chapter. It is similar for $\tau_{\mathrm{NL}}$, except $\tau_{\mathrm{NL}}$ is always positive. In Fig. 5.8 we give the evolution of $\tau_{\mathrm{NL}}$ during reheating for various combinations of $\Gamma_{\chi}$ and $\Gamma_{\varphi}$. Similar to $f_{\mathrm{NL}}$, although the final value of $\tau_{\mathrm{NL}}$ is different from that at the end of inflation, it is almost completely insensitive to the decay rates if $\Gamma_{\chi}=\Gamma_{\varphi}$. Things are different however if there is a mild hierachy between $\Gamma_{\chi}$ and $\Gamma_{\varphi}$. When $\Gamma_{\chi} \neq \Gamma_{\varphi}$, the final value of $\tau_{\mathrm{NL}}$ does depend on the reheating timescale. Compared to the value where $\Gamma_{\chi}=\Gamma_{\varphi}$, it grows for $\Gamma_{\varphi}>\Gamma_{\chi}$ and decays for $\Gamma_{\chi}>\Gamma_{\varphi}$.

As mentioned earlier, unlike the one-minimum case, there is no scaling relation between $N_{\varphi \varphi}$ and $N_{\varphi}$. Yet by the observations that $N_{\varphi}$ and $N_{\varphi \varphi}$ dominate over the first and second-order $\delta N$ coefficients respectively, $\tau_{\mathrm{NL}}$ is approximately given by

$$
\begin{equation*}
\tau_{\mathrm{NL}} \approx \frac{N_{\varphi \varphi}^{2}}{N_{\varphi}^{4}} \tag{5.11}
\end{equation*}
$$

For $g_{\mathrm{NL}}$, things are similar to $f_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$. In Fig. 5.9 we give the evolution of $g_{\mathrm{NL}}$ for different combinations of $\Gamma_{\chi}$ and $\Gamma_{\varphi}$, with the same model parameters. While the final
values of $g_{\mathrm{NL}}$ at the end of reheating is different from that at the end of inflation, they are almost completely insensitive to $\Gamma_{\chi}$ and $\Gamma_{\varphi}$ unless there is a mild hierachy between the decay rates. Because of a hierachy between the third-order $\delta N$ coefficients, $g_{\mathrm{NL}}$


Figure 5.9: Potential: $W(\chi, \varphi)=W_{0}\left\{\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left[1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right]\right\}$. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Left panel: Equal decay rates, $\Gamma_{\chi}=\Gamma_{\varphi} ;$ Right panel: Unequal decay rates, $\Gamma_{\chi} \neq \Gamma_{\varphi}$. Similar to $\tau_{\mathrm{NL}}, g_{\mathrm{NL}}$ changes by a few orders of magnitude during reheating and is more sensitive to the decay rates whenever there is a hierarchy between them. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$ here. The solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed lines denote the start of reheating, $N_{\varphi=0}$ (blue) and $N_{\chi=0}$ (black), respectively.
can be well approximated by

$$
\begin{equation*}
g_{\mathrm{NL}} \approx \frac{25}{54} \frac{N_{\varphi \varphi \varphi}}{N_{\varphi}^{3}} . \tag{5.12}
\end{equation*}
$$

Although $g_{\mathrm{NL}}$ is again much smaller than the current CMB observational limit, unlike the one minimum model, $g_{\mathrm{NL}}$ is of the same order as $\tau_{\mathrm{NL}}$ in this model. This is a characteristic of the non-vacuum dominated sum-separable models. We will discuss this in further detail in Section 5.2.1.

## Scale Dependence of non-linear parameters, $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$

We now turn our attention to the spectral indices $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ in this model. Similar results are found as in the one-minimum case where $\lambda=0.06$ where both spectral indices are negligible regardless of the decay rates and reheating timescale, with $n_{f_{\mathrm{NL}}}, n_{\tau_{\mathrm{NL}}} \ll O(0.1)$.

In Table 5.2 we summarise the two-minima model results, showing the comparison
between the primordial observables evaluated at the end of inflation (slow-roll stage) and at the end of reheating. The table clearly shows the non-linear parameters in multifield models strongly depend on the reheating timescale in general. Notice the large differences between the statistics evaluated at the end of inflation, compared to the end of reheating. This is because the axion field only begins to roll after inflation has ended and so until this point, the observables do not evolve appreciably.

End of Inflation

| - | - | $f_{\mathrm{NL}}$ | $\tau_{\mathrm{NL}}$ | $g_{\mathrm{NL}}$ | $n_{f_{\mathrm{NL}}}$ | $n_{\tau_{\mathrm{NL}}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | - | 0.006 | $1.3 \times 10^{-3}$ | $-3.1 \times 10^{-5}$ | $1.7 \times 10^{-2}$ | $4.9 \times 10^{-4}$ |

End of Reheating

| $\Gamma_{\chi}$ | $\Gamma_{\varphi}$ | $f_{\mathrm{NL}}$ | $\tau_{\mathrm{NL}}$ | $g_{\mathrm{NL}}$ | $n_{f_{\mathrm{NL}}}$ | $n_{\tau_{\mathrm{NL}}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 6.88 | $0.69 \times 10^{2}$ | $0.63 \times 10^{2}$ | $-1.2 \times 10^{-6}$ | $-1.8 \times 10^{-6}$ |
| $\sqrt{10^{-2}}$ | $\sqrt{10^{-2}}$ | 6.59 | $0.76 \times 10^{2}$ | $0.55 \times 10^{2}$ | $-9.3 \times 10^{-7}$ | $-1.6 \times 10^{-6}$ |
| $\sqrt{10^{-2}}$ | $\sqrt{10^{-4}}$ | 4.37 | $0.29 \times 10^{2}$ | $0.29 \times 10^{2}$ | $-7.2 \times 10^{-7}$ | $-1.2 \times 10^{-6}$ |
| $\sqrt{10^{-4}}$ | $\sqrt{10^{-2}}$ | 13.66 | $2.75 \times 10^{2}$ | $1.91 \times 10^{2}$ | $-2.5 \times 10^{-6}$ | $-3.7 \times 10^{-6}$ |
| $\sqrt{10^{-4}}$ | $\sqrt{10^{-4}}$ | 6.83 | $0.68 \times 10^{2}$ | $0.59 \times 10^{2}$ | $-1.1 \times 10^{-6}$ | $-1.7 \times 10^{-6}$ |

Table 5.2: Statistics of $\zeta$ for $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$ for different decay rates. All decay rates are in units of $\sqrt{W_{0}} M_{\mathrm{p}}$. We give values computed at the end of inflation $\left(t_{e}\right)$ and at the completion of reheating (final) where $\zeta$ is conserved. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Note that the values in the second row where $\Gamma_{\chi}=\Gamma_{\varphi}=0$ do not correspond to end of reheating since the decay rates are zero. However an adiabatic limit is still reached as both $\varphi$ and $\chi$ behave as matter fluids when oscillating about their minima.

### 5.2 Consistency Relations Between Observables

So far we have only considered each primordial observable individually. However, in general observables are not completely independent of one another. For some classes of models, there exists consistency relations between different observables. A simple example is the single-field slow-roll consistency relation. From Eq. (3.43) in Chapter 3, we can see that in canonical single field models the tensor-to-scalar ratio $r$ and the spectral tilt of the tensor power spectrum $n_{\mathrm{T}}$ are always related by

$$
\begin{equation*}
r=-8 n_{\mathrm{T}} . \tag{5.1}
\end{equation*}
$$

This consistency relation has also been shown to hold for all potential-driven slow-roll inflation in the generalised G-inflation setup by Kobayashi et al. [151].

Similar to single field models, there also exists consistency relations in multifield models. While perturbative reheating in general leads to significant changes in individual primordial observables, particularly the non-linear parameters, as compared to the slow-roll predictions, consistency relations between the observables predicted under slow-roll, representing certain classes of models, seem to be more robust to reheating and therefore serve as a better discriminator to different models of inflation. We will see this in the following for some classes of canonical multifield models.

### 5.2.1 Relation Between $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$

The first class of canonical multifield models we consider is models with non-vacuum dominated sum-separable potentials. For this class of models, by making use of the slow-roll analytic expressions for the $\delta N$ coefficients, Elliston et al. [107] have shown that $g_{\mathrm{NL}}$ and $\tau_{\mathrm{NL}}$ are of the same order during slow-roll inflation

$$
\begin{equation*}
\frac{27}{25} g_{\mathrm{NL}} \approx \tau_{\mathrm{NL}} \tag{5.14}
\end{equation*}
$$

in the absence of significant terms beyond quadratic order in the potential. The effective two-field description of N -flation model Eq. (5.10) discussed previously is an example of this class.

Following the evolution of the third-order non-linear parameters $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ beyond slow-roll inflation, we see that this consistancy relation Eq. (5.14) survives through reheating, even though individually $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ do evolve. The relation holds beyond the slow-roll regime and during reheating for a wide range of mass ratios between the axion and inflaton where they both minimise after the end of inflation, only mildly violated when $\Gamma_{\chi} \gg \Gamma_{\varphi}$. This is illustrated in Fig. 5.10. A violation of this consistency relation could therefore rule out this class of models if reheating proceeds perturbatively.

The reason that $g_{\mathrm{NL}} \sim \tau_{\mathrm{NL}}$ regardless of subsequent evolution beyond slow-roll may be understood if we split the contributions to the non-linear parameters into instrinsic


Figure 5.10: Potential: $W(\chi, \varphi)=W_{0}\left\{\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left[1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right]\right\}$. The evolution of the ratio $(27 / 25)\left(g_{\mathrm{NL}} / \tau_{\mathrm{NL}}\right)$ during reheating for different combinations of decay rates. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Notice that the relation Eq. (5.14) are satisfied after reheating in most cases, and only mildly violated when $\Gamma_{\chi} \gg \Gamma_{\varphi}$. All decay rates are given in unit of $\sqrt{W_{0}} M_{\mathrm{p}}$.
terms which depend on the instrinsic non-gaussianity of $\delta \varphi^{I}$ at late times and gauge terms which do not. This is more transparent in the moment transport technique developed by Mulryne et al. [152], where $\zeta$ is evaluated by evolving the field correlation functions from horizon-crossing to the time of interest, then gauge-transforming to $\zeta$ on an uniform energy hypersurface.

### 5.2.2 The Suyama-Yamaguchi (SY) Inequality

In general, $\tau_{\mathrm{NL}}\left(k_{1}, k_{2}, k_{3}, k_{4}\right)$ and $f_{\mathrm{NL}}\left(k_{1}, k_{2}, k_{3}\right)$ are functions of external momenta which cannot be compared directly. Yet in canonical models, when the non-Gaussianity is large, it is dominated by the shape independent parts. It is thus reasonable to compare the non-linear parameters directly in such models.

The Suyama-Yamaguchi inequality, for instance, relates $f_{\mathrm{NL}}$ in the squeezed limit $\left(k_{1} \rightarrow 0\right)$ to $\tau_{\mathrm{NL}}$ in the collapsed limit $\left(k_{1}+k_{2} \rightarrow 0\right)$ [144]

$$
\begin{equation*}
\tau_{\mathrm{NL}} \geq\left(\frac{6}{5} f_{\mathrm{NL}}\right)^{2} \tag{5.15}
\end{equation*}
$$

This inequality follows simply from the Cauchy-Schwarz inequality and has been studied and verified extensively in the literature, see e.g. [153, 154, 155, 156, 157, 158,



Figure 5.11: Fractional difference between $25 \tau_{\mathrm{NL}} / 36$ and $f_{\mathrm{NL}}^{2}$ after inflation ends. Left panel: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The model parameters are $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. Right panel: Potential: $W(\chi, \varphi)=W_{0}\left\{\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left[1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right]\right\}$. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. All decay rates are given in units of $\sqrt{W_{0}}$ or $\sqrt{W_{0}} M_{\mathrm{p}}$. Here the solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed line denotes the start of reheating, $N_{\chi=0}$.

159]. Here the equality in Eq. (5.15) holds for single-source models [153]. For a recent review about the inequality, see [160].

While the inequality suggests $\tau_{\mathrm{NL}}$ can be very much larger than $f_{\mathrm{NL}}^{2}$, recently Peterson et al.[105] have shown that this is not the case in two-field canonical models in general by applying both the slow-roll and slow-turn approximations without excessive finetuning. This was also shown by Elliston et al. [107] for separable potentials in the slow-roll limit. Here we are interested to see if this remains true beyond the slow-roll limit, particularly after a period of perturbative reheating.

In Fig. 5.11, we plot the fractional difference between $\tau_{\mathrm{NL}}$ and $f_{\mathrm{NL}}^{2}$ in the two models discussed in this Chapter, defined as

$$
\begin{equation*}
\tilde{\Delta} \equiv \frac{\left(25 \tau_{\mathrm{NL}} / 36\right)-f_{\mathrm{NL}}^{2}}{f_{\mathrm{NL}}^{2}} . \tag{5.16}
\end{equation*}
$$

Equality here corresponds to $\tilde{\Delta}=0$, whereas $\tilde{\Delta} \gg 1$ if $\tau_{\mathrm{NL}}$ is very much larger than $f_{\mathrm{NL}}^{2}$. From the plots, we see that while reheating may enlarge the difference between $\tau_{\mathrm{NL}}$ and $f_{\mathrm{NL}}^{2}, \tilde{\Delta}$ never becomes much larger than unity and $\tau_{\mathrm{NL}}$ remains not much larger than $f_{\mathrm{NL}}^{2}$ for a wide range of decay rates that vary by a few orders of magnitude. We may conclude that an observation $\tau_{\mathrm{NL}} \gg f_{\mathrm{NL}}^{2}$ could put canonical two-field models under tension if reheating takes place perturbatively.


Figure 5.12: Potential: $W(\chi, \varphi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The evolution of the ratio $n_{\tau_{\mathrm{NL}}} / n_{f_{\mathrm{NL}}}$ until the completion of reheating. The model parameters are $\lambda=\{0.05,0.06\}, \varphi_{*}=10^{-3} \mathrm{Mp}, \chi_{*}=$ $16 M_{\mathrm{p}}$ and $\Gamma_{\chi}=\sqrt{0.3 W_{0}}$. The ratio settles to $3 / 2$ quickly after about 30 e-folds of inflation after horizon-exit, showing the consistency relation Eq. (5.17) is satisfied.

### 5.2.3 Relation Between the Scale Dependence of Bi- and Trispectra

Next we investigate any possible relations between the spectral indices $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$. We found that whether $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$ are of a detectable level or not after reheating, for both the one-minimum and two-minima models discussed, they always satisfy the following consistency relation

$$
\begin{equation*}
n_{\tau_{\mathrm{NL}}}=\frac{3}{2} n_{f_{\mathrm{NL}}} \tag{5.17}
\end{equation*}
$$

regardless of the reheating timescale. For instance, see Figs. 5.12 and 5.13 for the quadratic exponential Eq. (5.1) and effective N -axion models Eq. (5.10) respectively. This relation Eq. (5.17) was first found by Byrnes et al. [60] in the class of two-field local type models with $\zeta$ of the form

$$
\begin{equation*}
\zeta(k)=\zeta_{k}^{G, \varphi}+\zeta_{k}^{G, \chi}+f_{\varphi}\left(\zeta^{G, \varphi} \star \zeta^{G, \varphi}\right)_{k}+g_{\varphi}\left(\zeta^{G, \varphi} \star \zeta^{G, \varphi} \star \zeta^{G, \varphi}\right)_{k}, \tag{5.18}
\end{equation*}
$$

when $f_{\varphi}$ and $g_{\varphi}$ are some scale independent functions and $\zeta^{G, \varphi}, \zeta^{G, \chi}$ are Gaussian variables. Again $\star$ denotes convolution in momentum space. For all models considered only one of the fields acquires significant deviation from a Gaussian statistic after horizon-exit, so they fit into this ansatz. The question is whether $f_{\varphi}$ and $g_{\varphi}$ are scale independent, for the models we study. They are if the field which generates non-


Figure 5.13: Potential: $W(\varphi, \chi)=W_{0}\left\{\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left[1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right]\right\}$. The evolution of the ratio $n_{\tau_{\mathrm{NL}}} / n_{f_{\mathrm{NL}}}$ during post-inflationary period. The model parameters are $\Lambda^{4}=m^{2} f^{2} / 4 \pi^{2}$, $f=m=M_{\mathrm{p}}, \varphi_{*}=0.499 M p, \chi_{*}=16 M_{\mathrm{p}}$. Here the decay rates $\Gamma_{\varphi}$ and $\Gamma_{\chi}$ are given in unit of $\sqrt{W_{0}} M_{p}$. The solid vertical line denotes the end of inflation, $N_{\mathrm{e}}$, and the dashed lines denote the start of reheating times, $N_{\chi=0}$ (blue) and $N_{\varphi=0}$ (black), respectively. Here axion $\varphi$ reheats first.

Gaussianity is strongly subdominant, has negligible interactions with the inflaton field and a quadratic potential. Many of the models we study are approximately of this type, and hence we often observe $3 n_{f_{\mathrm{NL}}} \simeq 2 n_{\tau_{\mathrm{NL}}}$.

On the other hand, for single source models there is a different consistency relation, which trivially follows from $\tau_{\mathrm{NL}}=36 f_{\mathrm{NL}}^{2} / 25$,

$$
\begin{equation*}
n_{\tau_{\mathrm{NL}}}=2 n_{f_{\mathrm{NL}}} \tag{5.19}
\end{equation*}
$$

In the limit that $\zeta_{k}^{G, \varphi} \ll \zeta_{k}^{G, \chi}$, which corresponds to $N_{\chi}^{2} \gg \max \left\{N_{\varphi}^{2}, 1\right\}$, the model becomes effectively single source. If the assumptions discussed earlier remain valid, the non-linearity parameters then have to be scale independent.

### 5.3 Additional Comments on $g_{\mathrm{NL}}$

So far for all two-field models considered in the literature, $g_{\mathrm{NL}}$ is at most of the same order of magnitude as $\tau_{\mathrm{NL}}$ and is much less than the current observational limit in CMB experiments and large scale surveys which is about $O\left(10^{5}\right)$. Using slow-roll analytic expressions and heatmap analysis, Elliston et al. have shown that it is hard to engineer a model where $g_{\mathrm{NL}}$ can be as large as $O\left(10^{5}\right)$ during inflation and dominates
the statistics in the trispectrum for canonical separable potentials, even if one goes beyond quadratic order in the potential [107].

This however only applies to slow-roll inflation regime. It remains to be seen beyond the slow-roll regime. In particular, $g_{\mathrm{NL}}$ could be dramatically enhanced such that it is above the observational limit after reheating. Yet we found the same conclusion in the simple setup of perturbative reheating in all models considered. For the effective N-flation model, $g_{\mathrm{NL}}$ does increase dramatically from 0 to $O(100)$ for some of the combinations of decay rates, for instance see Fig. 5.8. One may expect that a larger hierarchy between the decay rates may thus produce a large observable $g_{\mathrm{NL}}$. However we argue that this could require $\Gamma_{\varphi}^{2} / \Gamma_{\chi}^{2} \gg O\left(10^{3}\right)$ and is beyond the numerical capabilities of our code.

### 5.4 Conclusion

In this Chapter, we have extended the discussion on the influence of reheating to the trispectrum of $\zeta$ and possible consistency relations between observables. Similar to the bispectrum, the trispectrum continues to evolve after inflation ends with the presence of isocurvature perturbations and so do the corresponding non-linear parameters $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ in general. Moreover, the trispectrum in general is sensitive to the decay rates during reheating, although in some cases in which both fields oscillate during inflation, the sensitivity to the decay rates can be very small provided that they are equal for both fields. The evolution during reheating is significant enough that a comparison between observables and their values at the end of inflation would typically lead to the wrong conclusions, since the change in observables may be larger than the expected error bars of the observables. While the evolution to an adiabatic attractor during inflation often (but by no means always) results in negligible non-Gaussianity [107, 131, 161, 162], this is not the case during reheating, typically a model which is non-Gaussian at the end of inflation will remain non-Gaussian, and in most cases which we studied, the sign of the non-linearity parameters will also remain the same. The reverse is not always true, we have seen how in the axion model the perturbations are Gaussian at the end of inflation but not at the end of reheating.

Despite $\zeta$-related observables typically evolving during reheating, it could still be possible to test models of multifield inflation against the new observational data without specifying the reheating dynamics. For instance, we could look for consistency relations between the non-linear parameters. First of all, it is very hard to engineer a twofield canonical model where $\tau_{\mathrm{NL}} \gg f_{\mathrm{NL}}^{2}$, regardless of the reheating dynamics. Interestingly, we have also seen that the consistency relation in non-vacuum sum-separable models $g_{\mathrm{NL}} \simeq \tau_{\mathrm{NL}}$ typically remains true during reheating. Given the observational bounds on $\tau_{\mathrm{NL}}$, it will be hard to observe $g_{\mathrm{NL}}$ in such models. Finally we have also discussed the relation between $n_{f_{\mathrm{NL}}}$ and $n_{\tau_{\mathrm{NL}}}$, showing that in many cases $3 n_{f_{\mathrm{NL}}} \simeq 2 n_{\tau_{\mathrm{NL}}}$ both during and after inflation. These relations between observables allow the underlying inflation models to be tested even when one cannot predict the actual values of some model parameters, particularly the reheating parameters.

## Chapter 6

## Conformal Inflation

In this chapter, we introduce a new class of two-field inflation models which are locally scale invariant (or Weyl invariant). This is known as conformal inflation, first introduced by Kallosh and Linde [3]. Although this is a two-field model, because of the local scale invariance symmetry, only one scalar degree of freedom is physical. Thus this model is in fact equivalent to the case of single-field inflation and perturbations are purely adiabatic. Unlike the class of two-field inflation models discussed previously, $\zeta$ and therefore the corresponding model predictions are conserved after horizon-exit. Subsequent (p)reheating does not change the model predictions as long as perturbations remain purely adiabatic. Motivated by the original model, we are interested in studying how universality classes arise in conformal inflation in general, beyond the original paradigm.

In Section 6.1, we first introduce Kallosh and Linde's original conformal inflation model and discuss its universal behaviour. In Section 6.2 and 6.3, we discuss how one would go beyond the original paradigm and construct the most general bi-scalar conformal inflation model with global $S O(1,1)$ symmetry. We then move on to discuss whether the universal behaviour of the original model is extended to the generalised model, particularly focussing on the class of K-inflation models. Finally motivated by BICEP2, we discuss the possibility of realising a different universality class with a large $r$ in the context of conformal inflation in Section 6.6.

### 6.1 The Original Model

Consider the following bi-scalar theory with canonical kinetic terms (up to a negative sign for the $\pi$ field) and the scalar fields non-minimally coupled to the scalar curvature $R(g)$
$S=\int \mathrm{d}^{4} x \sqrt{-g}\left[\frac{1}{2} \partial_{\mu} \pi \partial^{\mu} \pi-\frac{1}{2} \partial_{\mu} \chi \partial^{\mu} \chi+\frac{\pi^{2}-\chi^{2}}{12} R(g)-\frac{1}{36} F\left(\frac{\chi}{\pi}\right)\left(\chi^{2}-\pi^{2}\right)^{2}\right]$,
where $F$ is an arbitrary function of $\chi / \pi$. This theory is locally scale invariant, i.e. invariant under the following transformations

$$
\begin{equation*}
g_{\mu \nu} \rightarrow e^{-2 \sigma(x)} g_{\mu \nu}, \pi \rightarrow e^{\sigma(x)} \pi, \chi \rightarrow e^{\sigma(x)} \chi, \tag{6.2}
\end{equation*}
$$

for any $\sigma(x)$. In the case $F$ is a constant function, i.e. $F=$ const, there is also a global $S O(1,1)$ symmetry between the $\pi$ and $\chi$ field. Here the $\pi$ field is often referred to as a conformal compensator or conformon field. Its kinetic term comes with the wrong sign. Yet it is not a ghost field, since with the scale-invariance symmetry, only one scalar degree of freedom is in fact physical. ${ }^{1}$ The unphysical degree of freedom can be removed from the theory by gauge fixing $\pi$.

Motivated from the superconformal formulation of supergravity, this model was first introduced by Kallosh and Linde [3], where $\pi$ and $\chi$ are moduli fields. Gauge fixing was interpreted as a spontaneous symmetry breaking due to existence of a classical field. The global $S O(1,1)$ symmetry between the $\pi$ and $\chi$ field is restored near the boundary of the moduli space where $\pi, \chi \rightarrow \infty$, and is originated from $\operatorname{SU}(1,1)$ symmetry of the embedding Kahler manifold. This is the enhanced symmetry point where critical phenomenon happens, as we will see later. The model was later extended to the multifield paradigm [163].

To study this model, we need to first fix the gauge. An example would be the gauge

[^18]$\pi=\sqrt{6} M_{\mathrm{p}}$. The full Lagrangian then becomes
\[

$$
\begin{equation*}
\mathcal{L}=\sqrt{-g}\left[\frac{M_{\mathrm{p}}^{2} R}{2}\left(1-\frac{\chi^{2}}{6 M_{\mathrm{p}}^{2}}\right)-\frac{1}{2} \partial_{\mu} \chi \partial^{\mu} \chi-F\left(\chi / \sqrt{6} M_{\mathrm{p}}\right)\left(\frac{\chi^{2}}{6 M_{\mathrm{p}}^{2}}-1\right)^{2}\right] \tag{6.3}
\end{equation*}
$$

\]

which is in the Jordan frame. To work out the model predictions, one could perform a conformal transformation on the metric $g_{\mu \nu}$ and write the theory in the Einstein frame. Alternatively, because of the global $S O(1,1)$ symmetry, it is convenient to choose the following gauge

$$
\begin{equation*}
\pi^{2}-\chi^{2}=6 M_{\mathrm{p}}^{2} \tag{6.4}
\end{equation*}
$$

Upon fixing this gauge, the action Eq. (6.1) is automatically in the Einstein frame, and reduces to

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[\frac{M_{\mathrm{p}}^{2} R}{2}-\frac{1}{2}(\partial \varphi)^{2}-F\left[\tanh \left(\varphi / \sqrt{6} M_{\mathrm{p}}\right)\right]\right], \tag{6.5}
\end{equation*}
$$

where $\varphi$ is the canonically-normalised field, defined by $\pi=\sqrt{6} M_{\mathrm{p}} \cosh \left(\varphi / \sqrt{6} M_{\mathrm{p}}\right)$ and $\chi=\sqrt{6} M_{\mathrm{p}} \sinh \left(\varphi / \sqrt{6} M_{\mathrm{p}}\right)$. This gauge is referred to as the rapidity gauge by Kallosh and Linde because of the similarity between $\varphi$ and rapidity in special relativity. From Eq. (6.5), we can see the gauge-fixed theory is equivalent to chaotic single field models. In general the function $F$ is arbitrary and can take any form. However, arguing from the original bi-scalar action Eq. (6.1), we expect the function $F$ to be some analytic function of the gauge-invariant variable

$$
\begin{equation*}
\tilde{\varphi} \equiv \chi / \pi \tag{6.6}
\end{equation*}
$$

as in the standard approach to chaotic inflation. This restricts the form of the function $F$ and we shall see this leads to a universal class of inflation models in some appropriate limit.


Figure 6.1: The T-model motivated from conformal inflation where the potential is given by $V=$ $\tanh ^{2 n}\left(\varphi / \sqrt{6} M_{\mathrm{p}}\right.$ ) for $n=1$ (blue), 2 (red), 3 (brown), 4 (green), in units of $M_{\mathrm{p}}$. Credit Kallosh and Linde [3].

## Universal Predictions from Conformal Inflation

Recall that the arbitrary function $F$ deforms the global $S O(1,1)$ symmetry between the two fields. Now consider model Eq. (6.5) in the large $\varphi$ limit, where $\tanh \left(\varphi / \sqrt{6} M_{\mathrm{p}}\right) \rightarrow$ 1 and $F \rightarrow$ const asymptotically and the $S O(1,1)$ symmetry is restored. This is also the region where slow-roll inflation naturally occurs, since $V(\varphi)=F(\varphi) \approx$ const and thus dominate over the gradient term.

For a simple set of functions $F(\tilde{\varphi})=\lambda \tilde{\varphi}^{2 n}$, in terms of the canonically normalised field $\varphi$, one finds

$$
\begin{equation*}
V(\varphi)=F\left[\tanh \left(\varphi / \sqrt{6} M_{\mathrm{p}}\right)\right]=\lambda_{n} \tanh ^{2 n}\left(\varphi / \sqrt{6} M_{\mathrm{p}}\right) . \tag{6.7}
\end{equation*}
$$

for some constants $\lambda_{n}$ which is of mass dimension 4. This is a basis representative of the universality class of models depending on $\tanh \left(\varphi / \sqrt{6} M_{\mathrm{p}}\right)$ and is called the Tmodel by Kallosh and Linde [3]. In Fig. 6.1, we plot how the potential looks like as function of the canonically-normalised field $\varphi$.

Near the boundary of moduli space, or the large $\varphi$ limit, to leading order, the potential Eq. (6.7) is approximately given by

$$
\begin{equation*}
V(\varphi)=\lambda_{n}\left[1-4 n e^{-\sqrt{2 / 3}\left(\varphi / M_{\mathrm{P}}\right)}\right] . \tag{6.8}
\end{equation*}
$$

$\lambda_{n}$ sets the energy scale of inflation and again can be fixed by the CMB normalisation.

This universal form of the potential around the critical point leads to universal predictions in this model. To see this, we first write the slow-roll field equation for $\varphi$ in terms of the number of e-folds $N$

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} N} \approx-M_{\mathrm{p}}^{2} \frac{V_{\varphi}}{V} \approx-4 n M_{\mathrm{p}} \sqrt{\frac{2}{3}} e^{-\sqrt{2 / 3}\left(\varphi / M_{\mathrm{p}}\right)} . \tag{6.9}
\end{equation*}
$$

Integrating this, we get

$$
\begin{equation*}
e^{-(\sqrt{2 / 3}) \Delta \varphi / M_{\mathrm{p}}}=\frac{3}{8 n N}, \tag{6.10}
\end{equation*}
$$

where $\Delta \varphi$ denotes the field range of $\varphi$ over the course of $N$ e-folds of expansion. In the large $N$ limit, where the initial field value $\varphi_{*}$ is large, this reduces to

$$
\begin{equation*}
e^{-\sqrt{2 / 3}\left(\varphi_{*} / M_{\mathrm{p}}\right)}=\frac{3}{8 n N} . \tag{6.11}
\end{equation*}
$$

Using these, we can write the slow-roll parameters at horizon-exit $t_{*}$ as

$$
\begin{equation*}
\left(\epsilon_{V}\right)_{*} \equiv \frac{M_{\mathrm{p}}^{2}}{2}\left(\frac{V_{\varphi}}{V}\right)_{*}^{2} \approx \frac{3}{4 N^{2}}, \quad\left(\eta_{V}\right)_{*} \equiv M_{\mathrm{p}}^{2}\left(\frac{V_{\varphi \varphi}}{V}\right)_{*} \approx \frac{1}{N} \tag{6.12}
\end{equation*}
$$

Recalling that in the single-field canonical models, the spectral index $n_{\mathrm{s}}$ and tensor-toscalar ratio $r$ can be expressed purely in terms of the slow-roll parameters at horizonexit, we therefore have

$$
\begin{equation*}
n_{\mathrm{s}}-1=-2 / N, \quad r=12 / N^{2} . \tag{6.13}
\end{equation*}
$$

This is the universal prediction of the model. Given the number of e-folds of inflation after the observed CMB pivot scale leaves the horizon, we have universal predictions for $n_{\mathrm{s}}$ and $r$ regardless of the form of the potential $V$. For instance, $n_{\mathrm{s}} \approx 0.967$ and $r \approx 0.0032$ for $N \approx 60$, which are in perfect agreement with the recent Planck results [44]. ${ }^{2}$

This universal behaviour is a critical phenomenon near the point of enhanced symmetry where the global $S O(1,1)$ symmetry is restored. In fact, the $S O(1,1)$ symmetry

[^19]manifests itself as a shift symmetry in $\varphi$ in the single-field description after gauge fixing, see [164] for relevant discussion.

Besides universal predictions, it was argued that conformal inflation also sets the initial conditions for inflation under the Damour-Polyakov mechanism if the model is coupled to non-relativistic matter [165]. Similar model setups have also been discussed in the context of the cyclic Higgs model [166].

### 6.2 Beyond the Original Model, Generalised Conformal Inflation

While Kallosh and Linde's original model is simple, it is possible to generalise their models to non-canonical case that involves higher-order derivatives. In fact, the most general scale invariant bi-scalar theory with at most second-order field equations was first found by Padilla et al. by performing the following field redefinitions on the Horndeski action $S_{\text {Horn }}\left[\tilde{g}_{\mu \nu}, \tilde{\varphi}\right]$ [167]

$$
\begin{equation*}
\tilde{\varphi} \rightarrow \chi / \pi, \quad \tilde{g}_{\mu \nu} \rightarrow \pi^{2} g_{\mu \nu} \tag{6.14}
\end{equation*}
$$

where $S_{\text {Horn }}\left[\tilde{g}_{\mu \nu}, \tilde{\varphi}\right]$ is given by [168]

$$
\begin{align*}
S_{\text {Horn }}\left[\tilde{\varphi}, \tilde{g}_{\mu \nu}\right]=\int d^{4} x \sqrt{-\tilde{g}}[ & K(\tilde{\varphi}, \tilde{X})-G_{3}(\tilde{\varphi}, \tilde{X}) \tilde{\mathcal{E}}_{1}+G_{4}(\tilde{\varphi}, \tilde{X}) \tilde{R}+G_{4, \tilde{X}} \tilde{\mathcal{E}}_{2} \\
& \left.+G_{5}(\tilde{\varphi}, \tilde{X}) \tilde{G}_{\mu \nu} \tilde{\nabla}^{\mu} \tilde{\nabla}^{\nu} \tilde{\varphi}-G_{5, \tilde{X}} \tilde{\mathcal{E}}_{3} / 6\right] \tag{6.15}
\end{align*}
$$

Here $\tilde{X} \equiv-\frac{1}{2}(\nabla \tilde{\varphi})^{2}, \tilde{\mathcal{E}}_{n}=n!\nabla_{\left[\mu_{1}\right.} \nabla^{\mu_{1}} \tilde{\varphi} \ldots \nabla_{\left.\mu_{n}\right]} \nabla^{\mu_{n}} \tilde{\varphi}$ where the anti-symmetriser acts only on the lower indices. $G_{\mu \nu}$ is the Einstein tensor, $\tilde{R}$ is the Ricci scalar, both built from the metric $\tilde{g}_{\mu \nu}$, and $K, G_{3}, G_{4}$ and $G_{5}$ are arbitrary functions of $\tilde{X}$ and $\tilde{\varphi}$. Subscripts $\tilde{\varphi}$ and $\tilde{X}$ denote partial differentiations with respect to $\tilde{\varphi}$ and $\tilde{X}$ respectively. The resulting action $S_{\text {local }}\left[\chi, \pi, g_{\mu \nu}\right]$ can be expressed in the form as Eq. (6.15), with
the relevant terms in terms of $\pi$ and $\chi$ fields given by

$$
\begin{align*}
& \sqrt{-\tilde{g}}=\sqrt{-g} \pi^{4}, \quad \tilde{R}=\pi^{-2} R-6 \pi^{-3} \square \pi, \quad \tilde{X}=\frac{X_{\chi \chi}}{\pi^{4}}-\frac{2 \chi X_{\chi \pi}}{\pi^{5}}+\frac{\chi^{2} X_{\pi \pi}}{\pi^{6}} \\
& \tilde{G}^{\mu \nu}= \pi^{-4} G^{\mu \nu}+4 \pi^{-6} \nabla^{\mu} \pi \nabla^{\nu} \pi-\pi^{-6} g^{\mu \nu} \nabla^{\kappa} \pi \nabla_{\kappa} \pi-2 \pi^{-5} \nabla^{\mu} \nabla^{\nu} \pi+2 g^{\mu \nu} \pi^{-5} \square \pi \\
& \tilde{\nabla}_{\mu} \tilde{\nabla}_{\nu} \tilde{\varphi}= \pi^{-1} \nabla_{\mu} \nabla_{\nu} \chi-\chi \pi^{-2} \nabla_{\mu} \nabla_{\nu} \pi-4 \pi^{-2} \nabla_{(\mu} \chi \nabla_{\nu)} \pi+\pi^{-2} g_{\mu \nu} \nabla^{\alpha} \pi \nabla_{\alpha} \chi \\
& \quad+4 \chi \pi^{-3} \nabla_{\mu} \pi \nabla_{\nu} \pi-\chi \pi^{-3} g_{\mu \nu} \nabla^{\alpha} \pi \nabla_{\alpha} \pi \tag{6.16}
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{\mathcal{E}}_{1}=\tilde{\square} \tilde{\varphi}=\pi^{-3} \square \chi-\chi \pi^{-4} \square \pi \\
& \tilde{\mathcal{E}}_{2}=2 \delta_{\left[\mu_{2}\right.}^{\mu_{1}} \delta_{\left.\mu_{4}\right]}^{\mu_{3}}\left(\pi^{-3} \nabla_{\mu_{1}} \nabla^{\mu_{2}} \chi-\chi \pi^{-4} \nabla_{\mu_{1}} \nabla^{\mu_{2}} \pi-2 \pi^{-4} \nabla_{\mu_{1}} \chi \nabla^{\mu_{2}} \pi-2 \pi^{-4} \nabla^{\mu_{2}} \chi \nabla_{\mu_{1}} \pi\right. \\
& \left.+\pi^{-4} \delta_{\mu_{1}}^{\mu_{2}} \nabla^{\alpha} \pi \nabla_{\alpha} \chi+4 \chi \pi^{-5} \nabla_{\mu_{1}} \pi \nabla^{\mu_{2}} \pi-\chi \pi^{-5} \delta_{\mu_{1}}^{\mu_{2}} \nabla^{\alpha} \pi \nabla_{\alpha} \pi\right)\left(\pi^{-3} \nabla_{\mu_{3}} \nabla^{\mu_{4}} \chi\right. \\
& -\chi \pi^{-4} \nabla_{\mu_{3}} \nabla^{\mu_{4}} \pi-2 \pi^{-4} \nabla_{\mu_{3}} \chi \nabla^{\mu_{4}} \pi-2 \pi^{-4} \nabla^{\mu_{4}} \chi \nabla_{\mu_{3}} \pi+\pi^{-4} \delta_{\mu_{3}}^{\mu_{4}} \nabla^{\alpha} \pi \nabla_{\alpha} \chi \\
& \left.+4 \chi \pi^{-5} \nabla_{\mu_{3}} \pi \nabla^{\mu_{4}} \pi-\chi \pi^{-5} \delta_{\mu_{3}}^{\mu_{4}} \nabla^{\alpha} \pi \nabla_{\alpha} \pi\right) \\
& \tilde{\mathcal{E}}_{3}=6 \delta_{\left[\mu_{2}\right.}^{\mu_{1}} \delta_{\mu_{4}}^{\mu_{3}} \delta_{\left.\mu_{6}\right]}^{\mu_{5}}\left(\pi^{-3} \nabla_{\mu_{1}} \nabla^{\mu_{2}} \chi-\chi \pi^{-4} \nabla_{\mu_{1}} \nabla^{\mu_{2}} \pi-2 \pi^{-4} \nabla_{\mu_{1}} \chi \nabla^{\mu_{2}} \pi\right. \\
& \left.-2 \pi^{-4} \nabla^{\mu_{2}} \chi \nabla_{\mu_{1}} \pi+\pi^{-4} \delta_{\mu_{1}}^{\mu_{2}} \nabla^{\alpha} \pi \nabla_{\alpha} \chi+4 \chi \pi^{-5} \nabla_{\mu_{1}} \pi \nabla^{\mu_{2}} \pi-\chi \pi^{-5} \delta_{\mu_{1}}^{\mu_{2}} \nabla^{\alpha} \pi \nabla_{\alpha} \pi\right) \\
& \left(\pi^{-3} \nabla_{\mu_{3}} \nabla^{\mu_{4}} \chi-\chi \pi^{-4} \nabla_{\mu_{3}} \nabla^{\mu_{4}} \pi-2 \pi^{-4} \nabla_{\mu_{3}} \chi \nabla^{\mu_{4}} \pi-2 \pi^{-4} \nabla^{\mu_{4}} \chi \nabla_{\mu_{3}} \pi\right. \\
& \left.+\pi^{-4} \delta_{\mu_{3}}^{\mu_{4}} \nabla^{\alpha} \pi \nabla_{\alpha} \chi+4 \chi \pi^{-5} \nabla_{\mu_{3}} \pi \nabla^{\mu_{4}} \pi-\chi \pi^{-5} \delta_{\mu_{3}}^{\mu_{4}} \nabla^{\alpha} \pi \nabla_{\alpha} \pi\right)\left(\pi^{-3} \nabla_{\mu_{5}} \nabla^{\mu_{6}} \chi\right. \\
& -\chi \pi^{-4} \nabla_{\mu_{5}} \nabla^{\mu_{6}} \pi-2 \pi^{-4} \nabla_{\mu_{5}} \chi \nabla^{\mu_{6}} \pi-2 \pi^{-4} \nabla^{\mu_{6}} \chi \nabla_{\mu_{5}} \pi+\pi^{-4} \delta_{\mu_{5}}^{\mu_{5}} \nabla^{\alpha} \pi \nabla_{\alpha} \chi \\
& \left.+4 \chi \pi_{\mu_{5}}^{-5} \nabla_{\mu_{5}} \pi \nabla^{\mu_{6}} \pi-\chi \pi^{-5} \delta_{\mu_{6}}^{\alpha} \pi\right) \tag{6.17}
\end{align*}
$$

Here $X_{\chi \pi} \equiv-\frac{1}{2} g^{\mu \nu} \nabla_{\mu} \chi \nabla_{\nu} \pi$ and similarly for $X_{\pi \pi}, X_{\chi \chi}$. Note that this action is invariant under the interchange of $\pi$ and $\chi$. The most general conformal bi-scalar inflation model can be constructed by imposing slow-roll conditions to the action $S_{\text {local }}\left[\chi, \pi, g_{\mu \nu}\right]$. As discussed previously, because of local scale invariance, one scalar degree of freedom can be gauged away and the gauge-fixed model is equivalent to the most general scalar-tensor Horndeski theory.

Here in this thesis, we are interested in the $S O(1,1)$ (or shift symmetric) subset of the whole bi-scalar conformal inflation models. In particular, we are going to study the possible critical phenomenon for generalised bi-scalar conformal inflation models that admit an enhanced $S O(1,1)$ symmetry point, to see if the same universal behaviour
emerges as in the original conformal inflation model.

### 6.3 Constructing the Most General Bi-scalar Local Scale Invariant Model with $S O(1,1)$ Symmetry

To start with, we discuss how one could construct the most general bi-scalar local scale invariant theory with $S O(1,1)$ symmetry between the two fields. For any biscalar models that possess global $S O(1,1)$ symmetry between the scalar fields $\varphi^{I}$, the action must be invariant under the Lorentz transformation $\varphi^{I} \rightarrow \Lambda_{J}^{I} \varphi^{I}$

$$
\begin{equation*}
S\left[\varphi^{I}, g_{\mu \nu}\right] \rightarrow S^{\prime}\left[\Lambda_{J}^{I} \varphi^{I}, g_{\mu \nu}\right]=S\left[\varphi^{I}, g_{\mu \nu}\right]=\int \mathrm{d}^{4} x \sqrt{-g} \mathcal{L}\left[\varphi^{I}, g_{\mu \nu}\right] \tag{6.18}
\end{equation*}
$$

or in other words, the Lagrangian $\mathcal{L}$ transforms up to some total derivatives. Here $I, J$ run from 1 to 2 and the transformation matrix is given by

$$
\Lambda_{J}^{I}=\left(\begin{array}{cc}
\cosh \vartheta & -\sinh \vartheta  \tag{6.19}\\
-\sinh \vartheta & \cosh \vartheta
\end{array}\right),
$$

where $\vartheta$ is some dimensionless constant. Take $\varphi^{I}=(\chi, \pi)$ and consider an infinitesimal Lorentz transformation, $\chi \rightarrow \chi-\vartheta \pi$ and $\pi \rightarrow \pi-\vartheta \chi$. The change in the Lagrangian $\mathcal{L}$ is given by

$$
\begin{align*}
& \Delta \mathcal{L}=\vartheta \nabla_{\mu}\left[\frac{\partial \mathcal{L}}{\partial\left(\nabla_{\mu}\right) \chi} \pi+\frac{\partial \mathcal{L}}{\partial\left(\nabla_{\mu}\right) \pi} \chi\right] \\
& +\vartheta\left\{\left[\frac{\partial \mathcal{L}}{\partial \chi}-\nabla_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\nabla_{\mu} \chi\right)}\right)\right] \pi+\left[\frac{\partial \mathcal{L}}{\partial \pi}-\nabla_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\nabla_{\mu} \pi\right)}\right)\right] \chi\right\} . \tag{6.20}
\end{align*}
$$

The first term is a total derivative, which corresponds to the conserved current, whereas the second term is proportional to the EOM, which is guaranteed to vanish on-shell. This is Noether's theorem. However, because we are interested in the case where the $S O(1,1)$ symmetry is a global off-shell symmetry, i.e. the symmetry holds for any field configurations $\pi, \chi$ and metric $g_{\mu \nu}$, the second term in Eq. (6.20) must vanish up
to some total derivatives. This gives a constraint on the form of $\mathcal{L}$

$$
\begin{align*}
& {\left[\frac{\partial \mathcal{L}}{\partial \chi}-\nabla_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\nabla_{\mu} \chi\right)}\right)\right] \pi+\left[\frac{\partial \mathcal{L}}{\partial \pi}-\nabla_{\mu}\left(\frac{\partial \mathcal{L}}{\partial\left(\nabla_{\mu} \pi\right)}\right)\right] \chi } \\
&=\text { sum of total derivatives. } \tag{6.21}
\end{align*}
$$

To find the subset of the bi-scalar local scale-invariant models that respect $S O(1,1)$ symmetry as well, we apply the constraint Eq. (6.21) to the most general bi-scalar local scale invariant theory $\mathcal{L}_{\text {local }}\left[\chi, \pi, g_{\mu \nu}\right]$.

As an example, we consider the K-essence case, where the Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}=\sqrt{-\tilde{g}}\left[K(\tilde{\varphi}, \tilde{X})+G_{4}(\tilde{\varphi}) \tilde{R}\right], \tag{6.22}
\end{equation*}
$$

or in terms of $\chi, \pi$ and $g_{\mu \nu}$

$$
\begin{equation*}
\mathcal{L}=\sqrt{-g}\left\{\pi^{4} K+G_{4} \pi^{2} R+6(\nabla \pi)^{2} G_{4}+6 G_{4, \tilde{\varphi}}(\nabla \pi) \cdot\left[(\nabla \chi)-\frac{\chi}{\pi}(\nabla \pi)\right]\right\} . \tag{6.23}
\end{equation*}
$$

Here we have suppressed the arguments in $K$ and $G_{4}$. Varying this Lagrangian $\mathcal{L}$ with respect to $\chi, \pi, \nabla \chi$ and $\nabla \pi$, we have

$$
\begin{align*}
\frac{\partial \mathcal{L}}{\partial \chi}= & \sqrt{-g}\left\{\pi^{3} K_{\tilde{\chi}}+\pi R G_{4, \tilde{\varphi}}+\left(K_{\tilde{X}}+6 G_{4, \tilde{\varphi} \varphi}\right)\left[\frac{(\nabla \pi) \cdot(\nabla \chi)}{\pi}-\frac{\chi}{\pi^{2}}(\nabla \pi)^{2}\right]\right\} \\
\frac{\partial \mathcal{L}}{\partial \pi}= & \sqrt{-g}\left\{4 \pi^{3} K-\pi^{2} \chi K_{\tilde{\varphi}}+\left(2 G_{4} \pi-\chi G_{4, \tilde{\varphi}}\right) R+2 K_{\tilde{X}} \frac{(\nabla \chi)^{2}}{\pi}\right. \\
& -\frac{\chi}{\pi^{2}}(\nabla \pi) \cdot(\nabla \chi)\left[5 K_{\tilde{X}}+6 G_{4, \tilde{\varphi} \tilde{\varphi}}\right]+\frac{\chi^{2}}{\pi^{3}}(\nabla \pi)^{2}\left(3 K_{\tilde{X}}+6 G_{4, \tilde{\varphi} \tilde{\varphi})}\right\} \\
\frac{\partial \mathcal{L}}{\partial(\nabla \chi)}= & \sqrt{-g}\left\{\left[6 G_{4, \tilde{\varphi}}+K_{\tilde{X}}\left(\frac{\chi}{\pi}\right)\right](\nabla \pi)-K_{\tilde{X}}(\nabla \chi)\right\} \\
\frac{\partial \mathcal{L}}{\partial(\nabla \pi)}= & \sqrt{-g}\left\{\left[6 G_{4, \tilde{\varphi}}+K_{\tilde{X}}\left(\frac{\chi}{\pi}\right)\right](\nabla \chi)\right. \\
& \left.+\left[12 G_{4}-12 G_{4, \tilde{\varphi}}\left(\frac{\chi}{\pi}\right)-K_{\tilde{X}}\left(\frac{\chi}{\pi}\right)^{2}\right](\nabla \chi)\right\} . \tag{6.24}
\end{align*}
$$

Substituting Eq. (6.24) into the constraint Eq. (6.21) and collecting terms with Ricci
scalar $R$, we can deduce

$$
\begin{equation*}
\left(\pi^{2}-\chi^{2}\right) G_{4, \tilde{\varphi}}+2 \chi \pi G_{4}=0, \tag{6.25}
\end{equation*}
$$

since Eq. (6.21) must hold for any metric $g_{\mu \nu}$ and thus $R$. Here for simplicity, we have considered the constraint Eq. (6.21) identically vanishes instead of up to some total derivatives. ${ }^{3}$ Solving Eq. (6.25) then gives

$$
\begin{equation*}
G_{4}=A\left(1-\tilde{\varphi}^{2}\right) \tag{6.26}
\end{equation*}
$$

for some constant $A$. This fixes $G_{4}$. To satisfy the constraint Eq. (6.21), we also need the remaining terms to vanish, which gives

$$
\begin{align*}
& \pi^{4} K_{\tilde{\varphi}}+4 \pi^{3} \chi K-\pi^{2} \chi^{2} K_{\tilde{\varphi}}+(\nabla \pi)^{2}\left[6 G_{4, \tilde{\varphi}}-6 G_{4, \tilde{\varphi} \tilde{\varphi}}\left(\frac{\chi}{\pi}\right)\right. \\
& +\left(3 K_{\tilde{X}}+6 G_{4, \tilde{\varphi} \tilde{\varphi}}\left(\frac{\chi}{\pi}\right)^{3}\right]+(\nabla \pi) \cdot(\nabla \chi)\left[12 G_{4}+6 G_{4, \tilde{\varphi} \tilde{\varphi}}-12 G_{4, \tilde{\varphi}}\left(\frac{\chi}{\pi}\right)\right. \\
& \left.-\left(6 K_{\tilde{X}}+6 G_{4, \tilde{\varphi} \tilde{\varphi}}\right)\left(\frac{\chi}{\pi}\right)^{2}\right]+(\nabla \chi)^{2}\left[6 G_{4, \tilde{\varphi}}+3 K_{\tilde{X}}\left(\frac{\chi}{\pi}\right)\right]=0, \tag{6.27}
\end{align*}
$$

with $G_{4}$ given in Eq. (6.26). In general, Eq. (6.27) is difficult to solve. For simplicity, we consider the sum-separable case where $K(\tilde{X}, \tilde{\varphi})=g(\tilde{X})+h(\tilde{\varphi})$. In this case, Eq. (6.27) can be solved exactly, where the solution is

$$
\begin{align*}
& g(\tilde{X})=\tilde{X}+c \tilde{X}^{2 / 3}, \\
& h(\tilde{\varphi})=\lambda\left(1-\tilde{\varphi}^{2}\right)^{2}, \tag{6.28}
\end{align*}
$$

for $A=1 / 12$ and $\lambda=$ const. For this example, written in terms of $\tilde{X}$ and $\tilde{\varphi}$, the full bi-scalar action is therefore given by

$$
\begin{equation*}
\mathcal{L}=\sqrt{-g} \pi^{4}\left[\left(1-\tilde{\varphi}^{2}\right) \frac{\tilde{R}}{12}+\tilde{X}+c \tilde{X}^{2 / 3}+\lambda\left(1-\tilde{\varphi}^{2}\right)^{2}\right] . \tag{6.29}
\end{equation*}
$$

The original Kallosh and Linde model Eq. (6.1) at the critical enhanced $S O(1,1)$ symmetry point where $F=$ const corresponds to the case $c=0$.

[^20]This general approach works for any theory of arbitrary number of fields with any continuous symmetries. For the global $S O(1,1)$ symmetry we consider, instead of parametrising $\varphi^{I}$ as $(\chi, \pi)$, it is more convenient to consider an alternative parametrisation as we will see later.

## Alternative Parametrisation

In fact, to construct terms that are $S O(1,1)$ and locally scale invariant, it is better to reparametrise the fields as

$$
\begin{equation*}
\pi=\tilde{\rho} \cosh (\theta), \quad \chi=\tilde{\rho} \sinh (\theta), \tag{6.30}
\end{equation*}
$$

where $\theta$ is a dimensionless field and $\tilde{\rho}$ is of mass dimension 1 . In this field parametrisation, the global $S O(1,1)$ transformation of the fields corresponds a constant shift in $\theta$, i.e. $\theta \rightarrow \theta+\vartheta, \vartheta$ is again some dimensionless constant, whereas the local scaling transformation becomes $\tilde{\rho} \rightarrow \tilde{\rho} / \sigma$ and $g_{\mu \nu} \rightarrow \sigma^{2} g_{\mu \nu}$. A similar parametrisation can be applied to models that respect $S O(2)$ between the two fields instead of $S O(1,1)$, with the field redefinition

$$
\begin{equation*}
\pi=\tilde{\rho} \cos (\theta), \quad \chi=\tilde{\rho} \sin (\theta), \tag{6.31}
\end{equation*}
$$

The locally scale-invariant bi-scalar action $S_{\text {local }}$ expressed in terms of $\tilde{\rho}$ and $\theta$ can be found simply by performing the following field redefinitions on the Horndeski action Eq. (6.15)

$$
\begin{equation*}
\tilde{\varphi} \rightarrow \theta, \quad \tilde{g}_{\mu \nu} \rightarrow \tilde{\rho}^{2} g_{\mu \nu} \tag{6.32}
\end{equation*}
$$

Using Noether's theorem as previously discussed, in this parametrisation $(\tilde{\rho}, \theta)$, it is easy to see for an infinitesimal global $S O(1,1)$ transformation $\theta \rightarrow \theta+\vartheta$, the Lagrangian $\mathcal{L}\left[\tilde{\rho}, \theta, g_{\mu \nu}\right]$ changes as

$$
\begin{equation*}
\Delta \mathcal{L}=\vartheta \frac{\partial \mathcal{L}}{\partial \theta} \tag{6.33}
\end{equation*}
$$

for an infinitesimally small constant $\vartheta$. Global $S O(1,1)$ invariance simply means the Lagrangian cannot have explicit $\theta$ dependence except up to some total derivatives, i.e.

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \theta}=\text { sum of total derivatives. } \tag{6.34}
\end{equation*}
$$

for any fields $\tilde{\rho}, \theta$ and $g_{\mu \nu}$.

## The Most General SO(1, 1) and Local Weyl Invariant K-inflation

## Model

Consider the case of K-essence Eq. (6.22) as an example, which in terms of $\tilde{\rho}$ and $\theta$ is given by

$$
\begin{equation*}
\mathcal{L}=\sqrt{-g}\left[G_{4}(\theta)\left(\tilde{\rho}^{2} R-6 \tilde{\rho} \square \tilde{\rho}\right)+\tilde{\rho}^{4} K\left(\theta, \tilde{X}_{\theta \theta}\right)\right] \tag{6.35}
\end{equation*}
$$

where $\tilde{X}_{\theta \theta}=-\frac{1}{2} \tilde{\rho}^{-2} g^{\mu \nu} \nabla_{\mu} \theta \nabla_{\nu} \theta$. In this parametrisation, the constraint Eq. (6.34) reads as

$$
\begin{equation*}
\sqrt{-g}\left[\tilde{\rho}^{4} K_{\theta}+G_{4, \theta}\left(\tilde{\rho}^{2} R-6 \tilde{\rho} \square \tilde{\rho}\right)\right]=\text { sum of total derivatives } \tag{6.36}
\end{equation*}
$$

Since Eq. (6.36) must holds for $g_{\mu \nu}$, the term with the Ricci scalar $R$ on its own must vanish up to some total derivatives. This implies $G_{4}$ is a constant function since $G_{4}$ is independent of $\tilde{\rho}$ and does not contain any derivative terms. The only remaining term left is $\sqrt{-g} \tilde{\rho}^{4} K_{\theta}$. For generic function $K$, the constraint then implies $K$ cannot depend explictly on $\theta$, i.e. $K_{\theta}=0$.

As a result, we finally arrive at the full bi-scalar $S O(1,1)$ K-essence action

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[c_{1} \tilde{\rho}^{2} R-6 c_{1} \tilde{\rho} \square \tilde{\rho}+\tilde{\rho}^{4} K\left(\tilde{X}_{\theta \theta}\right)\right] . \tag{6.37}
\end{equation*}
$$

Written in terms of $\chi$ and $\pi$ and pulling out the terms in the Kallosh and Linde original
model Eq. (6.1) at the critical point where $F=\lambda_{n}=$ const, this becomes

$$
\begin{align*}
& S=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{\pi^{2}-\chi^{2}}{12} R+\frac{1}{2}(\partial \pi)^{2}-\frac{1}{2}(\partial \chi)^{2}-\frac{\lambda_{n}}{36}\left(\pi^{2}-\chi^{2}\right)^{2}\right. \\
& \left.+\left(\pi^{2}-\chi^{2}\right)^{2} f(Z)\right\} \tag{6.38}
\end{align*}
$$

where $Z \equiv \frac{1}{2}\left(\pi^{2}-\chi^{2}\right)^{-3}\left[\pi^{2} X_{\chi \chi}-2 \chi \pi X_{\pi \chi}+\chi^{2} X_{\pi \pi}\right]$. Here we have chosen $c_{1}=1 / 12$. This is the most general action with $\mathrm{SO}(1,1)$ and local Weyl symmetry in the class of K-essence. Here the second line are all the possible extra terms beyond the original Kallosh and Linde model in the class of K-essence.

## With Soft Shift Symmetry Breaking Prefactors

The model Eq. (6.37) does not provide a natural mechanism to end slow-roll inflation. This can be seen by gauge fixing $\tilde{\rho}=M_{\mathrm{p}}$. However, recall that in the original model Eq. (6.1), the function $F(\varphi / \pi)$ breaks the $S O(1,1)$ symmetry. The symmetry is only restored near the critical point, i.e the boundary of moduli space or in the large $\varphi$ limit. Here since we are interested in the model behaviour in the vicinity of the critical point, we consider the same for the general action Eq. (6.37). That is, we promote the dimensionless coefficients such as $c_{1}$ to functions of the scale-invariant variables that break the $S O(1,1)$ symmetry in general but not at the critical point.

In terms of the redefined fields Eq. (6.30), the resulting action is

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left[c_{1}(\theta) \frac{\tilde{\rho}^{2} R}{2}-3 c_{1}(\theta) \tilde{\rho} \square \tilde{\rho}+\tilde{\rho}^{4} K\left(\tilde{X}_{\theta \theta}, \theta\right)\right] . \tag{6.39}
\end{equation*}
$$

Here $\theta \rightarrow \infty$ is the natural critical point where the $S O(1,1)$ symmetry is restored, as $\theta$ becomes shift symmetric at $\infty$. Upon fixing the gauge $\tilde{\rho}=M_{\mathrm{p}}$ and performing a conformal transformation on the metric $g_{\mu \nu} \rightarrow g_{E}=c_{1}^{-1} g_{\mu \nu}$ back into the Einstein frame, the action Eq. (6.39) becomes

$$
\begin{equation*}
S_{E}=\int \mathrm{d}^{4} x \sqrt{-g_{E}}\left[\frac{M_{\mathrm{p}}^{2} R_{E}}{2}-\frac{3 M_{\mathrm{p}}^{2}}{4} \frac{c_{1, \theta}^{2}}{c_{1}^{2}}(\partial \theta)^{2}+\frac{M_{\mathrm{p}}^{4} K(\tilde{X}, \theta)}{c_{1}^{2}}\right] \tag{6.40}
\end{equation*}
$$

where $c_{1, \theta} \equiv \partial c_{1} / \partial \theta$ and now $\tilde{X}$ reads as $\tilde{X}=-\frac{c_{1}}{2} M_{\mathrm{p}}^{-2}(\partial \theta)^{2}$. We have suppressed the argument of $c_{1}$ here. We call this model generalised conformal K-inflation. If we demand $c_{1}(\theta)$ and $K(\tilde{X}, \theta)$ to be analytic functions near the critical point $\theta \rightarrow \infty$, then $c_{1}(\theta)$ must also asymptote to a dimensionless constant and $K(\tilde{X}, \theta) \rightarrow K(\tilde{X})$.

### 6.4 Conditions for Realising Universal Model Predictions

Before we discuss the model predictions of the generalised conformal K-inflation model Eq. (6.39) near the enhanced $S O(1,1)$ symmetry point and check if any universal behaviour emerges, it is useful to first study the sufficient conditions for realising universal model predictions. For instance, in the case of chaotic inflation, the asymptotic scaling relations $\left(\epsilon_{V}\right)_{*} \propto 1 / N^{p}$ and $\left(\eta_{V}\right)_{*} \propto 1 / N^{q}$ for some $p$ and $q$ in the large $N$ limit, where $p, q>0$, lead to universal model predictions. This was first noted by Roest [169]. The results were later extended to some other scaling relations by Garcia-Bellido and Roest [170]. In the following, we use the same approach and study the corresponding scaling relations in the case of K-inflation.

### 6.4.1 Slow-roll K-inflation

We begin by introducing the K-inflation model and briefly discussing its background dynamics and model predictions. The Lagrangian of K -inflation is given by

$$
\begin{equation*}
\mathcal{L}=\sqrt{-g}\left[K(X, \varphi)+M_{\mathrm{p}}^{2} R / 2\right] . \tag{6.41}
\end{equation*}
$$

It was first introduced by Armendariz-Picon, Damour and Mukhanov [171]. An example of K-inflation is the Dirac-Born-Infeld (DBI) inflation [90]. For K-inflation, the background Einstein equations in a FRW universe are

$$
\begin{align*}
& 3 H^{2}=M_{\mathrm{p}}^{-2}\left(2 X K_{X}-K\right) \\
& \dot{H}=M_{\mathrm{p}}^{-2}\left(-X K_{X}\right) . \tag{6.42}
\end{align*}
$$

Demanding the Hamiltonian is bounded from below and the equations of motion remain hyperbolic, the function $K$ must satisfy the conditions [172]

$$
\begin{equation*}
K_{X}>0,2 X K_{X X}+K_{X}>0 \tag{6.43}
\end{equation*}
$$

It is useful to introduce a new quantity $c_{s}$ defined by

$$
\begin{equation*}
c_{s}^{2}=\frac{K_{X}}{2 X K_{X X}+K_{X}} . \tag{6.44}
\end{equation*}
$$

This quantity $c_{s}$ corresponds to the 'sound speed' of the density fluctuations and takes values between 0 to 1 for physical models. In general $c_{s}$ is time dependent, where its dynamics can be described by the following sound flow functions

$$
\begin{equation*}
s_{n+1} \equiv \frac{\mathrm{~d} \ln \left|s_{n}\right|}{\mathrm{d} N}, \quad s_{1} \equiv \frac{\dot{c_{s}}}{H c_{s}} . \tag{6.45}
\end{equation*}
$$

Slow-roll inflation happens where the following slow-roll parameters are small

$$
\begin{align*}
\epsilon_{H} & \equiv-\frac{\dot{H}}{H^{2}}=\frac{3 X K_{X}}{2 X K_{X}-K} \ll O(1), \\
\eta_{H} & \equiv-\frac{1}{2} \frac{\epsilon_{H}}{H \epsilon_{H}}=-\epsilon_{H}-\frac{1}{2} \frac{\ddot{H}}{H \dot{H}} \ll O(1) . \tag{6.46}
\end{align*}
$$

It was also shown that consistent slow-roll inflation models require the sound speed does not change abruptly, or $s_{n} \ll O(1)$ [173, 174]. Demanding $\epsilon_{H} \ll O(1)$ is equivalent to the condition $-K \gg X K_{X}$. As a result, the Friedmann equation in the slow-roll limit becomes

$$
\begin{equation*}
3 M_{\mathrm{p}}^{2} H^{2}=2 X K_{X}-K \approx-K . \tag{6.47}
\end{equation*}
$$

Since $\epsilon_{H} \ll O(1)$, to have $\eta_{H} \ll O(1)$ we also need $\ddot{H} /(H \dot{H}) \ll O(1)$. Using the background equations Eq. (6.42), we can work out $\ddot{H}$ in terms of $K$ and its partial derivatives

$$
\begin{equation*}
M_{\mathrm{p}}^{2} \ddot{H}=-\dot{X} K_{X}-K_{X X} X \dot{X}-K_{X \varphi} X \dot{\varphi} . \tag{6.48}
\end{equation*}
$$

Rewritten in terms of $c_{s}$ and $\delta \equiv-\ddot{\varphi} /(H \dot{\varphi}), \eta_{H}$ then reads as

$$
\begin{equation*}
\eta_{H}=-\epsilon_{H}+\frac{1}{2}\left(1+1 / c_{s}^{2}\right) \delta-\frac{1}{2} \frac{K_{X \varphi}}{K_{X}} \frac{d \varphi}{d N} . \tag{6.49}
\end{equation*}
$$

To realise inflation, we only need the sum of the last two terms in Eq. (6.49) to be small but not individually. Here for simplicity, we restrict ourselves to models where $\varphi$ is slowly rolling such that $\delta \ll O(1)$ and all terms on the RHS of Eq. (6.49) are small.

Now consider the full $\varphi$ equation of motion in K-inflation from varying the action Eq. (6.41)

$$
\begin{equation*}
3 H K_{X} \dot{\varphi}+K_{X} \ddot{\varphi}+K_{X \varphi} \dot{\varphi}^{2}+K_{X X} \dot{\varphi} \dot{X}=K_{\varphi} \tag{6.50}
\end{equation*}
$$

at background level. Dividing this by $H K_{X} \dot{\varphi}$ and expressing in terms of the physical slow-roll parameters $\epsilon_{H}$ and $\eta_{H}$, this becomes

$$
\begin{equation*}
3-2 \epsilon_{H}-2 \eta_{H}+\delta=\frac{K_{\varphi}}{H K_{X}} \frac{1}{\dot{\varphi}} . \tag{6.51}
\end{equation*}
$$

In the slow-roll limit where $\epsilon_{H}, \eta_{H}, \delta \ll O(1)$, we therefore obtain the slow-roll equation for $X$

$$
\begin{equation*}
X \approx-\frac{1}{6}\left(\frac{K_{\varphi}}{K_{X}}\right)^{2}\left(\frac{1}{K}\right) . \tag{6.52}
\end{equation*}
$$

Now we consider perturbations about the homogeneous background. Applying perturbation theory as in the case of canonical single field models, where we perturb the field $\varphi$ and the metric to linear order as in Chapter 3, one can find the corresponding scalar and tensor perturbations in the spatially flat gauge satisfy a modified Mukhanov-Sasaki equation in Fourier space [175]

$$
\begin{align*}
& v_{k}^{\prime \prime}+\left(c_{s}^{2} k^{2}-\frac{z^{\prime \prime}}{z}\right) v_{k}=0, \\
& \tilde{h}_{k}^{s \prime \prime}+\left(k^{2}-\frac{a^{\prime \prime}}{a}\right) \tilde{h}_{k}^{s}=0, \tag{6.53}
\end{align*}
$$

where again $v_{k} \equiv a \delta \varphi_{k}$ and $\tilde{h}_{k}^{s}$ defined as in Chapter 3. The scalar and tensor power spectra can be worked out by solving the modified Mukhanov-Sasaki equations and
the corresponding model predictions are given by [175]

$$
\begin{align*}
& n_{\mathrm{s}}-1 \approx-2\left(\epsilon_{H}\right)_{*}+2\left(\eta_{H}\right)_{*}-\left(s_{1}\right)_{*}, \\
& n_{T} \approx-2\left(\epsilon_{H}\right)_{*}, \\
& r=16\left(\epsilon_{H}\right)_{*} c_{s} . \tag{6.54}
\end{align*}
$$

to leading order. These results were later extended to second-order in slow-roll by Martin et al. [176]. For generalised G-inflation with the full Horndeski action, this was first done by Kobayashi et al. [151] at the level of the power spectrum, and later to the bispectrum by Tsujikawa et al. [177]. Current observational constraints on K-inflation models are given in [44] for DBI inflation and recently in [178] for some other models where the sound speed $c_{s}$ is constant.

In the following we will restrict our attention to models where the sound speed $c_{s}$ is effectively constant such that $\left(s_{1}\right)_{*} \ll\left(\epsilon_{H}\right)_{*},\left(\eta_{H}\right)_{*}$. For these models, universal behaviour can be realised when $\left(\epsilon_{H}\right)_{*}$ scales as $1 / N^{p}$ in the large $N$ limit for some $p$, where $N$ is the number of e-folds of expansion from horizon exit $t_{*}$ to the end of inflation $t_{e} \cdot{ }^{4}$ We will consider what constraints this asymptotic scaling relation implies on $H$ and the form of $K$.

Scaling Relation, $\left(\epsilon_{H}\right)_{*} \propto 1 / N$

The first example we consider is the case where $p=1$

$$
\begin{equation*}
\left(\epsilon_{H}\right)_{*}=\frac{a_{1}}{N} . \tag{6.55}
\end{equation*}
$$

Here $a_{1}$ is some arbitrary constant, which is fixed for a particular model and can be constrained by comparing with observations. This corresponds to the universality class where

$$
\begin{equation*}
r \propto 1 / N, \quad n_{\mathrm{s}}-1 \propto 1 / N \tag{6.56}
\end{equation*}
$$

[^21]Note that universality requires the scaling relation to be satisfied for all the relevant scales $k_{*}$ under consideration. In general to check if the scaling relation is satisfied, one can solve for $N$, which depends on $H\left(t_{e}\right)$, and check how $\left(\epsilon_{H}\right)_{*}$ scales with it in a particular model. However, in single-field models, since $H\left(t_{e}\right)$ is always fixed, we can simply just check how $H$ scales with $t$ instead.

Using the definition of $\epsilon_{H}$ and differentiating Eq. (6.55) with respect to $t_{*}$, we get

$$
\begin{equation*}
\left(2 a_{1}-1\right)\left(\frac{\dot{H}}{H}\right)_{*}=a_{1}\left(\frac{\ddot{H}}{\dot{H}}\right)_{*}, \tag{6.57}
\end{equation*}
$$

assuming $\dot{H}_{*} \neq 0$. Integrating Eq.(6.57) with respect to $t_{*}$, we arrive at a scaling relation between $H$ and $\dot{H}$

$$
\begin{equation*}
H^{2 a_{1}-1}=\Sigma(-\dot{H})^{a_{1}} \quad \text { or } \frac{1}{H}=\Sigma \epsilon_{H}^{a_{1}}, \tag{6.58}
\end{equation*}
$$

where $\Sigma$ is some integration constant which sets the energy scale of $H$. This is the condition on $H$ in order to satisfy the scaling relation Eq. (6.55), which holds for all $t$. In the case of K-inflation, by using the background equations Eqs. (6.42), this can be translated to a condition on $K$ to leading order in slow-roll

$$
\begin{equation*}
\Sigma\left(-3 X K_{X}\right)^{a_{1}}=\sqrt{3}(-K)^{a_{1}-1 / 2} \tag{6.59}
\end{equation*}
$$

Substituting the slow-roll equation Eq. (6.52), this becomes

$$
\begin{equation*}
\Sigma\left[\frac{1}{2} \frac{\left(K_{\varphi}\right)^{2}}{K_{X}}\left(\frac{1}{K}\right)\right]^{a_{1}}=\sqrt{3}(-K)^{a_{1}-1 / 2}, \tag{6.60}
\end{equation*}
$$

For canonical single field models where $K(X, \varphi)=X-V(\varphi)$, Eq. (6.60) reduces to the Roest result [169]

$$
\begin{equation*}
\left(\epsilon_{V}\right)^{2 a_{1}}=\frac{\tilde{\lambda}}{V} \tag{6.61}
\end{equation*}
$$

where $\tilde{\lambda}=\sqrt{3} / \Sigma$, by taking the slow-roll approximation $V \gg X$. It is not difficult to show Eq. (6.61) is satisfied for chaotic inflation with a monomial scalar potential $V=\lambda_{n} \varphi^{n}$ where $\lambda_{n}$ is constant. In general Eq. (6.60) cannot be solved without
assuming the functional form of $K$.

Scaling Relation, $\left(\epsilon_{H}\right)_{*} \propto 1 / N^{p}$

Next we consider the general case where $p \neq 1$

$$
\begin{equation*}
\left(\epsilon_{H}\right)_{*} \approx \frac{a_{p}}{N^{p}}, \tag{6.62}
\end{equation*}
$$

We can follow a similar analysis as $p=1$ to work out the corresponding condition on $H$. Starting with Eq. (6.62), differentiating both sides with respect to $t_{*}$, this becomes

$$
\begin{equation*}
-H_{*}=\frac{\left(-a_{p}\right)^{1 / p}}{p}\left(\frac{H^{2}}{\dot{H}}\right)_{*}^{1 / p-1}\left[2 H-\frac{H^{2} \ddot{H}}{\dot{H}^{2}}\right]_{*} \tag{6.63}
\end{equation*}
$$

Multiplying each side by $\left(\dot{H}^{2} / H^{4}\right)_{*}$ and integrating with respect to $t_{*}$, we have

$$
\begin{equation*}
\Sigma H=\exp \left[\frac{\left(-a_{p}\right)^{1 / p}}{p-1}\left(-\epsilon_{H}\right)^{1-1 / p}\right] \tag{6.64}
\end{equation*}
$$

where $\Sigma$ is again some integration constant. Note that during slow-roll $\epsilon_{H}<O(1)$, therefore for $p>1$, as long as $a_{p}$ is not too large, one can Taylor expand the exponential in Eq. (6.64) to leading order

$$
\begin{equation*}
\Sigma H=1+(-1)^{2 / p-1}\left(\frac{a_{p}^{1 / p}}{p-1}\right) \epsilon_{H}^{1-1 / p} \tag{6.65}
\end{equation*}
$$

This is the general scaling relation between $H$ and $\epsilon_{H}$ for the asymptotic behaviour Eq. (6.62). The constant $a_{p}$ and $p$ remains arbitrary as long as the scalar-tensor theory is not specified. For slow-roll inflation where $\dot{H}$ is always negative, $a_{p}$ must be positive. In the case of K-inflation, using the background equations, this becomes

$$
\begin{equation*}
\Sigma\left(\frac{-K}{3}\right)^{1 / 2}=1+(-1)^{2 / p-1}\left(\frac{a_{p}^{1 / p}}{p-1}\right)\left(\frac{3 X K_{X}}{-K}\right)^{1-1 / p} \tag{6.66}
\end{equation*}
$$

to leading order in slow-roll. The original conformal inflation model Eq. (6.1) belongs to the universal class where $p=2$. The scaling relation Eq. (6.66) for $p=2$ is indeed satisfied by the model, as we now confirm:

Consider the T-model where $K=X-V$ and the potential $V$ can be approximated by

$$
\begin{equation*}
V=V_{*}\left[1-4 n e^{-\sqrt{2 / 3} \varphi}+O\left(n^{2} e^{-\sqrt{8 / 3} \varphi}\right)\right] \tag{6.67}
\end{equation*}
$$

in the large $\varphi$ limit, where $V_{*}$ is some constant. Taking the slow-roll limit for the Klein-Gordon equation where $\dot{\varphi} \approx-V_{\varphi} / 3 H$, the kinetic term $X$ is well approximated by

$$
\begin{equation*}
X \approx \frac{V}{6}\left(\frac{V_{\varphi}}{V}\right)^{2} \approx V_{*} \frac{8 n^{2}}{3}\left(\frac{2}{3}\right) e^{-\sqrt{8 / 3 \varphi}} \tag{6.68}
\end{equation*}
$$

in the large $\varphi$ limit. Subsituting Eq. (6.68) for $X$ into Eq. (6.66), we have

$$
\begin{gather*}
L H S=\Sigma \sqrt{\frac{V_{*}}{3}}\left[1-2 n e^{-\sqrt{2 / 3} \varphi}+O\left(n^{2} e^{-\sqrt{8 / 3} \varphi}\right)\right] \\
R H S=1-a_{2}^{1 / 2} \frac{4}{\sqrt{3}} n e^{-\sqrt{2 / 3} \varphi}+O\left(n^{2} e^{-\sqrt{8 / 3} \varphi}\right) . \tag{6.69}
\end{gather*}
$$

Therefore they are equal provided $a_{2}=3 / 4$ and $\Sigma=\sqrt{3} V_{*}^{-1 / 2}$, corresponding to $\epsilon_{H} \approx \epsilon_{\varphi}=3 / 4 N^{2}$.

### 6.5 Universal Behaviour of Generalised Conformal KInflation

In this section, we discuss the universal behaviour of the generalised conformal Kinflation model introduced in Section 6.3. Generically, we expect $K$ is of polynomial form in $\tilde{X}$ such that $K(\tilde{X})=\sum_{n} b_{n} \tilde{X}^{n}-\lambda$, where $b_{n}$ are some dimensionless constants with $b_{n+1}<b_{n}$. For potential-driven slow-roll inflation, to leading order we typically have $K \approx b_{1}(\theta) \tilde{X}-\lambda(\theta)$ and the effective sound speed $c_{s}^{2} \approx 1$. As a result, we can assume $c_{s}$ to be constant and the sound flow functions $s_{n}$ contribution to the model predictions in Eq. (6.54) can be neglected.

The action Eq. (6.40) now reads as

$$
\begin{equation*}
S_{E}=\int \mathrm{d}^{4} x \sqrt{-g_{E}}\left[\frac{M_{\mathrm{p}}^{2} R_{E}}{2}-\frac{M_{\mathrm{p}}^{2}}{2 c_{1}(\theta)}\left(b_{1}(\theta)+\frac{3}{2} \frac{c_{1, \theta}^{2}(\theta)}{c_{1}(\theta)}\right)(\partial \theta)^{2}-\frac{\lambda(\theta) M_{\mathrm{p}}^{4}}{c_{1}^{2}(\theta)}\right] \tag{.6.70}
\end{equation*}
$$

Recall that we demand the soft breaking functions and their derivatives are analytic at the critical point $\theta \rightarrow \infty$. In the vicinity of large $\theta$, in simple generic cases, these functions can be represented by the following expansions

$$
\begin{equation*}
b_{1}(\theta)=\tilde{b}\left[1-b e^{-\theta}+O\left(e^{-2 \theta}\right)\right] \text { or } b_{1}(\theta)=\tilde{b}\left[1-\frac{b}{\theta}+O\left(\frac{1}{\theta^{2}}\right)\right], \tag{6.71}
\end{equation*}
$$

and similarly for $\lambda$ and $c_{1}$ in general. Here $\tilde{b}$ and $b$ are some dimensionless constants. As a result, for large $\theta$, the second term in the coefficient of the kinetic piece $(\partial \theta)^{2}$ in Eq. (6.70) is negligible compared to the first term and the resulting action is

$$
\begin{align*}
& S_{E}=\int \mathrm{d}^{4} x \sqrt{-g_{E}}\left\{\frac{M_{\mathrm{p}}^{2} R_{E}}{2}-\frac{M_{\mathrm{p}}^{2}}{2}\left[\begin{array}{l}
\tilde{b} \\
\tilde{c} \\
\tilde{c}
\end{array} O\left(e^{-2 \theta}, \frac{1}{\theta}\right)\right](\partial \theta)^{2}\right. \\
&\left.\quad-\frac{\tilde{\tilde{\lambda}} M_{\mathrm{p}}^{4}}{\tilde{c}^{2}}\left[1-O\left(e^{-\theta}, \frac{1}{\theta}\right)\right]\right\} \tag{6.72}
\end{align*}
$$

to leading order. Unless $\tilde{b}$ or $\tilde{c}$ vanishes, we can rewrite the action in terms of the canonically-normalised field $\varphi=M_{\mathrm{p}}(\tilde{b} / \tilde{c})^{1 / 2} \theta$,

$$
\begin{equation*}
S_{E}=\int \mathrm{d}^{4} x \sqrt{-g_{E}}\left\{\frac{M_{\mathrm{p}}^{2} R_{E}}{2}-\frac{1}{2}(\partial \varphi)^{2}-V_{*}\left[1-O\left(e^{-\tilde{n} \varphi / M_{\mathrm{p}}}, \frac{M_{\mathrm{p}}}{\varphi}\right)\right]\right\}, \tag{6.73}
\end{equation*}
$$

where $V_{*} \equiv \tilde{\lambda} M_{\mathrm{p}}^{4} / \tilde{c}^{2}$ and $\tilde{n}=(\tilde{b} / \tilde{c})^{-1 / 2}$. If the next to leading order term in the potential is $O\left(e^{-\tilde{n} \varphi / M_{\mathrm{p}}}\right)$, then the model is similar to Kallosh and Linde's original model in the large $\varphi$ limit

$$
\begin{equation*}
S_{E}=\int \mathrm{d}^{4} x \sqrt{-g_{E}}\left[\frac{M_{\mathrm{p}}^{2} R_{E}}{2}-\frac{1}{2}(\partial \varphi)^{2}-V_{*}\left(1-\Theta e^{-n \varphi / M_{\mathrm{p}}}\right)\right] . \tag{6.74}
\end{equation*}
$$

Here $\Theta$ is a dimensionless constant and must be positive if inflation is to end naturally. By computing the number of e-folds $N$ and the slow-roll parameters $\epsilon_{V}$ and $\eta_{V}$ in the slow-roll and large $N$ limit as in the original model, it is not difficult to show that the model has the same universal behaviour as the original model where $r \propto 1 / N^{2}$ and $n_{\mathrm{s}}-1 \propto-1 / N$.

On the other hand, if the next to leading order term for the effective potential in Eq. (6.72) is $O\left(\frac{M_{\mathrm{p}}}{\varphi}\right)$, then a different universalily class where $r \propto N^{-4 / 3}$ and $n_{\mathrm{s}}-1 \propto$
$-1 / N$ is realised. This can be seen as the slow-roll parameters $\left(\epsilon_{V}\right)_{*}$ and $\left(\eta_{V}\right)_{*}$ are related to the number of e-folds $N$ as

$$
\begin{equation*}
\left(\epsilon_{V}\right)_{*} \propto \frac{1}{N^{4 / 3}}, \quad\left(\eta_{V}\right)_{*} \propto \frac{1}{N} \tag{6.75}
\end{equation*}
$$

in the large $N$ limit.
We argue the same universal behaviour holds for other classes of $S O(1,1)$ bi-scalar conformal inflation models as well in general. For the generalised bi-scalar conformal inflation which is potential-driven such that

$$
\begin{align*}
& K(\theta, \tilde{X})=-V(\theta)+b_{i}(\theta) \tilde{X}+\ldots, \\
& G_{i}(\theta, \tilde{X})=g_{i}(\theta)+h_{i}(\theta) \tilde{X}+\ldots \tag{6.76}
\end{align*}
$$

and $\theta$ is slowly rolling, terms involving higher order derivatives are suppressed in general. To leading order, only the canonical kinetic term $\tilde{X}$ survives and the action reduces to Eq. (6.70) assuming the functions $b_{i}, g_{i}$ and $h_{i}$ are of similar order. The same universal behaviour as conformal K-inflation is thus expected. For the pivot CMB scale $k_{*}=0.002 \mathrm{Mpc}^{-1}$ where the amount of observable inflation is $N \sim 60$, we therefore conclude that $S O(1,1)$ bi-scalar conformal inflation universally predicts negligible level of tensor perturbations with $r<O(0.01)$.

### 6.6 Universality Class with Large $r$ ?

In the light of the recent BICEP2 results which suggest tensor-to-scalar ratio $r \sim$ $O(0.1)$, we will also discuss the possibility of realising a universality class where $r$ can be large in generalised bi-scalar conformal $S O(1,1)$ models.

### 6.6.1 K-inflation

In the last section, we have seen that conformal K-inflation models give small $r$ if $K(\tilde{X})$ is a power series in $\tilde{X}$. In the following we drop this assumption and keep $K(\tilde{X})$ as arbitrary.

Sum-Separable Case: $K(\tilde{X}, \theta)=G(\tilde{X})-F(\theta)$
Consider a sum-separable case where $K(\tilde{X}, \theta)=G(\tilde{X})-F(\theta)$ for arbitrary functions $G$ and $F$. The gauge-fixed action Eq. (6.40) then reads as

$$
\begin{equation*}
S_{E}=\int \mathrm{d}^{4} x \sqrt{-g_{E}}\left\{\frac{M_{\mathrm{p}}^{2} R_{E}}{2}-\frac{3}{4}\left(\frac{c_{1, \theta}}{c_{1}}\right)^{2}(\partial \varphi)^{2}+\frac{M_{\mathrm{p}}^{4}}{c_{1}^{2}}\left[G(\tilde{X})+F\left(\varphi / M_{\mathrm{p}}\right)\right]\right\}, \tag{6.77}
\end{equation*}
$$

in terms of a dimensionful field $\varphi \equiv \theta M_{\mathrm{p}}$. Again $c_{1}$ and $F$ are functions of $\theta$ which have the asymptotic form as in Eq. (6.71) near the critical point $\varphi \rightarrow \infty$, and $\tilde{X} \equiv$ $-\frac{1}{2} c_{1}\left(\varphi / M_{\mathrm{p}}\right)(\partial \varphi)^{2}$. For slow-roll potential-driven inflation, the term $F(\varphi)$ dominates and we have $3 M_{\mathrm{p}}^{2} H^{2} \approx M_{\mathrm{p}}^{4} F / c_{1}^{2}$. The partial derivatives of $K$ with respect to $X$ and $\varphi$ are then

$$
\begin{align*}
& K_{\varphi} \approx \frac{F_{\varphi}}{c_{1}^{2}}-\frac{2 F c_{1, \varphi}}{c^{3}}, \\
& K_{X}=-\frac{3}{2}\left(\frac{c_{1, \varphi}}{c_{1}}\right)^{2}+\frac{K_{\tilde{X}}}{c_{1}} . \tag{6.78}
\end{align*}
$$

Now we check if $K$ can satisfy the scaling relation $\left(\epsilon_{H}\right)_{*} \propto 1 / N$ for slow-roll potentialdriven inflation in this case. Substituting Eq. (6.78) into the universality condition Eq. (6.60), we have

$$
\begin{align*}
& \text { RHS }=\sqrt{3}\left(F / c_{1}^{2}\right)^{a_{1}-1 / 2} \approx \sqrt{3}\left(\tilde{F} / \tilde{c}_{1}^{2}\right)^{a_{1}-1 / 2}+O\left(e^{-\varphi / M_{\mathrm{p}}}, \frac{1}{\varphi}\right), \\
& \text { LHS }=\Sigma\left\{\frac{1}{2} \frac{c_{1}^{2}}{F}\left(\frac{F_{\varphi}}{c_{1}^{2}}-\frac{2 F c_{1, \varphi}}{c_{1}^{3}}\right)^{2}\left[\frac{K_{\tilde{X}}}{c_{1}}-\frac{3}{2}\left(\frac{c_{1, \varphi}}{c_{1}}\right)^{2}\right]^{-1}\right\}, \tag{6.79}
\end{align*}
$$

to leading order in large $\varphi$ limit. $\tilde{F}$ and $\tilde{c}_{1}$ are dimensionless constants where $F$ and $c_{1}$ asymptote to. To satisfy the universality condition, we need the leading term in the LHS to be a constant. This is only possible if $M_{\mathrm{p}}^{4} \frac{K_{\tilde{X}}}{c_{1}} \gg-\frac{3}{2}\left(\frac{c_{1, \varphi}}{c_{1}}\right)^{2}$, since for our choice of $c_{1}$ and $F$, their derivatives $c_{1, \varphi}$ and $F_{\varphi}$ are always of the order of
$O\left(e^{-\varphi / M_{\mathrm{p}}}, \frac{1}{\varphi}\right)$. In that case,

$$
\begin{equation*}
L H S \approx \Sigma\left[\frac{1}{2} \frac{c_{1}^{3}}{F}\left(\frac{K_{\varphi}^{2}}{K_{\tilde{X}}}\right)\right]=\Sigma\left[\frac{1}{2 F c_{1}}\left(F_{\varphi}-\frac{2 F c_{1, \varphi}}{c_{1}}\right)^{2} \frac{1}{K_{\tilde{X}}}\right] \tag{6.80}
\end{equation*}
$$

which asymptotes to a constant in the large $\varphi$ limit only if $K_{\varphi}^{2} / K_{\tilde{X}} \rightarrow$ const. This is the necessary condition for the universality condition Eq. (6.60).

However, assuming $\varphi$ is slowly rolling, from the slow-roll solution Eq. (6.52) for $X$ in K-inflation, we also have

$$
\begin{equation*}
\tilde{X}=c_{1} X \approx-\frac{c_{1}^{3}}{6}\left(\frac{K_{\varphi}}{K_{\tilde{X}}}\right)^{2} \frac{1}{K}=-\frac{1}{6}\left(\frac{c_{1}^{3}}{K_{\tilde{X}}}\right) \frac{1}{K} \propto \frac{1}{G_{\tilde{X}}} . \tag{6.81}
\end{equation*}
$$

to leading order. Therefore we find a solution for $G(\tilde{X})$

$$
\begin{equation*}
G(\tilde{X})=\ln \tilde{X} \tag{6.82}
\end{equation*}
$$

Nevertheless, the solution $G(\tilde{X}) \propto \ln \tilde{X}$ violates the second condition in Eq. (6.43) and gives imaginary sound speed $c_{s}$ in general. As a result, we conclude the universality condition $\epsilon_{H} \sim a / N$ cannot be satisfied for slow-roll power-driven conformal K -inflation and therefore the model predicts $r \ll O(0.1)$ in general. There is a caveat that a different scaling relation with $p<1$ may still be plausible though.

### 6.7 Summary

Conformal inflation is a new class of inflation models and is natural in the superconformal formulation of supergravity. In addition, universal behaviour emerges as a critical phenomenon near the point of enhanced $S O(1,1)$ or shift symmetry, which is naturally taken to be the boundary of the moduli space $(\chi, \pi) \rightarrow \infty$. For generic Lagrangians where inflation happens near the enhanced symmetry point (including the relevant observed scales), this therefore leads to the same universal model-independent predictions, with the attractor points

$$
\begin{equation*}
n_{\mathrm{s}}-1 \propto-\frac{1}{N}, \quad r \propto\left\{\frac{1}{N^{2}}, \frac{1}{N^{4 / 3}}\right\} . \tag{6.83}
\end{equation*}
$$

This universal behaviour also extends to generalised bi-scalar conformal models beyond canonical kinetic terms for slow-roll potential-driven inflation. This can be understood as all models reduce to the same asymptotic forms near the enhanced symmetry point. Whether the local scale invariance symmetry plays any significant role in realising universality classes remains to be seen.

For the pivot CMB scale $k_{*}=0.002 \mathrm{Mpc}^{-1}$ where the amount of observable inflation is $N \sim 60$, we therefore conclude that $S O(1,1)$ (or shift symmetric) bi-scalar conformal inflation universally predicts negligible level of tensor perturbations with $r \ll O(0.1) .{ }^{5}$

[^22]
## Chapter 7

## Conclusion

Since the early work by Guth [20], inflation has become the dominant paradigm of the Early Universe prior to the standard Hot Big Bang. According to the original paradigm, our Universe underwent an early period of superluminal expansion, driven by a canonical scalar field slowly rolling down a flat potential. This early accelerated period of expansion does not only solve the classical problems in Hot Big Bang Cosmology, but offers an explanation to the generation of primordial fluctuations that seeded structure formation and the Cosmic Microwave Background (CMB) anisotropies. During inflation, quantum fluctuations of the inflaton field were stretched beyond the horizon and became classical. Over time they were gravitationally amplified, and eventually re-entered the horizon laying the foundations of all cosmic structure that we observe in the universe today. In Chapter 1, we briefly reviewed the cosmology of the Hot Big Bang, its shortcomings and the standard original paradigm of inflation.

Density perturbations are usually quantified in terms of the gauge-invariant curvature perturbation $\zeta$, defined as the spatial curvature on uniform-density slices. In Chapter 2 we reviewed cosmological perturbation theory, the gauge-invariant defintion of $\zeta$ and its statistical properties. An important property of $\zeta$ is the fact that it is conserved on superhorizon scales in the absence of isocurvature perturbations. We demonstrated this in Section 2.5.1. We also reviewed the separate universe approximation and the $\delta N$ formalism, which were used extensively in this thesis.

The original inflation paradigm also has universal predictions. In particular, the primor-
dial fluctuations produced are almost Gaussian and nearly scale-invariant. Primordial gravitational waves are also generated and could be strong enough to be observed depending on the shape of the potential. We reviewed this in Chapter 3, showing how the model predictions are computed. We also discussed how the predictions are compared to current observations. We then discussed a simple extension to the original paradigm, multifield inflation, in which inflation is driven by multiple scalar fields.

Unlike in single-field models, isocurvature perturbations exist in multifield models and could source the curvature perturbation $\zeta$. For models where isocurvature perturbtions persist after the end of slow-roll, we showed in Chapters 4 and 5 that the subsequent post-inflationary evolution, particularly reheating, do significantly change the model predictions and therefore should be accounted for, even in the simple perturbative reheating setup. The model predictions evaluated at the end of the slow-roll regime are different to those after reheating in general, with the change being model-dependent. Compared to the spectral index $n_{\mathrm{s}}$, the non-linear parameters $f_{\mathrm{NL}}, \tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ are more sensitive to the physics of reheating. Although individual observables evolve during reheating, consistency relations between observables are more robust to the details of reheating. Examples are $g_{\mathrm{NL}} \approx \tau_{\mathrm{NL}}$ in non-vacuum dominated sum-separable potential models and $3 n_{f_{\mathrm{NL}}}=2 n_{\tau_{\mathrm{NL}}}$ in two-field local type models. This suggests consistency relations act as a better tool to distinguish between different multifield models.

Another class of model we have considered is conformal inflation. The original model involves two canonical (up to a sign) scalar fields non-minimally coupled to gravity with an additional local scale invariance symmetry. This model is natural in the superconformal formulation of supergravity. Because of scale invariance, only one scalar degree of freedom is physical and perturbation is purely adiabatic. For that reason, $\zeta$ is conserved after horizon-exit as long as perturbations remain adiabatic and the model is more predictive. Universal model predictions emerge as a critical phenomenon near the enhanced $\mathrm{SO}(1,1)$ or (shift) symmetry point. In Chapter 6, we showed that this universal behaviour also extends to generalised slow-roll potential-driven models.

While the single-field paradigm has been well studied and constrained today, an equivalent picture is lacking for the multifield paradigm. For instance, despite some recent
work [181, 182] which focuses on canonical models with a sum-separable quadratic potential, there is still work to be done in understanding how to constrain multifield models in general, for instance how to take (p)reheating into account. Being more natural from particle physics point of view, a better understanding in the multifield paradigm such as the field dynamics and model predictions would help us make progress in embedding inflation in unified theories like string theories.

On the other hand, despite being an important part of inflationary model building, (p)reheating remains much less understood compared to the slow-roll regime. In order to constrain theoretical models with observations, we however need a better understanding in the non-equilibrium physics of reheating, as we have seen in canonical models reheating does significantly change slow-roll model predictions in the presence of isocurvature perturbations, perhaps except consistency relations between observables. It remains to be seen if this also holds in a more generic (p)reheating setup, going beyond the simple perturbative reheating picture. The highly non-equilibrium nature of (p)reheating may also open up new observational windows to inflation and shed some light on the underlying inflation models in play in the Early Universe.

Motivated by Planck results and theoretical models such as conformal inflation, there have also been interests in universality classes of inflation models recently. A better understanding of different universality classes would help explore new classes of inflation models that are compatible with observations and their common features may give hints of the underlying fundamental theories in play during the early universe. As we now enter the era of precision cosmology, with more precise data coming, it is important to address these issues in the future.

## Appendix A

## Analytic Expressions for $\delta N$

## Coefficients

In Chapter 3, we stated that analytic expressions for the $\delta N$ coefficients for potentials of separable form exist under slow-roll approximation. Here in this appendix, we briefly illustrate how they are derived. We will set $M_{\mathrm{p}}=1$ here unless stated otherwise. Consider the multifield canonical case, the slow-roll field equations give the following relation

$$
\begin{equation*}
\frac{\mathrm{d} \varphi^{I}}{W_{I}}=\frac{\mathrm{d} \varphi^{J}}{W_{J}}, \tag{A.1}
\end{equation*}
$$

assuming the fields $\varphi^{I}$ and $\varphi^{J}$ are slowly rolling and evolve monotonically. Here again $W_{I}$ denotes partial derivative of the potential $W$ with respect to the field $\varphi^{I}$. We shall use Eq. (A.1) to construct a constant of motion along each classical slow-roll trajectory and work out the $\delta N$ coefficients.

Let us consider a two field product-separable potential where $W$ is of the form

$$
\begin{equation*}
W(\varphi, \chi)=U(\varphi) V(\chi), \tag{A.2}
\end{equation*}
$$

for some functions $U$ and $V$. The number of e-folds $N$ from some initial time $t_{*}$ to
final time $t_{e}$ can be written in terms of integrals of the fields

$$
\begin{equation*}
N=\int_{e}^{*} \frac{U}{U_{\varphi}} \mathrm{d} \varphi=\int_{e}^{*} \frac{V}{V_{\chi}} \mathrm{d} \chi \tag{A.3}
\end{equation*}
$$

Here $\int_{e}^{*} d \varphi^{I}$ denotes an integral of $\varphi^{I}$ from the value $\varphi_{e}^{I}$ at final time $t_{e}$ to initial value $\varphi_{*}^{I}$ at $t_{*}$. In what follows, subscripts ${ }_{*}$ and $e$ correspond to quantities evaluated at initial time $t_{*}$ and final time $t_{e}$. Infinitesimal change in the number of e-folds $N$ with respect to changes in $\varphi_{*}$ and $\chi_{*}$ is then given by

$$
\begin{align*}
\mathrm{d} N & =\left[\left(\frac{U}{U_{\varphi}}\right)_{*}+\frac{\partial \varphi_{e}}{\partial \varphi_{*}}\left(\frac{U}{U_{\varphi}}\right)_{e}\right] \mathrm{d} \varphi_{*}+\left[\frac{\partial \varphi_{e}}{\partial \chi_{*}}\left(\frac{U}{U_{\varphi}}\right)_{e}\right] \mathrm{d} \chi_{*} \\
& =\left[\left(\frac{V}{V_{\chi}}\right)_{*}+\frac{\partial \chi_{e}}{\partial \chi_{*}}\left(\frac{V}{V_{\chi}}\right)_{e}\right] \mathrm{d} \chi_{*}+\left[\frac{\partial \chi_{e}}{\partial \varphi_{*}}\left(\frac{V}{V_{\chi}}\right)_{e}\right] \mathrm{d} \varphi_{*} . \tag{A.4}
\end{align*}
$$

The $\delta N$ coefficients in the $\delta N$ formalism can then be worked out once we know how the final field values $\left\{\varphi_{e}, \chi_{e}\right\}$ depend on their initial values $\left\{\varphi_{*}, \chi_{*}\right\}$, subject to the constraint $\left\{\varphi_{e}, \chi_{e}\right\}$ are such that the final hypersurface at $t_{e}$ is of uniform energy density.

Using Eq. (A.1), we can construct a constant of motion along each classical trajectory as

$$
\begin{equation*}
C=-\int \frac{\mathrm{d} \chi}{V_{\chi}}+\int \frac{\mathrm{d} \varphi}{U_{\varphi}} . \tag{A.5}
\end{equation*}
$$

Since $C$ is conserved along each trajectory, the final field values $\left\{\varphi_{e}, \chi_{e}\right\}$ are unique functions of $C$. One can then use $C$ to work out the infinitesimal change in $\left\{\varphi_{e}, \chi_{e}\right\}$ with respect to changes in $\varphi_{*}$ and $\chi_{*}$

$$
\begin{align*}
d \varphi_{e} & =\frac{\mathrm{d} \varphi_{e}}{\mathrm{~d} C}\left(\frac{\partial C}{\partial \varphi_{*}} \mathrm{~d} \varphi_{*}+\frac{\partial C}{\partial \chi_{*}} \mathrm{~d} \chi_{*}\right) \\
d \chi_{e} & =\frac{\mathrm{d} \chi_{e}}{\mathrm{~d} C}\left(\frac{\partial C}{\partial \varphi_{*}} \mathrm{~d} \varphi_{*}+\frac{\partial C}{\partial \chi_{*}} \mathrm{~d} \chi_{*}\right) . \tag{A.6}
\end{align*}
$$

From the definition of $C$ Eq. (A.5), we can easily see

$$
\begin{equation*}
\frac{\partial C}{\partial \varphi_{*}}=\left(\frac{1}{U_{\varphi}}\right)_{*}, \quad \frac{\partial C}{\partial \chi_{*}}=-\left(\frac{1}{V_{\chi}}\right)_{*} . \tag{A.7}
\end{equation*}
$$

To compute the partial derivatives of the final field values with respect to their initial values $\partial \varphi_{e}^{I} / \partial \varphi_{*}^{I}$, we also need to know $d \varphi_{e}^{I} / d C$. Recall that in $\delta N$ formalism, the final hypersurface at $t_{e}$ is that of uniform density, which in the slow-roll limit corresponds to

$$
\begin{equation*}
W\left(t_{e}\right)=U\left(\varphi_{e}\right) V\left(\chi_{e}\right)=\text { const. } \tag{A.8}
\end{equation*}
$$

Differentiating this with respect to $C$ and use the identity $d C / d C=1$, we finally arrive at

$$
\begin{align*}
& \frac{\partial \chi_{e}}{\partial \chi_{*}}=\left(\frac{U_{\varphi}}{U}\right)_{e}^{2}\left(\frac{V}{V_{\chi}}\right)_{e}\left(\frac{\epsilon_{\chi}}{\epsilon}\right)_{e}\left(\frac{V}{V_{\chi}}\right)_{*}, \frac{\partial \chi_{e}}{\partial \varphi_{*}}=-\left(\frac{U_{\varphi}}{U}\right)_{e}^{2}\left(\frac{V}{V_{\chi}}\right)_{e}\left(\frac{\epsilon_{\chi}}{\epsilon}\right)_{e}\left(\frac{U}{U_{\varphi}}\right)_{*}, \\
& \frac{\partial \varphi_{e}}{\partial \chi_{*}}=-\left(\frac{U_{\varphi}}{U}\right)_{e}\left(\frac{\epsilon_{\chi}}{\epsilon}\right)_{e}\left(\frac{V}{V_{\chi}}\right)_{*}, \frac{\partial \varphi_{e}}{\partial \varphi_{*}}=\left(\frac{U_{\varphi}}{U}\right)_{e}\left(\frac{\epsilon_{\chi}}{\epsilon}\right)_{e}\left(\frac{U}{U_{\varphi}}\right)_{*}, \tag{A.9}
\end{align*}
$$

where $\epsilon_{\chi}, \epsilon_{\varphi}$ and $\epsilon$ are defined in Eq. (3.83) in Chapter 3. Substituting these back into Eq. (A.4), we can then work out analytic expressions for the $\delta N$ coefficients. For instance, the first order $\delta N$ coefficients are

$$
\begin{equation*}
\frac{\partial N}{\partial \varphi_{*}}=\left(\frac{1}{\sqrt{2 \epsilon_{\varphi}}}\right)_{*} \operatorname{sign}\left[\left(U_{\varphi}\right)_{*}\right]\left(\frac{\epsilon_{\varphi}}{\epsilon}\right)_{e}, \frac{\partial N}{\partial \chi_{*}}=\left(\frac{1}{\sqrt{2 \epsilon_{\chi}}}\right)_{*} \operatorname{sign}\left[\left(V_{\chi}\right)_{*}\right]\left(\frac{\epsilon_{\chi}}{\epsilon}\right)_{e} . \tag{A.10}
\end{equation*}
$$

One then differentiate Eq. (A.10) again to find the second order $\delta N$ coefficients. Using these expressions, we can then work out expressions for the primordial observables, for instance $n_{\mathrm{s}}$ and $f_{\mathrm{NL}}^{(4)}$

$$
\begin{align*}
n_{\mathrm{s}}-1= & -4\left[\frac{u^{2}}{\left(\epsilon_{\varphi}\right)_{*}}+\frac{v^{2}}{\left(\epsilon_{\chi}\right)_{*}}\right]^{-1}\left[1-2 u v-\frac{u^{2}\left(\eta_{\varphi \varphi}\right)_{*}}{2\left(\epsilon_{\varphi}\right)_{*}}-\frac{v^{2}\left(\eta_{\chi \chi}\right)_{*}}{2\left(\epsilon_{\chi}\right)_{*}}\right]-2\left(\epsilon_{H}\right)_{*}, \\
f_{\mathrm{NL}}^{(4)}= & \frac{5}{6}\left[\frac{u^{2}}{\left(\epsilon_{\varphi}\right)_{*}}+\frac{v^{2}}{\left(\epsilon_{\chi}\right)_{*}}\right]^{-2}\left\{2\left[\frac{u^{3}}{\left(\epsilon_{\varphi}\right)_{*}}+\frac{v^{3}}{\left(\epsilon_{\chi}\right)_{*}}\right]-\frac{u^{3}\left(\eta_{\varphi \varphi}\right)_{*}}{\left(\epsilon_{\varphi}\right)_{*}{ }^{2}}-\frac{v^{3}\left(\eta_{\chi \chi}\right)_{*}}{\left(\epsilon_{\chi}\right)_{*}{ }^{2}}\right.  \tag{A.11}\\
& \left.+2\left[\frac{u}{\left(\epsilon_{\varphi}\right)_{*}}-\frac{v}{\left(\epsilon_{\chi}\right)_{*}}\right]^{2} \mathcal{A}_{P}\right\} \tag{A.12}
\end{align*}
$$

where $u \equiv\left(\epsilon_{\varphi} / \epsilon\right)_{e}, v \equiv\left(\epsilon_{\chi} / \epsilon\right)_{e}$ and

$$
\begin{align*}
& \eta_{s s} \equiv \frac{\epsilon_{\chi} \eta_{\varphi \varphi}+\epsilon_{\varphi} \eta_{\chi \chi}-4 \epsilon_{\varphi} \epsilon_{\chi}}{\epsilon} \\
& \mathcal{A}_{p} \equiv u v\left(\eta_{s s}\right)_{e} . \tag{A.13}
\end{align*}
$$

Here $\eta_{\varphi \varphi}$ and $\eta_{\chi \chi}$ are defined in Eq. (3.83) in Chapter 3. These are first computed by Choi et al. [104] and later by Elliston et al. for third order $\delta N$ coefficients and non-linear parameters of trispectrum $\tau_{\mathrm{NL}}$ and $g_{\mathrm{NL}}$ [107].

## Other Solvable Models

We have previously showed how analytic expressions for $\delta N$ coefficients and primordial observables can be derived for canonical models with a product-separable potential. Following similar approach, we can also derive analytic expressions of $\delta N$ coefficients and model predictions for sum-separable potentials. This was first done by Vernizzi and Wands [103] for second order $\delta N$ coefficients and the power spectrum, and later extended to third order $\delta N$ coefficients and the trispectrum by Elliston et al. [107]. These results are later generalised to models with potentials that are arbitrary functions of these separable ansatz [183]. In fact, we can also apply the same expressions Eqs. (A.11) and (A.12) to sum-separable potential models by considering the following transformations

$$
\begin{equation*}
U \rightarrow \ln U, V \rightarrow \ln V, W \rightarrow \ln W . \tag{A.14}
\end{equation*}
$$

Besides, analytic expressions also exist for models where the Hubble parameter $H$ satisfies a product or sum-separable ansatz

$$
\begin{equation*}
H=H_{1}(\varphi)+H_{2}(\chi), \text { or } H=H_{1}(\varphi) H_{2}(\chi), \tag{A.15}
\end{equation*}
$$

for some functions $H_{1}$ and $H_{2}$, by using the Hamilton-Jacobi field equations, i.e. $\dot{\varphi}=$ $-2 \partial H_{1} / \partial \varphi$ and $\dot{\chi}=-2 \partial H_{2} / \partial \chi$. The expressions were first derived by Byrnes.et al. for the sum-separable ansatz for two fields [184] and were later generalised to trispectrum and arbitrary number of fields by Battefeld et al. [185]. These expressions
are valid beyond slow-roll. However, the fact that we can express the Hubble parameter $H$ as in Eq. (A.15) relies on the fields evolving monotonically. This assumption usually breaks down shortly after inflation ends as the fields approach their respective minima and start oscillating.

All the analytic expressions discussed above rely on certain approximations and specific forms of the potential or Hubble parameter such that we can solve the field equations analytically. For multifield models with arbitrary potentials and/or beyond slowroll regime, we can at best express the $\delta N$ coefficients in terms of some integrals which cannot be solved analytically, for instance see [186].

## Appendix B

## Numerical Recipe for Computing $\delta N$ Coefficients

In this appendix, we discuss the numerical recipe used in this thesis for computing $\delta N$ coefficients. As discussed, the $\delta N$ formalism is based on the assumption that (smoothed) spatially separated patches of the universe will evolve on superhorizon scales like independent, unperturbed universes up to small corrections. An ensemble of smoothed regions picks out a collection of trajectories in phase space which is often referred to as a 'bundle' $[106,187]$. In essence, the $\delta N$ formalism requires that such a bundle, centred on a fiducial trajectory, is evolved. Our choice of gauge demands that each trajectory in the bundle is evolved from an initially flat hypersurface up to a hypersurface of constant energy density. Hence, each trajectory will experience a slightly different expansion history in order to bring them to a common energy density. The adiabatic mode is generated by fluctuations along the fiducial trajectory, whilst fluctuations between neighbouring trajectories generate the isocurvature modes.

Acknowledging this simple picture, we implement the $\delta N$ formalism numerically as follows: First, the fiducial trajectory emanating from $\left\{\varphi_{*}, \chi_{*}\right\}$ is constructed by solving the full, non-linear system of second order field equations Eq. (4.16) using the Verner's 5th and 6th order pair Runge-Kutta Method. Ths is done in Fortran using the public domain Fortran 77 subroutine DVERK written by Hull, Enright and Jackson [188].

The epoch of horizon-crossing is set by $N=0$, where the initial field velocitites $\left\{\dot{\varphi}_{*}, \dot{\chi}_{*}\right\}$ are set by imposing the slow-roll attractor solution $3 H \dot{\varphi}^{I}=-W_{I}$. As long as the onset of inflation happens slightly before the pivot scale under consideration exits the horizon, we expect this to be a very good approximation. To illustrate this, in Fig. B.1, we show the slow-roll evolution of the fields in the quadratic times exponential model, one with $\left\{\dot{\varphi}_{*}, \dot{\chi}_{*}\right\}$ set by the slow-roll attractor solution and one with slightly different $\left\{\dot{\varphi}_{*}, \dot{\chi}_{*}\right\}$.


N

Figure B.1: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The slow-roll evolution of the background fields (in Planck units), one with $\left\{\dot{\varphi}_{*}, \dot{\chi}_{*}\right\}$ set by the slow-roll attractor solution and one with slightly different initial field velocities. The model parameters $\lambda=0.05, \varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$.

The bundle of trajectories is then formed by evolving neighbouring trajectories with slightly perturbed initial conditions, $\varphi_{*} \rightarrow \varphi_{*}+\delta \varphi_{*}$ and $\chi_{*} \rightarrow \chi_{*}+\delta \chi_{*}$. To evaluate the $\delta N$ derivatives and primordial observables at $N$, each trajectory in the bundle is then brought to a common energy hypersurface with respect to the central fiducial trajectory emanating from $\left\{\varphi_{*}, \chi_{*}\right\}$ where $N\left(\varphi_{*}, \chi_{*}\right)$ is evaluated. This is done by calculating $\rho(N)$ for the central fiducial trajectory and using binary search algorithm to find the corresponding the number of e-folds $N$ for neighbouring trajectories with slightly different initial horizon-exit field values with the same energy density.

The partial derivatives of $N\left(t_{c}, t_{*}\right)$ with respect to the field values at horizon crossing $\left\{\varphi_{*}, \chi_{*}\right\}$ are then calculated using a seven-point (or nine-point) 'stencil' finite difference method [189]. Finally, convergence check with respect to the step sizes
$\left\{\delta \varphi_{*}, \delta \chi_{*}\right\}$ used are done to ensure the numerical result are robust against numerical noises.

In the following, we plot the $\delta N$ derivatives and the primordial observables evaluated using this numerical scheme as a function of the step sizes $\left\{\delta \varphi_{*}, \delta \chi_{*}\right\}$ for some of the models considered in this thesis, demonstrating there exists regions where the numerical results converge and become independent of the step sizes used. For instance, Figs. B. 2 to B. 6 for the quadratic times exponential model and Figs. B. 7 to B. 11 for the effective N -flation model. In all the plots, we can see there exists regions where the numerical results converge with respect to step sizes used.

## Quadratic Exponential Model

## First Order $\delta N$ coefficients



Figure B.2: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The model parameters $\lambda=0.05, \varphi_{*}=$ $10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. First order $\delta N$ coefficients evaluated using the numerical recipe discussed as a function of the step sizes: $N_{\varphi}$ (top panel) and $N_{\chi}$ (bottom panel).

## Second Order $\delta N$ coefficients



Figure B.3: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The model parameters $\lambda=0.05, \varphi_{*}=$ $10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. Second order $\delta N$ coefficients evaluated using the numerical recipe discussed as a function of the step sizes: $N_{\varphi \varphi}$ (top panel) and $N_{\chi \chi}$ (bottom panel).


Figure B.4: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The model parameters $\lambda=0.05, \varphi_{*}=$ $10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. Second order $\delta N$ coefficient $N_{\varphi \chi}$ evaluated using the numerical recipe discussed as a function of the step sizes: $\delta \varphi_{*}$, with fixed $\delta \chi_{*} \sim O\left(10^{-2}\right)$ (top panel) and $\delta \chi_{*}$ with fixed $\delta \varphi_{*}=2.1 \times 10^{-5}$ (bottom panel).

## Primordial Observables



Figure B.5: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The model parameters $\lambda=0.05, \varphi_{*}=$ $10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. First order $\delta N$ coefficients evaluated using the numerical recipe discussed as a function of the step size $\delta \varphi_{*}$, with fixed $\delta \chi_{*} \sim O\left(10^{-2}\right)$ : $n_{\mathrm{S}}$ (top panel) and $f_{\mathrm{NL}}$ (bottom panel).


Figure B.6: Potential: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The model parameters $\lambda=0.05, \varphi_{*}=$ $10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$. First order $\delta N$ coefficients evaluated using the numerical recipe discussed as a function of the step size $\delta \varphi_{*}$, with fixed $\delta \chi_{*} \sim O\left(10^{-2}\right): \tau_{\mathrm{NL}}$ (top panel) and $g_{\mathrm{NL}}$ (bottom panel).

## Effective $\mathbf{N}$-flation Model

## First Order $\delta N$ coefficients



Figure B.7: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. First order $\delta N$ coefficients evaluated using the numerical recipe discussed as a function of the step sizes used, for different combinations of decay rates and : $N_{\varphi}$ (top panel) and $N_{\chi}$ (bottom panel).

## Second Order $\delta N$ coefficients



Figure B.8: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Second order $\delta N$ coefficients evaluated using the numerical recipe discussed as a function of the step sizes used: $N_{\varphi \varphi}$ (top panel) and $N_{\chi \chi}$ (bottom panel).


Figure B.9: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Second order $\delta N$ coefficient $N_{\varphi \chi}$ evaluated using the numerical recipe discussed as a function of the step sizes used: $\delta \varphi_{*}$, with fixed $\delta \chi_{*}=1.1 \times 10^{-2}$ (top panel) and $\delta \chi_{*}$, with fixed $\delta \varphi_{*}=1.1 \times 10^{-4}$ (bottom panel).

## Primordial Observables


$\delta \varphi_{*}$

Figure B.10: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Observables evaluated using the numerical recipe discussed as a function of the step size $\delta \varphi_{*}$ used, with fixed $\delta \chi_{*} \sim O\left(10^{-2}\right): n_{\text {s }}$ (top panel) and $f_{\mathrm{NL}}$ (bottom panel).

This numerical recipe provides a fast, efficient method for computing the $\delta N$ coefficients for an arbitrary two-field model, valid beyond slow-roll and through a phase of reheating. Numerical codes based on the moment transport equations have also been developed [152] and have been extended to study sub-horizon evolution [190].


Figure B.11: $W(\varphi, \chi)=W_{0}\left[\frac{1}{2} m^{2} \chi^{2}+\Lambda^{4}\left(1-\cos \left(\frac{2 \pi}{f} \varphi\right)\right)\right]$. The parameters used are: $\Lambda^{4}=$ $m^{2} f^{2} / 4 \pi^{2}, \varphi_{*}=\left(\frac{1}{2}-0.001\right) f, \chi_{*}=16 M_{\mathrm{p}}, f=m=M_{\mathrm{p}}$. Observables evaluated using the numerical recipe discussed as a function of the step size $\delta \varphi_{*}$ used, with fixed $\delta \chi_{*} \sim O\left(10^{-2}\right)$ : $\tau_{\mathrm{NL}}$ (top panel) and $g_{\mathrm{NL}}$ (bottom panel).

## B. 1 Discussion on the Definition of Reheating Hypersurfaces

As discussed in Section 4.1, the reheating parameters $\Gamma_{\varphi}$ and $\Gamma_{\chi}$ are set to zero during inflation. It is only when each individual trajectory in the bundle passes through its minimum $\left\{\chi_{0}, \varphi_{0}\right\}$ for the first time that $\Gamma_{\varphi}$ and $\Gamma_{\chi}$ are introduced to the field equa-
tions, sourcing the radiation fluid. In general, for any given trajectory, $\varphi$ will not reach the minimum of its potential at the same time as $\chi$, and so $\Gamma_{\varphi}$ and $\Gamma_{\chi}$ are 'switched on' at different times along the same trajectory. Furthermore, for each of the two directions of the potential, the foliation of the entire bundle of trajectories as determined by each trajectory reaching $\chi_{0}$ (and likewise $\varphi_{0}$ ) does not in general occur at a surface of constant time or a surface of constant energy, but rather at a surface of constant $\chi_{0}$ (and $\left.\varphi_{0}\right)^{1}$. We refer to these surfaces as the reheating hypersurfaces. For potentials which have minima in both directions there are two such hypersurfaces. If the potential does not have a minimum in the $\chi\left(\right.$ or $\varphi$ ) direction, then $\Gamma_{\chi}=0$ (or $\Gamma_{\varphi}=0$ ) always. Furthermore, we also ensure that when the potential has a minimum in, say, the $\chi$ direction, the conditions $m_{\chi} \gg \Gamma_{\chi}$ and $m_{\chi} \gg H$ are satisfied. This definition of the reheating hypersurface is more refined than that of [106], where reheating was initiated at a surface of constant density. It is also different to that of [191], where the decay terms were present throughout inflation.

The main qualitative results are however independent of the definition of the reheating hypersurface. We demonstrate this by using the quadratic time exponential model as an example. Using a different definition of the reheating hypersurface where $\Gamma$ is switched on when $H=\Gamma$, we plot the final asymptotic value of the observables after reheating in the model in Fig. B.12. In brief, we see the observables are sensitive to reheating in the case where $\lambda=0.05$ and $N_{\varphi} \sim N_{\chi}$. Comparing with the results with Fig. 4.20 in Section 4.3, we again see the final asmyptotic value of $f_{\mathrm{NL}}$ can be sensitive to the decay rate $\Gamma_{\chi}$, particularly for $\lambda=0.05 . n_{\mathrm{s}}$ and $r$ however are much less sensitive to $\Gamma_{\chi}$ in this choice of the reheating hypersurface.

[^23]

Figure B.12: $W(\varphi, \chi)=W_{0} \chi^{2} e^{-\lambda \varphi^{2} / M_{\mathrm{p}}^{2}}$. The final asymptotic values of $n_{\mathrm{s}}$ (top left panel), $r$ (top right panel) and $f_{\mathrm{NL}}$ (bottom panel) at the end of reheating as a function of the decay rate $\Gamma_{\chi}$ for four different $\lambda$. The initial field values are $\varphi_{*}=10^{-3} M_{\mathrm{p}}$ and $\chi_{*}=16.0 M_{\mathrm{p}}$.
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[^0]:    ${ }^{1}$ Controversially, there has been a claim by Clowes et.al. against the Cosmological principle, arguing from the observation of a potential massive structure of size much larger than 100 Mpc , the Huge Large Quasar Group [7].

[^1]:    ${ }^{2}$ Recently Carroll has argued against this conventional picture, suggesting that the initial conditions problems should been formulated in terms of the measure on the space of cosmological trajectories instead, see [13].

[^2]:    ${ }^{3}$ It was argued recently that the observed large scale CMB anomalies in Planck favours a marginally open Universe [16].

[^3]:    ${ }^{4}$ To be explained in detail in Chapter 4.

[^4]:    ${ }^{5}$ More extreme values are in principle possible, see [26].

[^5]:    ${ }^{1}$ Recently it has been argued by Postma and Volponi that this can be resolved if $\zeta$ is defined purely in terms of dimensionless and gauge-invariant quantities [42].

[^6]:    ${ }^{2}$ For discussion on the choice of pivot scale, see [43].

[^7]:    ${ }^{3}$ Recently there has been a claim of a detection of local $f_{\mathrm{NL}}$ from quasar measurements in the Sloan Digital Sky Survey [54].

[^8]:    ${ }^{4}$ Note if the BICEP2 result is verified such that $r \sim 0.1$, then pure curvaton models will be ruled out [64].
    ${ }^{5}$ Their definition of $n_{\tau_{\mathrm{NL}}}$ differs from the one used here, in the fact that in their case, $n_{\tau_{\mathrm{NL}}} \neq$ $\mathrm{d} \ln \left|\tau_{\mathrm{NL}}\right| /(\mathrm{d} \ln k)$. The two definitions are related when the four $k$ vectors form a square by $2 n_{\tau_{\mathrm{NL}}}^{\text {theirs }}=$ $n_{\tau_{\mathrm{NL}}}^{\text {ours }}$, in which case we have to double their forecasted error bars when comparing to our definition of $n_{\tau_{\mathrm{NL}}}$.
    ${ }^{6}$ Do not confuse this with the slow-roll parameter $\epsilon_{H}$ that was defined previously in Eq. (1.19).

[^9]:    ${ }^{7}$ Define later.

[^10]:    ${ }^{1}$ The slow-roll approximation allows us to write the field velocities $\dot{\varphi}^{I}$ as a function of all the scalar fields $\varphi^{J}$, i.e. $\dot{\varphi}^{I}\left(\varphi^{J}\right)$. Thus explicit $\dot{\varphi}^{I}$ dependence drops out.

[^11]:    ${ }^{2}$ Similar analysis using the covariant perturbation scheme [80] was done for single-field models with curved field space metric by Elliston et.al. [79].

[^12]:    ${ }^{3}$ For discussions on the associated error with this assumption, see [87].

[^13]:    ${ }^{4}$ For discussion and alternative definitions for slow-roll parameters in multifield models, see [112]

[^14]:    ${ }^{1}$ There is a Hawking temperature associated with the horizon, but is very much subdominant compared to the energy density of the inflaton field.

[^15]:    ${ }^{2}$ Note that unlike the single minimum case, the two 'start of reheating' surfaces $N_{\chi=0}$ and $N_{\varphi=0}$ are not identical for the same model parameters and initial conditions, but depend also on the decay rates $\Gamma_{\chi}$ and $\Gamma_{\varphi}$

[^16]:    ${ }^{3}$ We stress here we only consider the model as a toy model since the model predictions are inconsistent with current observations.

[^17]:    ${ }^{4}$ Note that changing $\kappa$ also slightly changes the times that inflation ends and reheating starts. This however has negligible effect on the dependence of the observables on $\Gamma_{\chi}$ in the parameter space of interest.

[^18]:    ${ }^{1}$ This is true classically. Quantum corrections in general lead to conformal anomalies which break the local scale-invariance symmetry.

[^19]:    ${ }^{2}$ But not with BICEP2

[^20]:    ${ }^{3} \mathrm{We}$ will consider the total derivatives case later.

[^21]:    ${ }^{4}$ Note by definition, it follows automatically $\left(\eta_{H}\right)_{*}$ scales as $1 / N$

[^22]:    ${ }^{5}$ Recently there have been work on building a conformal inflation models with large $r$ that are consistent with the recent BICEP2 results, for instance see [179] and [180]. These models however either do not have an enhanced symmetry point or have singular behaviour near the enhanced symmetry point.

[^23]:    ${ }^{1}$ This is true for global minima. If the oscillations of one field, $\chi$ say, occurred in a local minimum, which is a function of the other field, $\chi_{0}(\varphi)$, this statement will not hold true. We do not consider such models in this thesis.

