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ABSTRACT A number of techniques have been used to augment the
This paper presents the evolution of a tool to suppart th visitor’s experience. Some of these track the visitors
rapid prototyping of hybrid museum experiences by domain(through technologies such as infrared or GPS) in order to
professionals. The developed tool uses visual markers tprovide them with digital augmentations. In the HIPS
associate digital resources with physical artefacts. Weproject visitors to the Museum Civico in Siena received
present the iterative development of the tool through a useaudio messages on their hand-held devices that wered-elat
centred design process and demonstrate its use by domaio the closest objeck [16]. The ARCHEOGUIDE project
experts to realise two distinct hybrid exhibits. The pssc explored the visual integration of the physical and the
of design and refinement of the tool highlights the need t digital using see-through head-mounted displays to allow
adopt an experience oriented approach allowing authors tgisitors to see reconstructions of missing artefactd an
think in terms of the physical and digital “things” that ~ damaged parts in the context of cultural heritage sites. The
comprie a hybrid experience rather than in terms of the Augurscope[[2p] is a sharable mobile AR display that

underlying technical components. makes use of a variety of positioning technologies mall

it to visualize a medieval castle as it used to appear in
Author Keywords relation to its current, quite different site. TheléBeope
Museum applications, authoring toofsrototyping, hybrid  [18], a similar AR device, was deployed in the One Rock
physical-digital artifacts exhibition to show visitors the ‘unseen’ world of the rock —

its microscopic life and substance.
ACM Classification Keywords

H.5.2 User Interfaces: Prototyping, Usentered design An equally popular approach has been the development of
hybrid artefacts where physical artefacts withimaseum
INTRODUCTION collection are augmented with digital media to allow

Museums and visitor centres have often been at th&ontent to be actively explored in order to motivateters
forefront of deploying interactive technologies to provide a and enhance their understandifitd][ To realize these
richer visitor experience. Collections often have degg ~ Nybrid artefacts in museums physical objects are usually
of associated interpretations and background materials thdagged in order to associate them with digital content. Fo
museum creators wish to present and it is becominggxample, in an exhibition held in the Hunt Museum in
increasingly popular to augment museum artefacts withLimerick each of a selection of artefacts had a
digital information in order to educate, entertain and gaga corresponding RFID tagged key card, which visitors could
visitors.  Furthermore the belief that visitors do not Pick up and use to trigger the provision of information
sufficiently engage with static text interpretations (e.g., @bout the objecf J4]. In the Electronic Guidebook project

traditional signs) has motivated a growing interest in visitors to the Exploratorium in.San Fr_ancisco_scanned
interactivity to encourage engagement barcodes and RFID tags near objects of interest in apder t

access web pages about them on their handheld devices
[19]. The use of visual tags is exemplified in The Mobile
Augmented Reality Quest, a PDA-based AR tour guide that
allows visitors to see visualizations and animations
superimposed onto real exhibits tagged with marErIs [22].

This paper explores how we might best support the creation

of hybrid exhibits that merge both physical and digital
© ACM, 2009. This is the author’s version of the work. It is posted he e,lementsn a museum en_\llronment' _\Ne focus on. t,he use of
by permission of ACM for your personal use. Not for reitigtion. The visual markers to tag artifacts as th!S approachladively _
definitive version was published in the proceedingfs CHI 2009 cheap and robust, thus very suitable for prototyping.
http://www.chi2009.org Working with domain experts we have evolvadool to



promote quick and easy experimentation with thesecontent creators can instantiate and tailor using
artefacts. This paper presents the development obthét  visualization properties. Similarly, the AMIRE project
partnership with museum staff through a user-centredallows users to associate and configure components by
design process. This approach has allowed museum experthanging their properti[l].

to easily prototype two distinctive museum exhibits and in
doing so to explore locally appropriate uses of hybrid
exhibits to enhance the museum experience rather tha
getting overwhelmed by the technical details of digitally
augmenting physical artefacts. The paper concludes b
reflecting on our user-oriented authoring approach
highlighting the importance of an experience oriented
perspective that allows users to reason about the glhysic

While reducing the cost of development, these different
ﬁpproaches still require significant amounts of technical
expertise— either knowledge of a scripting language or
ome understanding of the programmatic interfacesst a

f components. These approaches are also fundamentally
concerned with the software of the hybrid artefact, rathe
than the artefact as a whole.

and digital “things” that comprise a hybrid experience. We are interesd in how we might best support the
museum professional in the development of interestinlg an
BUILDING HYBRID ARTEFACTS engaging hybrid artefacts. Our approach is to build upon

Irrespective of the approach adopted, the development ofystems such as d.tools to provide facilities accessibl
hybrid artefacts is a complex technical process involvingmyseum domain experts and stakeholders with no software

the creation of digital assets (such as 3D models, images,ackground that allow the prototypira hybrid artefacts
web pages, video and sound), defining behaviours an‘ihroughasimple visual interface.

manipulations, and associating these with physical abject =~

in the real world. Currently the most widely adopted This is similar to the approach adopted by researchers
approach involves the use of a programming language, sucfXploring the delivery of digital content to mobile desice

as C++ or Java, whilst special purpose libraries such a¥ho have exploited user-oriented visual techniques where
ARToolkit [11] and Studierstubf [21] can be utilized in the content providers can associate digital media with ipals
process of constructing hybrid artefacts that are based ofPcations by simply drawing trigger regions on maps (e.g.
augmented reality technologies. VRIN][23] is a technologyMediascape[ [9] and CAERUB [lL5]). In the same way we
that that has been used to interface to physical devichs s Wish to represent and manipulate key elements of the
as trackers, whilst a number of specialized toolkits, €xperience rather than its underlying software realisation
including Phidget$ 5], iStuff [pand d.toold [Bprovide for and we are therefore attempting to provide an experience-
integration with tangible input and output devices. centred, rather than a software-centred toolkit.
Unfortunately, however, the technical expertise required by

programming-based approaches means that the vaflEVELOPING AN EXPERIENCE ORIENTED TOOL .
majority of domain professionals are not able to diyect In order to develop a tool that allows museum domain
experiment with potential combinations of physical and €xperts to create hybrid artefacts from their own
digital media. Instead they need to communicate theiside €Xperience-oriented perspective, we have adopted an
to and collaborate with computer programmers in order tolterative user-centred development process. Our tool has
develop effective and engaging hybrid artefacts, reducingevolved_through t_hree iterations, each with a different
the ability to creatively explore a range of alternative €mphasis, and guided by feedback from museum experts.
solutions. Researchers have therefore begun to explore hole development stages can be summarized as follows:

the creativity of domain professionals can be supported |teration 1 was a proobf-concept demonstrator that

through tools with alternative authoring paradigms. allowed simple hybrid artefacts to be constructed by
Scripting and toolkit approaches have been developed to linking software components’ properties. Feedback was
reduce the “cost” of programming for designers. For received from a small group of domain experts about the
example, DART (The Designer’s AR Toolkit) is built viability of such a tool.

on top of Macromedia Director which provides a drag-and - lteration 2 introduced the new interface approach based
drop timeline-based authoring model with scripting of ©On an abstracted user-oriented representation of both
behaviours in Lingo. This allows skilled designers familiar Physical and digital resources. The concept was validat
with Lingo (but not C++ or Java) to experiment with the through a workshop with ten domain experts where the
AR medium. In the ubiquitous computing domain the focus was on exploring the breadth of possibilities
d.tools architecture and design edit¢r] [8] has been Offered by the tool. _

developed to allow design students to construct novel !teration 3 focused on a new version of the tool

interface. It was evaluated through a workshop with two

Configuration approaches have drawn upon techniques teams of museum professionals where each created a
from interface development environments (IDEs) to support hyprid artefact, enabling deeper assessment of the

application development by instantiating and setting the ;pproach and of the tool’s suitability for prototyping for
properties of components. For example, the ARCO project myseum settings.

provides a set of X-VRML based templates that



ITERATION 1 — PROOF-OF-CONCEPT DEMONSTRATOR component in order to make use of the webcam; create a
Our starting point was a proof-of-concept demonstrator to°VideoARToolkitGlyphTracker’ component for each glyph
show how hybrid artefacts can be quickly constructed byto be tracked; cdigure that component’s ‘glyphUrl’
visually linking software components in a manner akin to property with the URL for the marker glyph (which they
that used in emerging systems such as d.tools. It was baseglst find or know); link the ‘JMFVideoCaptureDevice’

on an integration of the ARToolkit (ART) video tracking component’s ‘source’ property to the tracker component’s
libraries[[11] and the Equator Component Toolkit (EET) [7] “sink’ property, and so on. The system provides access to
giving the name ARTECT to our tool. help documentation, but is still framed in terms of software

ECT is a platform which allows distributed systems to be components, properties, etc.

constructed by linking instances of self-contained softwar This version was demonstrated at an initial meeting
components [ []. ECT components include those thatinvolving a researcher who works within the museumosect
interface to physical devices (Phidgets, Smart-Its, X10,and a representative of a company that offers interactive
etc.), components that implement software behavioursmultimedia systems for museums and science centres. The
(logic gates, queues, etc.) and components supporting thigedback from the meeting was that a system of thig ki
expression _of behaviour through scripting (e.g. with does indeed provide in principle new possibilities for
Processing [17]). This early work involved the developmentcreating hybrid artefacts and that it would be of intet@st

of a set of AR-orientated components. These could then benuseum professionals. However, it was also apparent that
manipulated by a non-programming user within the ECTthe software component oriented interface requieed
environment. Figure 1 shows a screenshot of an eeamplsignificant amount of specific technical expertise, and a
system constructed using these components. different approach would be necessary to make it accessible

ECT fits with our aim to support interactive prototyping: all to museum professionals such as curators.
authoring and configuration changes in ECT are made

. . . . . . ITERATION 2 - USER-ORIENTED INTERFACE
interactively to the running system, giving immediate . =
feedback and allowing rapid, incremental exploration ofOur hypothesis was that, for a prototyping interfacédo

iferent optons”and behaicurs. Wil o ' actual S0 TLSEL oAl e o Saieroters i o
programming is required, the author must still work with a “g. - . . )

. , . ) terms of the “things” and relationships that comprise the
representation  of ECT’s internal  state:  software system from their own experience-oriented perspective. In
components, their properties (inputs, outputs and Y P Persp '

configuration) and datfew links. This approach is similar general,_ we assume domain experts have little Q|rect
interest in software components per se, but rathehen t

to systems such as ARCQ ]25] and AMIRE] [1]. For interactivity and experience which they afford. They righ

example, o create a simple 2-marker AR system requirei}e interested in several distinct kinds of things, including:
the assembled of component shown in figure 1. Designer . . : gs, g
physical devices (e.g. webcam, physical sensor), passive

must know to: create a ‘JMFVideoCaptureDevice : .

physical objects (e.g. tracker glyphs, museum artefacts),
— and purely digital assets (e.g. 3D models, sound files,
— images and web pages). The general approach taken was to
develop a new kind of graphical editor which would
support this form of authoring. To support interactive
prototyping we make use of ECT’s runtime environment
which is synchronized with this editor. In the following w
provide an overview of the design and use of the editor
before detailing its implementation. We then descrhm t
feedback we collected from the museum professionals that
took part in a validation workshop.

Overview of the Visual Editor

Figure 2a (over) shows a representative view of the visual
editor. The “Possible Things” panel (centre left) lists the
resources which can be utilized in a hybrid artefaiis
iteration of the software supported 3D objects and sounds
(digital resources), physical sliders and webcams (physical
devices), and AR markers (passive physical objeGtss
selection of resources letss Ullustrate the authoring
approach and allows us to create example hybrid artefacts
that use visual markets augment physical objects.

hture JMFVide 2D e caBibt
N
thieshold
oo

3D Scene Base

attention

Figure 1 Initial proof-of concept implementation



Instances of available resources are dragged ontodire m physical manipulation (in addition to manipulation of the
editor panel (centre right) to be used in the constructien o visual markers themselves). In particular, when a sliaer ic
hybrid artefact. The authoring process involves makingis connected to a 3D object icon, the corresponding physical
visual connections between iconic representationfi@$et  slider manipulates the orientation of the 3D model nedat
resources. In the case of the visual marker based hybrith the marker (e.g. to see the “back” of the model).

artefacts we are considering here, one of the fiegissis to
specify that a web-cam is to be used with the machine User-facing aspects of the visual editor were implentente

running ARTECT (which is represented by the computerusmg the Eclipse GUI toolkft [3]. Internally, the editor uses

icon in figure 2a). The support for web-cams is represente(gifglzrce Lgfsjgpzo?ovsﬁng}'\/otgk regaRLIIisz) ar?mijnte\r/xglb
by the webeam item in the “Possible Things” panel. This 9y guag

can be dragged to the editing panel and linked to the world” model and a rule engine. We have defined an

computer icon. In response an output window is launched n(te(;lsog%(\;vc\llghSs?ﬁcx;ﬁiﬁr;ﬁeresg;;csz 'E:hoe;tﬁaruer:;la:z:]) d the
which displays the camera’s video feed (fig 2b). ' Y y 9 '

relationships that can exist between them. Whilst giaga

In the same way visual markers can be connected to thas graphical user interface, the editor has to frequently
web-cam to specify that they should be tracked and 3Dnterrogate this ontology for information. For examjpley
models and sounds can be associated with these markengser attempts to establish a relationship betweensico
Figure 2a shows a simple arrangement with 2 markersepresenting two resources, the editor will check il
connected to the web-cam and each of these linke®fb a ontology to determine if such a relationship is a#ible,
model and a sound sample. As a result, whenever one aind will only draw a link between the icons if itvialid.

these markers is in the field of view of the web-céueyt
are digitally augmented. For example, a 3D model of a
drum kit appears on top of the “Hiro” marker in the 3D
output window (see figure 2b) and a sound sample of a
drum is played whenever the marker is visible.

Bridging between the abstract user-centred view and the
underlying software-oriented view is an extensible and
automated rule-based system. This determines both the
Sonnection between  software components, and the
configuration of individual components that are required to
ARTECT can also recognize when two markers are ctose t implement any system specified through the editor. For
each other, and by making a link between them the authoexample when the user connects the web-cam and computer
can specify what should then happen. Figure 2c shows aitons in figure 2a, the ARTECT rule-base responds to the
example of this where the interaction point between twoestablishment of this abstract relationship in the dvorl
markers has been configured with a specific sound samplenodel by causing the instantiation, configuration and
to be played when they are close together. linkage of software components to handle video capture

. . . . from the webcam and create the 3D output window.
Physical sliders (part of the Phidgets tangible todKjt [5]) Similarly, the ARTECT rule base respor?ds 0 the
can be incorporated into the hybrid artefacts to support ' i 7

(D) xI

&) ARTECT - ARTECT M=%
File Edit Mavigate Project Window Help
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Fiaure 2a ARTECT user-oriented interface Figure 2¢ Marker interaction point



introduction and linking of a marker icon by creating a
marker tracking software component, configuring it for the
appropriate glyph, and connecting it to the video capture
component. It responds to the introduction and linking of a
3D model resource by creating and configuring a software
component to represent and render that object withiBEnhe
scene, and so on.

Feedback from Museum End-users

This second iteration of the ARTECT editor was refined
through a process of regular testing by researchers not
involved in the technical implementation of ARTECT and
meetings with the museum domain experts who provided
feedback on the first prototype. Enhancements madesat thi
stage included making (user-visible) links between
resources non-directional, automatically launching the 3D Figure 3 One of the trial workstations
output window (showing the augmented view of the world) )

whenever a web camera component is connected, anff@S géneral agreement about the potential of the ARTECT
specifying actions for when two markers are close togethe 2uthoring approach in the museum domain.

We then tested our approach to authoring hybrid artefact All three groups suggested extensions to ARTECT to allow

with potential end-users from the museums sector. A ondicher experiences to be constructed. These included
day workshop was held with 10 external participants, whosSupport for more types of resources such as text and images

included staff from the Hatton Gallery, Newcastle Museum that could be configured to display on markers and/or in a
of Antiquities, The Centre for Life and South Shields SeParate window, as well as support for more types of
Museum as well as representatives from The InternationaPhysical sensors and actuators. Other suggestions were to
Centre for Cultural and Heritage Studies and the Greafrovide a richer variety of relationship types, for example

North Museum scheme (all in the North-East of England). aIIowing inder.s.to be configured to control different
properties of digital resources (e.g. the volume of sound

We first presented the ARTECT tool and then participantssamples), triggering a variety of actions when markers are
had a hands-on session for 90 minutes. There were thrgglaced close to each other, and allowing resources such as
trial stations including the one shown in figure 3. Eachsounds to be connected to models as well as to markers.
included a dual-display PC (with one display for the Additionally the museum staff wanted more control over
ARTECT editor and the other for the 3D output window), a how the 3D models appeared on the markers.

web camera attached to a configurable desk light stand ) .
(allowing its position to be easily changed by adjusting theFinally, the workshop also provided an opportunity for the

joints of the stand), visual markers on cardboard paddle§Urators to present objects that are difficult to disjalad

(for easy manipulation) and physical sliders. A set of 3D 'nterpret for visitors and to discuss how digital
models and audio clips were also pre-loaded into te too  2Ugmentations may help. The Hatton Gallery and the
Museum of Antiquities were particularly interested in

The attendees were split into three groups and asked tfurther exploring the use of our tool to enhance the
experiment with the interface and create different presentation of artefacts in their collections and agreed to
configurations. A developer was on hand to deal with anyparticipate in a future prototyping workshop.

problems. However, the participants remained in corofrol

all interaction including the on-screen interface, the|TERATION 3 - EXTENDING THE ARTECT RESOURCES
physical markers and sliders. Each group was joined by &he next iteration of the ARTECT tool realized new
member of our team who observed the session, tools notefunctionality based on participant suggestions from the
and occasionally asked prompting questions. Additionallysecond iteration workshop. These enhancements focused on
one of the groups was video recorded. greater presentation control, extending the set of dlaila

The participants had no problems using the interface an(‘f“g'tal resources, providing a broader set of.mput qnd
quickly created working configurations. All three groups output _ capabilities gnd support for richer interactive
adopted a similar approach of exploring all available arrangements of hybrid artefacts.
aspects of the tool, constructing experiences that a®re Museum experts stressed the importancdire control
complex as possible, for example by making manyover the presentation of digital resources Authors were
connections between the available resources. Qveralgiven the freedom to decide how a 3D object should be
feedback was very positive. The museum domain expertgverlaid on a marker by translating, rotating and scalieg
liked the approach of graphically linking representation  object from its original position. The result is immediate
physical and digital resources and found it intuitive. Therevisible in the 3D output window. Textures can also be
dynamically applied to support further graphical




customization. Textures are available as one of the 3D Object s lexture
subcategories under 3D objects and can be selected ar Sound Sound
visually connected in the same way as other resources =410 X10
Additionally new custom textures and sounds can easily be Marker PRcHTEl Document

introduced while authoring by using the properties panel ta Sounid
configure an appropriate resource to be loaded from & locexgrecy systern e M< 1 paatiant

texture or sound file. X10

To respond to the need fer greater diversity of digital
resources a Document resource type was added to _ . o .
ARTECT. These are HTML pages which can be loaded Figure 5 Resource types and relationships in iteratio3

from local files or URLs. If a document resource is Figure 5 then illustrates ARTECT resources and their
connected to a maker then whenever that marker iglevisi relationships as they were available after iteraBoiere

to the webcam, the document’s content is displayed in a relationships that can have multiple instantiations saite
browser as a secondary window, allowing the authors tarepresented as single lines. Relationships whereutimber
display supplementary information. When multiple of instances is limited have been labelled with thmait i
documents are used, for example one for each marker ar\ﬂ/
one for each interaction point, it is the document that ha
been triggered last which is being displayed.

Marker Elements as above

hen comparing the two graphs above, it becomes clear
that many new resource types have been added, which in
turn resulted in new types of logical relationships. In
The need to have aicher set of input and output addition, new relationships have been added for
capabilities resulted in extensions to the support for the interactional reasons: some to make entirely new
physical sliders. If a slider is connected to a sound samplinteractions possible such as the interaction poibis,
then it will control its volume when it is playing.dflink is some to adapt the tool to the expectations of its ertsus
made between a slider and a 3D object then a wizard-or example, the fact that sounds can be attached to 3D
appears allowing the author to choose which properties obbjects (in addition to markers directly), derived from the
the model are to be controlled (translation, rotation orworkshop participants finding this more intuitive.

scaling around the X, Y or Z axis). Extensions to output

capabilities focused on the incorporation of X10 ufiit§ [26 PROTOTYPING HYBRID EXHIBITS WITH ARTECT

that control the power supplied to a domestic power socketTo understand how well ARTECT meets the need of
If an X10 icon is connected to a marker icon then theepow museum professionals, we organized a two day workshop
is turned on when the marker is first recognized, and turnediuring which museum staff used the tool to create their own
off when the marker disappears from view. For example,hybrid exhibits. The main participants were from thagtbh
such a configuration was used to turn a spotlight on and off.Gallery and the Museum of Antiquities. Prior to the
workshop we communicated with both groups to confirm
which objects from their collections they wishedfdous

on, allowing us to create physical replicas in the wuoogs
F,pace and to prepare initial digital materials.

Finally, we responded to theeed for richer interactive
arrangements by allowing authors to link an interaction
point (between two markers) to different types of resources
for example to play a sound, display a document or contro
a power socket. The workshop began with a demonstration of the

It should be clear from the above that this iterativei:nCtlonahty of ARTECT and the extended resource set

devel N VoIV tential h I ollowed by a group discussion about the interests of the
evelopment process involving potential Users Nas alloweqy,, o m siaff. The participants then split into two groups
us to evolve resources and functionality within our tool.

The followi lustrati ise the ch h t(one from each organization) to design and implement
€ following tllustralions summarisé the changes ha hybrid exhibits The workshop was videotaped for later
occurred as a result of these processes. Figure 4Hists t

N d their relationshins that 1ol analysis and each team was joined by a researcher who
resource types an err refationships that were availabl ,j,qaeq the process and took noRgsticipants were also

during iteration 1. It is important to note that linesthis interviewed after the workshop about the utility of

Q|agram denote relationships that can have multlpIeARTECT and digital augmentation more generally.
instances. For example, the number of markers that an

ARTECT System can support is not limited in ARTECT Digital Augmentation of the Antiquities artefacts

itself, but depends on the processing power of theérhe \useum of Antiquities selected three artefacta

computer. Equally, multiple 3D objects and sounds can begne inscription from Milecastle, the tombstone afelia
attached to the same marker.

3D Object Caula, and the head from a stone statue of the god

AT Bt o Antenociticus. Replicas were made and placed in a corner
Lad arer of the workshop space in order to allow free

Sound experimentation (see figure 6). The group included 3

Figure 4 Resource types and relationships in iteratiol museum staff and 2 museum visitors who had taken part in

previous museum projects.



The team was interested in how digital augmentationklco trigger the display of a model/image depicting the original
help the museum to become more “alive” by putting objects location of the artefact as well as playing an audio
in context and telling stories about them. A key idea was t description. The marker was placed immediately below
provide different layers of information that visitors @bul each object (figure 7) as experimentation revealed that this
choose to reveal based on their interests. Museumfaltaff allowed the most effective integration of the visual
that this might be a good solution for providing indivillga  information with the object. It also meant that the visitor’s
relevant information to their cross-generation visitord to  attention was not drawn away from the artefact. disw
provide the “right” amount of information for each visitor. envisaged that the visual marker would be printed as part of
‘ anobject’s label.

|

Figure 7 Marker configuration triggers audio augmentation

Figure 6 Replicas of 3 Museum of Antiquities artefacts

Specific ideas about how the artefacts could be augmented
included showing the object’s original context (where it Three additional audio trails were also created by the team
was located, how it was made, what it looked like wheneach reflecting different perspectives on the artefaetsn
new, conveying the atmosphere of the place), revealingnscriptions, English translations and Poems relatintpeo
relationships between objects, making inscriptions moreartefacts). Each trail was associated vatmovable marker
accessible by highlighting and translating them, andthat users could carry with thei/henever visitors placed
incorporating modern interpretations one of these movable markers next to the marker of a
particular object the associated audio trail was played
igure 7 shows this marker configuration). This allowed
isitorsto choose what aspects of the collection they were
interested in and reveal that information.

Available resources included images, web pages about th
collection, and audio recordings of poems about the object
(that had been written as part of a previous project)at w
decided that some additional audio information would be
useful and one of the curators recorded a description fofhe design team tended to focus on establishing the
each of the three objects, a reading of the associated Lat physical arrangement of each artefact and visual marker
inscriptions and their corresponding translations in English. before encoding the links required within ARTECT for the

) i . hybrid artefact. As the team worked through the exhibit
The starting point for the workshop team was the physicalpey added to the overall connection diagram. Figure 8
set up of the space. They quickly explored a number Ofg, s a screenshot of the final configuration in ARTECT

potential marker and device arrangements before decidingo realize these hybrid artefacts. It is worth notinat this
to have a visual marker fixed near each object with visitor team mad@o use of 3D models '

carrying mobile displays with them. This arrangement was
very appealing to the museum staff because an extensiv|—
computing infrastructure did not have to be built into the ) %;77E

—

]

N
exhibition space. Instead, only labels need to be athah e

appropriate places, making the physical set-up very easil | e Wi 0 ]
reconfigurable. To prototype this arrangement we used [V m u
lightweight wired displays but envisaged that when e A
deployed in the museum, the installation would make use o

mobile devices such as hand-held computers. [/ \ /= VAR i

/ AN |
The dominant emphasis of the first day was in establs / n :
the overall physical arrangement of both artefacts anc & ..o B =SS
digital devices to be used. Once these broad decisions wel e nv —a
made the hybrid artefacts were created over the course ¢ T e—, m‘[
the second day of the workshop. At this point ARTECT —a
was used to prototype and test the different ideas unti.

settling upon the final arrangement. This involved attaching Figure 8 Screenshot of Museum of Antiquities configuation
a main visual marker to each of the 3 objects, which @voul

[T

o



Digital augmentation of the Merzbarn This final physical arrangement involved projecting the
The Hutton Gallery chose to explore ways to augmentdigital data onto a near-full-scale reproduction of the
Schwitters’ Merzbarn wall (figure 9). It is a collage-  artwork (a 2D printout) as shown in Figure. Tnce this
sculpture, originally situated in a barn in the Lake Distric physical arrangement had been agreed the team then set up
England, incorporating a variety of found obje[13]. In an ARTECT interaction space on a low table in frdrithe

his Merz compositions, Schwitters treated found objetts i Merzbarn wall, with the camera looking down on its
the same way as other artistic material, such ast mati  surface. Pre-authored 3D models of seven of the objects
clay, and used them together to create room-sizedembedded in the Merzbarn were linked to distinct markers.
installations. In this case the found objects includetbder Flat black 3D objects were also associated with each
ball, the rose of a children’s watering can and the rim of a physical marker, hiding the marker in the projected view
cart wheel among many others, which are all partially and minimizing the impact on the art work.

embedded into the plaster background and therefore not

always immediately recognizable. For preservationoress '
the wall was carefully moved to the present locatioth&n
Hatton Gallery in 1965, where it remains today, detached
from its original context.

Figure 10 The final Merzbarn setup

Interaction involved moving markers on the table and thus
augmenting the Merzbarn wall with projected 3D models
In addition, the team recorded sounds that were
Figure 9 Photograph of the Merzbarn wall thematically linked to pairs of objects (e.g. pouring water,
2 bouncing ball). The experience was configured so that these
sounds were played whenever the two objects were
displayed close to each other. The final hybrid exhibit
‘developed by the team allowed participants to explore the

The team working with the Merzbarn wall consisted of
curators from the Hatton Gallery and 3 staff membemns fr
the International Centre for Cultural and Heritage Studies

The curators from the Hatton gallery wanted to avoid . ; . .
g y spatial relationships between digital 3D models (colegiol

simple information overlays (e.g. to explain the piedéebe ; ; X
historically) and focused instead on the artistic explorationby the visual markers) and the physical objects embedded

of the Merzbarn work and the collage nature of the piece? the ‘real” Merzbarn wall. This also allowed the free

They were particularly interested in enabling each visitor expl_oratlon of partially hidden quECtS' I_Beyonq this,
form their own personal relationship with the artworkl &n participants were able to create their own unique visuhl an

was important that the technology not obstruct this. aqd?tory collages, reﬂecting the way that Schwittersdelf
P 9y originally worked. Figure 11 shows a screenshot of the

The physical set-up of the exhibit and the relatignshi configuration linking the seven markers to different 3D
between the visitor, the artefact and the surroundingmodels that realized this experience.

technology dominated initial design deliberations fos thi 5

team. The curators saw it as imperative that theteaén ‘2;3 B—\—/—; .—~— —u\/ﬁ
installation did not form a barrier between visitors amel t . ; e ‘

artwork. If they preferred visitors should be able to 4’ g
appreciate the Merzbarn wall as if it had not been
augmented at all. A considerable amount of time was spen s \
exploring physical display arrangements. An initial design \guy O3 @ e :

was considered consisting of a large screen placedtmext ol e . @
the artwork to display augmentations. However, after _— O b
exploring a number of alternatives it was finally decided m e Ve W @
that the most effective presentation would be to directly ~( 7‘“

project onto the Merzbarn wall, with no projected cohte = —

being visible when no marker was visible in the ARTECT YR
camera view. <

=

Figure 11 Screenshot of Merzbarn configuration



The configurations created and their correspondingin terms of designing the overall hybrid experience the
representations (figures 8 and 11) are quite complexsoftware arrangement covered by our tool represented only
although the level of complexity was not problematic in a fraction of the overall solution. The broad strategy
practice during workshop sessions. However, theseadopted in the workshop was to reason from the physical
arrangementmaynot be as easily understood by others andinteractive arrangements towards the supporting software
could prove to be difficult to maintain and update at a laterinfrastructure. Once the physical arrangement of a hybrid
time. In future, this might be addressed adopting strategiegxhibit was determined the configuration of markers and
from visual programming and diagramming such asresources needed to realise it was explored and establishe

composite (nested) components and automatic layout. through the ARTECT tool. The technical nature of the
underlying components to be used did not feature in how
DISCUSSION the museum staff reasoned about the design or explored

As the iterative design process unfolded it quickly emergedalternative possibilities. They tended to reason atete |
that museum professionals approached the development aff the best presentation of the artefacts to be augoheht
hybrid exhibits froman experience oriented perspective  physical nature of the devices used for augmentation and
Their focus was on the hybrid exhibit to be created ratherthe associated digital resources to be presented to users.

than on the minutiae of interaction between software . . o . . .
components.This had a significant impact on the nature of Using ARTECT, experimenting in the physical setting with

our emerging tool, shaping its focus and the represem;ationnew ideas was quick and easy, and working hybrid systems

used. The mixed skill sets of the teams involved in theV¢'® qwckl_y prototyped. In ~ fact, t_h_e ease of
experimentation allowed workshop participants to go

assembly of hybrid artefacts also suggested the need fqb nd the presentation of inale set of explanator

multiple levels of accesso the underlying infrastructure. eyon € presentation of a single P y
materials around a particular exhibit. Both demonstrator

An experience oriented perspective exhibitions focused, in very different ways, on how digital

Our starting point was a component oriented editor. It buit2Ugmentation fits into a physical environment and can
upon the lessons learned from other development toolkitSUPPOrt the layering of different types of information,
by providing a visual interface that offered maximum Which can then be selectively revealed by visitors.timn
flexibility in terms of the technical components making up ©N€ hand this allows visitors to personalize the médion

the system. However, this technical complexity while that they receive and explore different perspectives on
showing promise to the professionals was inherentIyS“bseque”t visits (e.g. historical or modern interpretsition

difficult for them to reason about. Although motivated by N the Antiquities exhibit). On the other hand this eam
the need to give users more control, offering maximum@apPProach can encourage a more playful and imaginative

software flexibility if anything had the opposite effecheT engagement with exhibits and exploration of relationships
overhead of configuring components and learning thebe’[ween objects, as demonstrated in the Merzbarn example.

details of the various elements involved was viewed by th A rich set of digital resources to augment physical actef
professionals as masking broader considerations of th@lso became an important feature of prototyping. The
experience and the initial tool was seen as too comple layering of digital information needed to create an engagi

Promoting the creative use of the tool required us tovemo EXPerience required a broad set of digital resources. This

the barrier associated with the complexity of softwareincluded 3D models, sound files, images, HTML
configuration. We changed the level of reasoning of the too documents. These alsoauedto be presented via a broad

to emphasise key elements involved in the installaiis ~ S€t Of physical input and output devices. Consequently the

allowed authors to think in terms of the physical anctaligi tings that can be referred to in our tool and the
“things” that comprise the experience (including physical relationships that can be created need to be extersvie.

devices, passive physical objects and digital assets)leA r IS impossible to foresee every combination that might

base mappedhe arrangement of “things® to underlying required in the future, our tool includes a framework for
software components in real time. The representatiorincorporating resources, relationships and representations

provided to users became a bridge between the physica{hatis flexible and relatively easy to adapt. In this way the

arrangement and the underlying software infrastructure. expressivg rangef the .t°°| can be co-developeq by end-
users during a prototyping process as we have highlighted.

This shift in representationeduced the flexibility in our

tool by only offering a simpler set of elements and alsma  Multiple levels of access

set of connections. Users were now free to focus on the\t the start of our design process we considered our user

overall effect of the installation and could build upon the base as being relatively homogeneous. In fact, peojlar at

simple and predictable arrangements established by ouworkshops had a very broad range of technical expertise.

tool. This allowed designete get going very quickly with  For example, one of our participants was the computer

a fully functional prototype arrangement, without having to officer from the Museum of Antiquities who looks after the

worry about the underlying technical complexities. museum’s computing infrastructure and the digital material
archives (dedicated IT staff like this are not unusual in



larger museums). He reported that working with the
interface was easy and enjoyable but stressed thabtid w
also like to author at a lower, more “technical” level, which
would allow the authoring of more complex behaviours.

Authoring: Generic Context from Programmer to
Designer Proc. OzCHI ‘06, ACM Press (2006), 409-412

8. Hartmann, B., Klemmer, S.R., et al. Reflective physical
prototyping through integrated design, test, and analysis.
Proc UIST’06, ACM Press (2006), 299-308

Hull, R. Clayton, B., Melamad, T. Rapid Authoring of
Mediascapes, Proc. UbiComp 2004, Springer (2004).

10.JENA framework. http://jena.sourceforge.net/

We would argue for the importance of designing tools that
support the needs of groups with different skill s€@gse
possibility for providing such support within ARTECTt®
exploit the multiple levels of accesg provide to the core
infrastructure. For example, our original ECT software
component editor and the experience oriented interface botA1.Kato, H. and Billinghurst, M. Marker Tracking and
access and manipulate the same underlying software HMD Calibration for a video-based Augmented Reality
infrastructure each providing distinct views. This means Conferencing System. Proc. IWABS, San Francisco

that a “general” user might manipulate the abstract 12 Macintyre, B. et al. DART: A Toolkit for Rapid Design
representations of physical and digitalings” in the world Exploration of Augmented Reality Experiences. Proc.

model, and might never be exposed to the underlying y7$7°04, ACM Press (2004), 19206
software entities. Alternatively an “expert” user might drill

down to the underlying software components, using the
original ECT editor, effectively providing a multi-
perspective view on the same authoring problem

9.

13.Merzbarn Wall. http://www.ncl.ac.uk/hatton/collection/

14.McKenzie, J. and Darnell, D. The eyeMagic Book. New
Zealand Centre for Children’s Literature and
Christchurch College of Education, 2004.

SUMMARY o 15.Naismith, L., Ting, J. and Sharples, M. CAERUS: A
The work reported in this paper has presented a tool and an ¢,next aware educational resource system for outdoor
approach to promote easy experimentation and prototyping  gjtes proc. CAL '05. Bristol. UK.

of hybrid exhibits. It was developed using a user-centred ) , ) .
development process with three iterations, in partnershipté-Not, E., Petrelli, D, et al. Person-}onentedgwdedsnsn
with museum staff. The evolution of the tool highlights t in a physical museuntroc. ICHIM’97, Archives and
advantages of adopting an experience oriented rather than a Museum Informatics, Paris, 1997

software development perspective when creating hybridl7.Processing. http://processing.org/

artefacts. This approach has allowed museum professionalgg reeves. S. Fraser. M.. et al. Engaging augmented

to easily prototype two distinctive museum exhibits and in
doing so to explore locally appropriate uses of hybrid
artefacts to enhance the museum experience.
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