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ABSTRACT

GPS relative positioning provides precision of the order of 1 part per million
(ppm) within relatively short periods of time. Considering this level of
precision, together with the fact that the cost of GPS receivers is continuing to
come down, it is now apparent that most of the future geodetic surveys will be
performed by GPS, It is therefore important to establish geodetic control
networks which are suitable for geodetic GPS activities. The Brazilian Institute
of Geography and Statistics (IBGE), which is the National Geodetic Surveying
organisation in Brazil, has proposed a high accuracy Brazilian GPS network,
which has characteristics of an Active Control System (ACS). Such a system
provides the users with the capability to perform relative positioning using only
one receiver. An investigation of the methodology, algorithms and analysis,
related to the IBGE network, has been carried out during this research. An
initial investigation to assess the level of accuracy which can be obtained by a
static nser of the IBGE network, equipped with only one recgiver and
observing within different scenarios, has shown relative precision in the range
of 2 to 0.1 ppm. | '

GPS positioning requires a global coordinate reference frame. The integration
of a GPS network into such a global frame, requires stations already connected
to the global reference frame to be observed simultaneously with the new
network stations. The processing is then carried out involving the network
stations together with those already connected to the global reference frame.
The recently created International GPS Geodynamics Service (IGS) provides
the capability for such easy integration. GPS data and ephemerides generated
from the IGS Epoch '92 Campaign have been used in the processing carried out
to integrate the Brazilian GPS network into the IERS Terrestrial Reference
Frame 1993 (ITRF93). This data processing involved very large network, and
the GPS processing software had to be expanded in order to provide higher
accuracies. The results demonstrated repeatabilities of the order of 20 mm, for
baseline lengths of up to 8200 km.

The expansion of the software mentioned above provided capability of
processing very large or even global GPS networks. It allowed the
investigation of several aspects related to global GPS, namely, free adjustment,
the application of loose constraints to the parameters, and the use of internal
constraints in the covariance” matrix. The use of GPS to realise a global



reference frame has also been tested. In order to investigate all these aspects,
an inter-continental network involving the Brazlian and IGS stations was used.
Results have shown a level of agreement after the transformation between the
free network reference frame and the ITRF93 coordinates, of the order of
6.4 mm.
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Chapter 1

INTRODUCTION

Geodesy has experienced a remarkable progress in the last four decades. At
the beginning of this century, conventional geodetic networks were generally
surveyed by triangulation and later on, with the advent of Electronic Distance
Measurement (EDM), by traversing and trilateration techniques. From the
mid-seventies, just a decade and half after the birth of satellite geodesy,
represented by the launch of the first Sputnik spacecraft in 1957,
Transit-Doppler observations were used for the densification and control of
geodetic networks. More recently, the advent of the Global Positioning System
(GPS) in the late 1980s, has provided the geodetic community with a highly
effective positioning tool. The development and refinement of algorithms and
techniques associated with ‘the introduction of low cost GPS receivers, have
made GPS the most important geodetic positioning system at present, and
probably at any ime since the beginning of measurement science.

The association of GPS with communication systems has allowed the
development of surveying techniques, which have changed the concept of a
geodetic survey. An example is the Active Control System (ACS), which is a
GPS-based system of fixed receivers, continuously tracking all visible satellites
and relaying information to users via a communication link (Delikaraoglou er
al, 1986), or even off-line via floppy disks. The GPS tracking stations are
referred to as Active Control Points (ACP). A user accessing information from
an ACP can estimate his position relative to the ACS reference frame. In such a
case, a user equipped with only one receiver can perform relative positioning
without having to occupy a reference station. If the nser has a second receiver
available, surveying of selected stations can be performed simultaneously.

On a global scale, the recent implementation of the International GPS
Geodynamics Service (IGS) has created the opportunity of processing high
precision global GPS networks within a few days after data collection (Mueller
and Beutler, 1992). The IGS network has its stations referenced to the IERS
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(International Earth Rotation Service) Terrestrial Reference Frame (ITRF) with
all the core stations continuously tracking the GPS satellites. The data collected
and the products generated (precise ephemeris, earth rotation parameters, etc.)
by this network are available to the user community at the IGS global data
centres. The data and products can be accessed using a file transfer medium via
INTERNET, a world-wide network of computers. Such facilities provide the
capability for easy integration of local networks into global reference frame.

Geodetic surveys performed by GPS have provided a precision of the order of |
1 part per million (ppm) within relatively short periods of time. For longer
periods, precision of a few parts per billion (ppb) is now achievable
(Ashkenazi er al, 1994; Andersen et al, 1993; Dong and Bock, 1989). It is now
apparent that as the cost of GPS continues reducing, most of the future
geodetic surveys will be performed by GPS. The traditional geodetic networks
are inadequate for GPS users. The precision of these networks is about 10
times worse than that provided by standard GPS, ie 10 ppm compared to
1 ppm. An extra inconvenience is that the control points of the networks are
normally located on the high points of the area to be surveyed and often not
easily accessible. It is therefore important to establish networks which are
es.peciallylsuilable for geodetic GPS activir.ies.

The Brazilian Institute of Geography and Statistics (IBGE), that is charged
with the responsibility of developing and maintaining of the Brazilian Geodetic
System (SGB), has proposed the development of a high accuracy GPS network '
(Fortes and Godoy, 1991). The IBGE Network is referred to as the Brazilian
Network for the Continuous Tracking of GPS Satellites (RBMC- Rede
Brasileira de Monitoramento Contfnuo). The RBMC, with some 9 tracking
stations, has the characteristics of an ACS and is intended to support static
relative positioning of the order of up to 0.1 ppm (Fortes, 1991). Taking into
account the configuration of the network, GPS users will be able to place their
receivers at a spacing of up to 500 km from the nearest station. Exceptions will
occur in the Amazon region and Southern Brazil, where the range to a network
station can reach about 1,700 and 900 km respectively.

The main aim of this research project was to investigate the methodology,
algorithm and analysis procedures related to the RBMC. Considering the
required accuracy of the Brazilian network and the spacing of the stations, it
was therefore necessary to carry out some tests to try and project future GPS

2
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user scenarios for Brazil. An initial investigation was directed towards a stady
to assess the quality of the results that could be obtained by users of the
Brazilian GPS network, once the proposed RBMC becomes operational. This
was restricted to the case of a static user with only one receiver. The
assumption was that such a user would access GPS data of the (nearest) station
of the network, either via a communication link or off-line via floppy disk.

GPS positioning is carried out within a global coordinate reference frame, such
as the ITRF, It is therefore necessary (o integrate the Brazilian GPS network
- into a global reference frame. In order to achieve this, the processing of the
network has to be camried out jointly with other stations already integrated
within ITRF, and observed simultaneously. To enable an initial definition of the
Brazilian network in a global reference frame such as ITRF, three stations
belonging to the proposed network were continuously occupied by GPS
receivers for 14 days during the IGS Epoch '92 campaign. Additionally, four
stations located in the state of S2o Paulo collected GPS data for a local project.
The station CHUA, origin of the South American Datum 1969 (SAD-69), was
also occupied for a whole day. The processing and analysis of the IGS Epoch
'02 campaign in Brazil was an additional task carried out during this research
project. Besides the Brazilian stations, three stations already connected to the
ITRF were also involved in the joint processing.

In order to perform Lhe processing of the IGS Epoch 92 campaign in Brazil,
the capability of the software available at the University of Nottingham
(GPS Analysis Software-GAS) had to be expanded. The processing of very
large networks was only possible by sub-dividing the network. The software
developments implemented during the course of this research were therefore
directed towards providing GAS with the capability of processing global
networks.

The above software developments enabled investigations to be carried out on
the processing of inter-continental or even global GPS networks. Studies on
global GPS network processing have been reported by several researchers.
Blewitt et al (1992), Heflin et al (1992a), Heflin et al (1992b), Heflin et al
(1993) and Blewitt er al (1993a) have applied the non-fiducial approach, in
which no stations are held fixed in the adjustment. In the adjustment process,
very loose constraints are applied to the ITRF coordinates of the stations.
Internal constraints are also applied, but only to the covariance matrix of the

3
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parameters. Comparisons between positions determined by GPS and the
ITRF92 coordinates, showed agreement at the level of 1.8 cm for height
(Heflin et al, 1993), the worst coordinate component. Mur et al (1993) have
applied the complete free network (without loose constraints) and the fiducial
approaches, and the level of agreement with the IGS/IERS coordinates in the
ITRF91 in the height component was of about 14 and 2.2 cm respectively.

. The level of accuracy reported above is at the same level of the precision

obtained in the processing of the IGS Epoch '92 campaign in Brazil
(Ashkenazi er al, 1995a; Ashkenazi et al, 1995b). The latter was obtained by
simply carrying out an ordinary least squares adjustment, but the computed
recovery (accuracy) was significantly higher than the obtained level of
precision. Therefore, a further investigation was carried out within the context
of an inter-continental (almost global) network involving data collected during
the IGS Epoch' 92 campaign, including some of the Brazilian stations. For
clarity, there follows a brief-description of the three adjustment approaches
used.

(i) Ordinary Network Adjustment: In this approach, the satellite positions
are computed from the precise ephemeris and held fixed in the adjustment.
The coordinates of some fiducial stations are either fixed or constrained to
their known values, and the corrections to the approximate coordinates of
the new stations and some bias parameters are estimated in the adjustment;

(if) Fiducial Network Adjustment: It involves the simultaneous estimation
of the corrections to the approximate values of the satellite state-vectors,
the corrections to ihe approximate coordinates of the unknown stations
and some other bias parameters. The coordinates of the fiducial sites have
to provide at least the minimal constraints needed to realise the network
reference frame, ie three translations, three rotations and one scale;

(iii) Free Network Adjustment or Non-Fiducial Approach: In this
technique no stations are held fixed, as all the parameters involved in the
adjusiment (coordinates of all stations, satellite state-vectors and bias) are
estimated during the adjustment process.

The non-fiducial approach provides the means to investigate the possibility of
using GPS to realise a global reference frame. Theoretically, if all stations and

4
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satellites state-vectors are held free in the adjustment, the model should have
rank deficiency, and no solution can be obtained by using conventional least
squares. However, the use of a dynamic approach to estimate the satellite
orbits in a model where the earth orientation parameters (EOP) are fixed to the
IERS Bulletin A values for instance, provides a non-sinéular system, but with a
weak solution (Mur ez al, 1993). A few of-these aspects have been investigated
during this research with the aim of analysing the intemal accuracy of GPS in
the realisation of a global reference frame.

Any alterations in the fiducial stations used in the ordinary and fiducial network
adjustments necessitate that all the main steps in the processing are repeated.
This is clearly a very time consuming task. In contrast, once a free solution is
available, such alteration can be adapted by simply performing a transformation
from the free nenwork reference frame to the fiducial stations reference frame.
Investigations of both approaches have also been carried out and the resuits
compared.

The basic theory and software development are given in Chapters 2, 3, 4 and 5.
Chapter 2 gives an overview of GPS, including the concepts involved in the
GPS technique and a discussion of most of the error sources affecting the
measurements. The basic mathematical models used in GPS data processing for
ordinary network adjustment are fully described in Chapter 3. Chapter 4
addresses Lhe fiducial and non-fiducial concepts with a brief description of the
forces acting on the GPS satellites. Chapter 5 gives a detailed description of all
modifications made to the GAS software and the development of additonal
programs.

Chapters 6, 7 and 8 present the results from the analyses of a number of
experiments carried out during this investigation. Short description of GPS
control networks and of the Brazilian geodelic system is given in Chapter 6.
This is followed by the assessment of the expected accuracy achievable by a
user of the RBMC equippéd .with only one receiver. Chapter 7 presents the
results of the analysis of the IGS Epoch 92 campaign in Brazil. Chapter §
outlines the several experiments carried out within the inter-continental
network. They involve the ordinary network adjustment, the fiducial network
adjustment and the non-fiducial approach. The thesis in concluded in Chapter
9, with suggestions tor further work.



Chapter 2

THE GLOBAL POSITIONING SYSTEM:
AN OVERVIEW

2.1 Basic Concepts

'Thé NAVigation Satellite Timing And Ranging Global Positioning System
(NAVSTAR-GPS) is a world-wide, satellite-based radio-navigation system, It
has been developed by the United States (US) Department of Defence (DoD)
to be the primary radio-navigation systiem within the US-military. Due to the
high accuracy provided by the system and improvements in receiver
technology, there is a growing community which utilises GPS for a variéty of
civilian applications ( navigation, geodetié positioning, etc.).

The basic idea of Lhe navigation principle consists of the measurement of the so
called psendoranges between the user and four satellites. Knowing the satellite
coordinates within an appropriate reference frame, one can estimate the
coordinates of the user antenna with respect to the same reference frame. From
a geometric point of view, only three range measurements are sufficient. The
fourth one is necessary in order to derive the clock offset between GPS time
and the vser clock.

The pseudorange observable is derived in the GPS receivers, which measure
ranges to the satellites electronically by noting the transit time of a binary
pseudo-random noise (PRN) code signal. There are two such codes employed
in GPS, namely, the so-called P-code (Private or Precise), primarily for military
use and the C/A-code (Coarse-Acquisition), mainly used by civilians. The
satellite positions are determined from satellite ephemeris referenced to the
World Geodetic System 1984 (WGS84).

GPS provides two levels of service, namely, a Standard Positioning Service
(SPS) and a Precise Positioning Service (PPS). SPS is a positioning and tjmihg‘
service that will be available to all GPS users on a continuous, world-wide
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basis with no direct charge. SPS will be provided on the GPS L1 signal which
contains the C/A-code and the navigation data message. SPS is planned to
provide, on a daily basis, the capability to obtain. horizontal positioning
accuracy within 100 meters (95% probability) and 300 meters
(99.99% probability). The vertical positioning accuracy will be within
140 meters (95% probability), and timing accuracy within 340 nanoseconds
(95% probability). The GPS L1 signal also contains the P-code that is not a
part of the SPS. PPS employs the P-code to provide a highly accurate position,
velocity, and timing' information which -will be available on a continuous,
world-wide basis to users authorised by the DoD. The P-code is provided on
both L1 and L2 signals. The service, with an accuracy of 10 to 20 m, was
designed primarily for US military use. PPS is denied to unauthorised users by
the use of cryptography.

The accuracy of the system is fulfilled by two modes of limitations, namely the
Anti-Spoofing (A-S) and Selective Availability (SA). Anti-Spoofing entails the
encryption.of the P-code in order to protect it from imitations by unauthorised
users (Seeber, 1993) A-S was exercised intermitiently through 1993 and
implemented on 31 T anuary 1994 SA, the denial of full accuracy, is
accomplished by mampulaung nawgauon_ message orbit data (epsilon) and!o;
satellite clock frequency (dither). SA was activated on 4 July 1991 at 0400 UT.

GPS consists of three main segments: Space, Control and User.
2.2 Space Segment

The space segment consists of 24 satellites in six evenly spaced orbital planes,
(four satellites in each plane) at an altitude of approximately 20,200 Km. The
orbital planes are inclined at 55° o the earth’s equator with an orbital period of
12 sidereal hours. The position is therefore the same at the same sidereal time
each day, ie the satellites appear four minutes earlier each day. This
configuration provides a minimum of 4 GPS satellites visible from anywhere on
earth at any time.

Three types of saiellites can be distinguished: Block I, Block I and Block IIR.
Block I refers to the development (prototype) satellites. Eleven satellites were
launched between 1978 and 1985. A total of 28 Block II operational satellites
are planned t0 supporl the _twenty-four satellite configuration. Twenty
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replenishment satellites (Block IIR), will replace the Block II satellites as
necessary. Two of the new design feature of the Block IIR satellites are the
ability t0 measure distance between satellites (cross link ranges) and compute
ephemeris on-board (Seeber, 1993).

Each satellite carries high performance” frequency standards (Caesium and
Rubidium) with a stability between 10~ to 10" |, forming a precise time
base. Whereas the Block I satellites were equipped with quartz oscillators, the
production satellites have been equipped with better frequency standards,
namely two caesium and two rubidium oscillators.

The GPS satellites are identified by two different numbering schemes. The
SVN (Space Vehicle Number) or NAVSTAR number, based on the launch
sequence and the PRN (Pseudo-Random Noise) or SVID (Space Vehicle
IDentification) numbers, related to the orbit arrangement and the particular
PRN segment allocated to the individual satellites.

2.2.1 GPS Signal Characteristics

The satellites transmit on two L-band frequencies: L1=1575.42 MHz and
L2=1227.6 MHz, which are generated by integer multiplication of the
fundamental frequency (f5) of 10.23 MHz. The comresponding wavelengths are
approximately 19.05 cm and 24.45 cm for L] and L2 frequencies respectively.
The fundamental frequency is based on the output of highly stable atomic
clocks. The carriers are modulated with PRN codes. These are sequences of
binary digits (zeros and ones, or +1 and -1) which appear to have random
character, but which can be identified unequivocally.

Three PRN codes are in use: the C/A-code, the P-code and the Y-code. The
C/A-code has a frequency of 1.023 MHz, ie a sequence of 1.023 million binary
digits or chips per second (bps). The period of the C/A-code is one millisecond
and is used primarily to acquire the P-code. The corresponding wavelength of
one chip is about 300 m. The P-code frequency is 10.23 MHz (wavelength of
about 30 m) with a period of seven days. Under A-S conditions, the GPS
satellites continue to broadcast the P-code, but it has been encrypted by having
a reladvely simple 50 bps W-code modulated on top of it. The resuiting P+W
code is what is commonly referred to as the Y-code.
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The L1-band signal is modulated with the navigation data and the C/A- and P-
codes. The L2-band only contains the P-code plus navigation data. The various
satellites all transmit on the same frequencies, L1 and L2, but with individual
code assignments. The navigation data contain the orbital elements, clock
behaviour, system time and status messages. In addition, an almanac is also
provided which gives the approximate data for each active satellite. This aliows
the vser to find all satellites once the first has been acquired.

2.3 Control Segment

The Control segment consists of five Monitor Stations (Hawaii, Kwajalein,
Ascension Island, Diego Garcia, Colorado Springs), three Ground Antennas,
(Ascension [sland, Diego Garcia, Kwajalein), and a Master Control Station
(MCS) located at Colorado Springs, Colorado. Each monitor station possesses
a dual-frequency receiver connected to an external cacsium beam oscillator.
The monitor stations passively track all satellites in view and transmit the data
to the MCS. The data is processed at the MCS to determine satellite orbits
(broadcast ephemerides) and satellite clock corrections in order to update each
satellite's navigation message. The updated information is transmitted to each
satellite via the Ground Antennas. The Monitor Station (MS) coordinates were
precisely surveyed with respect to the World Geodetic System 1972 (WGS72)
reference frame. The new standard is the World Geodetic System 1984
(WGS84), the transition taking place on January 10, 1987.

2.3.1 GPS Time System

GPS positioning involves the precise measurement of the signal time of flight
from satellite to receiver. As such, the time measurement must be referenced to
a very stable time frame. GPS uses its own time scale, which is called GPS
“time. It is an atomic time scale and differs from the Coordinated Universal
Time (UTC) by a nearly integer number of seconds. Both time scales were
identical on 6 January 1980. Because GPS time is not incremented by the leap
seconds as in the case of UTC, the difference between the two systems is
increasing. The relation between UTC and GPS time is available in time
bulletins of the United State Naval Observatory (USNO) and International
Bureau of Weights and Measures (BIPM) as well as within the GPS satellite
messages. By applying the broadcast clock corrections, the GPS time is kept
synchronised to UTC to within 100 ns ( Wells et al, 1986). '
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2.3.2 GPS Reference Frame

The GPS reference frame is the Department of Defence (DoD) World Geodetic
System 1984 (WGS84), which provides the basic reference frame and
geometric figure for the earth, models the earth gravimetrically, and provides
the means for relating positions on various local geodetic systems. Its origin is
the earth's centre of mass with Cartesian axes identical to the Conventional
Terrestrial System (CTS) as defined by the Bureau International de L'Heure
(BIH) for the epoch 1984.0 (Figure 2.1). The Geodetic Reference System 1930
(GRS80) was adopted as the ellipsoid of reference. The realisation of WGS84
consists of 1591 stations determined by the Defence Mapping Agency (DMA)
using the TRANSIT (Doppler) system, accurate to 1 to 2 m. Further
information about the systern can be found in White-er al (1989).

Earth's Cantre
of N

VB B4

Figure 2.1: WGS84 Reference Frame

The broadcast ephemerides of the GPS satellites are given in the WGS84
coordinate system. The coordinates of ground stations derived by GPS
measurements will therefore also be in the same reference frame. However,
most of the GPS users will be interested in coordinates referenced to a
particular local and/or regional datum. Therefore, precise and reliable
transformation parameters between such geodetic datum and WGS84 should
be available. For some applications, the transformation parameters between
WGS84 and local geodetic system may require better precision than that
provided by DoD. At such cases, the use of the International Terrestrial
Reference System (ITRF) coordinates (§4.3.2) may be the best solution.
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2.3.3 Satel]ite'E'[')hémerides

In order to determine the receiver position in the navigation mode, the user
must have real-time access to the satellite positions and the satellite system
time. This information is accessed via the GPS satellites signal, which contains
the broadcast ephemerides. For those users not requiring instantaneous
positioning, but high accuracy, one option is to access the precise ephemerides.

(a) Broadcast Ephemerides

The procedure for producing the broadcast ephemeris has been described by
several authors (Seeber, 1993; Ashkenazi and Moore, 1986; Wells et al, 1986).
It involves the processing of pseudorange data of the monitor stations in
conjunction with a satellite force model, using Kalman filter. The conversion to
the Keplerian format is also involved in the procedure. The parameters
describing the satellite orbit are the Kepledan elements and their related
perturbations, They are valid for a time interval of about two hours before and
two hours- after a given reference epoch, without much degradation. Using
these elements and the time parameters, the satellite positions for all epochs of
observations can be computed (Moore, 1993).

A fresh darta set is broadcast every 60 minute, causing different overlapping
representations with steps that can reach a few decimetres. They may be
smoothed by suitable approximation techniques (Ochieng, 1993) or neglected.
When the broadcast ephemerides are derived from different data sets, these
steps can be even larger. The expected accuracy of the satellite posiion
represented by the broadcast ephemerides is about 10 m (Wells er al, 1986).
However, the implemented SA can degrade the broadcast ephemerides for
Block II satellites to about 100 m (Ochieng, 1990).

(b)  Precise Ephemerides

One possibility of improving the quality of the satellite ephemerides is carrying
out a posteriori esimation of the satellite orbits, the so-called precise
ephemerides.

Tradit.ionélly. precise ephemerides were determined by the US Defence
Mapping Agency (DMA) based on observations at 10 globally ‘distributed
stations. Besides the five monitor stations, data collected at five DMA stations
(Austria, Ecuador, England, Argémina and Bahrain) are included in the
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processing. The most recent developments. include the Cooperative
International GPS Network (CIGNET) operated under the coordinating
responsibility of the US National Geodetic Survey (NGS) (Moore, 1993) and .
the Intemational GPS Geodynamics Service (IGS) under the auspices of the
International Association of Geodesy (IAG) (Muller and Beutler 1992). The
IGS provides precise ephemerides computed from different analysis centres;
namely JPL (Jet Propulsion Laboratory, Pasadena, California), UTX
{(University of Texas, Austin, Texas ), SIO (Scripps Institute of Oceanography,
La Jolla, California), EMR (Energy, Mines, and Resources, Ottawa, Canada),
CODE (Centre of QOrbit Determination in Europe, Bern, Switzerland), ESA
(European Space Agency, Dasrmstadt, Germany) and GFZ (Zentralinstitut fur
Physik der Erde, Postdam, Germany). IGS orbits are referenced to the ITRF.

Efforts have been made towards a production of an official IGS orbit by
combining the results of all IGS processing centres (Springer and Beutler,
1993), which culminated to an official IGS satellite orbit ephemeris.

2.4  User Segment

The User Segment consists of the equipment fei;hired to receive the signals
transmitted by the satellites. The user categories can be divided into military
and civilian, Within the civilian sector, GPS receivers are being used for a wide
range of applications: surveying, navigation, fleet management and control,
intelligent vehicles, just to mention a few. The diversity of users is matched by
the type of receivers available today. Taking into account the type of
observables (ie, code pseudoranges or carrier phases) and on the availability of
codes (ie, C/A-code or P-code), one can classify GPS receivers into three
groups: (1) C/A-code pseudorange, (2) C/A-code carrier phase, and (3) P-code
carrier phase measurement instruments (Hofmann-Wellenhof et af, 1992).

High precision application requires access to the-code and carrier phase data,
ie, a receiver of group (2) or (3). The technique wsually applied to access the
carrier phase when A-S is not activated is the code-correlation technique. -
Otherwise, the L2 carrier phase can be accessed by one of several techniques,
namely signal squaring, code-correlation squaring, cross-correlation and
P-W code tracking, depending on the receiver type. A brief description of these
techniques follows below.
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2.4.1 Code-correlation

In this technique, the receiver correlates the codes generated by itself with the
codes received from the satellites. If there is initially no match between the
codes, the code generated within the receiver is shifted until maximum
correlation is obtained. Once the signals are aligned, a code tracking loop .
ensures that both code sequences remain aligned. The time shift in the two
sequences of codes is a measure of the travel time of the signal, from the
satellite to the receiver. As there is receiver and clock error, when the time is
multiplied by the speed of light, it results in the so called pseudorange.

Once the lock has occurred, the receiver demodulates the carrier phase by the
extraction of the navigation message. The carrier phase observable is the
relative phase between the received carrier signal and the internal reference
carrier signal derived from the local oscillator measured at pre-set epochs.
During the interval of the pre-set epochs, the receiver keeps counting the
integer number of wavelengths to be added or subtracted in the measurement
as the satellite to receiver range changes. The carrier can be measured to an
accuracy of about 3 millimetres.

This technique only works on L2 when the P-code is available (A-S not -
activated), or for authorised users with access to the Y-code.

2.4.2 Signal Squaring

In the signal squaring technique the incoming satellite signal is multiplied by
itself and therefore generates a second harmonic of the original carrier. The
codes and broadcast message are lost and the resulting signal, after filtering, is
a sine wave with twice the original carrier frequency and increased signal-to-
noise ratio. The advantage of this technique is that knowledge of the code is
not reguired, making it svitable for L2 access in times of P-code denial
(A-S activated).

The loss-of the navigation message means that one requires an external
ephemeﬁ§ and satellite clock correction terms. The solution for this problem
involves the use of the C/A-code to obtain the L1 pseudorange and carrier and
hence the timing information and navigation message. By squaring the L2
signal, the carrier is obtained. Detection of outlier and cycle slip corrections are
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usually more difficult on data collect by receivers using the squaring technique
on L2 than those using the code-correlation technique.

2.4.3 Cross-Correlation

The cross-correlation technique is an oplion available in some receivers, such
as Trimble 4000SSE and TurboRogue. They are automatically switched to the
cross-correlation technique when Anti-Spoofing is on. It provides four
observables: full<ycle on L1 and L2 carrier phase measurements, C/A-code -
and cross-correlated Y-code pseudorange.

The cross-correlation technique relies on the fact that the L1 and L2 Y-codes
are identical but not necessarily known. Luckily, due to ionospheric delays, the
L1 signal will always arrive before the L2 signal. By observing what the signal
is on L1, one can use it to correlate with the L2 signal coming in slightly later.
Therefore, the L1 Y-code signal is fed through a variable feed back loop until it
correlates with the incoming L2 Y-code. The delay required is equivalent to the
(Y2-Y1) pseudorange, ie the difference between the L1 and L2 P-code
- pseudoranges. This can be added to the L1 C/A-code psendorange to provide
" ‘the ‘L2 pseudorange. After correlating the two incoming codes, they are
precisely aligned and can be subtracted to give the L2 carrier signal. This leads
to a 24 ¢m (full wavelength) L2 carrier phase (Talbot, 1992).

2.4.4 Code-Correlating Squaring

This technique uses the fact that most of the Y-code is made up of the P-code.
Correlating the L2 Y-code signal with a locally generated replica of the
underlying P-code and narrowing the bandwidth it is possible to measure the
P-code pseudorange on L2. Then, the signal is squared to get a baif wavelength
L2 carrier phase. This is the technique used by Leica 200 GPS receivers.

2.4.5 P-W Code Tracking

This is the latest technique and has been developed by Ashtech, which uses a P-
W code tracking technique in the Ashtech ZXII receiver. The Y-code signal
under A-S can be broken down into two components; the original P-code and
the W-code used to encrypt the P-code. This technique relies on the fact that
the Y-code is the same on both the L1 and L2 frequencies, Furthermore, it uses
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the knowledge that the W-code is a substantially lower rate encryption, at
about 50 bps. The underlying P-code is correlated in the incoming P-W code
signal, with a locally generated P-code. By reducing-the bandwidths of the
resulting signals to about 50 bps, and comparing the L1 and L2 signals, it is
possible to estimate the current value of the encryption of the W-code. It can
therefore be effectively removed, leaving the P-code. This technique provides a
C/A and Y1 pseudorange on L1 and a Y2 pseudorange on L2 with full
wavelength L2 carrier phase data (Ashjaee and Lorenz, 1992).

2.5 Current GPS Status

The current GPS constellation consists of 24 satellites. Eleven Block I satellites -
have been launched. They reflect the various stages of system development and
are not identical with the operational satellites (Block II). The first Block II
satellite was launched in February 1989 and twenty-four Block II/IIA satellites
have been launched to date (June 1995).

The GPS Initial Operational Capability (IOC) was achieved on 8§ December
1993 with a constellation of 24 GPS satellites (Block III/TIA). The GPS Full
Operational Capability (FOC) was declared on 27 April 1995. It means that the
24 operational satellites (Block IVIIA) are effectively functioning in their
assigned orbits, since they have been successfully tested for operationat military
functionality.

2.6 GPS Observables

Four basic observables can be identified in GPS (Seeber, 1993):
- - pseudorange from code measurements,
- pseudorange difference from integrated Doppler counts,
- carrier phase or carrier phase difference and
- difference in signal travel time from interferometric measurement.

In practice, however, only two fundamental observables are used: code phases

(pseudorange from code observations) and carrier phases. Hereafter they will
be referred to as pseudorange and carrier phase observables respectively.
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2.6.1 Pseudorange observable

The pseudorange observable (PR) is a measure of the distance between the
satellite at the time of transmission and the receiver at the time of reception of
the signal. The transit time of the signal is measured by either correlating
identical pseudo-random-noise codes generated by the satellite and by the
receiver (code-correlation technique) or by using some of the other techniques
previously described (P-W tracking, Cross-Correlation, Code-Correlating
Squaring) when A-S is activated. Depending on the receiver, one, two or three
pseudoranges can be measured.

The codes are derived from the receiver and satellite clocks, which are not
synchronised between themselves and with a basic time reference frame (GPS
time). The GPS satellites have a precise atomic clock (oscillator) operating in
the satellite time frame (¢ * ) to which all trans'm'it'ted'signals are referenced to.

The receivers usually have less precise oscillators operating in the receiver time
frame (t,) in which all received signals are referenced to. These two time

frames can be related to the GPS time frame (T) by the following relationships:

T =¢" = 8°(t7) 2.1
T =1, - 8t.(1,) (2.2)

where 8°(1*) is the satellite clock offset at the satellite time frame 5 and
8t,(t,) is the receiver clock offset at the receiver time frame T,.. Notice that a
superscript denotes a satellite related quantily and a subscript denotes a
receiver related quantity.

Effectively, pseudorange (PR) is the time difference (in the time frame of the
receiver) between the reception time of the signal at the receiver (T, ) and the

time of wansmission of this signal from the satellite (¢) scaled by the speed of
light in vacuum (c), ie,

PR (7, )=c(t, —t%) (2.3)

Introducing the transmission time of the signal ¢* (equation 2.1) and the
reception time of the signal T, (equation 2.2) in the last equation, one obtains
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PRI(t,) = o(T, =T+ c(or(t,) - & (r*)) (24)
The furst element of the right hand side of this expréssion is the geometric -
distance between receiver and satellite at the epoch of transmission and
reception of the signal in the GPS time frame, e,

pi(T,, T)=¢(T, - T°) (2.5)

This relation can be expressed in terms of three-dimensional coordinates of
receiver (X ,.¥ ,Z )and satellite (X *,Y °,Z 7) as:

pr =X =XV + (¥ =Y,V +(Z -2 (2.6)

There are other terms that may be added to the pseudorange expression,
particularly to account for ionospheric and tropospheric delay biases. A
detailed discussion on errors and biases affecting GPS observations will be
given in (§2.7). Assuming that whenever possible, most of the errors are °
modelled and eliminated, the full pseudorange observation equation is given by

PR(z,) =pi(T°,T,) + c(8n,(x,) - S (e N+, (2.7)
where (vpr) denotes the random (and unmodelled) error.

2.6.2 Carrier phase observable

- The basic observable in precise GPS positioning is the carrier phase observable
¢!, which is obtained by measuring the difference between the phase of the
signal arriving from the satellite (¢"), and the phase of the signal generated
locally at the receiver (¢,). The observed phase ¢] or beat frequency (in
cycles) is given as (King et af, 1985)

o:(t,)=0(1,) —9,(z,) + N} (2.8)

where T, is the time of reception of the satellite signal at station r,
¢’ () is the carrier phase received at station r from satellite s at
receipt time Tp,
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¢, (Ty) is the locally generated phase at the receiver receipt time 7, and
N? is an integer, representing the integer cycle ambiguity in the
observed phase.

The term N represents the integerq ambiguity for the first epoch of
measurement. Receivers provide the accumulating phase ¢, over time at '
pre-set, equally spaced epochs in unmits of cycle. The precision of the
measurements is about 1/100 of a cycle.

The time at which the signal is received, T, is related to the time at which the
signal is transmitted, 15 , by

Tv'=1T —1 (2.9
where 1 is the travel time of the signal, which is a function of the geometric
distance between the satellite and the receiver and of the effects of the
ionosphere and troposphere. It is also referred to as propagation delay.

Therefore, the phase of the received signal ¢ (t.), is related to the phase of the
transmitted signal ®; by

o*(z,) =iz, - =0i(z,) - fr (2.10)
The transmitier frequency f is nominally constant but it varies due Lo
instabilities and dithering (S-A) in the satellite’s clock. In addition, the GPS

time of the signal reception, T, , differs from the receipt time 7. It can be
shown that the carrier beat phase can be represented as (King et al, 1985)

9:(t,) =-fo- f1&,(1,) -8 (v)1+ N (2.11)
with
N:=N’+®'(1,)-,(1,) . (2.12)

not an integer any more. The second and third terms in the expression (2.12) -
are the unknown- initial phases of the satellite and receiver oscillator,
respectively.
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Details of the errors affecting the carrier phase measurement are given in §2.7.
As it was the case with the pseudorange observable, it is assumed that most of
the errors are modelled and eliminated. Adding an extra term vg, which
contains the random (and unmodelled) errors due to clocks, propagation
media, satellite ephemerides, fixed station coordinates, multipath and etc., to
the expression (2.12), the resulting carrier phase observation equation is given
as:

0:(1,)=-fr— FI8,(z,) =& (T)I+ N +v, (2.13)
2.7 GPS Biaséé ﬁnd Errors

The GPS observables, like any other observable in a measurement process, are
subject to systematic error or biases, blunders and random noise. In order to
obtain reliable results, the specified mathematical (stochastic and functional)
model should hold and be able to detect model mis specifications. Therefore,
the sources of errors/biases in the measurement process should be well known.
Systematic errors {biases) can either be modelled as additional terms in the
observation equation or eliminated by appropriate techniques. Random errors,
in contrast, have no known relationship with the measurement and are normally
the discrepancies remaining after all the blunders and systematic errors have
been removed. In the following sections, the GPS error sources and their
effects on the observable are described and the methods used to minimise them,
highlighted. Table 2.1 realises a sub-division of the error sources and lists some
of their effects.

The errors listed in Table 2.1 are conveniently grouped according to their

sources. They are namely, satellite related errors, propagation medium related
errors, receiver related errors, and station related errors.
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Table 2.1: GPS Error Sources and Effects

SOURCE

EFFECT

Satellite

- Orbital error
- Clock Bias

- Relativity

- Group Delay

Signal Propagation

- Troposphere Refraction
- TIonosphere Refraction

- Cycle Slips

- Multipath™ :- .

ReceiverfAnienna

- Clock Bias
- Interchannel Bias
- Antenna Phase Centre

Station

- Coordinates

- Earth Body Tides

- Polar Motion

- Ocean Tide Loading

- Atmosphere Pressure Loading

2.7.1 Satellite Related Errors

(a) Orbital Errors
Orbital information can be obtained either from the broadcast ephemerides of
the satellite messages or precise ephemerides from several sources (§2.3.3).
The satellite positions derived from the ephemerides are normally held fixed in
the processing of GPS data. Therefore, any error in satellite coordinates
propagates into the user position. In point bosil:ioning, (§3.4), satellite
positioning errors are strongly correlated with the user position error.
Differencing the obsei'vables eliminates most of the orbital error (see §3.3.2),
but the remaining error degrades the baseline accuracy. A useful rule-of-thumb
expressing baseline error as a function of satellite positioning error
{(Wells et al, 1986) is

Ab =b 2L
-
where Ab is the baseline error,
b is the baseline length (km),
Ar is the satellite position error and,
r

the satellite 1o receiver range (= 20,000 km).

(2.14)
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The broadcast ephemeris is currently estimated to have an accuracy of 20 to
100 m (with 'Epsilon’ type S-A). Precise ephemerides is claimed to have orbital
accuracy of the order of 20 cm when processing 14-day-arcs
(Beutler et al, 1994), The standard, however, is processing 1-3 days-arcs
providing accuracy of about 2 m. Typical baseline errors (Ab) are tabulated in
Table 2.2. For the broadcast ephemeris (BE) it is assumed an accuracy of 20
and 100 m and the precise ephemeris (PE), an accuracy of 2 and 0.2 m for
baselines ranging from 10 to 5000 km. Over short baselines, orbital errors tend
to cancel out if a differential approach is used. Precise ephemerides are capable
of providing relative precision of about 0.01 parts per million (ppm) over long
baselines. Such level of precision may support most of the GPS applications.
However, for real time applications, broadcast ephemerides should be used,
and the quality of the results depends on the accuracy of the ephemerides.
Wide Area Differential GPS (WADGPS) has been receiving increasingly
widespread attention and can provide a suitable answer to real-time
applications (Mueller, 1994).

Table 2.2 Effect of Qrbital Errors on Baseline Vector

Ephemerides Orbital Baseline Baseline Relative
error Ar Length error Accuracy
{m) b (km) Ab (cm) Ab/b (ppm)
BE 10 5
' 100 50
100 1000 500 5.0
5000 2 500
BE 10 1
' 100 10
20 1 000 100 1.0
. 5000 500
PE 2 10 0.10
100 1
1000 10 0.1
. 5000 50
PE 0.2 10 0.01
100 0.1
1000 - 1 0.01
5000 5
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(b) Satellite Clock Blas
- The satellite clock bias represents the difference (offset) between the time _
provided by the satellite and the highly stable GPS time. This difference can be
as much as 1 millisecond (Wells et al, 1986).

GPS satellites carry a rubidium and a Caesium atomic frequency standards,
whose performance is monitored by the control segment. The amount by which
they differ from the GPS time is included in the broadcast message in the form
of coefficients of a second-order polynomial given as:

t)=a,+a,(t~1, )+a,(t—1, ) (2.15)

where ¢, is the satellite clock reference time,
a, is the clock offset at reference time,
a, is the clock drift term at reference time and
a, is the clock ageing term at reference time.

The SA 'dither' error ('Delta’ -type SA) is implemented through the injection of
errors in the o, sawellite clock term (Lachapelle er al, 1992). Therefore, with
SA turned on, the satellite clock error is not correctly modelled by this
polynomial. The effects of the sawellite clock error can be reduced by
differencing the observables (§3.2.2). In the processing of IGS data to generate
precise ephemerides, some IGS cenires introduce the satellite clock error in the
adjustment as a white noise parameter (Kouba er af, 1993).

() Relativity

The relativistic effects for GPS are not only restricted to the satellites (orbit
and clock) but also to the signal propagation and receiver clock. The satellite
clock, besides the error already mentioned, shifts due to the general and special

relativity. The effects are compensated for by offsetting the fundamental
frequency £, of the oscillator by -4.55x10 ~* Hz (Spilker, 1980)

Most of the effects of the general relativity (accelerated reference sysiems,
signal path is curved due to the gravity field) can be neglected. Besides this,
they are cancelled out when differencing the observations (Hofmann-Wellenhof
et al, 1992),

22



The Global Positioning System: An Overview

(d)  Group Delay

This is due to signal retardation as it passes through the satellite hardware.
These delays affect the travel time of the signal. However, calibration during
ground test of the satellites, provides the magnitude of these delays and the
corrections are included in the clock polynomial coefficients.

2.7.2 Propagation Medium Related Errors

The propagation media affect the electromagnetic radiation at all frequencies.
The result is a bending or refraction associated with a time delay of arriving
signal. The former is due to the fact that the signal passes through layers of
varying density in the atmosphere and the latter due to the fact that the speed
of the signal in the atmosphere differs from that in a vacuum. The propagation
media consist of the troposphere and ionosphere. The troposphere extends
from the earth's surface to about 50 km. For frequencies below 30 GHz the
troposphere behaves mainly like a non-dispersive medium; ie the refraction is
independent of the frequency of the signal passing through it. The ionosphere is
a dispersive medium (the refraction depends of the signal frequency), meaning
that the carrier phase as well as the modulation on it is affected differently. The
ionosphere comprises the regions between approximately 50 and 1,000 km
above the earth and contains free electrons. Due to the difference in behaviour,
the ionosphere and troposphere are modelled separately.

(a)  Ionospheric Refraction

The ionosphere is a dispersive medium at microwave frequencies. This means
that its effects will vary with the signal frequency. The basic simplistic form of
the relationship between the refractive index (n), and the frequency (f) is given
by (Dodson et al, 1993; Hofmann-Wellenhof ez al, 1992)

n=ltA —1;—;+high-0rder terms (2.16)
where A, is a simple combination of physical constants (=40.3 Hz ),
N, is the free electron density in the ionosphere (approximatelly

10" electrons / m *) and
depends on whether the refraction index for the velocity of the

+

code (+ for group refractive index) or for the phase of the
signal (- for phase refractive index) is being determined.
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From this expression one can see that the refractive index for the phase is less
than unity, ie the phase is advanced when passing through the ionosphere,
whilst the code is delayed. Therefore, the code pseudoranges are too long and
the carrier phase too short compared to the geometric distance between the
- satéllite and the receiver. The difference is identical in both cases. Apart from
the frequency of the signal, the refractive index is also affected by the free
electron density. This depends on the activity of the sun. However, magnetic
storms superimpose an irregular pattern over the sun spot cycle, making the
prediction of free electron density very difficult During disturbed ionospheric
conditions, the vertical ionospheric delay may reach as much as 100 m during
the day on satellites at low elevation angles (Newby and Langley, 1992),
reducing to I or 2 m at night (Dodson et al, 1993). The equatorial and polar
regions are frequently the hosts for major disturbances.

The first order ionospheric refraction /7 (metres) is obtained from the

BXpression
I =i;§ N, (2.17)

where &, is the total electron content (TEC), ie the number of electrons in a
column through the ionosphere with a cross-sectional area of one square metre
along the signal.

The dependency of the ionospheric refraction on the frequency makes it
possibie to eliminate the first order effects of the ionosphere by using the dual
frequency technique (§3.3.1). However, experiments carried out with data
collected in the equatorial region have shown that even for short baselines, the
detection of cycle slips and determination of the double difference ambiguities
become considerably more complicated during period of high ionospheric
“activity due to scintillation (Wanninger, 1993). Therefore, in the equatorial
region, the GPS users need to be aware of severe ionospheric conditions.

For single frequency users, the ionosphere remains one of the largest sources of
error. For relative positioning, over short baselines, most of this error is
differenced away. However, single frequency receivers are widely used for
precise surveying over baselines longer than what is expected (o be reasonable
for elimination of the ionosphere effects. Therefore, in order to improve the
results, some of the reported models for correction of the ionospheric delay
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(Newby and Langley, 1990; Georgiadou Y, 1990; Newby and Langley, 1992;
Klobuchar, 1986) have to be used. In some of these models, the phase
measurements from dual frequency receivers are used-to estimate corrections
for single frequency users operating in the same area. This approach seems
ideally suited to the Brazilian Network for Continuous fracking of GPS
satellites (§6.4.2), which would consist of a number of dual frequency receivers
spread over the country. The information collected at these stations could be
used with little cost or effort by single frequency users.

(b)  Tropospheric Refraction

The troposphere is a non-dispersive medium at radio frequencies. Thus, its
effects can not be estimated (or eliminated) from two-frequency measurements
in the way that the ionospheric effects can. Instead, estimation of the delay
relies on the use of one of the several established models.

The tropospheric path delay can be defined as:

b
T =10"° [ Nds (2.18)

with a and b the limits of the troposphere boundary and N the refractivity. The
basic requirement of such a model is the ability to estimate the integral of the
refractivity along the ray path. This expression is commonly expressed as the
sum of two effects; a-dry (d) and a wet (w) component, which result from the
dry atmosphere and the waler vapour respectively.

One of the several expressions that exist for refractivity (Shardlow, 1994;
Dodson et al, 1993) is

N =17.62 13 m3210° % (2.19)
T T
where P is the total atmosphere pressure (mbars)
T is the absolute temperature (Kelvin) and
e is the partial water vapour pressure (mbars).
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The first term of the right hand side of this expression refers to the dry
component and the second one to the wet component.

The troposphere like the ionosphere, delays the signal's time of flight and hence
the pseudorange increases but unlike the ionosphere, the phase measurement
decreases, About 90% of the tropospheric delay arises from the dry
component, which can be accurately modelled using surface measurements
alone. The contribution of the wet term, although very small compared with the
dry one, is more difficult to model. This is because the measurements of
temperature and partial water vapour pressure at the antenna site are generally
not representative of the conditions along the line of sight.

The distribution of the partial water vapour pressure in the atmosphere is
extremely variable due to localised effects. This makes it difficult to obtain
accurate values for the partial water vapour pressure from surface
meteorological data, especially for the upper regions of the troposphere.
Various methods are available for measurement of the amount of water vapour
in the atmosphere, but the expense and inconvenience of these methods implies
that they are rarely used for GPS observations. An example of such an
instrument is the microwave radiometer (Dodson er al, 1993).

The usual approach for estimating the tropospheric effects is therefore to apply
one of the several existing models of the troposphere. either using surface
meteorological observations or a surface meteorological model. The better
results are often found by using a surface meteorological model. Nevertheless,
the surface meteorological observations are collected in order to identify any
adverse aumospheric conditions. The empirical model, referred to as Magnet
model, implemented by Texas Instruments, does nol require any
meteorological data (Curley, 1988). It uses a standard atmosphere and
estimates the atmosphere pressure based on the Julian Day, station's latitude
and height. Tests carried out in Nottingham indicated that this model will very
often yield solutions that are better than those obtained with surface
meteorological observations (Ffoulkes-Jones, 1990).

Another technique used in conjunction with the models outlined above is the
iniroduction of a scale factor {&) as an extra unknown in the processing. It
delermines an offset to the model estimate of the delay using the strength of the
GPS data. The estimated scale factor and the height component are strongly’
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correlated. The inclusion of such parameter can also compensate for other
systematic effects in the GPS data, mainly those affecting the height
component.

In the processing of long duration of GPS data (e.g. 24 hours), the scale factor
may be defined by a polynomial to represent the time varying nature of the
troposphere. In this case, the model is correlated through time via connection
of the start epoch (To) to the current epoch (T) (Shardlow, 1994).

(c) Multipath

Multipath is the phenomenon whereby a transmitted signal arrives at the
antenna via (wo or more different paths. It is mainly due to reflecting surfaces
in the vicinity of the receiver, although reflection at the transmitting satellite is
also possible. As a result, the received signals have relative phase offsets and
the phase differences are proportional to the differences of the path lengths.

Multipath is dependent on the reflectivity of the antenna environment, antenna
characteristics, antenna-to-satellite geometry and the multipath rejection
techniques utilised. The arbitrary geometric situations make it difficult to model
the multipath effects, although the level of multipath can be assessed by using
appropriate combination of observables. As they are normally considered a
random error, a more relaxed variance can be associated to the observables
when high level of multipath is detected. There are, however, some cases in
which the multipath effects have a systematic behaviour. Therefore, the most
eftective recommendation is to avoid using sites with reflective surface nearby.

(d) Cycle Slips

The phase measurements are normally continuous with respect to the time
period of an observing session. A discontinuity in the phase measurement is
referred to as cycle slip. It may occur due to signal blockage, antenna
acceleration, excessive atmospheric disruption, interference from other radio
sources and receiver and software problems. When a cycle slip occurs, the
fractional part of the phase measurement is most likely to be still correct; only
the integral count takes a big jump. It is necessary and may be possible to
correct the wrong integral cycle by using some sort of cycle slip fixing
techniques. Otherwise, a new ambiguity term must be included as unknown in
the model. Numerous methods exist for detecting and repairing cycle slips
(Ffoulkes-Jones, 1990). " |
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2.7.3 Receiver and Antenna Related Errors

Receiver and Antenna dependent errors are those related to the receiver
hardware (receiver clock offset, interchannel biases and noise) and antenna
design (antenna phase centre and low elevation antenma response).

(a) Receiver Clock Offset

GPS receivers are normally equipped with high quality quartz crystal clocks,
whose oscillators have very high intemal quality but exhibit long -term
instabilities. Some receivers also accept an external timing of better quality,
providing possibility of modelling the satellite clocks. This is important in the
case of monitoring the level of SA. The deviation of the receiver clock from
GPS time is the receiver clock offset. Each receiver has its own time frame.
The options for modelling the clock biases depend on the quality of the
receiver clocks and required precision of the survey. High quality clocks can be
modelled as a polynomial or as a white noise parameter. Low accuracy
surveying does not require a stable clock and normally the clock offset is
ignored. In relative positioning, the receiver clock offset is differenced away
but the satellite positions are dependent on its value. One can simply solve for
an extra clock offset parameter along with coordinates using pseundorange
solution and use this value to compute the satellite positions.

(b) Interchannel Biases

Interchannel biases may occur if the receiver has more than one tracking
channel (muitple channel). Current geodetic receivers are multiple channel
receivers, ie, they record measurements from each satellite at each frequency
on dedicated channels. In order to correct for eveﬁtual biases between the
different channels, the receiver performs an interchannel calibration at the
beginning of each survey. This involves each channel simuitaneously tracking a
satellite and an offset is determined with respect to a reference channel. All
subsequent measurements are adjusted for this offset.

(c) Antenna Phase Centre

The electrical phase centre of the antenna is the point to which the radio signal
measurement is referred and generally is not identical to the physical centre of
the antenna. The offset varies with the intensity and direction of the incident
signals and is different for L1 and L2. For precise applications the offset of all
antennas involved in one project have to be very well known in order to correct
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the observations. Chamber tests performed by Schupler and Clark, (1991)
provide corrections for a variety of antennas over a complete range of
elevation angles. |

2.7.4 Station Related Errors

Besides the station coordinates errors, the other station related errors arise
from the geophysical phenomena causing the station coordinates to physically
change during an observation period. This includes the effects of earth body
tides, ocean tide loading and atmosphere pressure loading.

(a) Station Coordinates

GPS relative positioning lead to very precise three-dimensional coordinate
vectors which do not contain any information about the geodetic datum. In
order to introduce such information, at least one point in the network
{baseline) should be held fixed to a known positon. Since the satellite
coordinates, either derived from broadcast or precise ephemerides, are held
fixed in the adjustment, the coordinates of the fixed stations must also be
related to the reference frame in which the satellite positions are computed.
Otherwise, errors will be introduced in the geographical coordinates
differences. It has been shown that an error of 5 m in the coordinates of
Greenwich, produces errors of 1.0, 0.9 and 0.8 ppm in the difference of
geographical coordinates (Agp,AA and AH) between Greenwich and Paris
(Breach, 1990). This shows the importance of having stations compatible with
WGS84 in order 1o support geodetic activities carried out by GPS.

(b)  Earth Body Tides

The deformation of the earth due to the tidal forces (sun and moon) is referred
to as earth body tides (EBT). At low latitudes, the surface moves through a
range of over 40 cm over a period of 6 hours (Baker, 1984). It varies with time
as a function of the position of sun and moon. The main periods of these
variations are semidiurnal (approximately 12 hours) and diurnal (approximately
24 hours). In addition to being a function of time, it is also a function of
position, ie, the position of the observer affects the magnitude of the
deformation. The effect is similar for adjacent stations. For larger station
separations, the differential effects have to be modelled in the parameter
estimation process in order to correct the measurement. Details of the standard
algorithm to be used are given in [ERS Standards (McCarthy, 1992). The
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periodicity of the EBT makes it possible to reduce some of the effects by
collecting data continuously during such a period.

(c) - Polar Motion

The variation of station coordinates caused by the polar motion may also be
taken into account. They have a non-zero average over any given time span
with maximum displacement of about 25 and 7 mm in the radial and horizontal
- components respectively (McCarthy, 1992). However, they can be greatly
reduced in a relative positioning.

(d) Ocean Tide Loading

In addition to the deformation due to the earth body ddes, the weight of the
ocean tides produces a periodic loading on the earth's surface resulting in a
further displacement (Baker, 1984). The magnitude of the effect depends on
the alignment of the earth, sun and moon and position of the observer. The
Ocean Tide Loading (OTL) deformation has range of more than 10 centimetres
for the vertical displacement in some part of the world (Baker et af, 1995). On
the continents, it typically decreases to 1 cm at distances of about 500 km away
from the ocean, but in some areas it is still over 1 cm at distances of 1000 km
from the ocean. This implies that for high precision GPS surveying, an ocean
tide loading model should be incorporated in the software. The IERS
Standards (McCarthy, 1992) gives some details of the computation of
displacement due to ocean loading.

(e) Atmospheric Loading

The earth and the atmosphere interact through pressure loading at the earth
surface and gravitational attraction of the atrnospheric mass. Variations in the
horizontal distribution of atmospheric mass, which can be inferred from surface
atmospheric pressure measurements, induce deformations within the earth,
mainly in the vertical direction. It has been reported that global seasonal
fluctuations in barometric pressure contribute less than a centimetre to surface
displacements. The largest displacements are associated with synoptic scale
storms. In such cases, il is probable that the vertical displacements could be 10
mm or larger along a storm track (Van Dam and Wahr, 1987). It has been
recommended (Blewitt er al, 1994) 1o extend site occupalions of large regional
campaigns for monitoring regional vertical deformation to 2 weeks rather than
the usual 3-5 days, and calibrate the resulls using atmospheric loading models.
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Chapter 3

BASIC MATHEMATICAL MODELS FOR GPS
DATA PROCESSING

3.1 Introduction

A geodetic project involves a set of procedures related to the design,
collection, initial analysis of data, processing of the data and, finally, the
evaluation and presentation of the results. In the design of the project, as well
as in the processing of the observed data, the mathematical model (functional
and stochastic) is the central element, which relates the collected data to certain
unknown parameters. It is usual to collect more data than is needed for a
unique determination of the unknown paraxnetefs, which provides a means of
assessing the accuracy and reliability of the results.

The estimation of the unknown parameters with redundant data is usually
based on the least squares approach, which also provides the elements for the
analysis of the results. A summary of basic least squares estimation and analysis
theory, followed by a description of some basic mathematical models used in
GPS data processing are given within this Chapter. The models are restricted
to the case in which the satellite positions are known from broadcast or precise
ephemerides and held fixed in the adjustment. The mathematical model relating
to }he case where the satellite positions are also estimated in the least squares
estimation procedure is covered in Chapter 4,

3.2 Least Squares Adjustment

The least squares adjustment can be carried out using the model of observation
equations, the model of condition equations and the mixed model
representation. During this research, only the model of observation equations
has been used. Therefore, no further reference is made regarding the other two
models. For a full treatment of this subject, the reader is referred to
Teunissen (1990), Van{¢ ek and Krakiwsky (1986) and Cross (1983).
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3.2.1 The Observation Equation Model

An inconsistent linear (or linearised) model, ie a system for which L ¢ R(A)
holds true, can be made consistent by introducing an (m x I) residual vector V
as _

L=AX+ YV with m>n =rank(A) (3.1)
where m is the number of equations,

n is the number of unknowns,

L is a (m x 1) vector of observations,

X isan (n x 1) unknown vector of parameters,

A is a'(m x n) matrix with known scalars, referred to as design

matrix, ,
¢ stands for 'does not belong 10’ and

R(A) stands for range space of A, which is equal to n.

In order to obtain quality measures for the results of least squares estimation, a
gualitative description of the. input (measurement vector) should be introduced.
The description is of a probabilistic nature because the measurements, when
repeated under similar circurhstances, can be described to a sufficient degree by
stochastic random variable. Therefore, it will be assumed that the observation
vector L, which contains the numerical values of the measurements, constitutes
a sample of the random vector of observables and can be written as the sum of
a deterministic functional part AX and a random residual part V, as given by
expression (3.1)

Assuming that the probabilistic nature of the vartability in the measurements is
defined by the vector V, it seems acceptable to assume that the expected value
of Lhis variability is zero on the average, ie E{V} =0 (E{.} stands for
mathematical expectation operator). The measurement variability is modelled -
through the covariance matrix, which is assumed to be known and it is
denoted by Xy,

DIL) =3, T (3.2)

where D{.} stands for the dispersion operator. Equation (3.1) can be rewritten
as:
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E{L}=AX D(L} =X (3.3)
which is the mathematical model for the vector of observables L.
3.2.2 Least Squares Estimates
The general least squares principle states that

®=(L- AXY W(L - AX) - minimum 34)
where W is a symmetric positive definite (mxm) weight matrix, which accounts

for the difference in the observational accuracies. Once the minimizations!
problem is solved, one obtains the estimate parameter X (Teunissen, 1990):

X =(A™WA) '(ATWL) (3.5)
where the superscript T stands for the transpose of a matrix.

Using the estimate parameler X, one can respectively determine the adjusted
observations and residuals estimates from the expressions

[=AX and V=L-AX (3.6)

The quality of the above estimales can be obtained from the [irst two moments
of L, ie the mean and standard deviation. With the assumption that the
mathematical model given by the expression (3.3) holds, the least squares
estimates are unbiased estimators>-? and this property is independent of the
choice of the weight matrix W, If W is taken to be equal to the inverse of the

covariance matrix of L and scaled by the a priori variance factor 62, ie
W =iz 3.7)

it can be shown that the Best Linear Unbiased Estimation (BLUE) of X is
identical to the weighted least squares estimator (Teunissen, 1990). Hereatter,

ad R
51 — =0 and ——=)0
oX ox? )
52 An unbiased estimator @ is such that E{®} = ®
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unless stated otherwise, the weight matrix W is assumed to be chosen as in
equation (3.7). Application of the propagation law of covariance to equations
(3.5) and (3.6) results in the expressions,

., =3 (ATWA)"
Z, =AZ AT | (3.8)
2,=%,-%,

where X, is the covariance matrix of the adjusted parameters,

Z; is the covariance matrix of the ad]usted observations and

Eﬁ is the covariance matrix of the esumated residuals.

The above results enables the description of the quality of the results of least
squares estimations in terms of the mean and the covarianceé matrix. The term
ca 1s referred to as unit varance (or estu-nated variance factor), and wﬂl be
dlscussed further in the section (3.2.4). ' ' '

3.2.3 Non Linear Models and Iterations

The results presented so far have involved linear estimation, however, the usual
practice in resolving geodetic problems is that most of the applications involve
non-linear estimation. The least squares criterion can, in principle, be applied
directly to non-linear equations but the resuiting normal equations would also
be non-linear, which may pose considerable difficnlties in seeking a unique
solution. Futhermore, in the case of large geodetic projects, computational
efforts to Eleterrnme a solution may be impractical. These are the main reasons
why i in pracﬂce, the observation equations are first linearised before applying
the least squares method. Starting from an approximate vector X, for the
unknown parameters, close enough to X, a linearisation is applied by using a
Taylor's series and the least squares solution is obtained from the linearised
model. The linearised model is given as:

E{AL} = A,AX (3.9)

with
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AL=L-1, _
Ly = F(X,) (3.10)
oF
A =—
LT oX,

where AL is the vector of the observed measurements minus the
measurement calculated using thé provisional values of the
parameters (Xg),
A1, s the matix of partial derivatives of the non-linear function F
(hereafter referred as before, ie A) and
AX  is the corrections to the provisional values X.

Estimation from the linearised model provides an improved solution of the
initial vector X,. The process is repeated using the new improved solution,

instead of- X,. This iterative process stops once the difference between

successive solutions is not significant.
3.2.4 Assessment of the Observations and Results

The quality of the results presented in the previous section is only significant
if the observation equation model represented by equation (3.3) holds, ie model
errors are not present. If a meaningful description of the quality of the results is
to be obtained, evidence of the presence or absence of errors in the model .
should be obtained. This is performed by means of statistical testing, where the
original model is put forward as the mull hypothesis, Hy, against an extended
functional model, the alternative hypothesis H,. At this point, an additional
assumption must be taken into account. This is that the observables L have
normal distribution with mathematical expectation AX and dispersion Xy , ie,

Hy:L = N(AX.Z,) (3.11)

In order to obtain evidence that a model error is present, the size of the error V
is introduced as an extra unknown parameter to the null hypothesis. The
extended functional model forms the altemative hypothesis and reads:

H :L ~ N(AX +CV, Z,) . (3.12)
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such that C is an (mxg) full rank matrix and V is a (gxd) vector of unknowns.
Notice that g is the number of errors to be tested in the model, whose range is
given by I £ g <( m-n). By estimating the vaiue of V and testing its critical
significance, decision can be taken about whether a model error is likely to be
present in the model.

The case where ¢ = 1 has an important application in geodetic practice for
blunder detection in the observations. It is applied following the convention
that only one blunder is assumed to be present at a time. Then, the C matrix for
the case where the observation i is being tested, is given by:

G = (00, 1,0,0..,0) | (3.13)

and Hy is rejected if w; < — Wlen or W, > 4/x},. The value of the test

statistic w; can be computed from the expression (Teunissen, 1989),.

S ___cwy
" JCiwz we,

(3.14)

where i,  is obtained from the Chi-squared distribution with 1 degrees of

freedom and level of significance c.

By applying the above tests on all the values in i (I £ { < m) the whole
observation vector can be screened for observational blunders. This procedure
is called.'data snooping'. For application in which the covariance matrix of the
observables is a diagonal matrix, the equation (3.14) simplifies to:

i =%, /o, (3.15)

with ¢, and ¥, the estimated standard deviation of the residual and the

residual of observation i respectively.
This test can be quite easily applied to GPS data, however, because of the
considerable amount of data, some simplifications are necessary in order to

make the tests more suitable, This is discussed further in (§5.2.1). In the:
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analysis of the repeat:ibility of GPS results, such a test would provide an
indication of a problematic soluton.

The case where g = m-n comresponds to the &7 test statistic or global test
statistic given by (Teunissen, 1989):

&2 =V"wV/q (3.16)

2
with ¢ degrees of freedom. The test is rejected if 62 > X7 7 The practical

importance of the above test is that the C matrix need not be specified in
contrast with all other cases for which ¢ < m-n. Since all the classes of
alternative hypotheses for a practical problem can not be completely specified,
the global test should be seen as an important safeguard. The test gives an
indication of the validity of H, without the need to specify the alternative
hypothesis.

Once the observations have been screened and the mathematical model
examined, an assessment of the least squares estimator X can be performed if
two or more esamations of the same unknown parameters have been
calculated. Assuming k% independent estimates for X (i=1,2,..k) with n
parameters each, one can rewrite the model given in expression (3.3) as,

>

I z % 0 O 0
% I |- 0 Z, 0 .. O
B % b=l %) imem| @17
ea Iﬂ e
XA I 0 0 0z,
k £
where I is an (n x n) identity matrix and
Z, the covanance matrix of each independent solution and
X is the combined (final) solution.

In a similar manner o the procedure described in the previous section, one can
obtain the least squares estimates of the final solution, as well as the associated
covariance matrix. The global test statistic of this model will indicate the
consistency of the independent solutions. If inconsistency is detected, it can be
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identified by applying the tests given either by equation (3.14) or (3.15). By
using some linear or linearised independent functions of the parameters, one
can obtain the so-called repeatability (see Chapler 5) of the solution.

Additional analysis of the results can be carried out if some of the estimated
parameters are known at a level of accuracy significantly better than that
estimated in the least squares adjustment. In such cases, the recovery*? of the
parameler will give an indication of its accuracy.

3.3 Mathematical Model of the GPS Observables

The fundamental GPS observables, pseudorange and carrier phase, were
described in (§2.6). Each observation generates one equation in the observation
equation model given by expression (3.3). This implies that the errors affecting
each observation are expected to have a zero mathematical expectation. Such
results are mainly obtained by differencing the observables (single, double and
triple differences) and using some spebial combination of observables.
However, each differencing increases the noise of the resulting observable. For
the purpose of this work, only combination of carrier phases is addressed,
although it can also be formed between psendoranges and a mixture of both
(pseudorange and carrier phase). For details the reader is referred to Ffoulkes-
Jones (1990). '

The pseudorange and carrier phase observation equadons including the main
error sources (tropospheric (T') and ionospheric (I ) refraction delays) are
given by expressions (3.18) (o (3.21). Notice that the GPS time frame (T)
related to each constituent of the equation has been ignored. The observation
equations for .1 and L2 pseudoranges are given by:

PRI =p;+c(dt, -&)+T '+ 1] +v, (3.18)

PR =pi +c(Bt, = 8°) + T  + I+, (3.19)
where ¢ is the speed of light in a vacuum,

pf is the geometrical distance between receiver and satellite at the

epoch of transmission and reception of the signal,

5.3 Recovery has been used as the difference between the assumed ‘true' and the estimated
value of the parameter.
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is the satellite clock offset from GPS time at the time of

transmission of the signal, computed at receiver time frame,
is the receiver clock offset from GPS time at the time of

reception of the signal, computed at receiver time frame,
is the ionospheric refraction delay (metres) on L1,

is the ionospheric refraction delay kmeﬁes) onL2,

is the tropospheric refraction delay (metres),

is the noise and other unmodelled effects affecting the
pseudorange measurement on L1 and

as the previous one, but on L2,

The observation equations for L1 and L2 carrier phase are given by,

5 —

ril =

B —

rL2

where f,,

fiz
Nu

Li"—pi +fy (81, =81+ Nu +Ii"—1;’ —&-I: + Vg, (3.20)
c c c

T pr s g, 080, - &1+ W wlags _Jiafy v, (321
c c c

is the frequency of L1,

is the frequency of L2,

is the ambiguity of L1 plus the unknown initial phases of the
satellite and receiver oscillator (see expression (2.12))

as the previous one, but of L2,

is the noise and other unmodelled effects affecting the
carrier phase measurements on L1 and

as the previous term, but on L2.

3.3.1 Linear Combination of the GPS Observables

A linear combination LC; of the carrier phase ®y and &5 is given by

LC, =m,®, +m,®, (3.22)

5

Table 3.1 summarises the main- properties ‘of a few selected linear

combinations,

including the original ones (L1 and L2). The change in the_
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measurement noise relative to that on the L1 carrier phase (oy; ) is represented
as o which is obtained as (Ffoulkes-Jones, 1990):

myTy

(3.23)

c = o Jmf + mzy

e O

Table 3.1 Linear Combination of the Carrier Phase Obéervables

—— ——————————— —

QObservable mm, m, ZA,, , (cm) G,
Lo LARSA - 1) | - 19.0 3.23
L1 1 0 19.0 2.0
L2 0 1 24.0 2.5
L3 1 . -1 36.2 6.42
L4 1 1 10.5 0.80

A very irﬁporlam linear combination is the so-called ionospherically free
obsgervable, identified in Table 3.1 as the LO observable. It greatly reduces the
ionospheric effects and is the observable normally used in high precision
positioning with long baselines. The combination of this observable with the
so-called widelane (L3) is very useful in the detection of cycle slips
(see §5.2.1). Over short baselines, where the ionosphere is effectively
differenced away, the measurement noise of the LO observable becomes
dominant. offering no real advantage.

The long wavelength of the L3 observable makes it important in the resolution
of integer ambiguities, however, the ionospheric delay and measurement noise
may cause some problems (Hofmann-Wellenhof er af, 1992). The natrow lane
(L4) observable when subtracted from the widelane (L3) is referred to as
ionospheric signal (Seeber, 1993) and contains the complete ionospheric effect.
It allows a detailed analysis of the ionospheric behaviour and is helpful in the
ambiguity resolution strategies.

3.3.2 Differencing the Observables

A common strategy used in GPS data processing is the differencing technique.
The resulting differenced observables are commonly referred to as single,
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double and triple differences. The main advantage is that at each successive
difference, an extra unknown (e.g. satellite and receiver clock errors) is
eliminated, thus negating the need to rely solely on models. However, the
drawback of the differencing approach is that the noise level generally increases
and the uncorrelated observables provide a new set of correlated observables.

(a)  The Single Difference Observable

Single differences can be formed between two receivers, two satellites, or two
gpochs. The most common single difference is calculated between two
receivers, as illustrated in Figure 3.1. The fundamental assumpltion is that two
receivers (ry and rp) simultaneously track the same satellite (s1). '

1

Figure 3.1: The Single Difference Observable

The difference between the simultaneous pseudorange measurements at both
stations is the single difference pseudorange. The observation equation is
given by,

APRII,‘.' = Apt.z + (81, =0T, ) +vpp, (3.24) ‘
with
Apy =pi—p; _ (3.25)

The singlé difference eliminates the satellite clock error &¢°. In addition, errors
due to the ephemerides and atmosphere are minimised in this observable,
especially for short baselines, since the tropospheric and ionospheric effects are
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similar at each receiver. The remaining unmodelled errors are assumed to be of
random nature and included as noise (vp,_) in the observable.

The single difference carrier phase observation equation can be expressed as,

D, =—‘£—Apt2 + f15%, — 85,14 NWaa + vep, (3.26)

where f is the correspondent frequency of the observable and 7\7},: is given by
Niz = N} + ®,(1o)- Nj ~ B, (1,) (3.27)

This eliminates not only the satellite clock error,8*, but also the initial phase of

the satellite oscillator, ®'(t,) (see equation 2.12).

(b)  The Double Difference Observable _
This observable is derived by differencing two single differences. Figure 3.2
illustrates the double difference observable formed from the single differences
between two receivers (ry and rp) and the two satellites s and s;.

Figure 3.2: The Double Difference Observable

The double difference pseudorange observation equation is expressed as:
APRY = Api3 + Vg, | (3.28)

where
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Apy = Apy, —Ap, (3.29)

The corresponding carrier phase observation equation is given as:

AdpS = {_—(Api:i) + N v, (3.30)
where,
N2 =WNia-Niz=N - N, - N2+ N} (3.31)

The NI‘:IZ ambiguity is called the double difference ambiguity, which for some
linear combinations is supposed to be an integer, since the initial phase of the
receiver oscillators (see equation 3.27) have been vanished. The double
difference equations {3.28) and (3.30) when compared to the single difference
equations (3.24) and (3.26) show that the clock offset of both receivers
(O, and 8t,) have now been removed.

The double difference is normally the preferred observable in GPS data -
processing. It seems to provide the best compromise between the noise level of
the observable and elimination of biases and errors.

(©) The Triple Difference Observable

The triple difference observable is given by the difference berween a double
difference at one epoch (1) and the same double difference at a second epoch
(T2). In the case of the pseudorange observable, the triple difference offers no
significant advantage over the other combinations. For the carrier phase
observable, the double difference ambiguity is now eliminated and the only
unknowns left are the coordinates of the receivers. The triple difference carrier
phase observation equation is given by,

A (r,) - A0l (e ) = L1apli(x,) - Apl3 (. ] (3.32)

The triple difference observable is very sensitive to cycle slips and has
accordingly been used as a method of detection prior to the final solution. The
triple difference is not used for the final solution since the benefits of removing
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the double difference ambiguity are outweighed by the increase in the noise of
* 'the observable.

.3.3.3 ‘Covariance of the Differenced Observables

The undifferenced observables are assumed to be-- uncotrelated in space and
time. Since the differenced observables are combinations of various
undifferenced observables, they become correlated, which should be accounted -
for in the adjustment.

The covariance matrix of a (2nx/) vector @ containing the phase observables
collected at two stations during a epoch 1; and arranged as

(bir =[(I):)cbf!'H!d);'!d);’d);)"'!d);] (3'33)
is given as
Zy; =C°T (3.34)

where 1 is an identity matrx of order equal the number of observations (2n)
and ¢° the varance of the pure phase observable. The single difference
observables can be written as

@, =11 ,~ 11D, (3.35)

where @, . is the vector containing the single difference observables and 1 is

now an (nxn) identity matrix, where n is the number of single differences. The
propagation covariance law applied to equation (3.35) yields

Lo, =200 (3.36)

which is the covariance matrix of the carrier phase single differences.

The double difference observables are derived from the single difference
observables, and can be written as

@y = COp ' (3.37)
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where ®,, is the ((n-{)xI)} vector containing the double difference
observables, The ((n-I)xn) C matrix containing the double difference
information can be chosen in different ways. In practice; however, only two are
extensively used which are derived using the sequential differencing method
and the reference satellite differencing method (Talbot, 1991). The latter is
also referred to as base satellite method. For the former case, the C matrix has
the following pattern,

1 -1 0 0 0
0 1 -1 0 ... 0O

C= : (3.38)
0 0 1 -1

In the reference satellite differencing method, the pattern of the C matrix
depends on the reference (base) satellite. If satellite 1 is selected as base, the C
maltrix is given by

C= (3.39)

Applying the propagation covariance law to equation (3.37) with the matrix C
given by equation (3.38) yields

2 -1 0 0 0 0]
-1 2 -1 0 0 0
Spp, =267 ... (3.40)
0 0 0 -1 2 -1
0 0 0 0 -1 2

If the reference satellite differencing method has been used (equation 3.39),
the covariance malrix is given by
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2 1 .. 11
Typ=20f 0 % (3.41)
Db, — .

11 12

and is independent of the base satellite selected.

At this point it shouid be pointed out that choice of method to form the
double differences does not affect the results of the processing. However, in
the event of an outlier occuring in the base satellite, all the double differences
will be affected in the reference satellite method, whereas in the sequential
method, only a maximum of two observables are affected.

The double differences are not correlated between epochs. Hence, the
covariance matrix for let say, k epochs, is composed of k diagonal blocks
similar to either equation (3.40) or (3.41).

The covariance matrices presented so far involve only one baseline, ie the
observables of two receivers. If, however, a network of m receivers
simultaneously observe to n satellites it is possible to form double differences
between each baseline. The total number of possible baselines is (m-1)*m/2,
but only (;n-1) baselines are independent. With (n) satellites being tracked at
each station, a total of (n-1)*(m-I) double differences is formed. To account
for the correlation between the baselines, an ((m-1)xm) matrix A is defined. It
contains elements only 0's, with two non-zero elements (+1, -1) per row, which
idemify the receivers forming each baseline.. For a network defined by the
baselines /-2; 2-3, 3-4, .... {m-1)-n, the A matrix is given by,

1 -1 0 0 ... O

A= i (3.42)

The double ditference covariance matrix for a nerwork at an epoch i, is given
by (Ffoulkes-Jones, 1990) as:
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Zop, = G'IAATI®LCCT] (3.43)

where the C matrix.is as defined in equation (3.38) or (3.39) and o’ is the
variance of the pure phase observable. The symbol @ stands for Kronecker
product. |

The covariance matrix of the triple difference observables can easily be
obtained from the double difference observables. By forming the triple
differences between successive epochs in a similar fashion to the sequential
double difference technique, ie (t1 - T2 . T - 13, ...), the triple difference
covariance matrix is computed as:

(2%, £, 0 O 0 ]
~Zpp 2Zpp —Zpp O 0
Zp =] o (3.44)
' 0 o .. 0 =, 25, —Zpp
| 0 0 .. 0 —Zpp 2%,

3.3.4 Linearisation of the GPS Observables

The GPS observables discussed so far are non-linear with respect to the
satellite's and receiver's coordinates, which form the geometric distance p. In
this section the linearisation of p is discussed, starting from the formula given
in equation (2.6 ):

pID= XM - X )+ (X (D -Y P+ (Z(T)-Z)Y  (3.45)

The coordinates of satellite j, (X/( T),YX(T),Z’(T)), are usually fixed to their
known values from the broadcast or precise ephemerides. Assuming
approximate values Xy Yjg. Zjp  for the receiver i coordinates, an
approximate distance p{,@ ) can be calculated accordingly:

AT = J(XT (D) - X + (VI (T) =Y, 3 +(ZH(T) = Z,, ) (3.46)
and the receiver coordinates can be represented by
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X, =X, ,+AX;
¥ = ¥, +AY, - (3.47)
Z, = 2, +AZ

where AX;, AY;., AZ; are the corections to the approximate values and are,
therefore, the new unknowns. Introducing equation (3.47) into equation (3.45),
and expanding the resulting expression using a first order Taylor series this
results in the following equation:

ol )=pip@ )+ 20D px BT gy BT py (345

0X oY 0Z 4
with the partial differentiais given as:
OpL(T) X=X, j
L = - . = g/{T
0X pA(T) wtD)
opL(T) YAT) - Y, ; '
L = — - £ = b-" (T 3'49
oY, P(T) o 34
opH{T) Z{(n-2Z, j
! =— - S = /(T
0z, e

Equation (3.48) is now linear with respect to the unknowns AX; ,AY; , AZ;, ie:
pi(T)=pi(T)+a/(T)AX, + B/ (T)AY, + ¢/ (T)AZ, (3.50)

3.4 Absolute Point Positioning

Absolute point positioning can be carried out using the pseudorange

observable, the carrier phase observable or a combination of both. For the

purpose of this research only the first case will 'be described. The linearised

pseudorange observation equation is obtained by substituting expression

(3.50) into (3.18) or (3.19), which results in the equation given below:

PRI —pi =T/ 17 + &/ = alAX, + b AY, + ¢/AZ, +cBt, +vp, (3.51)
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where PR/ is the pseudorange measurement;
' is the approximate geometrical distance between receiver and

satellite,

T,/  isthedelay due to the troposphere,

I;  isthe delay due to the ionosphere,

c is the speed of light in a vacuum,

8¢/ is the satellite clock offset from GPS time,

aj, b, and cf are the coefficients of the corrections to the
approximate coordinates (unknowns),

AX;, AY;, AZ; are the corrections to the approximate coordinates
of the receivers,

¢, is the receiver clock offset from GPS time (also an unknown)

and
Ve is the noise of the measurement.

The components of the right hand side of equation (3.51) have already been
described in this Chapter. The errors affecting the observables can either be
modelled or neglected and the resulting value of the left hand side of equation

(3.51) will be referred (0 as Al .

The number of unknowns in expression (3.51) is the three corrections to the
receiver coordinates and the receiver clock term. For an instantaneous -
determination of one position it can be seen that a minimum of 4 satellites are
required. If measurements from more than four satellites are available there is
redundancy and ledst squares estimation can be carried out to estimate the
corrections. If the receiver is static and accumulated point positioning is
required some form of time varying clock parameter may be solved for, e.g.
epoch by epoch receiver clock offset. In this mode it is no longer necessary to
have a minimum four satellites every epoch because, over time, enough
observations become available to perform the solution.

Assuming that a receiver (ry) collected data for k epochs, with n satellites, the
linearised model can be represented as:
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[AL] T4 ¢ 0 0 .. OJAR
AL, A 0 e 0 ol o8¢

E| “p= " “h (3.52)
AL"J A,, 0 0 ... 0 "elcd,

where AL isa(nx I) vector of observed minus computed pseudoranges,

A,  istheilM™epoch (n x 3) design matrix, composed by the
coefficients of the corrections to the approximate coordinates
of the receiver ry,

e is a (n x I) unit vector, i.e. eT=[1,1,...,1],

AR isa(3x I) vector of corrections to the approximate values of
the unknowns, L.e. ART=[AX;,AY; ,AZ; ] and

cdt;  is the receiver clock offset {metres) for epoch i.

If the coordinates of the station are known, one can compute the correction to
the pseudoranges or to the estimated coordinates of the station, that is the idea
used in Differential GPS (DGPS).

The covariance matrix at a particular epoch i of equation (3.52) is given by
T, =05, (ATAY! (3.53)

where A = [A, , e] is the design matrix of the considered epoch and O3 the

variance of the pseudorange observable.
3.5 Network Adjustment

The adjustment of GPS observables collected from more than one station can
be carried out using either the undifferenced or differenced observables. The
coordinates- of one or more stations are usually held fixed (although not
necessary) to their known values and the coordinates of the new stations are
estimated relatively to the reference frame of the known stations. The satellite
orbits can be computed from either the broadcast or precise ephemerides or
even estimated as part of the adjustment. The first case is reterred to as
ordinary network adjustment and the coordinates of the fixed stations should
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be given in the same reference frame of the satellite ephemerides. The last case,
referred to as the fiducial network adjustment is discussed in the Chapter 4.

3.5.1 Ordinary GPS Network Adjustment

The network adjustment carried out during this research employed the carrier
phase observable, which has precision better than the pseudorange observable.
In a network of m stations, the (m-I) independent baselines are pre-processed
in order to correct the observations of cycle slips and remove any detected
outlier. At this stage, the single baseline model is used.

(a)  The Single Baseline Model

The double difference camrier phase observable (equation 3.30) is now
rewritten in the linear form using expression (3.50) and including the -
tropospheric scale factors (¢ and o ) to give:

A A‘b}ﬁ = Ap:ﬁo - Aﬁiz = [(azl'z JAX, + (blh2 AT, + (Ctm JAZ, +

+@DAX, + (BPDAY, +(FNDAZ, + N2+ (3.54)

+ TP (-1 o ~ T T =) ,] +v,,
where

a? =a —al; b =b' -b7; ¢ =c - withi=12 (3.55)
The wavelength, A = (c/f), depends on the linear combination of the observable
bemg used (see Table 3.1). The second two terms on the left hand side of

expression (3.54) are obtained as follows:

Api:io = [P:.n . plz.o - pf.o + p%.o] + wll.'zzo
(3.56)
AT =T} T - T + T

The first expression is the double difference carrier phase (metres) computed
from the satellite coordinates and approximate values of the receiver
coordinates and double difference ambiguity, The second expression represents
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the double difference tropospheric delay which can be computed from one of
many available tropospheric models.

In addition to modelling the tropospheric delay, tropospheric scale factors
{ojand Q) are included in equation (3.54) as unknown parameters and can be
estimate at each station using a~ polynomial model of order »n
(Shardiow, 1994). The model is correlated through time via the connection of
the start epoch (1g ) to the current epoch (t). The coefficients 7;"* and 7, are
computed from the tropospheric model.

Assuming that k epochs of data were collected at two stations (1 and 2)
involving the same n satellites, the linearised model of the double difference
carrier phase using first order polynomial model for the tropospheric scale
factor can be represented as:

(AL TA, A 1. AR
AL An, A Tyg -
E{ h=| ; AT (3.57)
- - AN
LALE An, Ar Ina

where AL isa ((n-1) x 1) vector of differences between the double

difference measurements (metres) and the double differences

computed as a function of the approximate parameters,

isan ((n-1) x 6) double difference design matrix composed by

of the coefficients of the corrections to the approximate

coordinates of stations 1 and 2,

A is an ((n-1) x 4) marrix of the coefficients of the tropospheric
scale factors,

I, isan ((n-1)x (n-1)) identity matrix of the coefficients of the
ambiguities,

AR, isa(6x {) vector with the corrections to the approximate
values ot the coordinates at both stations, ie
AR], =[AX,,AY,,AZ,,0X,,AY,,AZ, ].

AT  isa vector of the unknown tropospheric scale factors, which
for a case of using a first order polynomial at each station is
given by AT” =[a?,a),00,0],
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AN is a ((n-1} x I) vector of ambiguities.

The weight matrix W (equation 3.7) is given by the inverse of the covariance
matrix. Since the double difference observables are not correlated between
epochs, the covariance matrix is block diagonal. At each epoch, when the
reference satellite method is used, each block is given as equation (3.41).
Therefore, only the inverse of the covariance matrix at a particular epoch needs
be computed. This is given as (Hofmann-Wellenhof ez af, 1992)

(n-1) -1 =1
-1 (-1 -1 ..
W =(z)-ini (n-b) (3.58)

-1 -1 (n-=-1)

where (n-1) is the number of double differences of the epoch considered. For
the case of a baseline, the term (AAT) of equation (3.43) is equal to 2. It can
be seen that actually; there is no need to compute the inverse. It can be derived
as a functon of the number of double difference observables; (n-1) for this
particular case. Notice that the variance of the pure phase observable
(see equation 3.43) was assumed being equal to the a priori variance factor
{(see equation 3.7).

Fixing the satellite positions provide means of obtaining soludon, since the
normal matrix has full rank. It is usual, however, that one station is held fixed
in the baseline adjustment. This can be achieved by either removing the
columns of A, , related to the fixed station or introducing an extra (fixing)
observation into the model. It is the latter process that is generally used for
data management purposes.

(b) The Network Model

In the processing of a single baseline, only two stations are assumed Lo
simultaneously track the same satelliles. For a network, the number of stations
tracking the same n saellites will be represented by m. Therefore, the (-1}
independent baselines are adjusted simultaneously. The selection of these
baselines is usually made as a function of the shortest distances between
stations.
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The mathematical model is an extension of that presented for a baseline.
Considering that the (m-1) independent baselines were defined as
(I-2; 2-3;..; (m-1)-m) and the tropospherié scale factor modelled as a first
order polynomial per station, the model for a specific epoch i is given as:

"AR
EALY=[Ay, Ay L) AT (3.59)
AN

where AL is a ((n-1)*{m-1)x1) vector of observed minus computed
double difference observations,

is the design matrix composed by of the coefficients of the
corrections to the approximate coordinates of the stations of
the network,

Ar is the matrix of the coefficients of the tropospheric scale

[actors, _ _

I(H)'.(ml) is an identity matrix of order (n-1)*(sn-1) of the coefficients of
the unknown ambiguities. - ,

AR is a(3*mxl{) vector of corrections to the approximate
values of the coordinates,

AT is a (2*mxI) vector of tropospheric scale factors and

AN isa((n-1)*(m-1)x1) vecior of ambiguities.

Finaltly, the weight matrix is given as: (Ffoukes-Jones, 1990)

W=(AAT)Y '®(CcCT)! (3.60)

As in equation (3.58), the variance factorc? (see equation 3.7) was assumed
unknown but equal to the variance of the pure phase observable. Although the
W matix used in a network model can have very large dimension, ie
(n-1y*(m-1), its inverse is easily computed by applying the Kronecker product
property*!, The (CCT)-! matrix can be computed as a function of the number
of double differences (see equation 3.58). Therefore, in order to compute the
weight matrix, only the matrix of order equal to the number of independent
baselines (/n-/) has to be inverted, ie (AAT) 1,

31 (A®B)y! = A-1@ B!
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3.5.2 Handling of Missing Observations

In the computation of the weight matrix as given by equation (3.60), it is
assumed that all the stalions are tracking the same satellites. However, a few
observations are occasionally 'missed’ at one or more stations and for large
network, such assumption may not hold. In this case, the double differences at
each baseline can not be computed using the C matrix given by equations
(3.38) or (3.39) as the martrix is then different for each baseline. Therefore, in
principle the weight matrix can not be computed using the properties of the
Kronecker product (equation (3.60)).

In order to overcome this problem the vector of double differences actually
observed, @, , is written as a linear transformation of the complete set of

double differences, ®pp; given by
Poo, = LaPop (3.61)

The coefficients of the wansformation matrix are structured as follows:

0
L, = : (3.62)

Each mauix Ly, i = 1.2,...,m-1 corresponds to one of the (m-I) independent '
baselines. The matrix Ly ; has the number of rows equal to the actual number
of double differences for baseline i, and the number of columns is equal to
(n-1) (the assumed number of double differences at each baseline}. It is easy to
see that the matrix Ly ; may only have elements 0 or 1. The covariance matrix
of @, is then given as:

Xpp, = LeZpp L (3.63)

One solution at this point would be to compule the weight matrix by inverting
the complete covariance matrix. This would require a lot of computer time,
since the dimension of this matrix is rather high. Following the strategy-
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proposed by Beutler et al, (1986), one can make further use of the results
given by equation (3.60). An additonal step includes an auxiliary vector of
double differences, @ ,,_, as follows

®pp, =[O, O] (3.64)

m

The vector ®@,, is composed of the 'missed’ double differences. Thus this

equation may be rewritten as,

D oy, = LD (3.65)
where

L=, L,T (3.66)

The rows of Lys are rows of a unit matrix. The covarance mairix of @,

may now be written as,
Zpp, = Lz, L’ (3.67)

The L matrix in the equation (3.67) is non-singular. Therefore, the weight
matrix of the auxiliary vector can be computed as

W, =(L")y 'wL™! (3.68)
where W s the weight matrix of the supposed complele set of double
differences. This expression is easily computed since the inverse of L matrix is

gasy to compute.

Using equation (3.66), the right hand side of equation (3.67) may be rewritien
as: :

oo, = LRZDDL]?'% LREDDL% ]=[NII NIZ] (3-69)
! L.'JEDD LR LM'E bp LM N'Jl Nﬂ
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From equation (3.63) it can be seen that it is the upper left matrix on the right
hand side of equation (3.69) that has to be inverted. Restructuring the matrix -
W 4 (equation 3.68) in a similar manner to the equation’(3.69) gives:

w,=| ' P (3.70)
g 1H‘{II W‘ZZ

The required weight matrix is finally given by as (Beutler er al, 1986):

-1
W =Wyl 7, + LeZpp Ly WZZ&MEDDL];{ Wa (3.71)
=% A

where I is an identity martix of dimension equal to the actual number of
double differences.

The appa.rént advantage of this method is that one has only to invert the matrix
W,4N,4, which has dimensions equal to the number of 'missed’ observations,
usually a few, instead of inverting the compléete covariance matrix. However, a
large amount of multiplication has to be carried out to obtain the final required
weight marrix, which may make the algorithm unatiractive.

The idea behind this method is to start the process by assuming that all the
observables are available. The weight matrix is then easily computed using the
properties of Kronecker products (equation 3.60). If some observations are
'missed’, the actual weight matrix is computed as given by equation (3.71). For
successive epochs, the computation of the weight matrix is only necessary if
the observation scenario has changed since the last epoch.

A more detailed analysis of equation (3.71) shows that it can be further
simplified. Using the following relationship:

Epp Wi =1 (3.72)
which implies
WaNp =—WoNp, G.73)
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In addition one can write

[WoN, ' = Ny'W,! (3.74)
since both matrices are not singular. Thus, introducing equation (3.73) into
equation (3.71) and using relation (3.74), the required weight matrix is finally
obtained as:

Wy =W, — W, Wy W, (3.75)

This expression is a very simplified form of eduaiiori (3.71) and has also been
described by Beutler er al (1987).
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Chapter 4

THE FIDUCIAL AND FREE NETWORK
TECHNIQUES

4.1 Introduction

The application of GPS depends essentially on knowing the satellite positions
at the epoch of observation. For point positioning, the uncertainty in the
satellite position is propagated directly into the estimated position. In the
process of differencing the observables, relative baseline errors are
approximately equal to the relative orbital errors. The broadcast ephemeris
allows for the computation of the satellite coordinates at any epoch, providing
relative precision of the order of 5 ppm under Selective Availability (SA) .
conditions. The use of precise ephemeris can significantly improve the quality
of the results,

The quality of the precise ephemeris has significantly improved with the
establishment of the Intermational GPS Geodynamic Service (IGS).
Goad (1993) claimed that orbit approaching 50 cm or better was indeed close
by. Beutler er a/ (1994) reported orbit precision of the order of 20 cm,
estimated using IGS data sets. Such a level of precision can provide relative
baseline error of about 0.01 ppm, which should be sufficient for the needs of
most of the GPS users. The high accuracy of the GPS satellite orbit is obtained
by using the fiducial GPS approach.

The fiducial GPS technique involves the simultaneous observation of GPS data
at a network incorporating three or more fiducial stations, and any other
stations whose coordinates are required to be estimated. The fiducial station -
positions are known o a high accuracy in a global reference frame. The
complete set of data is processed in a single adjustment, estimating corrections
to the approximate satellite staie-vectors, coordinates of the unknown stations
and some other bias parameters (ambiguities, tropospheric scale factors, y-bias,
etc.). The coordinates of the fiducial sites have to provide at least the minimal
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constraints of the network, which are three translations, three rotations and one
scale (Ashkenazi es al, 1990). This technique has been extensively used for
regional orbit improvement.

The IGS permanent GPS network provides a global data set of precise GPS
measurements. Using this data set, the fiducial concept can be applied t0 a
global network. A recent development in GPS global network processing is the
use of the concept of free network adjustment. In this technique, also referred
in this thesis as non-fiducial approach, data processing is performed without
fixing any fiducial station. Therefore, the main difference between the fiducial
and free network techniques is that either some stations are held fixed in the
fiducial approach or all stations are freed in the free network approach.

The basic principle of orbit estimation by the fiducial technique, as used in the
Nottingham's GPS Analysis Software (GAS) is described in this chapter. The
purpose is to provide the reader with a concise summary of the technique and
stages involved, which are the results of research conducted in this field over
the last eleven years at the University of Nottingham. Full descriptions of the
technique can be found in Agrotis (1984), Moore (1986) and Whalley (1990).
The basic concept of free network adjustment is also introduced in this
Chapter.

4,2  Principles of Orbit Determination

Prior to the network adjustment stage, a theoretical 'integrated orbit' has to be
computed. for each of the satellites. This computation requires the precise
modelling of the various forces acting on the satellite as a function of time, thus
giving its time varying acceleration vector. These forces include the
gravitational forces caused by gravitational attraction of the earth, moon, sun
and other planets, surface forces (e.g. air drag, direct solar radiation, infrared
radiation), and other perturbing influences (Ashkenazi and Moore, 1986). The
resulting acceleration vector is numerically integrated in an inertial reference
frame, once to obtain the velocity and twice to obtain the position of the
satellite.

In order to perform the integration process, it is necessary to have provisional .
knowledge of the satellite's position and velocity vector at a reference epoch ty,
the so called initial state-vector. Using appropriate step length and algorithms,
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the integration is carried out numerically, providing the ‘integrated orbit,
expressed in a geocéritﬁc inertial reference frame. The integrated orbits are
improved during the network adjustment by introducing the observations
collected from the tracking stations (fiducial and new). The network adjustment
leads to improved solutions for the satellite initial state-vectors (position and
velocity), some of the force model parameters, the coordinates of the tracking
stations, and other unknown parameters. The improved satellite initial state-
vector is used to re-integrate the orbit, the other corrections are applied to the
coi‘respondmg unknowns, and an iterative process is followed untl a
convergence criterion is satisfied,

4.3 Reference Frame Considerations

Satellite orbit is performed in an Inertial reference Frame (IF), ie one which is
either stationary or in a state of uniform motion. This is because the
fundamental laws of mechanics are postulated with respect to an inertial
coordinate system. However, the coordinates of the racking stations and some
force model components are given in an Earth Fixed (EF) reference frame
which is a non-inertial frame. The EF parameters must therefore be transformed
to the inertial reference frame, before the integration process can take place.

4.3.1 Inertial Reference Frame

The geocentric inertial reference frame adopted in the Notlingham software is
the J 2000.0 (Moore, 1986), defined as follows:

- X axis directed towards the mean equinox of J 2000.0,
- - Zaxis normal to the equatorial plane of J 2000.0
- Y axis completes the right handed coordinate system.

This system is called the Conventional Inertial Frame because it is defined
conventionally and the practical realisation does not necessary coincide with
the theoretical system. Its reference epoch is January 1.5 of the year 2000.0 in
the fundamental reference frame FKS, which describes the apparent positions
of over SbO stars and exua-galactic radio sources at this reference epoch.
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4.3.2 Earth Fixed Reference Frame

The EF reference frame used is based on the Conventional Terrestrial
Reference System (CTRS), defined as follows (McCarthy, 1992):

- It is geocentric, the centre of mass being defined for the whole earth,
including oceans and atmosphere,

- Its scale is that of a local earth frame, in the meaning of a relativistic
theory of gravitation,

- Its orientation is given by the Bureau International de L'Heure (BIH)
orientation at 1984.0,

- Its time evolution in orientation will create no residual global rotation
with respect to the crust, ie a no-net-rotation (NNR).

The geocentric EF reference frame used for GPS is based on a CTRS, which is
called WGS84 (§2.3.2). A more accurate reference frame is the realisation of
the International Earth Rotation Service (IERS) Terrestrial Reference System
(ITRS), referred to as IERS Terrestrial Reference Frame (ITRF). The IERS
has also been responsible for computing the ‘Earth Orientation Parameters
(EOP), ie earth rotation and polar motion. They are estimated using Satellite
Laser Ranging (SLR) and Very Long Baseline Interferometry (VLBI)
observations and are published in the IERS Bulletin-A. Since August 1992,
GPS observations have also been included in the processing. A brief description
of the realisations of the ITRS is given below.

(a) Realisations of the IERS Terrestrial Reference System (ITRS)

The ITRS is annually realised by the IERS Central Bureau through a least
squares adjustment of various Sets of Station Coordinates (SSC) obtained by
spatial techniques such as SLR, LLR (Lunar Laser Range), VLBI, and more
recently (1991), GPS. Different processing centres participate in the
contribution of SSC. As a result, a list of coordinates and transformation
parameters-for the individual solutions are produced. A velocity field has also
been included recently. The SLR, LLR and GPS provide the geocentre because
their data can be modelled dynamically. The VLBI and LLR provide the scale
whilst the orientation is defined by adopting the IERS earth orientation
parameters at a reference epoch.
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The activities of IERS started in 1988 replacing the BIH, which in 1985
initiated the realisation of CTRS. The realisations of the BIH Terrestrial
System (BTS) are referred to as BTS84, BTS85, BTS86, and BTS87 (Boucher
and Altamimi, 1989).

The initial realisation of the TTRS is the ITRF-0, which was linked to the
BTS87. This was achieved by adopting the origin, orientation and scale of
BTS87 (Boucher and Altamimi, 1989). To date (June 1995), the successive
realisations of the ITRF, after the initial one, are ITRF88, ITRF89, ITRF90,
ITRF91, ITRF92 and the up-to-date ITRFS3.

The origin, scale and orientation adopted in the TTRF88 are those of ITRF-0.
In the ITRF8Y, the origin was derived from SLR data and scale from VLBI and
SLR data, whilst the orientation was such that no global rotation should exist
with respect to ITRF88 (Boucher and Altamimi, 1991a). The minimal
constraints adopted for the ITRF90, followed the same strategy as the previous
implementations, but the orientation was such that no global rotation should
exist with respect to TTRF8% (Boucher and Altamimi, 1991b). For all the above
cases, no velocity field has been adjusted.

The origin of the ITRF91 was also obtained from SLR data. The scale came
from VLBI and SLR data and the orientation defined in such way that no
global orientation should exist with respect to ITTRF90. An ITRF91 velocity
field has also been estimated by the combination of several site velocity fields
estimated by SLR and VLBI analysis centres. The NNR-NUVEL-1 was
selected as a reference motion model and was inciuded in the global adjustment
of the ITRF91 velocity field (Boucher ez al, 1992). For the first time, a GPS
solution was included in the realisation of the ITRS, which is identified as
SSC(JPL) 91 P (1. This solution was a contribution of the Jet Propulsion
Laboratory (JPL).

The implementation of the ITRS referred to as ITRF92 was carried out in a
similar manner to the ITRF91. The orientation was such that no-net-rotation
should exist with respect to the ITRF91. Out of a total of 20 sets of solutions,
six sets were derived from GPS data (Boucher et al, 1993a).

The up-to-date ITRFS3 global combination solution is divided into 3 parts
namely,
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- a set of station coordinates at epoch 1988.0
- a set of station coordinates at epoch 1993.0
- a velocity field consistent with the above two sets.

“The realisation of the ITRF93, which was achieved by the ¢combination of 20
SSC submitted to the IERS was slightly different from the previous ones. The
number of solutions for each technique was: (i) 6 VLBI, (ii) 4 LLR, (iii) 5
GPS, (iv) 4 SLR and (v) 1 GPS/SLR. So far, the orientation was defined such
that no global rotation should exist with the previous realisation. The
orientation and rate of change of the ITRF93 have been constrained to be
consistent with the IERS series of Earth Orientation Parameters (EOP) at two
epachs (88.0 and 93.0), thus defining the orientation and the time evolution,
The origin and scale of the ITRF93 are defined by holding to zero the
translations and the scale of the SLR solution (SSC(CSR) 94 L 01) in the two
adjustments at both epochs (Boucher et al, 1994).

An ITRF93 velocity field has been estimated by combining ten site velocity
fields estimated by SLR, VLBI and GPS analysis centres. The NNR- .
NUVELiA, was selected as a reference motion model, instead of the previous
one NNR-NUVELL,

4.3.3 Transformation Between Reference Frames

The two reference frames involved in the process of orbit determination, ie
inertial and EF, need be transformed between them. The transformation from
inertial to EF coordinates and vice-versa requires successive transformation
between several intermediate reference frames.

In order to transform the resultant satellite acceleration in the EF frame (F )

to the inertial frame (F,), four transformation matrices are applied. The
transformation is achieved via the expression

Pip = QTNTETPT.EEF (4.1)

where P, E, N and Q are polar motion, earth rotation, nutation and precession
matrices respectively (Moore, 1986; McCarthy, 1992).
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4.4 Force Modelling

All the significant forces acting on the satellite should be cormrectly modelled
and included in the resultant force model, in order 1o obtain a precise satellite
orbit. This force model essentially consists of two different types of forces
namely the gravitational and the surdace-forces. Although all major forces are
vsually included in the force model, there are some other smaller forces
normally neglected. These include the thrusts caused by the satellite's stabilising
rockets firing, the reaction on the satellite caused by emitting a radio wave with
a certain energy, etc. A brief description of the major force model components
is given below.

4.4.1 Gravitational Forces

The gravitational forces consist of the gravitational attraction of the earth,
moon, sun and all the other planetary bodies, as well as tidal effects.

(a) Earth's Gravitational Attraction
The gravitational attraction of the earth is the main constituent of the force
model. It is modelled as a function of the saiellite position in an EF reference
frame and made up of equipotential surfaces radiating outwards from the
earth's mass centre. As the density and shape of the earth are non-uniform, the
equipolential surfaces are not spherical. but a complex shape, which is usually
expressed in terms of a spherical harmonic expansion. The gravitational
potential, U, at all points external to the earth is given as a function of their
spherical polar EF coordinates (@, A, and R for latitude, longitude and radius
respectively) (Ashkenazi and Moore, 1986). The potential gravitational (U) is
given by:

U= GTM[1 + iz[i—] P"[C,, Cos(m)\) - S,,,,,Sin(m:k)]] (4.2)

n=2 m=0

where GM s the earth’s gravitational ¢onstant

n,m are the degree and order of spherical harmonic expansion,

a is the earth's equatorial radius,
P is the associated Legendre polynomial of degree n and order m

o

and
ComS,. Ar€ the spherical-harmonic coefficients.
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In order to compute the gravitational potential, as given by expression (4.2) an
earth's gravitational model is required. The models available have been derived
using satellite tracking data and terrestrial gravity measurements.

An example of these models is the WGS84 Earth Gravitational Model (EGM)
(DMA, 1987). In theory, the expansion of the spherical harmonic expression of
the gravitational potential results in an infinite series, which must be truncated
at a certain point, for practical application. It has been shown (Whalley, 1990)
that coefficients up to the order and degree 8 are sufficient for GPS satellite -
orbit determination.

The components of the force acting on the satellite due to the gravitational
attraction of the earth are given in EF frame by the gradient of the potential, U,
in the respective directions. As the potential is given in terms of spherical polar
coordinates, the chain rule is used to relate this to the EF Cartesian
components by the expression:

. au(ar) au(an) au(ad
= + + 4.3
F¥ TR [aR,.J 7 [aRf) 3D (ani) (*+3)
where R; is the vector of satellite position (X, Y, Z) in the EF reference
system and .
Fee i the vector of satellite instantaneous EF acceleration
(X, ¥, 2).

Notice that the acceleration vector at an instant t; is a function of the satellite
position at the same instant, ‘Once the acceleration vector is computed, a new
satellite position at an instant ty,; can be computed. This process is repeated
forward to the full considered interval. Derivations of the partial derivatives
involved in the equation (4.3) are given in Moore (1986). The EF acceleration
components must be transformed into an inertial frame for the purpose of orbit
integration.

(b) Third Body Atiraction

The moon, sun and other planets also exert an attraction on the satellite,
resulting in an acceleration vector 7, of the satellite towards the 'third body', P;,
as illustrated in Figure 4.1. The earth is similarly attracted towards the third
body P;, resulting the acceleration vector Fg- '
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Third Body

(Py

Earth (E)

Figure 4.1: Third Body Gravitational Atiraction

The resultant acceleration of the satellite, 7, with respect to the earth (in the -
geocentric inertial frame) is given by:

ffF = fs - .EE (4.4)

which is represented as

Fp=—GM, |55 45 4.5)

~iF i (ts _f.j DJ £j3 . .
where G is the universal gravitational constant,

M;j is the mass of the third body P;

I is the satellite position vector and
r;  isthe third body position vector.

It can be seen from this expression that the positions of the so called third -
bodies must be known in an inertial reference frame. Their masses are also
© required in the computation. These are obtained from a planetary and lunar
ephemeris developed by the Jet Propulsion Laboratory (JPL) known as
DE200/LE200. It gives the daily positions of the moon and planets in a
heliocentric inertial frame together with the masses of the planets and the
constants associated with the ephemeris. In order to use this ephemeris, the
coordinates have to be converted to the geocentric inertial frame by subtracting
the coordinates of the earth from those of the moon and planets. The
geocentric coordinates of the sun are obtained by multiplying the heliocentric
position vector of the earth by -1. The positions at the required epochs are
computed by interpolation.
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(c) Earth Body and Ocean Tides

The gravitational attraction of the sun and moon on the earth varies
continuously due to their different apparent orbits, with.respect to the earth. As
the earth is not a rigid body, these forces cause deformation on the earth,
resulting in changes in the earth's gravitational field and consequently similar
changes in the acceleration of the satellite. The coordinates of the tracking
stations also change because of this effect, which can lead to movements of up
to 32 cm and 15 cm for lunar and solar tides respectively. The ocean surface is
an equipotential one {(except for the effects of temperature, pressure, salinity
and currents). The attraction of the moon, sun and other planet's forces leads to
a rise in the tidal potential, causing the level of the ocean to fluctuate with time.
This causes the ocean to apply a variable load on the body of the earth, which
responds by deforming, resulting in a change in the gravitational field of the
earth. Therefore, a similar change occurs in the acceleration of the satellites,
which is much less than that due to the solid earth tides. The additional
potential outside the earth arising from a deformed earth due the solid and
ocean tides can be expressed in terms of a series of spherical harmonic
coefficients, similar to those of the earth's gravitational potential. Their effects
are normally introduced as comrections. to the earth's gravitational potential
spherical harmonic coefficients (Moore, 1986).

4.4.2 Surface Forces

Satellite surface forces are the result of solar radiation and atmospheric drag.
The latter is negligible due to the high altitude of the GPS satellites.
Unfortunately, this high altitude exposes the satellite to the bombardment of the
radiation emitted from the sun. The resulting force is one of the most difficult
to model because of large fluctuation in solar activity.

The model used in the Nottingham program for spherical satellites is described
by Agrotis 1984 and Moore 1986. The inertial frame acceleration caused by the
solar radiation pressure (7, ) in the direction of the sun, is given by:

-

Poo= cﬁcic{’-)[—i—l} 2y, (4.6)

lﬁs“ﬁ;
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where Cp  is a solar radiation reflectance coefficient, which will absorb
certain deficiencies in the model and it can be determined as an
unknown in the adjustment process,
Iy the intensity of the radiation at a distance A nominally equal to
1367.2 W/m2, but depending of the solar activity,
c is the speed of light,
A is the Astronomical unit (1.4959787 101im),
Iy is the satellite position vector in an inertial frame,

r; is the sun position vector in an inertial frame,
a/m  is the area to mass ratio of the satellite and
g, is the unit vector in the direction of the satellite from the sun.

This model has been satisfactory when applied to spherical satellites. However,
GPS saeellite has a complex shape, with two large panels attached to either
side. As such, the model must take into account the shape, reflectivity of each
surface of the satellite. The model adopted in the Nottingham software is a
simple model, which is an improved version of that given by equation (4.6),
since only short arcs are normally involved in the GPS data processing '
(Whalley, 1990). The model includes a y-bias acceleration term to account for
the force along the y-axis of the solar panels. It is suspected that this y-bias
acceleration may possibly be due to misalignment of the solar panels, the
satellite altitude sensing mechanism, or thermal re-radiation effects. Besides
this, a shadow factor, n, was introduced in order to take into account the
eclipsing of the satellites, which occurs twice a year, The value of 1 varies
between 1.0 (full sunlight) and 0.0 (full shadow). Introducing the y-bias
acceleration term, Cy and the shadow factor, 7 in the expression (4.6) results

2
=”{CR‘%){ - J - +C,.éy} @)
s —L;

where &, is a unit vector in the satellite coordinate system axes pointing along
the satellite's positive y-axis (Fliegel et al, 1992)

4.5 Numerical Integration

The resultant acceleration due to the forces acting on the satellite is given by
summing all the individual accelerations, each one of them properly evaluated
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in the same inertial frame. This represents the equation of motion which is a
second order differential equation and is a function of position, velocity and
time. '

E=f(t,n0) (4.8)
where F is the resultant acceleration vector in the inertial frame,

r is the satellite velocity vector in the inertial frame,

r is the satellite position vector in the inertial frame and

t is the time.

By assuming an initial position, r (i), and velocity, £ (tp), at a starting epoch,
tp, the position and velocity at another epoch, t, are given by numerical
integration. The initial satellite state-vector components,
ro(15) =[r(e,),#(2,)1T, needs not be known precisely, as they can be improved
by least squares adjustment. The integration is carried out with a 'step length’
(4= t;.1). resulting in a satellite ephemeris consisting of position and velocity
vector at discrete epochs. This can be written as

) =10 )+ jf(r,._, Ydt

ha

4.9)

r,(f;) = ’_'(f‘-,_d ) + J{E-(t,'q Hr

ficy

The position and velocity of the satellite at any specific epoch may be
computed by interpolation between the discrete values. For details the reader is
referred to Agrotis (1984) and Moore (1986).

4.6 Mathematical Model for Orbit Improvement

In the ordinary GPS network adjustment (§3.5.1), the double difference carrier
phase observable was used. This observable has also been uvsed for the
estimation of improved satellite initial state-vector and some model parameters,
e.g. y-bias and solar radiation, as well as Lhé uEual parameters involved in -
ordinary GPS network adjustment. The linearised double difference carrier
phase observation equation given by expression (3.54) must then be extended.
in order to include the corrections to the satellite initial state-vector (Ar,), as
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well as the coefficients of the solar radiation reflectance (ACg) and y-bias
acceleration (AC),).

The expanded double difference carrier phase observation equation linearised
about the unknown parameters, for the case involving stations ry and r, and the
satellites st and sb is given by, -
E{Alpp, )= dTAX, +BYAY, + cHAZ +
+ ay! AX, + BjIAY, + ¢ AZ, +MANT +

+ T2 (1=1) "0, ~ L7 (T-1,)" 0y, +

6 ap'; ap; ; ap; api,- )
= —= A ;9P A

ENE A E T
—_— = |AC, | ——=—— |AC, +
HE E)C;:I ® [ac; ac) |

[ 3p} 3} |, i, [ 202 3],

R LN N g e L Y PV
Flac T ac {7 T acl Tact |0y e

...Equation (4.10)

The first three lines correspond to the ordinary model for double difference
carrier phase observation equation (given by equation (3.54)), where Aly,_ s

the computed minus observed double difference carrier phase. The last three
lines represent the extension of the previous model. The partial derivatives with
respect to each of the (n=6) elements of the satellile state-vector are obtained
via the chain rule. ie

dp; _ 9pi (9X; |, opi( oY% ), 9p, [ 9z, @.11)
orl, oX'\dr, ) o¥i\dr, ) dZ'\or,

S

The pardal derivatives of the form g% are computed in a similar way as for

2, (see §3.3.4) . yielding the same value but of opposite sign. The partials
X,

derivatives of the satellite position with respect lo the satellite state vector,
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35 cannot be derived analytically, insicad they are computed during

numerical integration. A similar procedure is used in the derivation of the

o

various partial derivatives for the solar-radiation reflectance, Cp as well as
y-bias acceleration coefficients, C,. Further details can be found in
Whalley (1990). A more simple form of expression (4.10) can be written as

AR
E{Al, ) =[A, A® A7 Ar, (4.12)
AB

which has an associated covariance matrix. The mairix Ag is composed of the
coefficients of station coordinates, AS of the coefficients of the satellites state-
vectors and A, of the coefficients of the bias parameters, either for the

satellites, stations, or both. The vectors AR, gw and AB contain the

corrections to the approximate coordinates of the stations, satellite state-
vectors and bias parameters respectively.

4.7 The Fiducial Network Concept

In the least squares adjustment of a network by fiducial technique, the
coordinates of the fiducial stations have to be included in the adjustment as
either additional observation equations (constraints) or fixed values. They are
supposed to be known at a level of accuracy of the order of 0.01 ppm. Such a
level of accuracy has only usually been achieved by either the VLBI or SLR
techniques, and more recently by GPS as well. In the fiducial GPS approach,
mainly for regional orbit improvement, the network incorporates three or more
points of known (fiducial) coordinates. Theoretically, only 2 minimum of seven
coordinate values (ie a minimum of three fiducial stations) has to be held fixed,
in order to provide the minimal constraints of the reference frame, which are
three translations, three rotations and one scale (Ashkenazi et al, 1993a).
However, depending on the internal consistency of the global reference
framework, any subset of three fiducial stations held fixed will define a slightly
difference reference frame from the global one.

Simultaneous measurements are made to the satellites at the fiducial stations
and all the other unknown stations in the network. The complete set of data is
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processed in a single adjustment, estimating corrections to the satellites
state-vectors, coordinates of the unknown stations and some other bias
parameters (ambiguities, tropospheric scale factors, y-bias, etc.). The resulting
adjusted network of ground stations and satellite orbits is positioned, scaled
and oriented to the reference frame defined by the adopted coordinates of the
fiducial stations held fixed, thus transferring the high accuracy of the fiducial
station coordinates, via the satellite orbits, to the new stations. The fiducial
technique has been extensively used in regional orbit improvement, producing
satisfactory results.

4.8 The Free Network Concept

The use of the concept of a GPS network without fiducial sites, referred to as
free network or non-fiducial approach has been reported by several researchers
[Hering er al, (1991); Blewitt et al, (1992); Heflin ¢ al, (1992a and 1992b), -
Mur et al, (1993) and Heflin et al, (1993)]). This concept has been applied to
global GPS experiments, in which fiducial stations are not necessary to provide
an origin and scale. Instead, they are provided by the satellite force model,
radio propagation model, and GPS data. It follows that only the orientation
provided by the fiducial coordinates is missing, but the direction of the Z-axis is
further constrained by the earth’s daily rotation. Some quantities such as
baseline lengths and geocentric radius are invariant with respect to the
orientation of the network and can therefore be examined without the use of
fiducial sites.

If the orientation of the network is missing, the functional model involved in
the adjustment, represented by the design matrix A, has rank deficiency. In
such a case, the system of normal equations in the least squares adjusment-is
singular, and no solution is possible of being estimated using conventional least
squares adjustment. By consiraining the approximate coordinates of the -
stations and satellites state vectors with very loose standard deviation, this
problem can be solved'. This concept, in case of providing acceptable results,
could make GPS independent of the other techniques. which provide the
coordinates of the fiducial station (e.g. SLR and VLBI). Blewitt et al (1992),
Heflin ez af (1992a and 1992b) and Heflin er a/ (1993) have used this concept
together with the use of internal constraints applied to the covariance matrix of
the station coordinates.
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Tests carried out during this work have shown that a solution is possible even
without applying loose constraints. This shows that the model has a guasi rank
defect. However, differently to the cases cited above-,me earm'pole position
was not estimated in the adjustment. The use of a dynamic approach to
compute the satellite orbits in a model where the earth orientation parameters
(EOP) are neglected (computed or fixed to IERS Bulletin-A values), provides a
non-singular system (Mur et al, 1993).

4.8.1 Transformation of the Free Network Solution to the
ITRF

In order to make the free or the non-fiducial solution consistent with the ITRF's
scale, origin, and orientation, a similarity transformation is applied to the
former solution. It involves the estimation of the seven parameters as follows:

x X t, s -9, o [X
Y. =Y AN -Q: -8 - ex 4 (4.13
Zlops LZ1me LA -0, ©, S LZ Jrar

where X, y and z are the coordinates derived from the free GPS

network;

X, Y and Z are ITRF coordinates of the known stations
mapped to the time of the campaign;

t., t, and t, represent the offsets in origin;

3 rep-resents a difference in scale and

Oy ,©y and Oy represent differences in orientation.

Since the ITRF geocentric origin is generally believed to be accurate at the
2 cm level (Blewitt et al, 1992) and a geocentric origin is also adopted in the
GPS models, the origin offsets should be consistent with the precision of the
ITRF origin. The scale difference should also be consistent with zero, if both
systems adopt the same speed of light and gravitational coefficients. The
orientation differences have no physical significance, since in the GPS solution
they are constrained by loose variances.

To estimate the transformation parameiers, equation (4.13) should be
rearranged and rewritten in the -form of observation equation model (see-
equation (3.1)). The vector of observables is given by the differences between
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GPS and ITRF coordinates and the vector of unknown parameters is composed

by the seven parameters [t, (g, t, 5 O, O ez]r. The elements of the

A matrix are given as:

(4.14)

The least squares estimation of the transformation parameters requires the
weight matrix of the observables. The comresponding covariance matrix of the
observables involved in the transformation is given as:

+Zy, . (4.15)

ie the sum of the covariance matrix of the GPS and ITRF stations coordinates.
The weight matrix is obtained from the inverse of equation (4.15). The
residuals of the observables after the transformation give an indication of the
quality of the transformation.

Once the transformation parameters have been estimated. those sites not
included in the transformation may be transformed to the required reference
frame.

The transformation is the last step involved in the free network approach. It
means that only this step need be recompuied if the choice of the reference
frame changes. In the traditional fiducial technique, however, all the main steps
must be recomputed.

4.8.2 Internal Constraints

The covariance matrix estimated from the free network solution (X _ ) is

poorly détermined if only loose constraints are applied to the station
coordinates and initial satellite position components. Heflin er al (1992a),
report 5 m for x and y and 4 cm for z, as the typical standard deviation for the
station coordinates. Tests conducted in Nottingham (§8.5.1), showed values of
about 12 m for x and y and 4 cm for z, for the cases in which all stations were
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left free. Thus, the covariance matrix expressed by equation (4.15) will also

have similar values. As the transformation parameters are estimated from

observables with this level of precision, it is expected that the same level of

precision would be obtained when they are applied to the other sites. Such level

of precision should be improved to the same level as the ITRF stations in order
- 10 obtain consistent transformation parameters.

The approach adopted by Blewitt er af (1992} to tackle this problem was to
modify the GPS covariance matrix in such way that the covariances are relative
to an internally defined frame, as opposed to the a priori loosely constrained
frame. This is obtained by applying an orthogonal projection operator, B,
which projects GPS coordinate variations onto a space orthogomal to a
reference frame that is implicitly defined through the approximate coordinates
of the GPS stations. This is equivalent to applying the inner constraints in a
model with rank deficiency, which intuitively corresponds to fixing the
directions, origin and scale of the coordinates axes in an average sense to the
initial approximate coordinates. Applying such constraints to the free solution
yields

=BL, B (4.16)

XG.P.\'J_

wilh
B=1-A(ATA)Y AT (4.17)

The A maurix of equation (4.17) is obtained in a similar manner to equation
(4.14), in which all the stations of the network are included. Therefore, the A
matrix has dimension n*3 x 7, with n equal to the number of stations. The
coordinates are given by the approximate values used to linearise the
observation equations in the adjustment The equation (4.15) is rewritten as

S, =X (4.18)

XGP.!J. + E xm!r

This approach has been tested during this research without providing
reasonable resnlts. After applying the orthogonal projection represented by
~ mauix B, the precision of the parameters was at the same level as it was before.
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In this research, this problem was also tackled by applying intermnal constraints
only to the covariance matrix, but in a different manner. Using the concepts of
free adjustment described by Koch (1987) and Monico (1988), the internal
constraints are represented by:

ATAR=0 - (4.19)
where AR is the vector of corrections to the approximate coordinates.

The covarance matrix of the parameters after applying these constraints is
given as (Van{c ek and Krakiwsky (1982); Monico (1988) and Koch (1987)):

-1

L) gps = Zps — ZGPSA(ATZGPSA) ATEGPS (4.20)

From this expression it can be clearly seen that the covariance matrix after
applying the constraints are better than the previous one, but it is a singular
matrix. Nevertheless, a weight matrix can be formed from blocks of X, gp
using the 3x3 covariance sub-matrices between the coordinates of individual
stations. It should not be a problem since only diagonal terms for the ITRF are
available. The vse of the pseudo-inverse (Koch, 1987; Monico, 1988), in which
the full inverse could be \aken into account, is also an option for being used.

It has to be pointed out that as only the orientation of the network was missing,
it seems reasonable 10 apply the inernal constraints restricted only to the
orientation. In this case, the A maurix would contain only elements associated
with orientation ie, its last 3 columns of equation (4.14). This matrix has been
identified as A, and is given by:

¢ 4 -X
-Z, 0 X, |
A = 4.21
ly, -x, 0 @21

4.8.3 An Alternative Proposed Approach

Another approach, also based on the theory of free network adjustment, and_
closely related to the solution previously described, may also be used for GPS
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network adjustment. As already pointed out, the model represented by equation
(4.12) has a quasi rank defect. In the fiducial technique, this problem was
solved by fixing the coordinates of the fiducial stations, The solution adopted in
the non-fiducial approach was to apply loose constraints to the approximate

. coordinates of the stations and satellites. Furthermore. intemal constraints were
applied to the covariance matrix of the free solution.

An alternative approach would be to apply internal consiraints directly to the
model given by equation (4.12). The extended model would be:

AL A, A ar) f

E 2% =" "B Ar (4.22)

0 Al 0 0]
‘ AB

where A; represents the internal constraints and is given as equation (4.21).
The system of normal equation of model (4.22} is given as (Monico, 1984):

Nen N s Ngg A || AR (Ag)" W(AL,, )
Neg Ng O A_L'_“, . A5 "’V(ALQD= )
Symmenric Ny 0 | AB B (A7) W(ALp, )

0| K 0

(4.23)

The sub-mairices involved in the left hand side of this system of nommal
equation are as follows;

N =(AY WA,
Ny = (A Y WA®
Nps = (A Y WA 4.24
N =(AS)TWAS 24

Ng =(A"Y WA}
Ny =(A;) WAp

with W as the weight matrix of the double difference carrier phase observables.

This approach was not applied in this research since it requires significant
modifications in the software. Nevertheless the approach has been presented as
a topic tor future investigation:
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Chapter 5

: GPS DATA
PROCESSING SOFTWARE:
DESCRIPTION AND DEVELOPMENTS

5.1 Introduction

The mathematical models for GPS data processing addressed in the previous
chapters have to be converted into computer processing algorithms. Numerous
GPS software packages are currently available and used for different
applications. They are usually general purpose software suitable for several
applications, including small network adjustment, high accuracy surveys over
short or long baselines and scientific investigation for geodynamics research.

A multi-purpose software package consists of several parts. The three main
parts can be identified as, '

() pre-processor, .
(ii) the main processor and
(i)  the post-processor.

The pre-processing stage involves preparing the raw GPS data for the main
processing, This stage may involve activities such as detection and repair of
cycle slip, point positioning by using pseudorange observations, etc. Once the
data has been pre-processed, neiwork adjustment is undertaken in the main
processing stage. The results of the main processing are subsequently used as
input in the post-processing stage that may involve further analysis, such as the
repeatability and the recovery of the network.

The University of Nottingham's GPS Analysis Software (GAS) has been used
for this research. The software has been developéd in-house at the Institute of
Engineering Surveying and Space Geodesy (IESSG) (Stewart et al, 1993).
GAS performs the twin tasks of pre-processing and actual processing of GPS

79



GPS Data Processing Software: Description and Developments

data. The post-processing, including the combination of sessions or days and
estimation and application of transformations parameters (e.g. translations,
rotations and scale) has been carried out using the GAS ancillary software
CARNET (CARtesian NETwork adjustment program) (Lowe, 1992 and Lowe,
1994). In order to assess the results in terms of repeatabilities and recoveries
the REPDIF (vector REPeatability or DIFferences) program was used
(Bingley,1994),

A brief description of the software and the limitations encountered during this
research are presented in this Chapter. The developments performed to expand
the capabilities of the software are also presented.

5.2 The GPS Analysis Software (GAS)

The GPS Analysis Software (GAS) has been developed as a result of GPS
research over the past eleven years at the University of Nottingham. It was
designed primarily for processing multi-station static GPS surveys in a single
network adjustment, using double difference carrier phase data. In such a case,
a network of m stations consists of (sn-I) independent baselines and is adjusted
with a full network covariance matrix,

5.2.1 Pre-processing
The first two operations in the pre-processing stage within GAS are:

(i) to convenn RINEX (Receiver INdependent EXchange) format .
broadcast ephemeris files into SP3 format ephemeris file and
(ii) to convert raw RINEX GPS data to the Nottingham (NOT) format.

Two software modules, CON2SP3 (CONvert to SP3 formar) and FILTER, are
involved in these operations. They are followed by the detection and correction
of cycle slip and outliers, which is carried out using the module PANIC
(Program for the Adjustment of Network using Interferometric Carrier phase).

(a) CON2SP3

The module CON2SP3 has the function of converiing RINEX format
broadcast ephemeris files into SP3 format ephemeris files, which must be
created before running the module FILTER or the processing module PANIC.
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The SP3 format is the format used by the US National Geodetic Survey (NGS)
to distribute precise ephemeris. It has also been used in the ephemerides
distributed by the IGS (International GPS Geodynamics Service) processing
centres.

In cases where the SP3 format ephemeris does not contain satellite clock
correction values, the CON2SP3 module can also be used to insert these
values, using the clock parameters from the broadcast ephemeris. Currently
(June 1995), all the IGS centres provide the precise ephemeris with satellite
clock corrections. The program CON2SP3 is also used for inserting satellite
clock correction values for SP3 format ephemeris resulting from orbit
integration with the GAS orbit module, referred to as GPSORBIT (§5.2.2).

(b)  FILTER

The primary function of FILTER is to convert raw RINEX GPS data to the
NOTtingharn (NOT) format, which is the GAS GPS dara file format. NOT is
an ASCII data format, which has a degree of similarity to the international
accepted RINEX format. During data conversion, FILTER also detecis and
corrects for large cycle slip in the carrier phase data by comparing the change
in the phase and pseudorange measurements for adjacent epochs. A point
positioning pseudorange solution option can also be invoked. This provides a
preliminary judgernent of the quality of the data sets to be processed. The
following additional options are also available in the filtering stage:

- discarding epochs which contain less than a certain number of satellites,
selection of a new data interval,
- removal of data from unhealthy satellites and
- specification of a time-span for a session.

(¢) - Detection, Identification and Correction of cycle slip and Outlier
A cycle slip is a sudden jump in the camier phase observable by an integer
number of cycles, without affecting the fractional portion of the phase
(Leick . 1990), whereas an outlier may affect the fractional part of the cycle.
Either cycle slip or outlier has to be detected, identified and corrected during
the early stages of data processing of a GPS network.

The cycle slip detection within GAS is carried out using PANIC module. This
is an ilerative process conducted on a baseline by baseline basis. Although slips
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occur in the undifferenced phase observables, they are corrected in the double
difference observable. It is not possible to identify the affected undifferenced
phase observable using only a bascline. By convention, the ¢leaning process is
undertaken relative to a pre-defined station and satellite, which are assumed to
be clean. Furthermore, it should be noted that there is a risk of new cycle slip if
the selected station and satellite change during the processing stage. For this
reason, the definition of the independent baselines and base (reference)
satellites for actnal processing is conducted as part of this stage.

In the data cleaning mode, each run of PANIC generates a successively
updated output file of estimated slips for the second station. These cycle slip
are detected using an L1 or L2 triple difference residual algorithm. Over long
baselines, the L1 or L2 iriple difference residual algorithm is used in
conjunction with other combination of observables, nomally LO
(ionospherically free) and L3 (widelane). The slip file is automatically read as
input into successive iterations, whereby PANIC internally corrects for any
slips specified in the slip file and produces new slip estimates. Over long
baselines, where the data noise may be high, or in the case of spurious data
measurements, the detection of cycle slip is"very difficult, if not impossible. In
such cases, it may be necessary to manually correct the slip file generated by
PANIC. The estimated factor of variance, (&3), can give an indicaton about
further cycle slips. Once it has an acceptable value, the GPS data file (for the
second station) is corrected using SLIPCOR (SLIP CORrection) module,
which reads information from the slip files and applies the correction 10 the
GPS data file.

By making some assumptions, a simple strategy for outliers detection can be
developed from the rigorous expression given in Chapter three (§3.2.4). The
test statistic represented by equation (3.14), which is used for outliers
de