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Abstract

Mental health has long been a neglected problemglabal healthcare. The social and
economic impacts of conditions affecting the mime still underestimated. However, in recent
years it is becoming more apparent that mental déserare a growing global concern that is not
to be trivialised. Considering the rising burdenpsfychiatric illnesses, there is a necessity of
developing novel services and researching effectiveans of providing interventions to
sufferers. Such novel services could include tedugybased solutions already used in other
healthcare applications but are yet to make thajir iwto standard psychiatric practice.

This thesis presents a study on how pervasive tdopy can be utilised to devise an “early
warning” system for patients with bipolar disorddhe system, containing wearable and
environmental sensors, would collect behaviouréh @ad use it to inform the user about subtle
changes that might indicate an upcoming episode.teébb the feasibility of the concept a
prototype system was devised, which was followedriays including four healthy volunteers as
well as a bipolar patient. The system included anber of sensory inputs including:
accelerometer, light sensors, microphones, GP&itrggand motion detectors.

The experiences from the trials led to a conclughan a large number of sensors may result
in incompliance from the users. Therefore, a sépan@estigation was launched into developing
a methodology for detecting behavioural patternsnputs possible to collect from a mobile
phone alone. The premise being that a phone israryday use appliance and is likely to be
carried and accepted by the patient. The trialakeethat monitoring GPS tracks and Bluetooth
encounters has the potential of gaining an indighbta person’s social and behavioural patterns,
which usually are strongly influenced by the cowsgbipolar disorder.

Lessons learned during these proceedings amouatedctearer concept of how a future
personalised ambient monitoring system could imprédve outcome of treatment of bipolar

disorder as well as other psychiatric conditions.
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1 Background

Mental health has long been a neglected problegidbhal healthcare. The social and
economic impacts of conditions affecting the mind atill underestimated, much as the
problems of those who suffer from such illnesseseweverlooked and their burden
trivialised. However, in recent years it is becogninore apparent that mental disorders are a
growing concern not only in the “developed worlditkglobally as well. Considering the
rising burden of such conditions, researchers,hgirtreports, point to the necessity of
developing novel services and researching nonycastd effective means of providing
interventions to sufferers [1]. Such novel servicesld include technology-based solutions
already used in healthcare as well as other nonealduiman-centered applications.

The main scope of this chapter is to introduceirisezasing burden of mental disorders
and present examples of current state-of the-gmoaghes that aim to tackle the plethora of
mental conditions, each with its own specificityddasues which constitute the background

to the work described in the thesis.

1.1 Growing problem of mental disorders

When considered in terms of mortality, mental disos are not to be found among the
main priorities of public health [2,3]. This is ¢mly due to the fact that the vast majority of
neuropsychiatric conditions (even if untreated) ri directly lead to the death of the
patient. Nevertheless in extreme circumstancesetliésesses can increase the risk of
mortality (e.g. by suicide) [3]. However, using raocomplex measures of quality of life
significantly changes the perspective. An examplsuch a measure is Disability Adjusted
Life Years (DALY) that is widely used in reportscaglobal health analysis [4]. DALY is

the sum of the number of years of life lost dupriemature death and years of life lived with



disability. Reports, utilising DALYs to calculatdhne burden of diseases, rank mental
conditions almost as high as respiratory and caedicular conditions and higher than all

types of cancer and HIV (Figure 1-1) [2,5].

Infections
17.,2%

Other
37,6%

Respiratory
10,7%

Cardiac

51%
Malignancy Mental Disorders
0,
58%  syicide 9,7%
1,6% Substance use
1,8%

Figure 1-1 Global DALYs by causg5]
Moreover, it is projected that by 2030 mental dilgos will constitute 15% of the global
disease burden with unipolar depression becomiagdicond highest occurring condition as

shown in Table 1-1 [3].
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Table 1-1 Top causes of burden in 2002 and projectén 2030 (source: Mathers and Loncaf6])

Disease or Injury 2002 Rank 2030 Ranks Change in Rank
Perinatal conditions 1 5 —4
Lower respiratory infections 2 8 —6
HIV/AIDS 3 1 +2
Unipolar depressive disorders 4 2 +2
Diarrhoeal diseases 5 12 —7
Ischaemic heart disease 6 3 +3
Cerebrovascular disease 7 6 41
Road traffic accidents 8 4 +4
Malaria 9 15 —6
Tuberculosis 10 25 —15
COPD 1 7 +4
Congenital anomalies 12 20 -8
Hearing loss, adult onset 13 9 +4
Cataracts 14 10 +4
Violence 15 13 +2
Self-inflicted injuries 17 14 +3
Diabetes mellitus 20 1" +9

1.1.1 Mental disorders in the European Union

As a rule, whether is it due to underdiagnosis theiofactors, mental disorders are a
more significant problem in high income countriea group which includes all members of
the EU [4,6]. According to numerous studies analyse Wittchen and Jacobi it is estimated
that about 27% of the current adult populationhaf EU is, or has been affected by at least

one disorder from the mental spectrum during teelda months (Table 1-2) [1].
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Table 1-2 Estimated prevalence of mental conditionis the EU [1]

Estimated 12 month prevalence

Diagnosis (millions) Percentage of population
Alcohol dependence 7.2 2.4
lllicit substance dependence 2.0 0.7
Psychotic disorders 3.7 1.2
Major depression 18.4 6.1
Bipolar disorder 24 0.8
Panic disorder 5.3 1.8
Agoraphobia 4.0 1.3
Social phobia 6.7 2.2
Anxiety disorder 5.9 2
Specific phobias 185 6.1
Obsessive-compulsive disorder 2.7 0.9
Somatoform disorders 18.9 6.3
Eating disorders 1.2 0.4
Any mental disorder 82.7 27.4
Comorbidity
Number of diagnoses:
One 56.5 18.7
Two 15.0 5
Three or more 11.2 3.7

Out of this number only 26% of cases receive amsaltation with healthcare services
[1]. Furthermore, only about a third of those cdiadions were with mental health

specialists with the remainder made in either prymzare or other non-specialist health
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services. In general, the consultation rate isdrigh patients with mood disorders or cases
with two or more disorders (comorbidity). This lsosvn in Table 1-3 along with the type of
intervention resulting from the consultations. Abha quarter of those do not result in any
treatment whatsoever which may indicate a neethfermediate means of dealing with the
problem. Therefore, it is even more significant Earropean healthcare systems to provide
care for patients affected by psychiatric condgidny facilitating new approaches to their

treatment and management.

Table 1-3 Type of treatment received by the userd bealth serviceq1]

Proportion of treatment type after any consultation

Any consultation
Only drug Only psych. Drug and psych. None

Any disorder 25.7 % 34.0 % 18.3% 26.5 % 21.2%
Any mood disorder 36.5 % 37.9% 13.8% 33.1% %.1
Any anxiety disorder 26.1 % 30.8 % 19.6 % 26.5% 232 %

Any alcohol disorder 8.3% 19.5% 34.0 % 31.7% 9%4
Only one disorder 19.6 % 343 % 194 % 17.2% 2.1

More than one

; 40.0% 335% 17.0% 37.3% 12.1 %
disorder

1.1.2 Current psychiatric practice and new approaches

Currently, clinical psychiatry (and psychology)iesl greatly on the retrospective self-
reporting of patients’ symptoms. Such methods a¢& dallection, whether it is an end-of-
day paper diary, simple interview or a structuredsiionnaire, have one common feature in
that the information must be recalled from the gdts memory [7]. This may lead to
misjudgement of the patient's state as studies shbat gathering information

retrospectively is subject to multiple systemaistattions and biases [8]. For example, it is
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known that “positive” events are more likely to lmmembered than ones with negative
association for the respondent. The processingeshanies is also connected to the current
mood which introduces even more variability to teeollection process [9].

Considering the distortions and biases, researchars clinicians have begun to
introduce a different approach to rectify the digadages of the retrospective method. The
methodologies range from the use of real-time edeat diaries, maintained by the user, to
the use of sophisticated technology to extract Ipsyghysiological information independent
of the user’s input [7]. Attempts to apply thesetlmels of ambulatory assessment in clinical
psychiatry could also be observed.

The following sections present current researclandigg different aspects of real-time
monitoring, including some psychiatric implemerdgas. All of this constitutes the main

context of the work presented in the following cleag.

1.1.3 Research questions

Despite the rapidly growing prevalence and burdérthe psychiatric disorders the
evolution of diagnostic and monitoring tools forypliatry (and psychology) is slower in
comparison to other fields of medicine. This is mhadue to the fact that mental symptoms
are typically of subjective nature, hard to qugntising objective measures. However,
facets of most behavioural conditions can possildyappraised using recent ambulatory
technology.

Therefore, from an engineering point of view, thare several key research questions to
be tackled. The most fundamental of those is whetbehnology-based solutions truly
augment the process of managing psychiatric diserdé so, what means (i.e. sensors,

electronic diaries etc.) could be utilised to aghie significant improvement in care for
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patients. Particulary in the case of sensory systevhich inputs may play a key role in a
support platform and which are impracticable i tiiisearch context.

In order to prepare the background for investigatirese aspects, the following sections
present current research regarding different aofasal-time monitoring, including the
existing psychiatric implementations. All of thisrstitutes the main context of the work

presented in the following chapters.

1.2 Ambulatory Monitoring

This section briefly discusses current work in egsh areas such as ambulatory
assessment and activity monitoring using wirelete/arks.

Ambulatory assessment in healthcare means usingt @fsmeasures to detect even
minimal disturbances in patients’ patterns wherfgseiing normal activities in their usual
environments. Tools used for this purpose rangm fsample pen-and-pencil checklists to
handheld glucometers. Recent additions to this odetlogy are the sensors located on a
patient’s body designed to unobtrusively collegggblogical data. This is a rapidly growing
field with a plethora of applications and utilisgehsors. The following sections provide only
a brief overview of the research field, a comprehenreview of the area with a focus on
psycho-physiological monitoring is provided elseveng10], [11]. Ambulatory sensors lie
at the core of current telecare networks able tobtrasively collect clinically relevant
patient data, process it and feed the results pooppate receivers [12,13]. It is the rapid
development of those fields that inspired the ajafilbn of pervasive monitoring solutions in

psychiatric practice.
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1.2.1 Handheld computer aided data collection

The most basic way of collecting ambulatory dataoishave the patients fill in an
appropriate questionnaire during their usual dadsivity. However, paper-based forms are
being increasingly replaced with modern hand-héédteonic devices. At first these were
customised Personal Digital Assistants (PDA) [14f tow it is possible to enable ordinary
mobile phones to perform regular questioning of fregient and provide a means of
interventions for example via the use of text mgsga[15].

In response to this surge of data collection teldgyoseveral studies have been designed
and executed to test the effect of replacing ti@ukitlt methods of collecting user input. A
comprehensive review by Laret al. [16] render handheld computers as favourable over
paper and pencil for data collection. Handheld catews appeared superior regarding the
timeliness of receipt and data handling and areepel by most subjects [16].

These improvements in the process of questiondaita collection are more relevant to
psychiatry and psychology than any other medieddi fivith many voices supporting the use
of handheld electronic means of momentary assedsowen traditional methods [7,8]. The
advantages of handheld electronic assessment @iclud

* Near real-time data collection
* Possible on-the-fly analysis of information and ietiate response

* Possibility of applying data collection strategéeg. event-enabled monitoring

1.2.2 Ambulatory sensor networks

Modern developments in sensor technology enableuktdry assessment systems to
collect far more than user inputs. Currently thera wide range of sensing techniques used

in health applications. For instance, measuringsigay activity and posture. with the use of
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accelerometers, step-counters, gyroscopes etcydaos, such means are widely utilised in
studies dealing with specific tasks like appraisihg progress of Parkinson’s disease
[17,18], Multiple Sclerosis [19,20], detecting &l21,22] or even cough monitoring [23].
Moreover, actigraphy is also used for more gengugboses, for example the estimation of
energy expenditure and overall activity of the u$24]. This finds applications in
researching the causes of obesity, stress and $thdromes that could be related to general
physical activity.

Depending on the application, ambulatory monitorisgstems also incorporate
numerous sensors acquiring physiological data. ©hethe most extremely relevant
physiological quantity is heart rate. The methodws utilised for obtaining heart rate range
from the most established electrocardiography (EC®) pulse-oximetry or
photoplethysmography depending on the additiongle tpf physiological information
desired from a patient [25]. Implementations oftestaf-the-art ambulatory systems
sometimes contain several other physiological isplike electromyography (EMG),
galvanic skin response (GSR), electroencephalogréBEG) [25]. As more research on
ambulatory use of such inputs is done, more cdroslabetween these quantities and
patients’ wellbeing are revealed.

Ambulatory sensors do not exclusively consist of arable devices. Many
implementations also include sensing the users’enemvironment which may influence
their health as well as (in some cases) behaviouorder to gain the clinically relevant
information, these ‘Smart Homes’ use sensors fonitity, temperature and ambient sound
as well as motion detectors, activity detecting esams, light sensors and appliance usage
monitors. Sometimes even simple sensors combingdappropriate processing may lead to

a system able to recognise the current activitjhefinhabitant [26].
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However, ambient sensing often means a high degraebiguity in the collected data
as it is hard to differentiate information for osabject in an environment if multiple
individuals are present. To rectify this ambiguitysion between ambient and wearable
sensor data is one of the main challenges fortafeeambulatory monitoring [27]

Almost every behavioural disorder has its base jpatgent’'s physiological mechanisms
and biological events are important facets of magnitive problems [28]. Changes in heart
rate, blood pressure, cortisol levels and EEG lg®find others are often a definite indicator
of numerous mental conditions [10]. Therefore, exilhg momentary physiological data
may appear to be a valid application of ambulatechnology. However, the main barrier to
the wide application of physiological measurementa real-life ambulatory setting is the
cumbersomeness of collecting such data on a ddgyobasis. This renders ambulatory
physiological sensors impracticable. A more su@abpproach is to monitor patients’
activity via actigraphy. Sources report a vasthmed of psychiatric disorders which relate to
increased or decreased physical activity [29]. BEXem include attention deficit disorder
(ADHD), schizophrenia, major depression or manis@ges of bipolar disorder.

The importance of collecting sensor-based datalditian to traditional self-assessment
reports is of particular importance in dealing witkychiatric and psychological conditions.
Several studies showed that objective data cotleci the use of activity or physiological
measurements can differ greatly from the subjeqgbigeception of a self-reporting patient
[30]. A particular example of this paradox in anyielisorders is presented in sections
containing case studies further in this chapter.[®1 general sources agree that while
questionnaires are undoubtedly suitable as a méditrodtudying subjective attitudes and
representations of an experience, they cannotisutesfor actual behavioural data coming

from everyday observance [30].
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1.3 Relevant case studies

This section discusses the specific applicationambulatory methods in the fields of
psychiatry and psychology. Features and solutiatevant for this body of work are
highlighted. The examined topics include researnhaowide range of disorders, from
schizophrenia and dementia to anxiety and borderiersonality disorders. Further
examples of studies utilising psychophysiologicabnmentary assessment can be found

elsewhere ([10,32)).

1.3.1 Monitoring of the elderly

One of applications of ambulatory monitoring whisha key focal point for modern
healthcare is the care for the elderly. The conoredbetween providing services for this
group with current problems of mental healthcaresieong as statistics show that
approximately 5% percent of people over 65 arectdtk by dementia with this percentage
increasing to 40% for the population over 90 [33].

An ambulatory system to assist the needs of olégmple has unique requirements
compared to other health applications. Firstly, [toation based services play a greater role
in the process with systems incorporating locasensors, ranging from simple GPS based
solutions to complex indoor ultrasound-based locatiechnologies [34-37]. Location
services are used to aid the user in the casepefriexcing disorientation or to provide exact
position to caregivers in the case of wanderingroaccident. Additionally, the systems for
elderly users often use actigraphy and physioldgieasurements to detect long periods of
non-activity or falls as well as to monitor keyalisigns [36,38].

What is relevant to the work described in this iheare examples of utilising

smartphones as “cognitive prosthetics” and sersmbrsivironments facilitating the care for
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elderly patients affected by dementia [39,40]. &yst aim to generate alerts when out-of-
the-ordinary user activity (or lack of it) occurkl]. Location and geospatial information is
particularly important in the process. A similarthmology has the potential to be applied

to the task of caring for patients with other mooenplex psychiatric impairments.

1.3.2 Handheld diaries

As stated, electronic handheld devices rapidly médgr way into the field of
ambulatory monitoring. One of the early examplesragfearching the utilisation of such
technology in a psychiatric context was work byidan and Koran [42] as well as Newman
et al. [43]. In their implementations patients sufferifigm obsessive compulsive disorder
(OCD) and panic disorder respectively were prompiedrly by a simple PDA to fill in an
electronic version of one of the established assesss scales. Moreover the study by
Newmanet al. used the PDA to administer cognitive behaviourghg [43]. The studies
provided promising results as there was correlabetween momentary assessment and
traditional clinician-administered interviews. Angpthe main findings of these studies were
issues which are equally valid currently. Firstthe compliance rate was lower than
expected as regular prompts had a negative effethe participants. Secondly the authors
mention the hardware platform (Casio PB 1000) basgrabsolete during the execution of
the study which also influenced the outcome [4REhlould be noted that similar problems

were to some extent encountered during the expetatien presented in this thesis.

1.3.3 Incorporation of physiological measurements

In their work on anxiety and panic disorders Withednd Roth pointed to the fact that
the majority of the diagnostic symptoms are of gspiiogical nature but in psychiatric

practice they are assessed only by verbal repb43. Therefore the authors proposed a set
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of physiological measures which would provide otijec data about matching symptoms
(Table 1-4). This method of study preparation was adapted in this work.

The experiments showed that there is a differemteden the experiences described by
patients and their physiological measures. Thigle@on is common amongst other studies
of this type [8]. It is worth noticing that Roth his later work on physiological markers of
phobias and anxiety still points out that physiata measurements were not incorporated
into clinical practice [44].

Physiological measurements were also utilised udies on psychiatric disorders.
However, even in cases where a clear relationshipbserved between a physiological
marker and a particular disorder, the measure wusagl not be practicable in ongoing
ambulatory observation. A good example of suclhésuse of EEG which can be related to
some depressive syndromes [45].

Among others, cardiac measurements were most wigkdygl in the investigations. In
particular heart rate variability (HRV) was provem be closely linked to the course of
depressive and anxiety disorders [46,47]. This, limk particular, is responsible for the
increased risk of heart failure in people with #gha®nditions [47,48]. In relation to this
coherence, initial studies have shown that extefmators and social interactions in
particular, can moderate the relationship betwe&VHand depressive mood [49]. This
signals the need for a more general monitoring peeson’s life to fully understand the

course of a disorder (in this case depression).
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Table 1-4 Associations between selected disordemslyomes an and physiological measures in
several conditions (source: Wilhelm and Roth[31])

Self-reported symptom

Physiological measure

Panic Attack

Palpitations, pounding heart, or accelerated heartstroke volume, pulse pressure, and/or heart iate, |

rate
Sweating

Trembling or shaking

Sensations of shortness of breath or smothering

Feeling of choking

Chest pain or discomfort

Nausea or abdominal distress
Feeling dizzy, unsteady, lightheaded, or faint

Paresthesias

Chills or hot flushes

frequency heart rate variability, ectopic beats
skin conductance
electromyographic activity

minute ventilation and/or peak inspiratory flow,
inspiratory pause, respiratory resistance

??

Electrocardiogram abnormalities, e.g. ST-segment
depression, ectopic beats?, intercostal
electromyographic activity?

electrogastrograghiiGty

vestibular abnormalities (e.g. in eye-tracking or
vestibulo-oculo-reflex)

peripheral blood flow

body surface temperature oodtbiflow

Posttraumatic Stress Disorder

Exaggerated startle response

Physiological hyperreactivity to trauma-relevant
events

Motoric restlessness

eye-blink startleorespmagnitude
changes in several response systems

electromyographic activity/antimb movement

Generalised Anxiety Disorder

Muscle tension
Restlessness

Shortness of breath or smothering sensations

Palpitations or accelerated heart rate

Sweating, or cold clammy hands

Dry mouth
Dizziness or lightheadedness
Nausea, diarrhea, or other abdominal distress
Flushes (hot flashes) or chills

Trouble swallowing or ‘lump in throat’

electromyographic activity
electromyographic activity and/or limlyement

mirutélation and/or inspiratory flow rate

stroke volume and/or heart rate, low frequencythear

rate variability, ectopic beats

skin conductance, body surface temperature or
blood flow

salivary flow rate
vestibulo-oculo ababties by electrooculography
refgstrographic activity
body surface tewtoee or blood flo
electromyagrhic activity
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1.3.4 Utilisation of actigraphy and other measures

There are several studies using measures of tgctiviambulatory monitoring [30].
Obvious applications are in monitoring conditionBene increased or decreased activity is
one of the main symptoms (e.g. hyperactivity inesasf ADHD). A study by Boonstet al.
used actigraphy to validate the effectiveness dghyhghenidate on adults with ADHD [50].

Monitoring of activity combined with ambulatory mitoring of heart rate was utilised
by Ebner-Premieet al. in a study on emotion and cognitive deregulatiorpatients with
borderline personality disorder. In this study @tfi measures were used to establish
whether the detected change (usually an increasdieart rate is an effect of physical
activity or emotional reaction. Users were alsojetied to momentary self-assesment in
order to gain comparative data [51]. It is notewgrthat the ECG monitors used in this
study were not worn on a day to day basis. Subjgete physiologically monitored for 24
hours in a one-off monitoring session. This was tnlikely due to the inconvenience of
ambulatory ECG monitoring on a day to day basis.

A promising use of non-invasive methods as a bi&erafor the occurrence of a
particular psychiatric disorder can be found in Wherk by Rapcaret al. [52]. The main
method used in this study on schizophrenia wasevartalysis of patients diagnosed with
this condition. The study showed that by using dage set of acoustic features, mostly
pause-related, the occurrence of syndromes of gghiznia such as alogia (a slowing of
speech and thoughts) could be detected [52]. Aairsyndrome can be observed in patients
with major depression. Features like the numbgranises, proportion of silence, variation of

energy were successfully used to distinguish betveebizophrenic patients and the control

group.
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Such direction for ambulatory monitoring of psyd¢h@disorders may prove to be most

applicable as in this example there is ho needdarbersome physiological readings.

1.4 Focus on Bipolar Disorder

Examples of research on bipolar disorder (BD) weueposely omitted in previous
sections and are discussed separately as it im#e focus point of this thesis. There are
many reasons for this attention on BD in the cantdéxechnology aided care. This section
discusses why BD is a suitable condition to testehapproaches to ambulatory monitoring
of mental health. It discusses the current statth@fart research and briefly outlines the
approach taken in this body of work and highligihts features distinguishing it from other

implementations.

1.4.1 Why Bipolar Disorder?

Bipolar disorder is characterised by occurrencedepiressive and manic episodes, each
with its own specific outcomes. Often the episodan directly follow each other. The
occurrence of an episode results in major behaziaivanges which are apparent in all areas
of a patient’s life [53]. The syndromes, coursepety and current treatment regimes are
discussed in-depth in the following chapter.

As shown earlier, BD is not the most widely spreegchiatric condition. However,
reports show that, among mental illnesses, BD aliolegschizophrenia has the highest
“disability rating”. This rating is directly proptional to the disability caused to the patient
by the condition [3]. Therefore, developing novedans of managing the condition is a valid
goal for modern health services.

The nature of the disorder due to which patients e@gperience the extremes of low

mood and inactivity which then can swing to hypéwty and grandiosity in the manic
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phase, renders it an interesting and challengioglem to tackle using a means of pervasive
computing. In summary, the main reasons which ledattempts of using ubiquitous
computing methods in this work are as follows:

* There is a need for development of an “early waysiystem” against an episode
as early recognition improves effectiveness ofrir@ntions [54].

* The occurrence of opposite extremes of behavidwatacterising the condition,
is likely to be apparent in activity signatures §ibke to monitor pervasively.

¢ Unlike numerous psychiatric conditions patientshwiD possess in general a
high self-awareness and are willing to comply widatment regimes [55].

* There is a known link between the condition andeased creativity which
renders the patient group as more likely to acceptel approaches to the
management regime [56,57].

These assumptions were at the core of the PervAsiment Monitoring system which

is described in detail in further chapters.

1.4.2 Overview of technology-based approaches to bipolatisorder

One of the first attempts of introducing technolagythe context of managing BD was
the ChronoRecord implemented in Germany by Whybemd Bauer [58,59]. The main
objective of the work was to evaluate the concégietf-monitoring via the use of PC-based
software. The participating outpatients would ussrtown computers to enter data relevant
to the course of the condition. These inputs weteod rating, hours of sleep, medications
taken, menstrual data, significant life events awaight. All of these inputs were self-
assessed and no objective measures were takenaaumunt. The results were very
promising with high acceptability rates and prowedbe as good as those achieved with

clinician-administered traditional assessment scaldénong the gains of using the tool the
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authors mention that the very act of self-recordingroves patient’s adherence to treatment
regimes and medication. Further successful vatidagtudies of the method proved that the
use of technology may revolutionise the care for B&tients and encouraged further
developments [59].

Another use of technology to monitor the coursé3bfis described by Boppt al. In
their work patients, in various stages of the apalycle, were prompted via weekly text
messages (or e-mail) to return their retrospectiday mood rating collected using one of
the established self-assessment scales. The awtthons that weekly prompts do not fully
tackle the problem of retrospective recall, whergasnentary assessment using such a
methodology is unfeasible as frequent prompts wéegdl both intrusive and laborious [60].
This longitudal study consisting of 36 weeks of maning achieved high compliance rates
and demonstrated the potential of using mobile phpan everyday appliance, in tackling
the problem. The study however did not employ agysery inputs which might provide
objective validation of collected data.

A very recent project that proposes the use ofsighggical measurements is the
PSYCHE project led by a private research companABWEX [61]. The project is in its
initial stage but lists BD as one of the main pt&rapplications [62]. In the proposed
scheme the usefulness of physiological measuremietsECG, EMG or GSR will be
evaluated. The system aims to combine these remdimigh speech analysis and
environmental parameters. The authors intend tosmsart textiles to achieve relatively
unobtrusive measurements of physiological parametekccording to their latest
publications, the first prototype of a sensory gammincorporating 3-axis accelerometers,
single lead ECG and respiratory sensors are eealuat

The most advanced work in the field of monitoring Bsing technological means comes

from research led by the ltalian-based researclr&ed@dREATE-NET. Most recently it

26



initiated a pan-European project Monarca which awndevelop new ways of treatment and
prediction of bipolar episodes [63].

In their work they first outlined the proposed aretiure of a flexible platform called
“The P platform” (Psychological Persuasive and Pervagpiagform) which would process
data coming from unobtrusive sensors distributegbatients’ environments and worn by

them (see Figure 1-2) [64].
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Figure 1-2 The P-cube platform architecture[64]

The initial reports discussing feasibility of pesixge solutions for BD do not name exact
sensors to be used in the process but point tpdksibility of using ECG, accelerometers,
microphones and GSR sensor readings as potentiale’xt data” in the above scheme [64].

The main concepts of this work constituted the kafstne MONARCA project which

was recently initiated. The basic framework of gheject was announced in Sept. 2010. In
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the proposed system the multimodal monitoring ®odtconsists of several sensory inputs
which are to facilitate the monitoring of generatidty as well as behavioural pattern

analysis and emotional state recognition [63]. €hase: GSR, ECG, EEG, microphones,
accelerometers and location sensors [63,65]. Teetfivo are to be embedded in a “smart
sock” whereas acceleration and possibly other tgbesensors will be contained in a wrist

worn device [63].

In related work from the same research team, aadethgy for sensing mood via the
use of a mobile phone based platform was suggd6tdd The inference about a user’s
social and behavioural patterns would be basedooatibn, body movements and sound
analysis, all of which could be acquired from a if@phone. At the same time the users are
to regularly self-assess their mood using wellidisaed mood scales. Once all of these
inputs are collected, the identified patterns cquidsibly be correlated with mood levels.
This would enable the development of algorithmsderiving mood state [65]. Up to date
the sensory system envisioned within the MONARCAjgut is under development and

soon to be tested.

1.5 Summary

The analysis of current research in the area ofudaitdry monitoring for mental health
lead to a conclusion that technology-aided mettida®llecting information about patients’
well-being are still not part of standard clinigadactice in mental health. Despite the
progress in ambulatory care including developmdnless obtrusive body worn sensors,
such technology is yet to make its way into psyitiiareatment and monitoring regimes.
This issue has been noticed in several publicatjér&l]. However, attempts to include

computerised self-assessment, physiological measunts, actigraphy and other novel
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approaches in the field of psychiatry, can alsofdaend. Examples include from simple

PDA-implemented electronic diaries, to sophistidatalgorithms targeting particular

symptoms of a condition [52]. However, recent ydamsught about research in complex
systems with a flexible architecture and includseyeral psychophysiological measures.
Moreover, patients affected by BD were identifiedaagroup that is most likely to benefit
from such a holistic and novel approach. Therefbeedevelopment of a complete support
platform for people affected by this condition letcore of the project presented in this

thesis.

1.6 The PAM approach

This thesis was conducted as part of the Persedallsmbient Monitoring (PAM)
project funded by EPSRC (under grant EP/FO0371dit) devised by the Universities of
Nottingham, Southampton and Stirling. The main gafathe project, which pre-dates the
PSYCHE and MONARCA projects described in this Chapivas to test the feasibility of
novel approaches to mental care [66]. Devising ssipte architecture, development of a
prototype sensor frontend as well as initial expentation are the main objectives for the
research presented in this thesis. The researchalsassupported by an advisory group
consisting of clinicians, patients, nurses as veall representatives of healthcare-related
institutions and companies including the NHS.

Considering the current research background destrilm this chapter, several
conclusions were drawn that affected the designesaduiation of the prototype. Although
physiological measurements such as ECG, EEG, G8Rrowide useful data which can be
related to many behavioural syndromes, ambulatargitoring of those signals is likely to

be challenging on a day to day basis. Basing ornitial input from psychiatrists and other
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researchers and considering the specifity of thgetagroup, there are reasons to believe that
any system incorporating such measures would notdmplied with. Moreover, such
technology requires a certain amount of user @age (uring putting ECG electrodes) which
might be highly affected by an onset of either Bilsede. Therefore, a more promising
approach is to use the less cumbersome actigraphyogus on data that it is possible to
collect via the use of simple sensors and everysayedevices like mobile phones. Such an
approach occupies the middle ground between theethiand sometimes subjective data

collection based on self reports and the incorersae of physiological measurements.
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2 The concept of Personalised Ambient Monitoring

(PAM)

This chapter introduces the main idea of Persathlsmbient Monitoring for people
with BD. The initial sections introduce a brief tioiyy of the condition, a description of its
course and the main diagnostic criteria followed éyescription of the currently used
treatments, management and monitoring regimes.

The remaining sections present how the pervasolet#@ogy can be utilised to possibly
improve the wellbeing of the patients and theirliguaf life. An increasing demand for
such systems is due to the growing prevalence @fctindition. The attempts to match
ambulatory monitoring technology with the key araffected by the disorder are made and

put in the context of an entire support network sghpossible structure is also outlined.

2.1 Bipolar disorder

BD, formerly known as manic-depression, is a coodithat has been recognised for
centuries. The first descriptions of severe manit @epressive behaviour were described by
the ancient Greeks. However, the distinction betwe®nic-depressive insanity’ and other
forms of psychosis (e.g. schizophrenia) was madednrelatively recent, second half of the
19" century. The true emphasis on the bipolarity a&f tondition arose from research
performed by Perris which was made public in thdye®60s [67] where it was observed
that many patients demonstrate periods of euphmt@aviour that are often followed by
times of melancholy (now called depression).

The condition is now widely recognised and diagdosgtudies estimate that the two

main distinguished types of the disorder affectird to 2 % of the European and the US
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population, whereas a further 6% could be affedtgda condition from a wider bipolar
range [68,69]

The most widely used guidelines for diagnosing B®farmalized in the Diagnostic and
Statistical Manual of Mental Disorders fourth edliti(DSM-IV). It provides guidelines to
aid the diagnosis of states of mania, hypomania raagbr depression. All of these are

relevant in diagnosing disorders from the bipofecirum.

2.1.1 Mania and Hypomania

According to the DSM guidelines, mania is diagnoseden an abnormally and
persistently elevated and irritable mood is eiffresent for more than a week or renders the
patient in need of hospitalisation. The symptomscivhusually accompany the elevated
mood are [70]:

« Inflated self-esteem and feelings of grandiosity.

* Decreased need of sleep (self-deprivation of rest).
* Talkativeness, pressure to keep talking.

* Flight of ideas and racing thoughts.

« Distractibility, attention easily drawn away froasks
* Increased goal oriented activity

« Psychomotor agitation

« Excessive involvement in pleasurable activities

If the above syndromes are not severe enough teechunctional impairment of the
patient, then such state is called hypomania. medones preludes a case of full manic
behaviour but may also be the only sign of elevatedd in a BD patient. The distinction

between the two is the key to diagnose the pasictypes of BD described in further
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sections. The patient often views hypomania assaral#e state which is often omitted in

interviews which may lead to misdiagnosis of Blaasunipolar depression [71].

2.1.2 Depression

Analogically to mania, a major depressive episaddiagnosed when at least five of the
following symptoms recur every day (or nearly evday) over a period of two weeks and
constitutes a significant change from the previstase [70].

e Depressed mood most of the day

« Diminished interest in most activities, lack of ggere

e Significant weight change, decrease or increasgjietite
¢ Insomnia or in some cases hypersomnia

¢ Psychomotor retardation

* Fatigue or loss of energy

* Feelings of worthlessness or inappropriate guilt

* Problems concentrating, indecisiveness

* Recurrent thoughts of death, suicidal urges

These are the key areas influenced by an onsetrafj@ar depression. Statistically some
features (e.g. hypersomnia and psychomotor retarjaare more common in bipolar

disorder than in a unipolar depression [72].

2.1.3 Diagnosis

DSM-IV defines two main types of bipolar disordeaqd 1) which differ in the severity
and length of manic episodes in the manic depresziurse of the disorder. The third type -
NOS (i.e. not otherwise specified) groups condgidhat belong to the general bipolar

spectrum but do not fit the definition of BD typerlIl.
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In general:

* Bipolar disorder type | is diagnosed when the patexperiences at least one
episode of mania along with periods of major depoes

* Bipolar disorder type Il is diagnosed when the qydtiexperiences periods of
hypomanic behaviour that do not become a full mapisode.

The successful recognition of manic behaviour angremsubtle occurrence of a
hypomania is crucial in the diagnosis of the disorals bipolar. There are suggestions that
bipolar disorder is under-diagnosed and classifisdunipolar depression, which in many
cases leads to overutilization of antidepressdittese can trigger an onset of a full-blown

manic episode leading to serious consequences [71].

2.1.4 Bipolar cycles

Usually, bipolar episodes last weeks or months @odir several times in a lifetime.
There is no rule defining the common length of polar cycle [70]. Rapid cycling is
diagnosed when the episodes occur more often thartifmes in a year [73]. According to
studies this can apply to up to 20% of people &ty the disorder. Moreover, rapid
cycling is known to disproportionately affect femasufferers by a factor of 3:1 [73].
Sources also distinguish ultra-rapid cycling wheyeles occur within weeks or days, but

there is no universally agreed definition of sualoarse of the condition [74].

2.1.5 Triggers

There are several triggers known to initiate a bip@pisode. The common case of
prescribed antidepressants causing a manic epigasielescribed in the previous paragraph
[71]. Moreover, it is widely recognised that digtions of sleep and circadian rhythms may

cause an onset [75]. Sources recognise the tendeatcthe occurrence of major life events
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can often cause the patient to experience an epi§@]. Studies also associate a stressful
lifestyle and disruptions to social rhythms as dbntors to a possible relapse of the
condition [77]. Abuse of drugs and alcohol (amorigeo consequences) can also have a

negative influence on the bipolar cycle.

2.1.6 Condition management

Structured questionnaires are a common tool usedinical practice to monitor the
current patient state. There are several widely assessment scales that were designed to
appraise the extent of manic or depressive behavBame are intended to be used by the
clinician like Mood Disorder Questionnaire (MDQlJhe Bech-Rafaelsen Mania and the
Melancholia Rating Scale (MAS and MES), whereaersttwere made for self-appraisal
(e.g. Zung Self-Rating Depression scale) [78].

Patients may also chart their overall mood creatingersonalised mood calendar. This
links to Cognitive Behaviour Therapy (CBT) that hmeven effectiveness in managing BD
[55]. The main premise of CBT is that thoughts dmadiefs can exacerbate mood states
which then cause functional impairment (Figure 214l that by taking actions to rectify and
change those thoughts and feelings the outcomevimeimaand functioning can be improved

[55].
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Figure 2-1 The cognitive model for the course of polar disorder (source: Ramirez, Basc§55]).
Whether it forms a part of either cognitive therapytraditional treatment it has been
proven that actions taken by the patient duringamy stage of an episode can improve the
quality of life and reduce the risk of losing setfntrol during an episode [54,79]. Therefore
successful identification of prodromes (i.e. easlgns of syndromes) would contribute

significantly to any management regime.

2.2 System concept and architecture

The established practice of assessing the patiemfbeing is to interview the patient
regularly. The cooperation with the clinician anelwdeveloped self awareness of the
person affected by the condition is key to maintgjrthe desired mood stability. It is also
generally agreed that keeping to a constant litgime is a major factor in dealing with the
disorder. The areas of life likely to be affectgdam onset of an episode can be monitored by

pervasive technology. The main research questian &0PAM system is whether
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electronically aided observation could assist inogmising early signs or detect known
triggers of an episode and prompt an interventiomed at pre-empting an episode and its
consequences.

There are several sub-layers in a PAM system fatifig the care for BD patients. Each
of these layers poses separate research problesns @tacticability and feasibility of the
proposed solutions. The work presented in thisisheas part of the PAM project grant also
involving the Universities of Southampton and 8ig| with researchers from each of those
institutions working on different aspects of theNPAystem as described in this Chapter.
This thesis covers the design and implementatiora &gfensor suite as specified in the
following section. The scope also includes valigind testing the developed solutions in a
real-life setting along with proposing initial dapocessing techniques. The process of
setting the system in patients’ homes as well #sating the initial data from such tests is
also described.

The following sections describe the concept ofchnelogy-based system facilitating the
process of self-monitoring, self-helping and ategtithe support group, including the
clinician when a serious change is detected. The-centred system could provide a means
of effective appraisal of a patient’s current stasing an independent set of sensory data.
Modern smart phones with their capabilities andheativity could be an appropriate hub for

such an architecture. Figure 2-2 illustrates a Bfieg scheme for a PAM.
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Figure 2-2 Potential PAM scheme

Other research areas of PAM are also introducekerfollowing sections. They include

the development of processing algorithms for eximgcsignificant information from the

large amount of sensory data as well as devisifiigxble architecture for the wireless

network which would allow to take into account tidnamically changing conditions and

factors like damaged or unavailable sensors. AmoBheM-related research area is the

development of a BD model. Such a model could entti# successful recognition of the

early signs of an episode which would then triggeaction from the system itself, either in

the form of an alert or an automated interventamngdiscussed further.
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All these areas were researched within the PAMegtojvhich consisted of four research
teams in three institutions. Each team consistedomd research assistant and their

supervisor. The division of topics covered and akerlap between the research groups is

presented in Table 2-1.

Table 2-1 Research teams patrticipating in PAM projet and their areas of interest

Research team

Areas of research and development

University of Nottingham
Electrical Systems and Optics
Research Division

University of Stirling
School of Computing Science and
Mathematics

University of Southampton
Institute of Sound and Vibration
Research

University of Southampton
School of Management

Development of a PAM wearable sensor network abagehn
environmental senor suite. \

Customising mobile phone to act as a sensor gateway
Performing initial data processing.

Pattern analysis of mobile phone inputs (GPS andtBath
encounters)

Flexible rules-based system architecture alterimantjty and
quality of collected data according to the curtegtavioural
model.

Interoperability between wearable and environmegaddway.

Development of a questionnaire application fordlearable
gateway.

Schemes for secure patient data retrieval andgstora

Development of processing algorithms for the redesa
sensory inputs

User’s activity appraisal basing on acceleratiotada
Customising off-the-shelf camera to detect in-houotevidy.

Extracting patient’s daily routine from environmahdata

Researching of a standard behavioural model for B2ia

Identifying models for particular sensor inputs.

To provide a better overview of the implementedteys the data processing and

architecture are briefly overviewed in this chaptéowever as shown in Table 2-1 an in-

depth research in these areas was performed iret$ities of Southampton and Stirling.
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2.2.1 Sensory inputs

The aim of a sensor network in personalised ambremtitoring is to provide empirical
data to be processed in the core of the systems@igors should be able to observe the key
areas affected by the condition and its symptorhss ®bjective data could then be used to
enhance the assessment scale input. The firsixgtego match expected bipolar symptoms
with possible sensing techniques. Such an appreashalso adopted by Wihelm and Roth
in their study on panic disorder [31]. Another preenis to augment the information
expected from assessment scales with an appropnatéoring technology. Such pairings
were made and are shown in Table 2-2. The pairinge created basing on current
diagnostic guidelines [70] as well as consultinggbgatrists and patients from the PAM
project advisory group. The patient may exhibityoal subset of the listed symptoms.
However, the diagnostic criterion for BD is the oeence of at least four of these factors
[70].

The techniques proposed in Table 2-2 require teeofiparticular sensors. These can be
arranged into two sub-groups depending on the iEm&d placement: wearable and
environmental. The first refers to sensors prefgratiached to the patient’s body or carried
by them throughout the day. The latter group ctuts$ of stationary devices monitoring the
user's home environment and their activity therabl& 2-3 presents the selected sensors in

the said manner.
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Table 2-2 Bipolar syndromes matched with monitoringmethods
(M — manic episode, D- depressive, M/D — applies tmth)

Type Symptom Possible sensing technique

Possible to monitor with bed sensors as well d# lig
detectors installed in the patient's home. A bodyrw
Altered sleep patterns - insomnia, accelerometer can be used to detect sleep patfesns.
hypersomnia, self-deprivation of sleep sleep deprivation is also known to trigger the egés,
effective monitoring of this area of life is of piaular
importance

M/D

Monitoring number of calls and text messages agit th
recipients, number of physical places visited (es=dlg in
a patient’s free time), unusual email (new recifsenot
related to work items) and web activity. Monitoringage
of keyboards and household remote controls shdsiree
included, as buttons are likely to be pressed mamae
faster.

Flight of ideas - increased goal
oriented activity, euphoria

Body (e.g.wrist) worn accelerometer will detect restless
M/D  Psychomotor agitation (or retardation) behaviour and increased activity. Motion detectian
also be of use.

Likely to manifest itself in geospatial and temgora
patterns. Patients, in their free time, will visibre unusual
places and meet many new people. These can bearezhit

M Increased (excessive) social activity via location é.g, GPS-based) tracking. Identification of
crowded placese(g.clubs) can be achieved through the
patient’s mobile device scanning for other devi&3 or
quantifying the noise level of the place wherepghtent is

Talkativeness — a pressure to talk Monitored by microphones designed to extract tHame

M louder of speech.
. All activity is related only to work (e.g. when agiof
D Concentration problems — email and web) and becomes slow; monitoring keytboar

indecisiveness strokes can show decreased speed of typing.

. . . Number of visited places exposed in geospatial and
Lack of interest in social and other .
D o temporal patterns will drop as well as the number o
activities
encounters [80].

Regular weight measurements can be automated aasvell

D Diminished appetite loss of weight basic usage of kitchen appliances being monitored.
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Table 2-3 Sensors proposed for PAM

Sensor

Details

Subgroup

Accelerometer

Global Positioning System

Bluetooth scanning

Mobile phone activity
monitor

Light detector

Microphones

Remote control devices
monitor

Computer software monitor

Weight scale

Door switches

Motion detectors

Wide angle cameras

Bed sensor

Body worn tri-axis accelerometer can facilitate
monitoring physical activity, posture and (if worn
during sleep) sleep patterns (see Chapter 3)

GPS can be used to obtain precise outdoor location.
The information can be used to monitor changes in
activity (see Chapter 3)

Monitoring Bluetooth environment can provide
insight into social encounters as well as augmeant t
localisation process (see Chapter 4)

This could be a software suite monitoring the
frequency of calls and texting sessions as well as
other features (e.g. loudness of speech)

The detector should distinguish between natural and

artificial sources of light. Turning the light oncoff
can be a sign of insomnia, restlessness and other
behaviours related to the disorder (see Chapter 3).

The sensors should be able to pick-up the chamges i
volume of background noise (which might be a
source of overstimulation) as well as changeséo th
tone and speed of speech (see Chapter 3).

An Infra-Red detector capable of determining the
speed of pressing buttons on a remote control (see
Chapter 3).

Software monitoring the speed of pressing keyboard
keys as well as detecting unusual web activity.

Scales capable of automated transmission of the
reading to the processing device.

Simple on/off devices to monitor usage of household

items and (if placed on cupboards in food prepamati

areas) to provide information regarding eating tsabi
(see Chapter 3).

Passive Infra-Red (PIR) devices to monitor indoor
mobility as well as unusual activity.

Further information on behaviour patterns in home
environment (see Chapter 3).

This can be a pressure mat under the bed or a
capacitive presence sensor embedded in quilts

Wearable

Wearable

Wearable

Wearable

Wearable/
Environmental

Wearable/
Environmental

Environmental

Environmental

Environmental

Environmental

Environmental

Environmental

Environmental
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Acceptability is an important issue in choosingssea for any implementation of a real-
life system. Therefore not all the sensing techesqglisted are practicable and could or
should be implemented in an end PAM system. Negtdls, the proposed network of
sensors or its subset would constitute a fronterdaf PAM system feeding empirical

information to further layers of the system.

2.2.2 Middleware and communications link

The concept of PAM assumes the existence of a esselsensor network (WSN)
consisting of the sensors described in the prevsaetion. WSN have been proposed for
general medical care in many research projects T8 body-worn subset would constitute
a Body Sensors Network (BSN). In the general schefvee WSN design the sensor nodes
are connected to a gateway which processes theseasory data and is also capable of
storing and passing the information to the outsided (Figure 2-3) [81]. In case of a BSN,
as considered for PAM, it is necessary for thewgaye as well as the sensors, to be portable

as it needs to be carried or worn by the user aldgtigthe sensor nodes.

Wireless sensors
Gateway node

((%))
()
() (@) W

Figure 2-3 General WSN schem§81]

Global network

There are several off-the-shelf solutions for WSMNegvays and a preliminary survey

was performed for possible PAM implementations. deer, the specific nature of the
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investigated problem is a deciding factor in theigie. Any device to be carried by a patient
needs to be acceptable and allow the user to adldptTherefore, a mobile phone emerges
as a natural candidate to fulfil the role of a gate in the envisioned PAM BSN. The
justification for such a solution is that currenvlile phones have sufficient processing and
storage capability, a wide range of radio connégtitusually not limited to GSM radio
bands) and provide a means of interacting with dker through a familiar interface.
Moreover, the phone itself can provide a numbeahefdiscussed sensory inputs. There are,
however, basic requirements for a mobile phonec#eto be used as a gateway in a BSN
scenario:

e Programmability — possibility of equipping with ¢am software with sufficient
access to all required hardware resources.

e Connectivity — radio stack able to communicate whle sensor nodes (e.g.
Bluetooth, Wi-Fi) as well as transmitting procesdath further.

e Storage — Sufficient storage space for either rarocessed sensor data (e.g.
memory card interface).

e Processing power — the device should be capablacqiiiring, storing and
processing (to a limited extent) information fed Iblye sensors whilst
maintaining its basic phone functionality.

The above fundamental conditions are necessampeiment a PAM gateway on any
device. In practice, the majority of mid-range melghones (i.e. smartphones) available on
the market comply with such requirements. Howeutlizing mobile phones as a gateway
constrains the range of possible wireless sensenfaces to the widely implemented WLAN

(IEEE 802.11) and Bluetooth connectivity.
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The phone can also act as a gateway for the emeental sensors connecting to them
and accessing their information whenever an enmienal sensor appears in range of the

wireless connection. Figure 2-4 presents the emwesl architecture of a PAM network with

key elements illustrated.

—
o
Sink node,
connected to mobile
«»
Environmental
sensing platform
«@»
Body sensing
platform
@
Platform out of
communication range

Connections

Wired connection

i

Wireless
connection

\

Long-term data store

Figure 2-4 PAM architecture

2.2.3 Processing

The processing layer of the PAM constitutes oftao@rocessing techniques extracting
meaningful information from the data providing réate embedded processing capabilities.
Algorithms that learn from normative data and e deal with missing data-points are a
necessity. Furthermore there is a need for resie@ychodels of normal activity signatures
and techniques for their derivation. As a geneeativodel of normality could be devised
using multi-dimensional inputs, robustness to migsilata points can be built into the

system. The advantage of computational intelligdvased methods (such as artificial neural
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networks) is that once trained they provide a giriglyer model which can be readily and
speedily embedded into such a distributed netwiyploropriate algorithms can then be used
to downsize the data transmitted further so thaaidesent are directly relevant to the
patient’s mental health state. These investigatieasin the core of the work performed by
the University of Southampton research team asgbaine PAM project [66].

Processing is also relevant from the ethical petsge Data collected by the sensor
network is likely to carry sensitive informatiorgeeding the patient and should be protected.
Processing is applied in the early stages of data With only key (clinically significant)
data features extracted. This reduces the riskeobisve data becoming vulnerable to

malicious use.

2.2.4 Personalised feedback

As stated in previous sections — the aim of a PA®stesn is to detect early signs of an
imminent BD episode and utilize the informatiortrigger actions that could help the patient
take control before serious behavioural changearotc order to do so, the system should
incorporate a personalized feedback mechanismatbald enable it to suggest simple non-
clinical interventions as well as generate alastgtie patient’s support group which includes
a clinician who then can advise on an appropriaigrse of action based on the detected
activity signatures and their clinical judgment.eTtoncepts outlined in this paragraph are
not addressed within this study but constitute sisbfor future work that could follow the
investigations presented within this thesis.

Such PAM interventions could include contacting fractitioner or support group
member (e.g. family member) in the case of a seraiange in the patient’s state requiring

immediate attention via automated alerts usingbéisteed channels such as text messaging.
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Moreover, the system can prompt the user to ta&ecpibed medication according to clinical
advice helping to ensure the patient’s concordavittethe agreed management regime.

Some interventions would occur only in the eventlefecting a high probability of a
manic episode. Those could consist of prompting ghtent to adhere to sensible sleep
patterns, alerting when skipping rest as well dpihg to avoid overstimulation when too
much noise and/or light is detected. What is mpreyentive measures against unwanted
consequences could be taken, such as blocking weterdc known to cause the patient to
engage in risky activities. Similarly, in the casfedepression prompts could encourage the
user to go out when a lack of mobility is detecéed interact with the outside world or to
call a member of their support group such as aljamember or friend. The system could
also suggest performing physical activities and@ges (thus avoiding physical inactivity
and stagnation).

In order to avoid disruptions to daily rhythms g#ging an episode, a PAM system could
also provide time management tools for daily (alsb avork-related) tasks to avoid them
influencing daily patterns. The system would akscilitate healthy lifestyle including advice
on diet and activities and encourage to keepiregalar healthy lifestyle routine.

The intervention spectrum would also be highly peadised depending on a patient’s
particular needs. The patient would be able to igaré appropriate intervention courses
from a given set which they could modify or amenttaading to their judgment (in

consultation with their clinician).

2.3 Summary

Background analysis presented in the previous ehaptggested that the management

regime of bipolar disorder could benefit from thse wf pervasive technology. This chapter
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has presented an overview of the condition withm&n symptoms and usual course. Areas
of life likely to be affected by the disorder weadentified and matched with a potential
sensing technique. The concept of PAM as a suppatform for bipolar patients was
introduced.

The basis of PAM is a network of ambient sensomstteed within the patient’s
environment, which is the focus of this work. Thenaining research fields of PAM are
processing, modelling and system architecture whiehe also introduced in this chapter.
The sensors and methodology outlined above were ithplemented as the PAM system
prototype which was the first step to validate tdomcept of PAM. The description of the

design and development process of the prototypgiscsissed in the following chapter.
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3 Implementation of PAM

This chapter covers the implementation of a PAMeaysaccording to the specification
established in Chapter 2. The work included res$sdagcand configuring off-the-shelf
solutions, hardware design and the developmentstom sensor sets to work as wearable
and environmental parts in the described scenarldereover, software suites for mobile
devices and stationary computers were developeblirgahose platforms to act as sensor
network nodes.

The main purpose of devising and testing a worki#®M prototype was to move
forward the feasibility study aiming to:

* Identify and address specific design requiremehésRAM system

« Evaluate the proposed methodology of monitoringhgiveg behavioural patterns

e Infer the value or redundancy of information preddy the sensors

* Use the data from initial experimentation as asfsia behavioural model
Figure 3-1 shows the overview of the realised pgyp® system, whereas the following

sections explain the premise and implementatidts &feparate elements.
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Wearable sensor set
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reciever
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Figure 3-1 An overview of the PAM prototype
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The implementation was then evaluated during anieehtrial involving users with no

history of BD as well as patients (at a later staggesults of these can be found in the

following chapters.

3.1 Wearable sensors

The wearable set is a collection of sensors to bencarried) by the patients during

their day routine designed to observe key behaalqatterns. Because of the fact that these
sensors, ideally, should accompany the user at tines$ they must be implemented so as to

minimise their obtrusiveness. The potential sengieghniques, to be used in a PAM system,

are outlined in the previous chapter. This sedtimeusses in detail the implementation of a

prototype set of devices constituting the wearahle of the system.
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The wearable sensors selected for the PAM protoygitfied in Tables 2-2 and 2-3
were as follows:
« Positioning sensor
* Accelerometer
e Light detector
e Microphone
* Bluetooth scans
* Mobile phone call monitor

The implementation of a call monitor discussed imafer 2 was abandoned due to
privacy concerns over such monitoring, as wellexhiical obstructions discussed in the
software section of this chapter (which also covhesfunctional description of the phone
software elements). Realisation and evaluationlog¢t®oth encounter monitoring is covered
in-depth in Chapter 5.

There were several design requirements to be cemesldwhilst assembling the sensor
set. Firstly, using the mobile phone as the huliferwearable part of the system imposed a
constraint on connectivity. Most modern phonesegyeipped with Bluetooth connectivity,
whereas a number of higher-end devices additiommalye WLAN capability. Therefore any
sensor considered for the implementation shoule lzéveast one of the two. Secondly, the
wearability of the set requires all sensors todggable of standalone operation without being
connected to a mains power source. Thirdly, the@asmeed to be small and unobtrusive in
order to be usable. These three conditions shaufdlblled by all of the considered sensing

micro-devices.
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3.1.1 Position sensor

There are several methods of obtaining the posdfoa device. The Global Positioning
System (GPS) is currently the most convenient ntetbd obtaining geospatial data.
Accuracy available for non-military users is lindtdut sufficient for most uses. Cheap
commercial receivers able to provide position aéth an accuracy of around 3m are widely
available [82]. There are also alternative systamsgilar to GPS being implemented or
developed, although they either lack coverage @edracy (Russian GLONASS) or are at
an early stage of development (European GalileodGindese Compass).

The growing availability of GPS positioning has Ifed the emergence of Location
Based Services (LBS) which means the provisiomfoirmation and functionality in relation
to the user's geographical position [83]. This hespired the integration of GPS receivers
into everyday devices such as digital camerasppatscomputers, and, most significantly,
mobile phones.

The main disadvantage of satellite-based positgpnis obstruction of the signal
occurring in places hidden from a clear view of shg. Therefore positioning using GPS is
impracticable inside large structures (e.g. buddinor underground. Tackling the problem
of indoor localisation is a growing research fiefdts own. Methods being explored include
using Wireless network structures (Wi-Fi) [84], BFlags, accelerometers, and GSM cell
information[85].

Integrating GPS positioning into the mobile phoasdd PAM architecture was achieved
in two ways. Firstly, widely available Bluetoothabied GPS receivers could be paired with
the mobile phone. Secondly the phone used as thecbuld itself have a GPS receiver

integrated. Table 3-1 shows the advantages andhdistages of both solutions related
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mostly to high power consumption of a standard GBE&eiver. Both solutions were
implemented and tested.

Table 3-1 Comparison of GPS position providers

GPS built in the mobile phone External Bluetooth GPS

Device directly connected to the  Can be paired with most phones
hub (phone).

Advantages As an autonomous device does not
Internal software control over the influence the functionality of the
functionality system if it fails

Common power source with the
main hub causing the entire system Adds to the number of separate
) to drop down after exhausting the devices to be carried by the user
Disadvantages battery and so decreases usability

Currently available in a limited
number of phones

3.1.2 Custom Wearable Box (CWB)

Aside from the GPS positioning described aboveagtinere three further sensory inputs
to be implemented within the system: acceleromdiggnt sensor and a microphone. Since
having three separate would be impracticable frousability point of view, an integrated
solution was sought. Unlike GPS positioning urtitere are few widely available integrated
solutions implementing these sensors which woulli the design requirements. Although
several mobile phones available on the market rated these sensors, their utilisation in
the prototype was not considered, at the time tddiee following factors:

« Very few available devices with a software-accdedight sensor
* Mid-range mobile phones record highly compressedndowhich obstructs

processing for desired audio features
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e The accelerometer data processing methods devisedUtiversity of

Southampton research team required the sensor foxdze in relation to the

user’s body, which couldn’t be achieved assumingnabusage of the phone

Taking the above considerations into account, doousvearable unit consisting of the

three specified sensors was designed and develdpesl.aim was to create a robust,

wearable and simple device providing microphorghtliand acceleration data streams via

Bluetooth radio making it easy to interface to ebifeophone or any other Bluetooth enabled

device. Moreover, the device should have some psing capability for basic operations on

analogue input signals coming from sensory datgurki 3-2 presents the functional block

schematic of the device with the details explaimeithe following subsections.
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Figure 3-2 The custom wearable box schema

3.1.2.1Accelerometer

Monitoring activity using accelerometers requires tlevice’s sampling frequency and

the amplitude range to correspond to the observetiomin a human body.

In terms of
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frequency range it is known that while walking armal speeds the bulk of acceleration
power in the upper body ranges from 0.8-5 Hz, wdsetbe most abrupt accelerations occur
at the foot in the vertical direction during heglke with values up to 60 Hz [24]. However,
studies with the accelerometer attached on theean&l/e shown that more than 90% of
acceleration power concentrates below 15Hz in thgquency spectrum [24]. For the low
back or the head the value was significantly smatknging from 0.5 Hz to 4 Hz [24]. In
terms of amplitudes of accelerations involved icolmotion, these are usually higher in the
vertical direction than in both horizontal direct®o[86]. During walking the accelerations
range from a maximum of 0.4 g at the lower bacBdat lower limbs [86].. The maximum
acceleration during running ranges from 4g at teadhand lower back to 12g when
measured at the ankle [86].

Taking the above considerations into account, & astablished that the Analog Devices
ADXL330 accelerometer with three analogue outputaile/ suffice to monitor a person’s
activity provided that the target location of tresor is close to the body’s centre of gravity
(e.g. at the lower back). Alternatively, the sensould be located on the upper parts of
upper limbs although here the acceleration mighogfoof the range during more vigorous
activities from the user. The main parameters efgtinsor relevant for the application are
presented in Table 3-2. In the electronic designahalogue output of the three axes of the
accelerometer were fed into the ADC of the main CRbwever, it is possible to pre-filter
the output using a built in 32Ckresistor and an appropriately chosen external aitapa
according to the equation: f#2r(32 kQ) x C). The value for the capacitors is QuF7which
sets the low-pass bandwidth at 20Hz so reducingntige whilst still recording relevant

body movements information. The schematic is piteskin the Figure 3-3.
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Table 3-2 Selected parameters of the ADXL330 accebeneter [87]

Parameter Value
Measurement range +3.6¢0
Sensitivity at X, Y, Z axis 300 mV/g
Bandwidth X, Y axis (No external filter) 1600 Hz
Bandwidth Z axis (No external filter) 550 Hz
Operating Temperature Range -25t0 +70 °C

ACCELEROMETER

-

Figure 3-3 The accelerometer module schematic

3.1.2.2Light Sensor

There are two main reasons for employing light sgnito a PAM system. Firstly,
there are indications that there is a correlatietwben reduced hours of sunlight and the
current mood of some BD patients [88], although ¢dbenection is not that apparent as in
people suffering from Seasonal Affective Disord8AD) [89]. Secondly, disturbances in

sleep patterns as well as shifts between day aid activities are among the most common
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effects of a BD episode and these are very likelggcome apparent in light level patterns.
For example a BD patient experiencing a manic elgisaill tend to visit stimulating places
filled with lights (e.g. a night club) whereas dwgidepression if suffering from insomnia
such a person would turn on lighting during theiuai resting time.

The above considerations led to a conclusion tlaatitoring the light level in the user’s
immediate surrounding alone might not be informaewough and an improvement could be
achieved by discriminating whether the source eflight detected is natural or artificial so
giving a better understanding of the observed enwent. Therefore the final circuit was
designed to provide two output analogue channels.

The first output is directly related to the cutrgrenerated by a photodiode which is
proportional to the amount of visible light shiniog the surface of the component. The
conversion to a voltage output signal was achiavgdg an amplifier configured as the
current to voltage converter (transimpedance amplitvith a high gain ratio (Figure 3-4).

The second output is generated by processing tther laignal to extract the AC
component. The premise is that light coming from atificial source carries such a
component due to its mains power source. Mains paternating with a 50Hz frequency
will rapidly switch the light on and off whether is an incandescent light bulb or a
fluorescent lamp. It is worth noting that the alegting light component arising from the
50Hz power source will have a 100 Hz frequencyhaspblarity of the supply is irrelevant to
the light generated by an artificial source. Thewabdoes not apply to any battery operated
light or modern LED lighting systems, however, sulighting is still marginal in
exploitation, and so it is a valid assumption thaist current artificial sources will be
distinguished by the proposed solution.

In the final design, the general light signal isl f an active selective filter with

parameters chosen to filter and amplify the 10Qcbtnponent. The output of such a filter is
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a sine wave whose amplitude is proportional taetttéicial light component. It was decided
to perform the process of integration and rectiftga of this signal digitally in the main
processing unit of the wearable box. The schenadtice light sensor can be found in Figure

3-4.
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Figure 3-4 The light detector schematic

The microcurrent originating from the photodiodetr@snsformed into a voltage signal
using the operation amplifier in a transimpedarataswith a high gain. The output is fed to
the analogue to digital converter of the CPU agregl light level. The second stage uses
an active selective filter to extract the artificight component (as described above) and
amplify this signal. The selective band of 100H=é$ using a low pass input filter at the
input and a high-pass feedback loop. The valueg®$tors and capacitors are selected to
achieve a gain of approximately 250 according &oftimula:

R35 1m0

Ag2l1+ =1+

2k

=251

3.1.2.3Sensing of auditory environment

The analysis of ambient sound can carry numeropsstyf information relevant to

monitoring the current state of a bipolar patiditstly, louder and faster speech is one of
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the main syndromes of a manic episode whereas guoektslowed pronunciation may be
indicative of depression [70]. Secondly, it is kmowhat loud noises can cause
overstimulation and trigger a bipolar episode andllfy during an ongoing manic episode
some patients prefer being in noisy lively enviremts. Recording microphone data, more
directly than the sensors discussed above, posesaus privacy problem. Therefore it was
decided that the functionality of the microphonedigh the implementation of the wearable
box would be constrained by the design itself ttegkicing to a minimum of any threat of
malicious use against prospective users. An addedndage of such an approach was that
the design could be simplified and development tietkiced as features likely to be rejected
for privacy reasons (e.g. recording and storingp lgjgality audio signal) were omitted.

The electronic circuit used consists of an actimadopass filter set to filter the signal
emerging from a miniature microphone (Projects tditbd - POM-1644P-NF-R). The cut-
off frequencies were set between 20Hz and 10 kHatclhing most man-made audible
sounds (e.g. speech or music) whilst filtering otlevant noise. The full schematic is

presented in the Figure 3-5.

220n

AMP_MICGES

Figure 3-5 Microphone module schematic
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As the recording and storage of actual audio idlproatic due to privacy issues and
technical limitations, the sound has to be proatsg¢hin the wearable unit to extract the
audio features that may be useful for deriving imfation about the ambient environment.
This problem has already been tackled by varioekldi of research including intelligent
hearing aids where the device is able to selecpgmopriate software-profile based on the
type of the auditory environment. Features usedhise algorithms include temporal
measurements such as Zero Crossing Rate (ZCR)at-Bime Energy (STE) as well as
frequency domain features such as spectral fluctsgl centroid or voice to white ratio
(v2w) [90,91]. Extracting frequency domain featuposes a higher demand on processing
powers which in practice would mean incorporatingeparate Digital Signal Processor
(DSP) solely for the microphone. Therefore it wascided that the main CPU of the
wearable box would handle only basic sound prongdsy extracting temporal features of

the auditory surroundings (i.e. STE and ZCR).

3.1.2.4CPU and firmware

All of the described sub-modules of the Custom \&bkler Box (CWB) output an
analogue signal. Digitisation requires an analaguéigital (A/D) converter as well as a
processing unit which can then feed the collectad] processed data through a Bluetooth
radio module. In order to minimize development tioighe CWB, a solution integrating all
those components was found. The module (RF Sohiflmothpick v. 2.0) integrates a PIC
microcontroller serving as a A/D converter as vasla processing unit. The module also
includes a serial Bluetooth module (Linkmatik LMdgpable of transmitting serial data over
this radio interface. The unit also provides otinéerfaces like simple digital inputs, UART

and fFC communication protocols not utilised in this iplentation. The main parameters
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relevant to the implementation of the CWB are pne=g in the Table 3-3 and are sufficient
to perform key required operations.

Table 3-3 Selected parameters of the CP[92]

Parameter Value
Flash memory 128Kbyte
RAM memory 3.5Kbyte

Clock frequency 24MHz
A/D channels 12
A/D resolution 10 bit

Custom firmware was developed for the CWB whichntans two-way communication
with the target host device (e.g. mobile phone)nitoos battery voltage and continuously
acquires data in one of the following three modes:

Mode 0 — default mode where the device does natigcgor output any sensor data but
the connection between the CWB and the host is képé and maintained to receive
commands from the host (e.g. the mobile phone).

Mode 1 — activated by a host command. The devicgiiees acceleration data with a
frequency of 20Hz and feeds it directly through sesial link. Natural and artificial light
levels are acquired with the latter being rectifted! integrated. A reading of both levels is
acquired and fed every second.

Mode 2 — activated by a host command. The devigeises microphone data with the
highest available frequency (i.e. 16 kHz) and @®atemporary sound frames containing

1024 samples. Temporal features of Mean Energy Z81d Crossing Rate within such
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frames are then calculated and sent through the ha#. This mode needs to be separate
from the acceleration and light level acquisitiaredo high demand on processing power.
The data is sent in binary format according to amfng protocol. The decoding of
frames needs to be implemented on the receivingcelem order to extract the sensor
readings. The status of the device is communictatédde user via two LED’s connected to
digital outputs. Although the hardware links toeiribice a memory card were included into
the design, the final firmware did not implemenistifunctionality due to high memory

demand of buffers necessary to operate with a mgoard.

3.1.2.5Battery and packaging

The CWB is powered through a high-performance ditinion battery with a nominal
capacity of 1080mAh ensuring up to 7 days of chérgee usage period. The charging circuit
for the device is contained in a designated chataes saving space inside the box.

The circuit board was designed to fit two typesmefarable casings: OKW Ergo S and
OKW Soft-case S. The smaller of the two (54mm wi@&Bmm length, 14mm depth) is the
Soft-case S. This rounded rectangular-shaped begugpped with a belt clip for wearing
close to the body’s centre of gravity (Figure 3&)l The second box (Ergo S) is profiled
and fitted with a special strap to be worn on alifRigure 3-6 right). Figure 3-7 illustrates

the placement of elements inside the belt-worn box.
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Figure 3-6 The two options of CWB belt-worn (left}and on the arm (right)

1. Toothpick 4. Microphone unit
2. Accelerometer 5. Micro SD slot

3. Light unit

6. Charging socket
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Figure 3-7 The inside of a CWB
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3.1.3 Mobile phone

Mobile phones have evolved to offer capabilitiesezding well beyond the provision of
voice communication and text messaging. The emermyehhigh speed packet transmission
technology (i.e. 8 generation or 3G telephony) accelerated the graivthe functionalities
available. For many users the phone has becomesarna hub providing web browsing,
scheduling, e-mail communication, music and videtegainment and more. Recent years
have seen the emergence of mobile operating sygsemsAndroid), making it possible for
developers to create universal (to some extentiwao, independent of the hardware
implementation or phone make. The specifics of @ogning for particular operating
systems are described in the software section®ttapter.

The phone is the most crucial element of the wéanadrt of the PAM. Not only does it
serve as a hub and storage facility for other ssnsat it provides a link between the system
and the outside world through the use of mobil&kgatransmission protocols such as GPRS
or HSDPA. More significantly as a device that igl@liy available and utilised, it provides a
means of interacting with the prospective userufhoa well accustomed interface. It is
proposed that such familiarity will also work invéaur of the acceptability of the system as a
whole. Moreover some phones have sensors relevdme tPAM integrated in their circuitry.

The base requirements for a particular mobile pleapable of serving as a gateway for
the sensor were itemised in Chapter 2. Those ragraammability, connectivity, sufficient
storage and adequate processing power. The mdifiees @ wide range of such devices.
Table 3-4 presents the devices selected for irgti@lerimentation provided by two leading
manufacturers (Nokia and Sony Ericsson). The maasons behind such selection were:

similarity of platforms allowing the developmentpdipations that would be interoperable
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between all the devices, good developer suppom tiee manufacturers and their relatively

low cost.
Table 3-4 Phones selected for PAM
Device Software Programming Connectivity Integrated Integrated
platform languages GPS Accelerometer
Nokia 6120 Navigator Symbian OS Java, C++ Blueto®h, Yes Yes
Sony Ericsson K550 Java I;Iatform Java Bluetooth, 3G No No
Sony Ericsson C510 Java I;Iatform Java Bluetooth, 3G No Yes
. Java Platform Bluetooth,
Sony Ericsson W715 8 Java WLAN. 3G Yes Yes

The process of customizing the phone’s softwamutbthe PAM system is described in

the software section of this chapter.

3.2 Environmental sensors

The environmental sensors are designed to sensantfséence of the user's home
setting. The premise is that the properties ofgatents’ surroundings can influence their
behaviour and vice versa; a change in behavioulddogicome apparent in environmental
monitoring data. The group includes a range oftaty devices set in the patient’s home.
The sensors scattered in key areas related withvimlr patterns (as outlined in Chapter 2)
include: light detector, microphone, a remote amntmonitor, door and appliance
monitoring, motion detectors, wide angle cameraklzed sensors.

Although there is a potential gain in collecting vieaonmental in-home data,
implementation of such sensors in a multi-persomén is likely to obtain ambiguous

information. The problem of pervasive monitoringttwimultiple inhabitants is a complex
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research issue of its own with many factors to tweswlered [93]. Attempts to tackle the
problem include probabilistic modelling [94] to damre solutions [95]. However, most
currently researched pervasive implementationsnassa single-user occupancy [94]. Such
an approach was taken in the design process oP#&M prototype. Therefore the trials

described in further chapters were conducted, wbessible, in such conditions.

3.2.1 PC computer and its role

The implementation of a computer software monit@swabandoned due to privacy
concerns and a high likelihood of unacceptability.the PAM prototype, however, a
stationary PC is present to act as a sensor gatiwdkie environmental part of the setup,
separating it from the wearable part. Moreover,dtiaputer also operates as an end storage
and transfer facility for the data gathered by wearable kit and temporarily stored on the
mobile phone serving as a wearable sensor gatéviags/solution was chosen due to the fact
that a PC poses a lesser risk exceeding storageegsing power and other resources that are
limited on a mobile phone. The computer can alsadmected to the global network via a
reliable broadband link providing a means of bagkip the prototype trial data to a secure
off-site server.

Furthermore, the PC ensured synchronisation betvdsta inputs as environmental
information was collected and stored real-time whsrthe wearable sensor data was time-

stamped by the mobile phone according to the cdgokhronised with the PC.

3.2.2 Camera

The main advantage of utilising a camera for maimtpbehavioural patterns is the fact
that a single device can observe simultaneouslynaber of areas of interest (AOI) that fall

within its field of view. An example is a camerasebving the kitchen area considering the
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refrigerator, stove, oven etc. as separate AOIs [Bte main disadvantage, however, is that
a camera-based monitoring carries significant megatonnotations for any prospective
user. The notion of being observed in a direct waght cause compliance issues as well as
make it less likely for the system to be accepted whole.

Considering those factors, a processing schemaetecting activity in predefined AOIs
based on a wireless WLAN-enabled camera compatiite the system described in this
thesis, was developed in the University of Southamms part of the PAM project. The
hardware consists of a wireless camera (Edimax323DPg) with a 179° horizontal and
129° vertical field of view. The camera is to beunted as high in the room as possible to
get a bird’s-eye view as this minimises the prolderhobjects passing too close in front of
the camera, which could result in obstruction bf&bls.

The processing algorithm used to detect activitpsato subtract movement from the
background of the scene by differentiating conseeurames resulting (ideally) in black
images with white blobs where movement was dete@edh an image is then correlated
with pre-marked areas of interest. If enough movdrsedetected (i.e. if a sufficient number
of pixels in an AOI are white) then it is assumiedttactivity was performed in this area.

Figure 3-8 left presents an example of a camerayéntzefore processing with AOIs
marked and Figure 3-8 right shows blobs of actidiggected in consecutive frames over the
time of 5 minutes [96]. In this example activity swdetected only in one of the three selected
AOQIs. At this stage. any movement (i.e. white blabithin the AOI was considered to be an
activity event. However, further studies on theitcogf processing blobs was conducted in

the University of Southampton.
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Figure 3-8 An unprocessed camera image with AOI m&ed (left) and processed blobs (right)
The camera interface consists of two major elemditts first is a standard File Transfer
Protocol (FTP) server set to receive raw imagem ftoe wireless camera with the desired
frequency. The other is a custom written scriptated in the MATLAB programming
environment designed in the University of Southampb mark the AOIs within the view of
the camera and then process the subsequent fraroewwed from the sensor to detect
changes according to the algorithm described. Thtem stores a simplified set of records
consisting of a timestamp and AOI identifier whewadivity was detected rather than raw

images that might pose privacy concerns for anyréutiser [96].

3.2.3 Motion detectors

Motion detectors are a simple and widely practieg of detecting a user’s presence in
a particular area inside the house. Depending ein kbxcation, logging such events can be
indicative of many behavioural patterns such astithe spent at home or eating habits in
case of a detector placed in the food preparatiea. #\s stated in chapter 2 all those patterns
are likely to be affected by the course of BD.

There are many off-the-shelf systems incorporaf@gsive infra-red (PIR) motion
detectors, as such sensors are widely used indsuatdrms and intelligent home systems.

The latter group includes systems based on a wseXd 0 radio protocol using 433 MHz
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(310MHz in the United States) radio frequency asramunication channel between sensors
and a central station which can be interfaced wittomputer. Such a solution was adapted
to the PAM system by the researchers in the Uniyersf Southampton. The
implementation consisted of a set Marmitek MS13&@oor wireless PIR sensors paired
with a base station CM15Pro X10. The station wasneoted to the computer station,
equipped with Active Home software, via the uniaérerial bus (USB).

The Active Home is a commercial suite designed intain and control devices
compatible with the X10 protocol as the motion daies (PIR sensors) used in this
prototype of PAM. Among its features, the softwaltows the creation of scripts that
execute when the events originating from X10 desvmecur. Such functionality was used to
customize this suite to process PIR events. Thi$oauisation was also performed by the
researchers in the University of Southampton.

When a sensor detects motion in its range, it sandsvent signal to the X10 interface
linked to the stationary computer equipped withdbftware. The Active Home then triggers
a custom script designed to log the event in timesaanner and in conjunction with other

sensor data.

3.2.4 Custom environmental box (CEB) and system

Similarly to some wearable sensors some of thaatksiensory inputs are impracticable
in implementation using market solutions. Therefoustom devices realising those inputs
were designed and developed. The main aim wasetatecia unit able to collect data from
sensors such as: light detector, microphone, ateenntrol monitor, door switches and bed
presence. Since those devices are likely to beesedt within the user's home it was
impossible to design a single device providingtladl inputs. Instead, a system was devised

which consisted of a set of nodes communicatind wilite Custom Environmental Box
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(CEB) using a 433MHz radio link and a simplifiedfarcol. The CEB is then able to connect
(wirelessly) to the base computer serving as thi reavironmental gateway and storage

facility. The scheme for the system is shown iruFeg3-9.

Custom Environmental Box

Remote control monitor _Toothpick _ _ _ _ _ _ _ _ _ _ __ ___ __
— I 1
| (. |
| IR )| Digital signal 4|—N |
Reciever 7| conditioning *Ii—‘/ Digital input [ |
- === _ 1 |
Light sensor I I
i— ___________________ I : J\\ I
. Selective \ .
Photodiode Current to N\ CPU \|  Bluetooth radio
Light Level 100 Hz [ Artiftial light Level © " t
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| | |
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| \\; —— Ap I
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[——————— ——— — — —
| Band pass . :

Microphone \ —
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Audio sensor I |
| UART module |
433MHz radio reciever

/ Y —_— o ______ _
Bed | Bluetooth host |
Door sensor occupancy

sensor |  (e.g. mobile phone) |

Figure 3-9 Environmental system schema
At the core of the design lies the architecturelusghe wearable box. It was decided to
use Bluetooth as the main connection link to theeldi2C. Such a solution made it possible to
pair the CEB with a mobile phone thus providing endtexibility for future PAM

configurations (i.e. possible to set up without tise of a stationary PC).

3.2.4.1Door switches

Monitoring door opening times within a householdn cae indicative of personal
behavioural patterns and activities. For this paepa set of simple battery-operated door

switches was devised. The design consists of a etiggeed switch, a small microcontroller
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(PIC10F) and a 433MHz transmitter (MK ConsultantsT™). When a door opens, the static
magnet located on it, parts with the main casinghef sensor causing the reed switch to
short the digital input of the microcontroller toognd. The microcontroller is then woken up
to transmit a set of characters to the CEB indicathe current state of the door. In order to
simplify the design, the radio link is solely oneywvith no acknowledgements of reception

nor the option to send commands to the sensor.

3.2.4.2Bed usage sensor

Monitoring sleep patterns is of particular impodann managing the course of BD.
Firstly, disturbed sleep can trigger an onset oépisode [75,97]. Secondly it is an important
diagnostic indicator that an episode of either kisdbccurring [53]. However, inserting
sensing technology into such a setting may posepaability issues as prospective users are
likely to be uncomfortable with direct sensing oégence in their own bed.

The solution utilised in this study incorporatediagle pressure mat. Applying pressure
causes the two conductive foil membranes to medt Gause a short-circuit. The two
membranes are connected to a similar microcontfwi@smitter device as used in the case
of door switches. Therefore, any pressure evetmaiismitted to the CEB. If the mat can be
placed under the top mattress — the pressing evifirdirectly relate to the user’s presence
in the bed. Alternatively the mat can be placedtritexthe bed where there is a high
possibility of the user stepping onto it when bagbing to and leaving their bed. Although
such a solution is not ideal for the purpose, isvweansidered to be a more acceptable

placement for the experimental subjects.

71



3.2.4.3Remote control monitor

Leisure time is a significant part of peoples’ gxay schedule. The vast majority of
households are equipped with entertainment techgolbhis includes television sets, DVD
players, high fidelity audio sets etc. Most of th@sn be controlled via the use of infra red
remote control devices. As indecisiveness, flighideas and problems with concentration
are among the main indicators of a BD episodegp#tof using entertainment devices can
change significantly [70]. What is more, prolongestiods of inactivity in front of the TV
are common during major depression [55]. Monitotimg use of remote control devices can
give an insight into patterns of using entertaintrexjuipment as well as the way it is being
used. For example the indecisiveness of the uskrmmnifest itself by changing the
channels in a more chaotic and faster manner thaal.uSuch premises led to the inclusion
of a means of monitoring remote controls in theimmmental sensor set.

Remote controls typically use modulated infra-ré)) (ight to transmit a set of binary
encoded commands to the host equipment which ipged with a receiver and a decoding
circuit. The transmission is one-way and no feellbssent back to the control device. The
command code depends on the manufacturer andateseveral proprietary protocols used
(e.g. RC-5 or SIRCS) with no common industrial d&na. Therefore, it is impracticable to
decode particular commands and a more universatigolof logging general remote control
activity was utilised (see Firmware section below).

The remote control IR light signal is detectablealny other receiver in the view range of
the remote control as long as it is sensitive &appropriate wavelength (typically 940 nm).
Such a detector is capable of capturing the bisaguence with the encoded command.

The hardware used in the experiment consists oflRarreceiver coupled with a

microcontroller (PC12F) which demodulates the digmal outputs the binary signal to the
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digital input port of the main CEB processing umie. Toothpick). The signal can be then

interpreted within. The schema is presented infei@d10.

el - e

Controlled equipment

Remote Control

IR receiver Ever.1t. CEB
— recognition ——

Figure 3-10 The remote control monitoring scheme. Ae signal from the remote control is
received by both: the equipment and an IR receiveconnected to the CEB. Each signal
recognised as a remote control command is then st as a binary event.

3.2.4.4Light detector and microphone

The CEB incorporated a light sensor as well asaaphone to fulfil the same purposes
as in the wearable device. This will create anradtive dataset for the user's home where
the wearable device is unlikely to be carried. ntijpular a stationary light detector is more
likely to detect the user turning on the light aigrusual rest time.

The hardware implementation is identical to the nabke one with the sensors placed in
the main housing of the CEB and interfaced to thHe Aodule of the CPU directly via an

internal bus.

3.2.4 5Firmware

The firmware of the CPU is designed in a similammex to that of the wearable box.

The programme incorporates three modes, as in \WiB,@lthough no acceleration is being
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acquired in mode 1 as the necessary hardware isidaded. In all modes, however, the
device awaits events from either the bed sensorgreased / mat released) or door switches
(door opened/door closed) received via the raderfiace. Once such an event is detected, a
notification is transmitted straight to the hostgected via Bluetooth using the same
framing protocol as in the case of wearable data.

Handling of remote control events posed a differprablem. As stated before, the
format of binary commands sent by a remote cordeglends on the type of equipment,
manufacturer etc. Therefore, it is impracticablethe CEB to interpret the binary sequences
and distinguish between particular commands (evigcking channels or volume control).
Instead any command (binary sequence) receiventaspreted as a single “remote event”
and is treated within the firmware in a similar manas other events (i.e. doors and bed
use). Such a solution allows gaining insight intbeetainment equipment usage as well as
speed of pressing buttons whilst remaining geniariterms of compatibility with various

makes of remote controls.

3.2.4.6Enclosure and power source

As the environmental box was designed to be statjowithin a home environment, it
was decided that the main power source of the dewiauld be a standard mains supply,
thus removing the need to charge and maintaintariat

The box containing the main processing unit, lightl microphone circuits and the
433MHz radio does not contain the IR receiver whichstead connected via a cable. The
premise being that the smaller IR receiver can lbego in a more preferable position in

terms of exposure to remote control signals.

74



3.2.4.7Environmental box monitor

The environmental monitor is a desktop computerliegion developed in the Java
programming environment to facilitate data acgigisifrom the custom environmental box
via a serial Bluetooth link. The application ensuthat all data is acquired regularly
switching between the two acquisition modes (mibmpe or light detection) of the
environmental box at a rate possible to specifyyeconfiguration. All information is stored
in the file system and also displayed on the scfeeithe user or system administrator to

inspect Figure 3-11).
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Figure 3-11 The graphical user interface of the erikonmental monitor
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3.3 Validation procedures

The development of each sensor described abovéol@ased by a validation procedure
ensuring that the particular sensor is collectmgdesired type of data. As the overall aim of
the PAM platform is to appraise changes in behavémul patterns of the user, calibration of
absolute values provided by the sensors was nfadrpeed. The following paragraphs briefly
describe the validation steps performed beforeayémi the prototype sets according to the

PAM project schedule.

3.3.1 The accelerometer

The configuration of the acceleration sensor imgof amplitude range and frequency
spectrum was done in accordance with suggestiamgdfmn the literature [24]. Additionally
data provided by the accelerometer integratedenaWB was validated against an off-the-
shelf wearable device with similar properties. Tinecess was performed by the University
of Southampton research team, as the initial ify&tsbn in processing accelerometric
activity data was performed there using an MSRdatalogger.

The investigators performed several activitiesssifecation of which was researched in
their previous work [98], using both the CWB and MSR and performing similar analysis.
Since the data obtained from both devices did rbibit any major differences, the CWB

accelerometer replaced the off-the-shelf deviderither research.

3.3.2 Light sensors

In order to validate the light sensors designegas$ of the CWB and the CEB, the
sensor was subjected to several tests. The gelgnalsensor was carried in alternating

weather conditions and sunlight exposure. The &ffetthese tests allowed to fine-tune the
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gain ratio of the amplifying circuit preventing tbBaturation of the sensor under the majority
of exposure conditions. The artificial light deieat technique was tested by placing the
sensor under different types of lighting from itimthal incandescent light bulbs to modern
energy efficient fluorescent lamps. In all cases light level reading in arbitrary units

ranging from O to 255 stood in agreement with stthje human-made appraisal of the

artificial light intensity.

3.3.3 Microphones

As described earlier, the selection of temporalitang features (i.e. ZCR and STE)
collected by the CWB and CEB microphone was basad reviewing established
methodologies of sound analysis [90,99]. The micooe was then tested in three general
scenarios: musical, human speech and replayeddesttnuman speech. The values of ZCR
were considerably low for human speech and higiremiusic. During the quiet periods (i.e.
when STE values were low) ZCR oscillated aroundaseline value higher than during
human speech. Such behaviour of ZCR and STE valassimilar to expectations based on
other work [99]. However, no further deep analyarsd validation of the sensor was

performed.

3.3.4 Binary environmental sensors

The validation of binary environmental sensors. (deor switches, bed sensors and
remote control monitor) was limited to testing gensitivity of the wireless transmitters to
distance from the receivers and its influence ambrer of missed events. The remote control
monitor was tested against several brands of reswi&ols. As described in detail further

in the results section, there was no validatiorthef bed usage sensor against any sleep
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monitoring methods as additional sleep relatedufeatof the output were only discovered

during the user trials.

3.4 Mobile phone software

In the prototype PAM scenario the sensor gatewalgs@re appliances of everyday use.
In the case of the wearable set it is the mobilenph whereas the environmental sensors
connect to a desktop PC. Both appliances need ¢tadtemized with appropriate software to
interface the sensors and process, store and Ipattlewdata which then can be used further.
The software enabling the PC to work as a node dessribed section 3.2 regarding the
environmental sensors. The following sections déscribe the bespoke software suites that
enable the mobile phone to work as part of the Ps&kkme.

Most current mobile phones allow developers totereastom software suites that can
interact with the user, store data on the deviceess internal hardware, pair connections to
external devices via Bluetooth or connect to globatworks via packet transmission
protocols. Depending on the manufacturer, operaigsiem and hardware capabilities
developer’s access to some resources is limitetkoied altogether. Therefore, the first step
of designing PAM mobile software was to establish access requirements for platforms to
be capable of running the suite.

The target mobile platform must allow:

e Access to the main display and to a means of ictierawith the user — most
mobile platforms allow developers to make applaragi with their own screens
and capturing of user input

* Presence of, and access to, a Bluetooth radioefndnt the suite should be able

to pair and capture streams from the wearable 8tiletsensors.
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e Access to storage such as allowing to write fitea memory card.
« Possibility of running the suite persistently irethackground with little or no
obstruction to the standard phone functions.
Any device fulfilling these conditions can thenwsels gateway node in the discussed

PAM scenario.

3.4.1 Platforms and APIs

There are a number of diverse mobile phone plagoawailable on the market. These
range from simple proprietary solutions specific éme brand to more advanced universal
operating systems (e.g. Android) which can be foumdevices from various manufacturers.
Each of these comes with a set of available apgicgprogramming interfaces (API). Many
of the APIs are supported by a number of platforanfgct which allows the creation of (to
some extent) generic applications able to run amide range of phones. The main API

solutions considered for the prototype implemeatadre listed in the table below.

Table 3-5 Programming interfaces and devices

API Programming language Supported by

Most proprietary platforms found on mid-
range phones from major manufacturers
including Nokia, Sony Ericsson, Samsung,

Java micro edition (Java Java LG and more. Devices featuring Symbian

ME) APIs Operating System (i.e. most mid and high-
range Nokia devices and a several models
from Sony Ericsson)
Symbian APIs C++ Devices featuring Symbian OS

All Android OS smart-phones.
Android API Java Manufacturers include HTC, Samsung and
Sony-Ericsson

iPhone OS API C++, Objective C Apple iPhone
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The PAM prototype system described within this ithegas implemented using Java
ME. This APl is the most restrictive among all ttensidered solutions in terms of providing
access to device resources. This is due, howeavés tonsiderable universality which was
the main reason for employing Java ME for the pseporhe premise is that solutions
developed in this prototype can then be adaptefitoye users and trial subjects wishing to

use their own phone as a base for a PAM system.

3.4.2 Java Micro Edition and its constraints

The core Java ME libraries implemented on the negority of phones are bundled in a
profile called Mobile Information Device Profile (MP) which allows the developer to
create applications (called MIDlets) to interactthwithe user and freely modify the
information displayed on the screen. The basic @mentation does not, however, allow
access to the Bluetooth stack, storage devicestemal sensors. Those functionalities are
enabled in extension libraries provided (e.g. J2ReBabling Bluetooth communication).
Some manufacturers choose not to support thesé {orasome) supplied phone models
limiting developers to the basic MIDP features. sTHiowever, applies mainly to low-end
devices with limited processing capability. Due pidvacy restrictions — none of the
extensions provide the developer with a means céssing the user’s phone log, recording
live calls, handling standard text messages or toong data packet traffic. However,
MIDlets can (with the user’'s consent) initiate paaralls, send text messages and initiate
data transfer of its own.

To ensure a user’s safety in using MIDlets theee¥rparty certification systems which
allow developers to sign their software if it fldfisafety and security requirements. Without

such certifications most platforms require the ulerseparately authorise most actions
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performed within the MIDlet. This poses a probleor fapplications aiming to work

unobtrusively in the background (like the PAM systeas a platform’s security prompts
require user’'s interaction. Many devices, howewlow customising such measures to
increase the usability. The devices selected ferpitototype (named in the Mobile Phone

section of this chapter) allow such customisation.

3.4.3 Software Architecture

There are three separate MIDlet suites created®fdvl evaluation, each handling a
different function:
* PAM Questionnaire — implementing a mood and agtigiiestionnaire designed
to get user’s feedback as well as validation datadtch with sensor readings.
* PAM Transfer — designed to backup and send colest@sor and questionnaire
data and send it to the main storage facility esktop computer).
« PAM Sensors — the application handling and maiirtgincommunication,
acquiring, processing and storage of the dataatelle
The first two MIDlet suites were created in therlBig University whereas the last one
was developed by the author of this thesis.
The structure of the PAM Sensors application isstllated in Figure 3-12 which shows

the main classes and libraries used.
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Figure 3-12 The architecture of PAM sensors applid&on
In the scheme the MIDlet first loads a configurasidiile containing settings for all

devices including their connection addresses, el@sicquisition frequency etc. The scheme
is designed so as this file can be modified acogrdo the rules engine researched in the
University of Stirling. However, in the installatis described further, the file was fixed to
preset values. The application then establishesctimection and sends configuration
commands to the devices via device handling clasBes sensors are then activated and
start acquiring data and feed it back to the phwinere they are processed and passed to the
main application by the handling class. The MIDhan stores the information in one of two
implemented file output formats (discussed in tiile formats, Section 3.4). The status of
the devices and current readings can also be gegplan the phone’s screen. This way the

user can intervene in case of, for example, a sefrepping out due to a low battery. The
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files with stored sensor data can then be read modessed by other MIDlets to be

transferred to the main host by the PAM transfiéesu

3.4.4 Sensor library

The classes implemented as part of the devicerjilange designed to handle the specific
sensor protocols and requirements and make therk agpart of a common framework.
This means that even though the internal GPS rechas a different communication routine
than the Bluetooth-connected custom wearable by are handled in the same manner
and using the same set of software methods by lant epplication using the library.

The library uses different resources to acquires@erdata. For Bluetooth enabled
external sensors (i.e. GPS receiver and CWB) thendwork utilises the Bluetooth serial
port profile to stream commands and receive dateeiarn. In the case of handling the
internal GPS device, the library uses the extengiothe standard Java ME API (i.e. JSR
179) which is designed to handle internal locapooviders. The realisation of the Bluetooth
encounters monitor is achieved using the main Bhtet stack to discover and store
information on all devices in range. The purposd apecifics of the implementation is

covered in the Chapter 5.

3.4.5 User interface

The user interface of the PAM sensors MIDlet isigiesd to give basic feedback on data
currently being acquired as well as provide the wgth basic control over the monitoring
process. The graphical interface communicates thaextion status and current sensor
values acquired. The user can pause or shut devmadmitoring process altogether. In order
to enable the user to use the standard functignafithe phone whilst running the system,

the MIDlet can be minimised to work in the backgrdu
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3.5 File formats

The proposed PAM prototype assumes the need te lsiage quantities of non-uniform
data. Therefore there was a necessity to develapfi@d standard file format which would
allow the storage of data in an integrated mannleitstvmaintaining the differences in
quantities and types of information stored. Durgumsecutive stages of development two

formats were utilized.

3.5.1 Comma Separated Values (CSV) format

This popular format for storing data was used @itlitial stages of development. In this
scheme data entries separated by commas are stoaext file in rows. The consecutive
columns contain in order: date and time of measargnone letter tag describing the type of
measurement (for example letter A for Acceleratieadings) and finally reading values

separated by commas. Example lines from such afdeas follows:

26.10. 2010 13:23:33,1L, 33,12,
26.10. 2010 13:23:34,A, -0.9775,0.2737, 0. 1565,

The first line indicates a light detector readirfg38 for general light level and 12 for
artificial light. The second indicates the accdierain three separate axes. Such data
organisation was used for initial data collectiaitawas easy to analyse and process for
specific values. However, trials involving more ti@pants and sources of data called for a

more sophisticated means of data storage.

3.5.2 Extensible Mark-up Language (XML) file

A specific XML scheme for a PAM scenario was crdadéthe University of Stirling to

facilitate data collection in a trial involving ntigdle users as well as multiple sources of data
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of similar type. The format organises data usimgs taith fields allowing the specification of

the source user, type of device and its locatianefgery reading set. The format can be

expanded

into data structures more complicated $iraple sets of numbers. Below is an

example of readings being encoded into a XML format

<readi ng_set nessage_type="GPS" entity="ext_ GPS"
entity_instance="jnmb_gps" frequency="10" |ocation="W
i d="1235470327824"/ >

<r eadi ng
<r eadi ng
<r eadi ng
<r eadi ng

Where:

ref="1235470327824">52. 1211, - 1. 2133, 0</ r eadi ng>

ref="1235470327824" >52. 1211, - 1. 2133, 10</r eadi ng>
ref="1235470327824">52. 1211, - 1. 2133, 20</ r eadi ng>
ref="1235470327824">52. 1211, - 1. 2133, 15</r eadi ng>

message_type denotes the type of data (e.g. Aoosdter, GPS or other
reading)

entity denotes the type of sensor (as same medgagecould come from
different types of sensor)

entity_instance allows one to distinguish betweeittipie instances of the same
sensor in the same set-up and also allows to fgletiteé user (i.e. user jmb
above)

frequency specifies the frequency for multiple @maive readings without a
separate timestamp

location is the information about the location lné sensor (in the example above
“W” means wearable).

id: used to reference a <reading> element and dsraotime when the reading

was taken in UNIX time format.
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Consecutive readings inside the reading_set aoeglmside the <reading> tag with the
ref field denoting the id of a corresponding regdiset header. The timeline of readings can
be derived from the initial timestamp (id) and threqquency also specified in the header.

The detailed schema as well as references to tHe ¥$eme, both created in the

University of Stirling, can be found in the appeadi

3.6 Summary

The chapter presents a detailed description ofyegtevice and sensor included in the
initial PAM prototype. The sensor types were seldcto as to monitor areas likely to be
influenced by the course of a mood disorder.

The sensors can be divided into two groups reggrdineir target location:
environmental i.e. placed in the user's home andralde i.e. worn or carried by the user
during the day. The first group utilises a statigneomputer equipped with commercial and
custom-designed software acting as a processing aod storage facility. The latter sensor
group is based around a customised mobile phonengeais a processing and storage node.
Moreover, in this scheme the phone transfers deliedata to the computer for backup.

The wearable sensors consist of an off-the-shel§ Géceiver and a custom-made
wearable box (CWB) containing a 3-axis accelerometth parameters adjusted to observe
body movements, light detector capable of distisiginig artificial light and a microphone.
Both the GPS receiver and the CWB are Bluetootibledato stream data to the hub mobile
phone. The phone’s software was modified in orderdquire, process and store data from
the described devices achieved via a custom-madeMg applet designed for Java-capable

phones.
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The environmental set contains several separablgystems: Wi-Fi Camera processing
for activity in pre-selected AOIs, PIR motion ddtes interfaced via X10 protocol and
Bluetooth enabled CEB containing light detectorcnmphones as well as door switch
sensors and remote control monitor connected to it.

The prototype described in detail within this cleepivas afterwards put to a series of
trials designed to determine the usability of swaclsystem in a pervasive monitoring

scenario. The outcomes of these trials are destiibthe following Chapter.
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4 Technology trials

This chapter describes the trials and testing phaes of the PAM prototype whose
development was described in the previous chapfénst, the methodology was put to the
test in a technical trial involving healthy voluets in order to establish the usability and
identify any fundamental design flaws that may ec@e following phase was to interview
and recruit potential bipolar patients who werelimgl to test the proposed solutions. The
general results of the tests as well as the pednom of sensors created as part of the

presented PhD project are discussed within.

4.1 Ethical procedures

Both trials were reviewed by an ethical committ€lee first technical trial that did not
involve patients suffering from the condition wasmged ethical approval by the Faculty of
Engineering Ethics Committee at the University afttshgham. An information sheet and
consent form were provided to all participantshaf trial.

The next stage of the trial, which involved BD pats, required approval by a central
ethical body: the UK Research Ethics Committee Bt Research and Development
office. The process of seeking such approval wais ded carried out by Prof. Sally
Brailsford from the University of Southampton orhbH of all researchers participating in
the PAM project.

Both of the applications included the proposed afsall the sensors described in the
previous chapter enabling the entire system toelséed. Both proposals were positively
appraised and permission to go ahead with thestrigls granted in March 2009 for the

technical non-patient trial and March 2010 for tifi@ involving patients.
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4.1.1 Recruitment constraints

Both ethical approval applications outlined coristsaregarding who could participate
and so be subjected to monitoring using the deuvieedniques. The first trial as described
below focused on evaluating the system from a tieahipoint of view. Therefore, ethical
approval was sought for testing it on the investigathemselves and carefully selected
individuals who could provide a useful insight @émrhs of its usability and technical issues.

The patient trial, where the ethical approval waanted by the Research Ethics
Committee, listed specific exclusion criterion. &oesure that the consent given by potential
participants was fully informed, they had to ben@ither the manic nor depressive stage of
their bipolar cycle. This was to be confirmed byithlead care giving clinician. The

participating patients also had to be free fronepthental or serious physical conditions.

4.2 Technical trial

Before the designed and developed PAM prototypédco@ put to use in its envisioned
application it was decided to perform a technidal bn a group of consenting non-patients .
The main aims for the technical trial were iteragsdollows:

e Testing the reliability of the technology: ensuritit the devised prototype is
capable of long-term data acquisition and thatagi@rand sensor drop-out due to
technical malfunctions were not a major issue erttonitoring process.

* Investigate possible improvements to the integnatibthe technology: detecting
any conflicts between devices, protocols and comecation links used by

multiple sensors and nodes within the system.
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« Detecting user compliance issues: identifying amas where a non-skilled user
might not be able to follow usage instructions anocedures as well as finding
devices that might not be used because of theiusilieness in daily life.

e Surveying the acceptability of the system: testivijch sensors and devices
might cause discomfort or privacy concerns foruber over an extended period
of time.

e Acquiring initial data for further development ofrggessing algorithms:
collecting activity data and utilising it to devisemethodology of processing it
to extract key features that could indicate a chaimgbehaviour patterns. The
data could then be used as a control sample infutiber trials involving
patients.

All trials were performed on a group of four matiubis from June to November 2009
and were followed by a reassessment meeting wiadhtd further modifications to the

system.

4.2.1 Setup

The main setup of the trial consisted of the eldmeéescribed in the previous chapter.
The devices were designed either for installatioraihome environment or to be worn
comfortably by the participants. Table 4-1 showssfihal configuration of each identical set
of devices constituting the prototype PAM systenowidver, some of the custom-made
devices were also tested separately in order ®tiine their configuration and parameters.

The results of those procedures were also takerconisideration in the overall trial.
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Table 4-1 List of devices for the PAM technical tral

Wearable Environmental

Nokia 6120 Navigator MS Windows operated desktapmater

Marmitek CM15Pro X10 USB interface (for PIR
Sensors)

Custom Wearable Box (belt worn)
Bluenext Bluetooth GPS receiver Two Marmitek MS13H2 motion detectors
Edimax IC-1520DPg wireless camera
Custom Environmental Box
IR remote control receiver

Bed pressure mat and transmitter

Two door switch sensors

Nokia was the only type of phone utilised in thaltin order to maintain the uniformity

of setups. All of the elements of the kit are présd in Figure 4-1.

Figure 4-1 The PAM prototype kit
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4.2.2 Participants

A total number of four subjects were monitored atiaus stages of the trial. The
participants of the technical trial were recruife@in among the researchers involved in the
project. The reasoning for such an arrangementthasthe trial objectives were mostly
technical and could be addressed more efficieritihe user had an in-depth knowledge
about the system. All participants were interviewaatd gave consent according to the

established procedures.

4.2.3 Collected data

One of the main objectives of the trial was to obsehe performance of the sensors as
well as to assess their potential for monitoringah@oural patterns. Therefore the collected
data was pre-analysed in order to determine whétlegparticular sensor carried information
about behaviour that may be fed further into a @semg algorithm being developed by
other research partners in the PAM project. Su¢h dauld also be used for developing a
standard behaviour model which then could be coetptr a disturbed one in case of a BD

patient.

4.2.3.1GPS tracking

The first main performance-related observation ndigg the GPS tracking made
throughout the trials was that the internal GP$hefNokia is much slower in establishing
satellite links compared to an external receivérer&fore it was decided that the Bluetooth
receiver would be the preferred medium for obtajr@PS readings.

As expected, all the collected GPS datasets hathsit@atures: clusters of points around
significant locations (e.g. home) with these clissthen connected by tracks where the

recorded speed indicates motion. The tracks wemsistent with the transport infrastructure

92



and travelling habits of the participant. Figur@ $hows an example GPS dataset coded for
speed plotted on a map. An attempt at an in-depalysis of the GPS data in conjunction

with other inputs is presented in Chapter 5.

| | b

\\TI A e v>10kmh

“ : 1 kmh < v< 10 kmh
e v<1lkmh

|
CE- i AN

Figure 4-2 GPS tracks characterised by speed

4.2 .3.2Bluetooth encounters

During the initial stage of the trial it was disesed that due to a memory leak occurring
on Nokia phones the Bluetooth encounter monitor wassing the entire node to
malfunction. Therefore, it was decided that thipuihshould be excluded from the trial
procedures. The fault was then rectified and Blottoencounters were utilised in

conjunction with GPS data in a separate trial dieedrin Chapter 5.
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4.2.3.3Acceleration

Undoubtedly accelerometers are the most widesmeddonvenient way of monitoring
overall physical activity [24]. The belt-worn acesdmeter utilised in the technical trial, as
expected, provided informative data about the sisj@activity. To illustrate this, the raw
data from long-term monitoring was subjected toidgsocessing to assess the user’s
activity. The methodology was similar to the essi#d ways of appraising activity
[24,100].

An example of three-stage processing is illustrateBigure 4-3. The first stage was to
combine three axis data (a) into the acceleratiector magnitude (b). Secondly, digital
high-pass (with a 0.1Hz cut-off) filter was appliéal remove the constant gravitational
component (c). In the third stage the data carebtfied and integrated over a certain time

(d). The resulting curve is then considered prapoa to the user’s physical activity/

Unprocessed 4 axis data (a)

Lo = raw

Rectified and smoothed activity output (d)

| I
11:30 12:00 12:30 1200 13:30 14:00 14:30 15:00 158:30 16:00 16:30 1700 17:30

Figure 4-3 Processing steps or acceleration dataefods of temporary sensor dropouts are
blacked out.

94



Integrating activity over a period of an entire gagvided a measure of overall activity
during a day [86]. Figure 4-4 shows such aggregattidity over the course of two weeks.
Missing bars represent days where the sensor waswoon (amount of data was
insufficient), activity could not be appraised. Meheless, the differences in activity of the

user can be observed. In particular the user-reg@tinday workout on 09/12 is apparent.

Aggregated activty

09/02 09/03 09/04 09/05 09/06 09/07 09/08 09/09 09/10 09/11
Day

09/12 09/13 09/14 09/15

Figure 4-4 Aggregated user activity
A more in-depth analysis of acceleration along wéthother inputs collected during
evaluation of the PAM project was performed by aeskers at the University of

Southampton.

4.2.3.4Light sensors

As previously outlined, light level sensing was fpaned in both of the monitored
contexts: wearable and stationary in the home. ddta obtained from the environmental
home setting exhibited a significant amount of @eidity as shown in Figure 4-5.

Considering the stationary positioning of the sentdus is due to the day-night rhythm of
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the sunlight (apparent in general light readingsvell as the user turning the lighting on

during insufficient daylight (observed in the ddil light level). The former provides an

insight into hours of daylight actually reaching tharticipant (an important factor in course

of BD [88]), the latter indicates action perform®dthe user and provides the opportunity of

detecting changes in circadian cycles — one ofktheareas affected by the disorder [75].

Both readings were prone to fluctuate as the vikligbt could be temporarily obstructed by

people moving within the sensor area or the useidéins.

Figure 4-5 shows natural daylight cycles with apparpeaks during mid-day. The

artificial light trace shows times when the paganit turned on the incandescent light during

periods of insufficient sunlight.
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Figure 4-5 Example environmental light readings ovea period of three days

The wearable light sensor readings were mainlyattarised by periods of higher levels

of general (natural) light levels, which can beaaoted for by the user being outdoors in
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direct sunlight, and periods where dominance oficél light is apparent, which indicates
the user’s presence indoors. This dependence cabdeeved when data is presented against

user self-reports. An example of such is presemt&igure 4-6.

== General light
= Artificial light
,,,,,,,,, —___ T 19 - - - _ 9§ - ___T_____T%-___T|—® User-provided information
250 ‘
| | Waiting for bus | | Commuting | | Walking home | | Preparing meal |

200~ - — A

-
a1
o

Light Level (0-255)

=
o
o

soF-——f—M -\ -+

| l — | | | =
16:55 17:.00 17:.05 17:10 17:15 17:20 17:256 17:30 17:35 17:40 17:45 17:50 17:55

Time

Figure 4-6 Wearable light sensing data during a dayith user-given captions
The main compliance issue reported by all partitipaf the study was the fact that the
most comfortable placing of the wearable box (Uguath the belt or in the pocket) meant
that the light sensor could be concealed througtf®itiay depending on the clothing worn.
The issue was escalated when weather conditiongreggmore clothes to be worn and

obstructed the view of the sensor even more.

4.2.3.5Microphone

As described in Chapter 3, there were two audigpteal features monitored by the

microphone: the STE (Short Time Energy) and the Z@Ro crossing rate). Similar to the
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light sensors, the microphone circuit was deployedoth the wearable and environmental
settings.

The ambient sound properties obtained from therenmental sensor were consistent
with the overall activity in the monitored area raported by the participants (the typical
placement was the living room). The STE values shpparent peaks in the mornings and
afternoons when most in-home activity occurred.urég4-7 shows comparison of STE
readings between two participants. To increaseat@hiy of plots the values were subjected
to smoothing with a moving average filter with arhfhute wide window. In the presented
day, it can be observed that the STE value foffitse participant exhibits more regularity
with morning and afternoon peaks of audio energgneas readings from participant two

show less structure indicating less scheduledyifesiuring this day.
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Figure 4-7 Example smoothed STE readings from twoasticipants
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The interpretation of ZCR is not as straightforwasl STE. In general terms, ZCR
provides a rough indication of the dominant frequerof the audio. However, most
algorithms for deriving information about the deégéetsound use ZCR without converting it
to a frequency value [99,101-104]. It has been shtvat ZCR combined with STE, with
appropriate processing and using no other sourdré=a can be used to distinguish between
speech and music in a sound sample [99].

During the “silent” periods (when STE values were) the ZCR exhibited an unstable
baseline typical of white noise as there was noidant pitch in the recorded sound (as seen
in Figure 4-8). However, as energy increased, tbR Zalues changed significantly in
relation to the established baseline indicatinchiét &1 the pitch (Figure 4-8). The rough
interpretation of this is that high values of ZGRlicate multiple frequency components (as
for example in music) whereas the human voice israttierised by lower ZCR values
[90,99]. This can be observed in Figure 4-8 showsngpothed values of ZCR and the
corresponding STE plot.

The wearable version of the microphone provided similar features from the
immediate surroundings of the user. As with theiremmentally set sensor the features can
be fed to a processing algorithm allowing the dion about the nature of the audible
environment [99]. However, the sensor was, to sektent, affected by the same problem as

the light detector as constricted position of theser affected the quality of obtained data.
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Figure 4-8 Example ZCR readings in relation to STE

4.2.3.6Environmental sensors

The environmental sensors included in the trialsiad of PIR motion sensors, door
switches and a remote control usage monitor. E&tieodevices was activated by an event
(e.g. pressing remote control button) with the éxaee of these events then stored within
the system. Figure 4-9 shows a set of readingeseptative of a day of monitoring for one
of the participants. Each bar represents an agg@gamber of events during a 15 minute

interval. In all cases the results correspondel séif-reporting.
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Figure 4-9 An example of aggregated environmentakssor readings over one day.
An attempt at a more in-depth analysis of enviromialesensor readings was performed
as part of the PAM project by researchers at thevdgsity of Southampton. It resulted in

successful recognition of daily patterns of theipgrants.

4.2.3.7Bed usage

The main aim of monitoring the user’s presencedd tvas to detect any indication of
disturbed sleep. This is vital since for a BD pattihe disturbances may be either caused by
an episode or alternatively cause an episode.ifEe pressure mat was to provide a simple
measure indicating the times when the user entarbdt their bed.

Due to privacy concerns, only two of the particijgaagreed to incorporate the sensor in
their home. Moreover, one of the subjects reposigifering from stress-related insomnia
during the trial, which provided examples of diben sleep patterns.

The placement of the sensor was typically undembéress of the bed underneath the

user’s centre of mass. A less comfortable placemieattly under the sheet was also tested.
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All events of pressing the mat (entering the bed the release of pressure on the mat
(leaving the bed) were logged by the EnvironmeBt.

One of the first findings that emerged during thaleation of the sensor was that the
output proved to be more complex than simply primgdentering / leaving events. The mat
used in the trial was sensitive enough to picknymluntary muscle movements of the user
during sleep, causing the mat to be pressed aniassed repeatedly resulting in occurrence
of on/off events. Although no validation againstabtished somnographic methods was
performed, it is likely that the recorded movemerds be accounted for by the participant
undergoing particular sleep phases.

There are two broad types of sleep: Rapid Eye Meven(REM) and Non-Rapid Eye
Movement (NREM). The latter can be then dividedittiree further stages N1, N2, N3
(also known as deep sleep). Each stage is chdemtteby different physiological,
neurological, and psychological features [105].ypi¢al sleep cycle lasts between 90 and
110 minutes and the order of stages is usually-Nil2 — N3 — N2 — REM. The N2, N3
and REM stages in particular are characteriseddayedised muscle activity and atonia. In
other phases however, some muscle activity maybserged. Excessive movement in the
N3 phase may indicate night terrors which ofteroageany depression [106].

Figure 4-10 shows a typical output of the bed fmain one night with vertical lines

indicating each on/off pressed event.

Pressed D—GD 4

S

Not pressed | B e © |
21:00 00:00 03:00 06:00 09:00

Figure 4-10 Typical bed usage sensor output
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This was then processed to produce the double betmwn in Figure 4-11. The top
figure indicates the derived user's presence in likd, produced by ignoring rapidly
occurring on/off events and not interpreting thesntlae user leaving the bed. The bottom
one shows the number of on/off events which arelyliko be caused by the user's muscle
activity during the described sleep phases. Eachrdm@esents the number of such events
during 15 minute long intervals. The inference oédgence in the bed assumes that none of
the on/off events would be missed by the node wiiser a missed rapid on event could
falsely indicate that the user has left the bederé&tore for further implementation an

additional sensor determining presence should loeder.
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Bed occupance

Bed vacated

Bed vacated

Bed occupied [— — — — —

Bed vacated

Time

Figure 4-11 — Processed bed usage readings for tereonsecutive nights of undisturbed sleep.
Each pair of figures represents user’s presence the bed (top) and movement events (bottom)
throughout one night.
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As mentioned earlier, one of the participants reggbthat for several nights during the
monitoring period they were affected by insomnid aestlessness. This can be observed in
the data harvested during those nights. Figure gré2ents a disturbed sleeping cycle which
shows more movement events indicating increasdlbssaess (compared with Figure 4-11)

and periods when the bed was vacated during th.nig

Bed occupancy

T T T T T T T T T T T T T T
Bed occupiedf—— 44— — . . = . . . ————— l——— . . ey ——
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
| | | | | | | | | | | | | |
Bed vacated T e e (i T T i e H e el T T [t Bt
| | | | | | | | | | | | | |
Movement events
70
| | | | | | | | | | | | |
| | | | | | | | | | | |
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| | | | | | | | | | | |
| | | | | | | | | | | |
sl — L _ _ —___ L e [ B Y (P
| | | | | | | | | | | |
| | | | | | | | | | | |
| | | | | | | | | | | |
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| | | | | | | | | | | |
| | | | | | | | | | |
- __ M _ . ) [ — o (|
| | | | |
| | | | |
| | | | |
e il @ T | T i B e e e -—=—-=- === — - === =4- -+ - -
| | | | |
| | | | |
| | | | |
Rttt | | | R | | DN [ T 1 D | | T [ [ a7
| | | | | | | |
| | | | | | |
0 | | 1 | | |
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Figure 4-12 — Bed usage readings during disturbedeep

4.2.4 Post-trial overview of the objectives

The results of the technical trial were used tesseas the proposed monitoring setup
taking into account both, the trial objectives asllvas the potential utility of the data
collected by the sensors as discussed in the pregiections.

The reliability of the sensors in terms of battéfg an unexpected drop-outs was very
good throughout the trial. Figure 4-13 shows thénkgimes (i.e. times when sensors were

on and providing data) of particular parts of tlystem for one of the participants. The
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environmental part of the system was functioninghait major downtime aside from

voluntary shutdown performed by the user.

Wearable box | | I ‘

GPS receiver I I-i = I H-I i i m I

Environmental sensors —H_m—m

09/01 09/02 09/03 09/04 09/05 09/06 09/07 09/08 09/08 09/10 09/11 09/12 09/13 09/14 09/15 09/16 09/17 09/18 09/19
Time

Figure 4-13 Uplink time for PAM subsystems

The wearable sensors, although providing large tifiesn of activity data, exhibited
significant periods of inactivity. This relatestte issue of user adherence as all participating
users reported a level of discomfort caused byntilmaber of devices that needed to be
carried. The fact that the preferred placementhefwearable node should provide it with
exposure to the ambient light sources, only addeithé problem. Lower ‘coverage’ of the
GPS receiver (in relation to the wearable box) seehRigure 4-13 is due to two factors.
Firstly, the gaps in the plot not only represemiets when the receiver was off but also when
the satellite coverage was too poor for the pasitip to work. Therefore, time spent by the
user for example in large buildings appears as tiovenof the sensor. Secondly, the typical
battery life of the GPS receiver of approximatelpdurs was significantly lower than any
other elements of the setup (Table 4-2).

Aside from the GPS receiver, battery maintenandendit cause any nuisance for the
users. Recharging procedures were required forabasensors and some environmental

ones as it was impracticable to power each one tl@rmains power supply despite their
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stationary setting. Table 4-2 shows the typicdtda life observed during the trial. The

observed times were used to create usage guidélinfgure participants of the trial.

Table 4-2 Typical operation time for battery-powere&l PAM sensors

Sensor Battery life
Bluetooth GPS receiver 5-7 hours
Custom Wearable Box More than 24 hours

4-5 hours (when using internal GPS)

Mobile phone running PAM )
10-11 hours (otherwise)

Environmental door switches 2-3 weeks
PIR sensors More than 1 month
Bed-mat transmitter 3-4 weeks

Another major issue discovered that affected ttabilisy of the setup was that all users
reported that the routine security questions ogaagiron the mobile phone were decreasing
the usability and user-friendliness of the integfaEhese prompts are internally implemented
by the phone producer (Nokia) to ensure that amsr s informed about any actions
attempted by the installed software that may caeserity issues in the phone. Such actions
include accessing files, Bluetooth connectionsiaternal sensors which are widely used by
the PAM software. For example, successfully stgrthre PAM sensors application required
the user to confirm up to five security promptsleSeed phones from other manufactures
allow customising the level of such security préicais (e.g. requiring confirmation only
during the first use of a functionality). This wia&en into consideration for the reassessment
for later trials.

As expected, the proposed bed usage sensor waslthdevice that caused acceptability

problems. Most participants decided against testireg sensor in order to maintain their



privacy during the trial. The proposed modifiedgaliaent of the mat (on the side of the bed)
proved to be more acceptable. In all cases howeveegrtain level of unease regarding

monitoring devices in the bedroom was observed.

4.2.4.1Reassessment of the setup

In light of the experiences gained during the técdririal it was decided to alter some
protocols and elements of the PAM system for furtlests. The following changes to the
sensory system were made before proceeding withlanvolving patients:

« The Nokia 6120 navigator was replaced by Sony Eoicphones (K550, C510
and W715) which allowed better customisation ofus&¢ prompts so reducing
the nuisance for future users

¢ Only external GPS would be used due to its highkability and lower battery
usage. In addition the mobile phone is capabletarirgy other wearable data
when the external GPS unit's battery gets discltarge

« The suggested placement of the bed usage mat weuwdd the side of the bed so
as to reduce the discomfort for the user.

Moreover, the issue of an overwhelming number ofas being carried was addressed.
To tackle this issue, a separate trial explorirgpbssibility of limiting the hardware part of
PAM solely to a mobile phone was designed and octedu The procedures and results are

presented in Chapter 5.

4.3 Patient trial

The next stage, following the technical trial, wastest out the technology in the end
user scenario. This meant inviting BD sufferersetst the technology and share their views

on all aspects of the proposed system as well gsrticipate in a trial similar to the one
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described in the previous section. To facilitatis,th recruitment process was started in the

Southampton and Stirling area.

4.3.1 Recruitment and interviews

Initial contact with potential trial participantsa® made by advertising on a mental

health charity website (Solent MINRyww.solentmind.org.ukand by approaching local

self-support groups. Volunteers were invited to ikmratelephone one of the members from
the research team, who then provided an informgiawk which included an initial consent
form (to a home visit by the team) and a requestafdetter from the participant's GP

confirming that the person’s participation was g@table. During a further period of two

weeks the patient was requested to consider theipation, obtain the letter from the GP

and to return the consent form. Unfortunately, &swound that most of the ten patients,
originally interested in participating, withdrewthts stage of recruitment.

For those who decided to proceed, on receipt ofitpeed consent form and GP letter,
the researchers contacted potential participantselmail or telephone and made an
appointment for a home visit. During this first itjisvhich lasted between one and two
hours, at least two members of the research teamaéull verbal explanation of the nature
of the involvement in PAM and demonstrated all senisAfterwards each volunteer was
given a further week to consider their involvemeaiter which, potential participants were
contacted again to confirm that they wished to eedk If this was so then an appointment
was made for a second home visit.

At the second home visit, made by three membetiseofesearch team the main consent
form was signed (to agree to the PAM system bersgalled). This was followed by an
entry interview performed by the researchers frdva University of Southampton and

evaluation of the acceptable set of PAM sensotsetased for the individual, and then their



installation commenced followed by the user tragniParticipants had the right to withdraw
at any stage during the study and have all of tetia removed and deleted.

During the recruitment process three participagteed to the initial home visit but only
one participant proceeded with the full installatias others withdrew before the second
visit. The individuals did not disclose their reasofor not participating and no further

contact was made following their decision in agreetwith the ethical guidance obtained.

4.3.2 Deployment

The sole remaining participant of the trial was ml-aged female living alone in a
terraced house. In accordance with the ethicalamdd, no detailed clinical information
about the participant was made available to théamutThe installation consisted of the
described PAM system modified according with thecdveries arising from the technical
trial. The participant decided to incorporate dlttee available sensors into her environment.
As in the case of some technical trial participatite bed sensor was placed next to the bed
rather than under the mattress according to thentat wish.

Following the installation and user training, tlesearch team performed a number of
maintenance visits to troubleshoot the reoccurdrap-out problems of the environmental
box (which was placed too far from the data-colterPC) as well as to provide additional

usage instructions to the user.

4.3.3 Results

The main outcomes of the trial were: surveying dheeptability of a PAM system and
detecting further user compliance issues that nmese drom the system being used by a

patient. The high rejection rate among the intevei@ patients indicates that the system may
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present itself as too obtrusive thus providingifigsttion for the modifications evaluated in
the next chapter.

In terms of sensory data, the patient trial produeetivity data similar to the sets
obtained from the main trial. Since the patient agrad euthymic (asymptomatic)
throughout the monitoring period, there were noanaperrations from her usual routine.
However, the data collected by the wearable noth;hwdepends most on user compliance
with a maintenance regime, was far scarcer than froy participant of the technical trial. In
one of the intermediate interviews, the patientresiskd the issue of not adhering to the
routine citing the following reasons:

« Discomfort of carrying extra devices in additiornthe mobile phone.

* Forgetfulness regarding charging the sensors, ploomaanually starting the
monitoring application.

e Lack of familiarity with personal technology in geal (not only the PAM
system) resulting in underdeveloped user habits.

Figure 4-14 presents a summary of how well theigpant adhered to maintain separate
elements of the wearable setup. The figure showsigtink times for the devices during a

period of most intensive usage of the wearablepsetu
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Figure 4-14 Uplink times for elements of the weardb setup
It can be observed that while the phone was onnamwitoring, the remaining elements
were either switched off or remained out of Blugtonge during extended periods. This

was typically due to the user carrying the phonenioti the rest of the setup.

4.4 Summary

Trials of the PAM prototype system described in phevious chapter were presented in
this chapter. The commenced trials included a rairept technical trial and were followed
by an attempt to include BD sufferers in assestsiegechnology.

The technical trial resulted in data which could feel into a behavioural pattern
detection algorithm that showed coherence with -tejgorted habits and activity.
Concurrently, usage and adherence issues werdfigi@mhainly in the wearable part of the
setup. The trial showed that additional elemeras$ tieed to be carried by the user may well
be not used. The problem was particularly appaireribe patient trial which resulted in

similar conclusions.

112



The recruitment process for the patient trial reepiicentral ethical approval which was
granted. The ethical procedures imposed sever#lictess with regard to prospective
system testers including the requirement for vaarg to be in the euthymic stage of the
disorder. The recruitment process resulted in @ gatticipant who tested the system during
three month period. As stated above, the adherengsage guidelines in terms of wearable
sensors was poor. In practice, the phone was daand used more often than other elements
of the wearable setup. This observation along feigdback from the psychiatric community

was the basis for investigations described in g ohapter.
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5 Phone-based PAM

This chapter describes an investigation into th@cept of personalised ambient
monitoring based solely on data that is possiblebt@ain from a mobile phone. The section
discusses the premise of such a setup and presiemtsesults of trials performed
independently from the main PAM trial describeiavious chapters. Methods of analysis

and interpretation of the collected data are atexbosed.

5.1 Premise

The development concept and prototype of PAM wasgmted at several meetings and
conferences [66,80,107-109]. Those presentatioisedanterest with the psychiatric and
general scientific community and resulted in expeedback, which, along with user
experiences arising from the technical trial of finetotype, led to the reassessment of the
possible PAM scheme. An investigation was condudtdd researching a behaviour

monitoring system basing on a mobile phone onleit the use of additional devices.

5.1.1 Initial feedback on PAM

The work related to development and testing of Pdddcribed in previous chapters was
presented at various meetings including Med-e-Téd92and the IEEE Engineering in
Medicine and Biology Conference (EMBC) 2010 [80,l(Bome of the experts present at
those events approached the author with commentst af which included one recurring
theme. The concern was that the system as propasgdbe too excessive for the majority of
patients to use comfortably, causing complianceéblpras and data loss as a result. The

number of devices that must be carried and incatpdrinto the home requires that the user
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needs to comply with a variety of basic maintenaocgines (e.g. charging batteries) which
may pose an issue considering the specificity eftéiget group of users. These comments
resonated with the experiences from the attempiald bn BD patients as low adherence to

guidelines for carrying wearable sensors was orieeomain issues.

5.1.2 The concept of phone-based PAM

This received feedback led to a consideration aghither the system could be reduced
in size in order to improve usability without suffeg a total loss of functionality. The
obtrusiveness of the system could be reduced byovieign unfamiliar and additional
elements to the user’s clothing and environment.

Revising the original setup it was assumed thatohile® phone is the element that is
most likely to be kept and would not cause compgkaissues with the user, since these
devices are in everyday use and are commonly dagsierywhere. As previously described
mobile phones also provide location services usinbuilt-in GPS receiver (although it
escalates the battery usage) whilst most come pedigvith a Bluetooth communications
link enabling them to interact with other devic8$ese attributes provide a means of
devising a reduced self-standing monitoring systéthout the need for additional sensors.
Therefore an investigation into the value of acepligeospatial and social data obtained

from a mobile phone carried by a participant wasde@ted.

5.2 Phone sensors

There are a number of data inputs, relevant frdmeteavioural point of view, which can
be harvested from a standard mobile phone, depgratinmake and model of the device.
Usually, the sensory inputs are provided to enharative functions of the firmware, for

example a light detector that enables the autoneatitrol of the brightness of the display.
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The investigations presented in this chapter farusvo particular types of data possible to

retrieve from most devices. Those are locationBlndtooth encounters information.

5.2.1 Positioning

As described in Chapter 3, GPS technology is ctlyréime most common way to obtain
geospatial position. Many mobile phones also pmwtation services using a built-in GPS
receiver and most come equipped with a Bluetoothroonications link enabling them to
connect to a range of external GPS receivers.

The main disadvantage of GPS localization is thar pesibility of satellite signals when
indoors or in other locations with an obstructeslwif the sky (e.g. dense forests). This can,
however, be rectified by the use of GSM cell infation. In order to perform its basic
functionality, every phone is connected to the GB8&twork which is divided into cells
(hence the term cellular phone) located aroundsa gation. The size of these cells varies
from a radius of tens of kilometres in non-urbadiseeas to tens of meters in dense city
environments [85]. If the location of the baseistato which the mobile phone is currently
connected is known then this information along wiith signal strength can be used to obtain
its approximate location. Considering the frequeafthe radio signal (usually of 900MHz)
combined with relative closeness of a transmittex,penetration of buildings and structures
is much deeper than GPS (whose base frequencyisxafd.5 GHz). This can be used to

obtain positional information where GPS localizatis unavailable [110].

5.2.2 Bluetooth encounters

Bluetooth technology is being incorporated intoiereasing number of devices. It is
estimated that globally there will be more thanbillibn Bluetooth enabled devices by the

year 2013 (with at least half of such devices etqubd¢o be phones and PDA’s) [111].
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Mobile phones equipped with Bluetooth connectiiigve mechanisms allowing them to
discover all visible Bluetooth devices in range (apl00Om for Bluetooth class 1 devices).
Information about the number and type of such devjgrovides a means of inferring much
about the users’ context and their surroundingsor &xample, discovery of another
Bluetooth enabled phone indicates the presenceathar individual carrying a phone who

can possibly then be identified. The general sehsnilustrated in Figure 5-1.

Bluetooth range

Type: Mobile phone
MAC: 00:24:EF:D9:65:4C
BT Name: Jay’s Phone

Type: Mobile phone
MAC: 0A:32:65:D9:65:5B
BT Name: Cindy

Di d MA
1scovere ee Type: Other / Unknown

MAC: 00:0B:0D:87:41:1C
BT Name: [Not Given]

00:24.EF:D9:65:4C
00:16:D4:17:69:93
0A:32:65:09:65:5B
00:07:80:82:3B:07
00:0B:0D:87:41:1C
00:1C:88:10:75:4D

Type: Printer
MAC:00:07:80:82:3B:07
BT Name: HP LaserJet 5000

Type: Laptop
MAC: 00:16:D4:17:69:93
BT Name: Work PC

Type: PDA
MAC: 00:1C:88:10:75:4D
BT Name: My PDA

Figure 5-1 Example of a possible Bluetooth context



Techniques based on Bluetooth encounters are wlratiized to infer friendship
networks [112,113], provide location-related infation [114] or even provide common
ground for interaction between two people in Blo#toproximity based on their pre-shared
profiles [115]. The promising results of these stigations led to the idea that performing
Bluetooth scans can provide valuable informatiooudltsocial interactions, an area strongly

affected during the course of most behaviouralrdiss [53].

5.3 Trial

A technical trial aimed at devising a methodolodyestracting information regarding
social behaviour from the data that is possibleliain from a mobile phone was designed
and performed following the technical trial of theain set of sensors described in the
previous chapters. The experimental hardware aftdla®@ setup consisted of one (or two)
wearable elements of the setup described in Ch8ptermely the phone and optionally an
external GPS receiver. Modifications, mainly ie tsoftware layer, made before the study
are described in the following sections.

The main objective of the trial was to collect gemital and Bluetooth encounter data
from a number of participants. It was expected Hiatplification of the hardware setup
would improve user compliance and data coveragheasystem would be more likely to be
used. The collected information was used to dewisans of analysis and derive about the

basic behaviour patterns of the monitored individua

5.3.1 Setup

The main aim of the trial was to acquire and preateta solely from a mobile phone.
The hardware consisted of either a Sony Ericssdd2@b Nokia 6120. The latter contains a

built-in GPS receiver although both of the devicesld be paired with a Bluetooth enabled
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GPS receiver (BlueNext BN-906GRIhe advantage of such an arrangement, over thefus
an in-built GPS receiver, was the higher reliapildf a quality external receiver in
comparison with the internal one available in thene. Such an off-the-shelf GPS device
packaged as a convenient keychain did not incréaseobtrusiveness of the setup nor
compromised the main requirement of the trial. Whatmore, it was found that the
combined average battery life of a phone and aereat receiver is higher than that of a
phone with an internal GPS receiver.

The phone’s software constituted of a single Jgyi@ation based on the PAM sensors
application described in Chapter 3. The modifigaiocluded:

* Removing the capability to connect to other wearaments not applicable in this

scenario.

« Enabling the collection of cell information (idefidation number of the currently

used base station).

« The memory leak which caused the exclusion of Bloikt encounters monitor in the

trials described in the previous chapter was fixed.

« The option of utilising the phone’s internal GPSaiger was reintroduced to

facilitate obtaining geospatial data without adutiil devices.

e Simpler CSV data storage format was used for ekfsgther processing.

No user input questionnaires or automated datafea@pplications were used in order
to simplify the protocol. Data was collected ofetphones after the trial with the position
data recorded as sets of four values: latitudagyifode, speed and satellite count, with the
data sampled and stored every four seconds. CuredinD was stored in conjunction with
every GPS reading in order to simplify the syncigation of the two types of readings.

Bluetooth encounter scans were performed every ib@tes and stored as a set of unique



MAC addresses of the discovered devices. The fremyuef the scans was selected as a
compromise between minimising the battery usageessary to perform scans whilst
ensuring that a device present in the surroundieg for a significant amount of time would

be detected.

5.3.2 Participants and ethical approval

Since the objective was to test the technology @ewise tools for data analysis the
subject group did not include patients sufferingnrirthe investigated disorder. Rather, the
control experiment consisted of two male and twuodle subjects aged between 20 and 29,
who have no history of BD, although one of the flareubjects has been diagnosed with
depression in the past. The experiment lasted foereod of time between three and eight
weeks in different locations in the UK, Poland, 8er and Uganda (as participants travelled
between those countries). During the trial, suljeotre asked to keep both the trial phone
and the GPS receiver (if not using the built-in afaifity) with them at all times, although
they could disable or terminate the monitoring agapion at any time.

Since there were neither significant data inputsdevices added compared to the main
PAM prototype (as the aim was to reduce the extensiss of sensor network), the
experiment was performed under the ethical approwghined for testing the complete
system. The participants were given the same irdtiam and consent forms as in the
technical trial described in Chapter 4 with theadiggion of unused devices and techniques

removed.

5.4 Results and analysis

The trials performed between February and Augus@fO resulted in a database

consisting of over 2 million separate GPS readirfgembined with cell network
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information) and the results from nearly 15 thowsanans for Bluetooth encounters. The
users complied with the usage instructions, whasulted in good coverage of data in the
temporal domain. This provided a solid base foegtigating the extraction of patterns from
the acquired data. Participants were interviewathédiately after the trial in order to
provide information that could be used to valid&sults derived from the recorded data. To
minimise the error caused by the recollection pseceach user was asked before the trial to
take note of the places visited when being undenitmdng. However, to minimise the
inconvenience, they were not asked to keep a sliacy of visited locations.

To make it easier to generalize the methodologwéet datasets, longer lasting trials
were divided into four week segments (unless tla was shorter than this period). The
datasets are identified by two numbers: the firg# ondicating the participant and second
indicating a particular 4-week dataset (e.g. datdgkeindicates second dataset of Participant

3).

5.4.1 GPS tracks analysis

Literature shows that the most significant inforimatthat is possible to obtain from
even sparse GPS tracks is the user's meaningfatibos [116,117]. The key is to transform
physical coordinates obtained by positioning tebébg into a domain where places are
described in terms of their meaning for the user éxamplehome workplaceetc.). Such
places can be then classified and their importaecied.

The data collected in the experiment was analyseafder to discover such locations.
Figure 5-2 presents a map containing one of the G@&sets for Participant 2. All figures
found in this chapter are generated from the saatasdt 2.1 (unless stated otherwise).
Figures and analysis results of other participatdsa (i.e. datasets 1.1; 1.2; 2.1; 2.2; 3.1; 3.2

and 4.1) can be found in the appendix.
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Figure 5-2 Geospatial tracks from dataset 2.1

It can be observed that the data is noisy as paigtscattered uniformly throughout the
plane. Moreover, linear tracks bearing no relatioractual location (most likely resulting
from Kalman filtering used internally in the recery can also be observed. Nevertheless,
clusters of points are clearly visible with narrésaces along the roads leading between

them.



5.4.1.1Pre-processing points

Before significant locations can be discoveredsinecessary to process the collected
geospatial points in order to reduce noise andctoewe better separation between the
clusters which correspond to these locations.

Pre-clustering processing of the data consistedrabving all readings based on three or
fewer satellites, which includes those producing tmear features in the bottom left
quadrant of the Figure 5-2. Since the main aimhaf tlustering process was to detect
significant locations rather than map the journlegaveen them, another pre-clustering step
was to eliminate points where the recorded spesaliffed by the GPS receiver using its
internal calculations) suggested the subject wasgingo Taking this into consideration a
dataset was produced consisting of points gathefesh the speed was less than 1km/h.
Figure 5-3 shows the data from Figure 5-2 distiglginig between points with low satellite
visibility and those where speed indicates movemehereas Figure 5-4 shows the resulting

dataset with these points removed, so illustratinge separate clusters of readings.
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Figure 5-3 GPS tracks from dataset 2.1 segregatedtivregard to satellite count and speed
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Figure 5-4 Processed dataset 2.1

5.4.1.2Clustering

There are numerous clustering algorithms that amtbised to solve the problem of
clustering such data. These include Bayesian pilidtabalgorithms and simple k-means to
more complex methods [118].

However, the literature suggests that the technthatis applied the most is Density-
Based Partitioning. Algorithms from this group toydiscover dense connected components

of data, which are flexible in terms of their shapensity-based connectivity is used in the
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algorithms DBSCAN, OPTICS, DBCLASD, while the algbm DENCLUE exploits space
density functions. These algorithms are less seadib outliers and can discover clusters of
irregular shapes. They usually work with low-dimensl data of numerical attributes,
known as spatial data [118]. Such qualities rertdem as a good tool to deal with the
geospatial data collected here. The first of teeetl algorithms: Density-Based Algorithm
for Discovering Clusters in Large Spatial Databasét Noise (DBSCAN) has already
demonstrated its effectiveness in clustering ge@dpacords [117,119,120].

DBSCAN was developed at the University of MunicHLBB6 and has since become one
of the most commonly used algorithms for clustefisrge data sets. The algorithm targets
low-dimensional spatial data with only two inputrg@aeters and MinPts which are used to
define the following constructs:

1. An e-neighbourhood of a point X ={x..,x;] defined as a collection of points Y
for which d(X,Y)<e , where d is the Euclidean distance between tirego

2. A core object is a point with aneighbourhood consisting of more than MinPts
points.

3. Point Y = [,...,y] is density-reachable from a core object X whefinde
sequence of core objects between X and Y exists that each belongs to an
neighbourhood of its predecessor.

4. Two points X, Y are density-connected when the &g density-reachable from
a common core object.

So defined density-connectivity is a symmetric tielaand all the points reachable from
core objects can be factorized into maximal coretecomponents serving as clusters. The
points that are not connected to any core pointdadared to be outliers (they are not
covered by any cluster). The non-core points ingiduster represent its boundary. Finally,

core objects are internal points [121].
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The values of parameteesand MinPts should be selected with respect toddta
features. The former should relate to the dataluésn (how close the points can be from
each other) whereas the latter is crucial and dsfirow dense the sought clusters should be.

There are several reasons for favouring this mettabtly, a small set of input
parameters makes it easy to generalize the metbggdbecondly, the method does not aim
to cluster all the points in the input databasenimgpthat a substantial subset may emerge
un-clustered and so can be considered as “noi$és.i$ a crucial feature as many recorded
points will clearly not belong to a significant star (i.e. a meaningful location). For
example, there may be readings taken during timsitran between locations that are better
left un-clustered.

In the processing of the trials results thealue was set at a constant value of 5 times the
resolution of a GPS reading which is 0.0005 degiee®ordinate space. This corresponds
to an area of approximately 30 by 50 meters in pein@here the vast majority of readings
were taken. Varying the value of MinPts parametas the factor that influenced the number

and significance of discovered locations. The pgeds described below.

5.4.1.3Density and clusters

Considering the temporal features of GPS readithgsMinPts parameter can be related
to the total time spent by the subject in a paldiclocation. In the presented approach data
was first clustered with a parameter value of 50@king into account the sampling period
(one point is taken every 4s.), this correspondspiaroximately 5.5 hours worth of records
within a cluster throughout a particular 4-weekadat, although the actual time may be
greater due to the fact that points with poor $&tgelcoverage (mostly from indoor
monitoring) were disregarded (see pre-processifigure 5-5 shows results of such

clustering performed on the data presented in tbeiqus figures.
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Figure 5-5 Dataset 2.1 clustered with MinPts set t6000 (high density clustering)

Here, a significant subset of the points was digskias noise. This indicates that the
spatial density is not high enough to constitutelaster with the specified parameter.
However, such noise may still carry information @tiess frequently visited places. Such a
possibility was explored by taking points classifi;n the previous step as noise and
applying a less rigorous clustering via use of gnificantly lower MinPts value of 500

(Figure 5-6). This procedure was repeated alsa fdinPts value of 150 (Figure 5-7).
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Figure 5-6 Remainder of dataset 2.1 clustered withlinPts set to 500 (medium density
clustering). Note: Cluster 2 is outside the plottedrea
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Figure 5-7 Further remainder of dataset 2.1 clustexd with MinPts set to 150 (low density
clustering). Note: Cluster 5 is outside of the plded area

5.4.1.4Significant locations

In order to verify the clusters, subjects were shdWwe maps as in figures 5.2-5.7

generated on their data and asked to identify plagdeere clusters were found. In all cases,

users were able to successfully identify discovarledters as meaningful locations. Table

5-1 presents the results of cluster discovery aedtification for one of the subjects. In

general, clustering performed with greater valuesvinPts identified frequently visited

places with a large average occupation time sudioa®, workplace or gym. Lower values
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of MinPts enabled the discovery of less frequenityted places (e.g. one-off visits) as well

as places that were visited frequently but for speriods of time (e.g. regular bus stops).

The reports cohere with a timeline showing the gmes in each cluster generated from

reading timestamps as shown in Figure 5-8. Gapthénplot represent times when the

monitoring was essentially inactive, that is, wihtgmad been turned off or no satellites were

in view.

Table 5-1 Example of cluster verification for datast 1.1

MinPts Description given by participant
Cluster number
parameter Place Times visited Avg. duration

1 5000 (high) Workplace Constantly Hours

2 5000 (high) Home Constantly Hours

3 500 (med) Sports centre Often 1 hour

(gym)

4 500 (high) Friend’s house (1) Several 2-3 hours
5 150 (low) Bus stop Several < 15 minutes
6 150 (low) City Centre Several 1 hour

7 150 (low) Sunday market Once 1 hour

8 150 (low) Bus stop Once < 15 minutes
9 500 (med) Campus pub/ Several 1 hour

cafeteria

10 150 (low) Bus stop Twice < 15 minutes
11 150 (low) Bus stop Once < 15 minutes
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Figure 5-8 Presence in clusters over time. Each roeorresponds to a day in the monitored
period. Cluster numbers correspond to those preseatl in Table 5-1.

5.4.2 Inclusion of cell information

While performing the pre-processing it became agmtathat removing unreliable points
with low satellite visibility resulted in rejectiran average of 30% of readings in all datasets
(up to 45% when using the less reliable Nokia phwith an internal GPS receiver).
Moreover, interviews with the participants reveatldt although most of the frequented
locations were discovered, some visits, mostly affiedsits to indoor places, failed to be
identified. Investigations have been conducted tdwaectifying this loss using cell base
station ID information, which was stored in conjtioe with every GPS reading taken.

It is theoretically possible to resolve base deltd their position. However, this requires

prior knowledge about the location of cells owngdte particular GSM network operator.
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Although there is a database provided by Ofcomainimg such information for the UK and
[122], the data in the described trial covered mame location in several countries and most
open-access databases (including ofcom) contacehdocations are scarce and incomplete
for these places [123].

In light of this fact the use of GSM network infaation was put to use not as a self-
sufficient method of localisation but rather asomfation complementing the GPS readings
where satellite visibility was particularly low (rsily indoors). The logic was then used to
improve GPS information and appraise its influece the results generated using the

methodology described above.

5.4.2.1Method

Most commonly, the loss of GPS link is the restilthe user entering a large structure
such as a high rise building. The thick concretésnand other type of obstructions cause the
GPS receiver to lose the line of sight and so pi®vinreliable data. In many cases however
the mobile phone remains connected to the bagerstat

The main assumption of the proposed method is ithtite GPS signal has lost its
strength but the ID of the currently connected kslagon stays the same it can be assumed
that the user has remained in the same area butvi¢he of GPS satellites has been
obstructed. Therefore, all subsequent readingsemere is no GPS link but the same cell
ID is recorded are to be treated as readings fhanfest reliable GPS position recorded. The
proposed algorithm replaces all following readimgth the last established position until a
reading with a different cell ID or a re-establidh@PS fix is recorded. Figure 5-9 illustrates

the process.
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1 2 3
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Timeline
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1 2 3 4 avg. 3-4 avg. 3-4 avg. 3-4 8

‘ Modified data stream

Legend
Reliable GPS
position

|:| Unreliable GPS position

Assumed position

Recorded cell ID

Figure 5-9 Complementing GPS readings with GSM infamation.

5.4.2 .2Effect on the results

The method of complementing GPS data via the uselbinformation was validated by
re-processing and re-clustering of the datasetsideteaccording to the devised algorithm.
To achieve the comparability of the results, thecpss was performed in the same manner
as with unmodified GPS readings. Data was clusteredhree levels of MinPts density:
5000, 500, 150 and compared with the correspon@isgits from original datasets.

In all cases new clusters were discovered. Morem@ne clusters identified with the
standard routine exhibited a higher density in éh@ended method and as expected, this
applied mostly to indoor locations with a low fremay of visits, where the density of
reliable readings outside those places was not émglugh to be detected using solely GPS

information.
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The application of the method using low values oinPis, however, resulted in
emergence of clusters that failed to be recognizethe participants (i.e. false positive).
False positives were not observed within high amdliom density clusters in all datasets.
This suggests that such a methodology of enhar@g readings should be used only for
high to medium density clustering.

The overall effect of including GSM network infortiza in the process of clustering is
illustrated in Table 5-2 created for the datasét thich is characterised by the highest
difference in the number of discovered clustergctet! using both approaches. Numbers in
brackets show the number of clusters successfidiytified by the users. Remaining dataset

information can be found in the appendix.

Table 5-2 Clusters detected in dataset 1.1 with anslithout the use of GSM information.

Using GPS Using GPS and Cell ID
Number of geospatial points 457014 -
Number of points after pre-processing 98876 178222
High density clusters 2(2)
. - 2(2)
(successfully identified)
Number of med. density clusters
3(3) 5(5)
(successfully identified)
Number of low density clusters
6(6) 11(6)
(successfully identified)
Total clusters 11 18
Successfully identified clusters 11 13
False positives 0 5
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5.4.3 Bluetooth encounters

The phones performed a total of 14500 Bluetootmsaduring the trial. The datasets
were divided into 4 week long parts to match thasthn of positional data. The number of
performed scans throughout such datasets variad 860 to more than 2000 as the
implementation of the scanning facility is deviegpdndent. One of the devices (Nokia)
continued scanning until all detectable devicesewdiscovered resulting in long-lasting

scans whereas the other (Sony Ericsson) emplofigddatime span for each single scan.

5.4.3.1Processing

Each scan produced a timestamp and a set of hemadddAC addresses of the devices
discovered in range. This allowed the identificatiof times when the number of
encountered devices was particularly high, whicluldandicate a crowded area, such as a
bus or a busy city centre.

In order to extract more useful information frone tatasets, they were transformed
from a temporal organisation to a MAC-oriented ofmbis resulted in a table of MAC
addresses (encountered Bluetooth devices) witlyrassidates when such encounters took
place. This gave insight into the repeatabilitysath encounters. The further step was to
categorise those devices depending on the frequeinesicounters. Those categories were:
‘single’ (1 encounter in a dataset), ‘occasionbBtiveen 1 and 10), ‘frequent’ (between 10

and 40) and regular (40 and more).

5.4.3.2Results overview

The average number of Bluetooth encounters per seah throughout the datasets was
just below two. As stated before, the setup basedna the Nokia exhibited longer scan

times, resulting in more discovered encounterss Deicame apparent in datasets where one
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of the scans performed by a Nokia revealed 169 wertieced devices during a scan lasting

for more than 30 minutes. The scans performed uSioigy Ericson did not show such

extreme values. Nevertheless, single scans witmaingber of discovered devices reaching

30 encounters were also observed in crowded places.

10000 F=—==—==——=

”””” I Dataset 1.2 7

1,000

100 =

———— ~———| Il Dataset 4.1 [

[ Dataset 2.1 | |
[ Jpataset2.2
[pataset3.3 ] |
I Dataset 3.2

10

Single Occasional Frequent

(n=1) (1<n<10) (10<n<40)

Figure 5-10 Number of discovered devices by categor

Regular
(40<n)

In all of the datasets the majority of discoveredides were one-off encounters with a

small but significant subset appearing more tharegfigure 5-10). An attempt was made to

identify the most frequently occurring devices altgh this procedure was difficult as it

required surveying frequented places and discogdha devices that the discovered MAC

addresses belonged to. The example of such idetidh of ten most frequent encounters in

one of the datasets is shown in Table 5-3.

To further the knowledge about the discovered @evihie scan results were matched

with meaningful locations found during the analysigositional data. Encounter times were

matched with the presence in the discovered chisidre first discovery was that scans that



resulted in the most encounters in the vast mgjofitcases were usually performed either
during transition times or during the participanpgeesence in public areas such as city
centres or restaurants. Such contexts, in facgesig crowded space with numerous people
equipped with Bluetooth technology.

As expected, some of the devices were encountergdroa particular location, such as
a Bluetooth enabled home computer or a mobile plasree work colleague. Others were
encountered in more than one location, which wamdigator of social interaction as those
devices were identified as mobile phones belonginffiends or spouses. An example of

such inference is shown in Table 5-3.

Table 5-3 Identification of most frequently encounéred devices for Dataset 1.2

Device MAC grlljcrgzﬁiec;fs Locatior;sn((:(c:)lbjﬁtgs) of the Identification

002298F62929 715 ome :nr(je;)tt:uerra?](t)g::]gr:)etrr:gs Partner's phone
0016BBASEBCD 566 Home Second mobile
001E377F9510 523 Workplace, Home Work laptop
00197EDF162D 463 Home Unidentified
000A3A815024 392 Workplace Laboratory PC
001A897E13E9 360 Home Unidentified
0026CC64A65D 328 Workplace Colleague’s phone
0022FDAGFADC 192 Friend's gﬁ;i‘zn\ﬁgrk’ Home, Friend’s phone
0022A9365CEA 148 Home Unidentified

In the future implementations, the process ofahitientification of the devices could be
could be facilitated by the user who could identifie custom Bluetooth names during a

setup procedure of the system.
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5.4.4 Change detection

As previously stated, some of the acquired datasetsred up to 8 weeks. This provided
a good frame of reference for appraising whetheangmg patterns of behaviour are
reflected in the results obtained with the deviseddhodology. Maintaining the division into
four-week-long datasets, the participants whose danstituted of at least two datasets,
were asked to point to any changes to their lifestyhich was then used to validate the

obtained analytical results for the period of monrtg.

5.4.4.1Participants’ reports

Participant 1, a single female, described the finsinth (dataset 1.1) as average and
representative of her usual lifestyle. The secoeribd (dataset 1.2) was characterised by a
home refurbishing project, causing her to work frieome. Less social interactions occurred
during this period.

Participant 2, a male living with his partner, désed the time covered by dataset 2.1 as
a busy period spent preparing a work-related assgih Most of his days were devoted to
lab work and he did little socialising. The papignt described the second month of
monitoring (dataset 2.2) as a very active perioth wieekend escapes and social events as
well as a week-long trip to the family home abroad.

Participant 3, male living with his spouse, repdréemost significant change in routine
between the two investigated periods compared heroparticipants. During the second
month of surveillance (dataset 3.2), he temporamibved abroad (to Sweden) for voluntary

hospital work. The trial ended soon after his metur



5.4.4.2Coherence with analysis results

The key features of particular datasets are shawmable 5-4. It was observed that
reported routines were also apparent in the oldaiasults. Dataset 1.2 is characterised by
only one high density cluster which would indicdteat only one location was visited
constantly and for long periods of time. This agreeth the participant’s claim that the
second month of monitoring was spent mostly at hamtuding remote working, which
caused the workplace not to be among the high-tJecisisters.

Dataset 2.2 contained a significantly higher nundjeriusters of each density compared
with dataset 2.1. The fact that the most encoudtBitaetooth device in the first dataset is
the workplace computer coheres with the feedbaakrgby the participant.

Datasets 3.1 and 3.2 show the change of lifesggerted by the participant. Encounters
with their spouse’s phone are dominant in firgiqguebut non-existent in the second dataset.

Also the locations of detected clusters shifteteotihg the fact of moving abroad.

Table 5-4 Analysis of multiple datasets

Total number of clusters detected  aAyg. number of Most encountered

Subject  Dataset :
(high, medium, low density) encounters per scan Bluetooth device

Not identified — related

11 11(2,3,6) 2.00 to ‘Home’ cluster
1
12 7(1,3,3) 1.87 Not |(?ent|f|gd — related
to ‘Home’ cluster
2.1 12(3,3,6) 2.75 Lab PC
2
2.2 25(4,13,8) 3.44 Partner’'s mobile phone
3.1 35(4,9,22) 0.82 Spouse’s phone
3 Not identified — related
3.2 25(2,7,16) 0.40 to ‘Place of residence

abroad’ cluster
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What is more, it can be observed that periods destiby participants as more social
and active are characterised by a higher numbenodunters per scan. This is likely to be
caused by a higher number of other Bluetooth deviceerowded places usually connected

with social activity (e.g. pub).

5.5 Summary

The concept of the PAM performed solely on a molpleone was inspired by
experiences resulting from earlier trials as wallfeom the feedback received from the
psychiatric community. The commenced trial focusadinformation that it is possible to
obtain from a smartphone which includes GPS posiaod Bluetooth encounters. The
possibility of enhancing GPS positioning with GSMIanformation was also explored. The
tests consisted of participants carrying the ph@me in some cases a GPS keyring) for a
period of three to eight weeks. Afterwards the teswere analysed in order to extract
behaviourally relevant information about significdacations and interactions. Using the
DBSCAN algorithm allowed the identification of sifjoant locations successfully validated
by the participants. The process was then imprdyeutilising cell information according to
a devised algorithm. Table 5-5 shows an analys&wiew of all datasets included in the
study. Detailed results for one dataset are shoiilninmthe chapter whereas others can be
found in the appendix. Including cell network infmation improved the process of
identifying clusters. However, it was discoveredittHow density clustering of data

augmented with the use of GSM information can teddlse positives.
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Table 5-5 Overview of GPS analysis

Dataset
1.1 1.2 2.1* 2.2 3.1 3.2 4.1%*
Weeks covered 4 4 4 4 4 4 3
No. of GPS points 457014 402953 137410 257244 49394 309355 88516
No. of points after 98876 65916 71752 82610 227288 219725 12529
preprocessing
Percentage of points
rejected due to low 34.14% 48.66% 10.82% 38.23% 13.23% 6.99% 85.85%
satellite count
High density clusters 2 1 3 4 4 2 1
Med. density clusters 3 3 3 13 9 7 4
Low density clusters 6 3 6 8 22 16 3
Number of points 79346 75580 * 23636 18531 4374 ox
reassigned using GSM
High density clusters
detected with GSM 2 2 i 5 4 2 **
Med. density clusters . -
detected with GSM 5 4 12 10 9
Low density clusters . -
detected with GSM 11 13 10 26 15
Number of false positives 5 4 i 5 0 0 )

with GSM***

* - Dataset 2.1 does not include GSM cell inforrmati

** . GSM cell information could not be obtainedlifganda for dataset 4.1

*** . False positives occurred only within low detysclusters

Analysis of Bluetooth encounters showed that snfdrination can be utilised in several

ways. ldentifying the most frequently encounterexvices, can provide insight into the

number and times of interaction with users of thdseéces. In particular phones belonging

to friends and spouses of participants of the stueke identified.
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Concurrently, frequently encountered devices caoften tied to one particular location
(identified in earlier steps). Therefore, such emters can be useful in enhancing the
positioning process where GPS localisation is natilable. For example, recording an
encounter with a Bluetooth enabled work PC canedus system to assume the position to
be ‘workplace’ without using other means of obtagniocation.

Moreover the number of encounters in a single seanindicate a crowded location like
bus or a city centre. This kind of information cafso be useful in appraising the
participant’s social activity.

The combined data from both analyses were then tasexplore differences within data
collected from one participant over the coursenaf $eparate four week periods. In all cases
participant-reported changes in their usual rouéind behaviour could be related to a data
input. Examples of such include:

* Increased number of detected significant locatimtsering with a more active
social life.

« Encountering workplace computer more often durimgiquls of intensified
work.

e Significant locations shifting drastically as a ukksof moving to another
country.

* Increased number of Bluetooth encounters per seangimore ‘social’ times.

Such derivations render data collected from a megbflone as a comprehensive source
of behavioural information. Adding the inputs natluded in the trials (e.g. acceleration
data from the internal phone’s sensor) could leaa@rt effective monitoring system that
would be possible to achieve just by installingtoos phone software without having to

obtain additional hardware.
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6 Discussion and Conclusions

This chapter summarizes the main results and owsarhthe work. It also presents a
brief discussion on the future of PAM in mental ltle@ased on the experiences arising from

the work.

6.1 Summary of work

This thesis has presented the premise, implementand testing of a prototype sensor-
based system which, it has been argued, could pkedpto the pervasive care of the
mentally ill. Considering the background, it wasaéished that technology-aided methods
of collecting information about patients’ well-bgirare still not part of standard clinical
practice in mental health. Despite the progresambulatory care including development of
less obtrusive body worn sensors, such technolegyei to make its way into psychiatric
treatment and monitoring regimes. Neverthelessethee several examples of research on
including computerised self-assessment, physiokbgiteasurements, actigraphy and other
novel approaches in the field of psychiatry, whiate presented in Chapter 1. These
approaches constitute the research context foP#&M for the mentally ill, a sensor based
support network for people with psychiatric cormtis. For several reasons, including the
occurrence of opposite behavioural extremes antigts cost to healthcare, BD was chosen
as the main target for the proposed system. Thmgpoyi aim was to create an “early
warning” system able to detect changes of behavaircould indicate an upcoming bipolar
episode and generate alerts. Such alerts couldfisagly improve the patients’ self-

awareness which is crucial in any BD managemegitne
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These regimes along with the main symptoms, typelsvariations of the illness were
presented in Chapter 2. Then, the key syndromeasasfic and depressive episodes were
matched with a non-invasive objective measure (pgychomotor agitation in manic
episodes can be observed via accelerometry). Isethpairings, however, utilisation of
physiological measurements was rejected due ta tingdracticability in a longitudal
monitoring scheme. Possible sensor configuratiom® wliscussed in terms of their intended
placement (wearable and environmental) as well tiessible architecture.

Chapter 3 presented the initial implementation &ifss PAM prototype consisting of a
wearable part with a mobile phone used as a hukaarehvironmental set of sensors to be
set in the user’s home. Both subsets contain effstielf sensing solutions as well as custom
devices designed and developed for this partiquigpose. The technical trial that followed
the development of the prototype was covered inp@nat, which also included an attempt
to include bipolar patients in assessing the devssstem. The sensor data collected in the
technical trial was processed in order to extraasid behaviour patterns for particular
sensors. The experiences from the technical wréak then used to reassess the setup and
approach bipolar patients. However, due to potep@aticipants withdrawing at various
stages of the recruitment process, only one irsiatl was performed.

During the trials, several compliance and accefitpbssues were identified, which
were mostly related to the wearable part of thdesysIt was discovered that participants
were not likely to incorporate additional elememtgheir clothing, which was exhibited in
low usage of the wearable sensors. This appligbdedealthy volunteers as well as the sole
BD patient participating in the trial.

The PAM trial along with initial feedback from thgsychiatric community led to the
conclusions that any additional device to be cdrmeay cause compliance issues with

prospective users. Therefore, the possibility dfsuig a smartphone as the only means of
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ambulatory monitoring was explored. During the stigation, involving four participants
monitored over a period of up to eight weeks, liocainformation along with Bluetooth
encounters data was collected and then analysedidpal data was subjected to clustering
using a well established algorithm which led toniifecation of places meaningful to the
participants, who validated the results. The medhmyly showed correlation between density
of clusters and their significance for the subjéd¢tempts to improve the clustering process
via utilising the cellular network information l¢d some improvements but also to false
positives.

Bluetooth encounters provided information possitdeutilise in three ways. Firstly,
matching a discovered Bluetooth-enabled device tghuser yielded, to some extent,
insight into social activity of the participant. ®adly, frequently encountered devices that
occurred in a single location identified in posii@ analysis may enhance the positioning
process. Finally, high number of encountered devicea single scan usually indicated
presence in a crowded location, which informaticayralso be of relevance for a monitoring
system. Overall, the devised analysis methods ledethe possibilities of deriving
information about a person’s activity and sociahteat based on inputs collectable from a

mobile phone.

6.2 Key conclusions and discussion

Each stage of the work presented within this the=sslted in key conclusions that were
used to determine further steps. Reviewing curbesdlth service reports and academic
publications revealed the growing problem of meritehlth and the existence of unmet
needs within current healthcare systems. Moreoweis apparent that the marginalised

problems of people with mental illnesses will beeoam even greater burden in the near
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future as their prevalence is expected to grow.sBfferers were identified as a group which
could potentially gain the most from an effectiveans of monitoring their current mental
state. This is mostly due to the fact that an e@tygnition of bipolar episodes may result in
a more successful intervention, but current clinfractice relies mostly on self-assessment
in dealing with the disorder. Only a few researeimtees have attempted to implement a
technology-led ambulatory monitoring system for geo affected by the condition
[54,59,62,64].

The premises described above drove the developmaedt evaluation of a PAM
prototype that included several sensory devicdseeivorn by the users or placed in their
home environment. Every evaluated element provigentially useful data about the
users’ activity and patterns. However, many issuéth the tested sensors and their
implementations also became apparent, one of the ara most persistent being the
impracticality of maintaining and “wearing” that madevices on a day to day basis. The
sensor-specific gains and main problems that adas@g the evaluation of the system are
outlined in the table below (Table 6-1). It is wortoting that the concerns regarding the
obtrusiveness do not apply to environmental sengsrthey require minimal maintenance

and, aside from the bed usage sensor, causedmdighemfort nor unease.



Table 6-1 The main gains and issues of individualAM sensors

Sensor Ambulatory relevant information Main issues

May not be worn in fixed position in

Accelerometer Viable physical activity measure relation to the body.
Nature of the surroundings. Easily obscured by layers of clothing.
Wearable light sensor Amount of daylight exposure (has Impracticable to wear on the outer
clinical value) garment on a day by day basis

Nature of the audible environment and
Wearable microphone detecting possible noise irritants Obscured by clothing
Potential of sensing emotions

Shows daily routines and rhythms
GPS receiver Out of ordinary behaviour and visits at
unusual places

Ongoing surveillance may be deemed
invasive

Amount of daylight at home
Environmental light sensor  Detecting using the home lighting at -
unusual times

Environmental Nature of the audible environment at
microphone home

. At-home activity patterns
Motion sensors - -
Detects symptoms like unrestfulness

Occurring privacy concerns
Bed usage sensor Sleep patterns Causing physical discomfort when
placed on the bed

Some of the issues described above can possiblyrebgfied by changes in
implementation. For example smart sensorised oga@ements could facilitate collecting
light and microphone readings along with othericlily relevant data [62]. Nevertheless,
many of the inputs considered in the work, muclplagsiological measurements, might be
not practicable to implement, despite the usefwlrafsprovided data. Further insight into
this aspect could be obtained by establishing fsers groups which were not employed in
the described study. However, as stated earlier,RAM project was supported by an

advisory group consisting of clinicians and pasenho provided initial user input.
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Another factor that can contribute to the reductioh desired sensors is the
interchangeability of the data they provide. Altgbuno dedicated investigation was
conducted, such links between data types couldhserged. An example of such is that
whilst the participant’'s presence indoors could degived from decreased natural light
and/or increased artificial light sensor readingsjas also characterised by the GPS sensor
loosing satellite link.

The combined experience of all implemented triald tests led to the conclusion that a
successful wearable monitoring system should nt#rfere with the user’s routine and
habits. Therefore pursuing monitoring via only abif® phone was a logical choice for
further investigations. This approach proved tonsbtroe potential in providing insight into a
user’s life to an extent unavailable by other meahsensor-based monitoring. Whilst
BAN'’s aim to collect physiological measures, postdata and biological markers, the phone
provides a means of observing the effects of bela&l routines in daily life. Information
gained from GPS surveillance combined with Bludtooteractions provided information
about visited places, interacted individuals, daitines, work schedule among other
equally meaningful data. There is a definite pognmf monitoring social and lifestyle
patterns which is yet to be researched.

From the medical technology point of view, devehgpsuch a methodology can add a
new dimension in tackling conditions known to affdte social and lifestyle patterns with

psychiatric disorders being a flagship example.

6.3 Barriers

One of the main conclusions of the work presentethis thesis is that even relatively

simple sensor inputs can provide useful informatibout a person’s life and their patterns,



which may carry significant clinical information.oMrever, the main obstructions for further
development of novel management and diagnostis timopsychiatry lie not in technology,
but rather in addressing two main barriers:

* Clinical policies and practice — up to date, thehtelogy-based approaches did
not raise enough interest from the psychiatric comiy. Solutions ranging
from non-complex electronically implemented assesgmscales and text
messaging prompts [54,58] to physiological measarga[44] have not yet
made their way into the general practice.

» User compliance and acceptability — it was shovat #uding even relatively
small additional elements to clothing is likelyresult in non-compliance and
loss of data coverage. Moreover, some sensorstdesir unobtrusiveness
may be deemed unacceptable due to the natureaétiaed.

The latter issue can to some extent be address@éugdhe system design process as
sensors can and should be incorporated into everyda devices and require minimal
maintenance regimes. In this work it was shown thath can be achieved solely with a
mobile phone, due to the fact that it is an appkansed and carried by users. As for
acceptability of any sensor, it can be improvedppglying on-sensor data processing which
would extract only relevant information. This prate any other sensitive data to be
intercepted or maliciously used. In any case, dgaliith the psychological and ethical
impact of ongoing surveillance, regardless of thmoant and nature of collected
information, is a complex topic and a researcldfael its own [124,125].

Overcoming the first barrier described above rexpuideep policy changes and
cooperation between researchers, clinicians anidypohkers. Research needs to involve

and inform the psychiatric community of positivet@ames of implemented studies. Only
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then, modern technology-based approaches to mearlcan be successfully rolled out and

their true value appraised.

6.4 The future

The investigations conducted within this thesiswstiat developing an effective tool for
managing and observing the course of psychiatriditions is within reach but requires
further effort especially in assessing user reqguémts and expectations among both
clinicians and the patients. Some key issues aoblgms were identified on every level of
the implementation process. Nevertheless, a cleemecept of a future PAM system

emerges.

6.4.1 Elements

The following subsections briefly discuss the kégneents of the envisioned system
taking into consideration the experiences arisiognfthe work conducted within this thesis.
These elements would be the foundation of the megpdAM scheme for patients with

mental conditions outlined further in the text.

6.4.1.1Mobile phone

The mobile phone should be the main hub and progegtatform of the system. It is
also justified that it is the only potentially vial¥wearable” sensor. Moreover, smart-phones
are capable of performing complex communication pratessing tasks. This renders it as
an ideal hub for any user-centred monitoring system

As functionalities of modern phones grow, the amiadrsignificant patient information
possible to collect will increase. The inputs reskad in-depth in this thesis: location

services (GPS and GSM based) and Bluetooth enasuntenitoring could be expanded
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with data collected from the phone’s internal aes@heters, light detectors etc. On top of
that, the way the phone itself is used could previdormation which might prove useful.
Speed of typing, amount of text communication ast as representative of one’s lifestyle as
the measures utilised in the studies conducted hésdlikely that continuous advancements
in sophistication and complexity of phone operasggtems will facilitate the customisation

of the smart-phone software to serve as a PAM tool.

6.4.1.2The environmental sensors

The environmental part of the system should comsdist set of simple and unobtrusive
sensors spread within the home environment. Theoseras researched within this thesis
were able to acquire potentially useful informatamd required little maintenance from the
user. To simplify the setup, those sensors couhdneconicate with the hub (phone) directly,
using Bluetooth as a communication system. Theydcbea provided as an addition to the
phone based system, enhancing its functionalityprodiding more data. However, the cost
for the user, aside from the price of hardwardfitasuld be the need to install and maintain

additional devices in home.

6.4.1.3Processing and feedback

As shown in this work, applying simple processimgtihe sensor data can provide
behavioural information. It can be either procesiether to extract more complex life
patterns or fed back to the user or their clinidiarallow them to derive information about
the significance of the data. The latter optiomire likely to be accepted by clinicians and
patients as it provides more control and an ovenae the type of information collected and

removes the notion of a computer “making decisions”
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6.4.1.4Deployment

Provided that the envisioned phone-based systend doel functional without any
additional devices and sensors, it is possible th&AM-specific application could be
distributed and deployed via means available to @timer mobile software. Most current
mobile platforms offer custom software available wpen market places where such an
application could be distributed. Users could thea the system and observe the outcomes
(i.e. the processed data patterns). This can ek tosenhance self-reported information and
improve the treatment process. The route desctieeel may be the most promising way of

reaching users that could benefit from using a tnaditional approach to their treatment.

6.4.2 The general scheme

The way the PAM system might work could be describg the following sequence:

1. Patients either wishing to gain better understandii their condition or
following advice from their clinician register toPsAM service.

2. The service provides patients with a software swtdising PAM on the user’s
own phone. In case of the device not being advaroedgh to effectively run
the suite, guidelines would be provided to purchassuitable device on the
market.

3. The user equipped with the software uses it toecbldata which is then
processed on the phone. For complex processingstiiemay be asked to send
the data to a more powerful server provided byRA#® service.

4. The data is then presented to the user in an waddeable manner highlighting
changes to behaviour that occurred during the romedt period. The patients

could then decide to act on the received infornmagiccording to their judgment.
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Alternatively the information can be shown to thHaician to enhance their
assessment of the patient’s currents state.

5. Patients and clinicians could be asked to provekdiback on accuracy and
correctness of the analysis which could be thed ts@nprove the service.

6. Additionally, as an option, the PAM service coulgygest additional devices to
be installed in the users’ home (i.e. environmesggisors). These could be third
party off-the-shelf devices possible to pair whk PAM system via Bluetooth.

The scheme provides a viable and easily impleméntafay of taking advantage of
modern technology to provide help for mental caatigmts. It is worth noting that the
system, as proposed, would play only a supporiihg in the process of facilitating mental
care rather than aim to replace the establishedtipea With the cooperation from the
psychiatric community, PAM could become a very ukébol improving the outcome of

treatment of BD as well as other psychiatric coods.
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Appendix A. Trial results of PAM on phone

This appendix presents data and analysis resultsedtrial described in Chapter 5. The
following figures and tables are generated fromai@mng datasets collected during the trial
and not presented in the chapter itself. The poegssing steps as well as methodology of
extracting significant places is also describedepth in Chapter 5.

Table 1. Overview of the datasets

Dataset
11 1.2 2.1* 2.2 3.1 3.2 4.1%
Weeks covered 4 4 4 4 4 4 3

No. of GPS points 457014 402953 137410 257244 4M394 309355 88516

No. of points after  goq-¢ 65916 71752 82610 227288 219725 12529
preprocessing

Percentage of points
rejected due to low  34.14% 48.66% 10.82% 38.23% 13.23% 6.99% 85.85%

satellite count

High density clusters 2 1 3 4 4 2 1
Med. density clusters 3 3 3 13 9 7 4
Low density clusters 6 3 6 8 22 16 3

Number of points 79345 75580 * 23636 18531 4374 w

reassigned using GSM

High density clusters * o
detected with GSM 2 2 5 4 2

Med. density clusters . _
detected with GSM 5 4 12 10 9

Low density clusters

detected with GSM 11 13 * 10 26 15 ok

* - Dataset 2.1 does not include GSM cell informati

** . GSM cell information could not be obtainedlifganda for dataset 4.1
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A.1 Participant 1

The trial for the Participant 2 lasted for eighteks. The results consist of two datasets

1.1 and 1.2 each consisting four weeks of data.

Points with low sattelite count
Points with high speed
Reliable static points

T

Cluster 1
Cluster 2
Cluster 3
Cluster 4
Cluster 5
Cluster 6
Cluster 7
Cluster 8
Cluster 9
Cluster 10
Cluster 11
noise
Cluster centroids

Figure 3. Clustering of dataset 1.1
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Table 2. Cluster verification in dataset 1.1

Description given by participant

Cluster MinPts

number parameter Place Times visited Avg. duration
1 5000 (high) Workplace Constantly Hours
2 5000 (high) Home Constantly Hours
3 500 (med) Spc()ngt;nc]:)e ntre Often 1 hour
4 500 (high) Friend’s house (1) Several 2-3 hours
5 150 (low) Bus stop Several < 15 minutes
6 150 (low) City Centre Several 1 hour
7 150 (low) Sunday market Once 1 hour
8 150 (low) Bus stop Once < 15 minutes
9 500 (med) Cir:f%tj:ri?b/ Several 1 hour
10 150 (low) Bus stop Twice < 15 minutes
11 150 (low) Bus stop Once < 15 minutes




Table 3. Including GSM information for dataset 1.1

Using GPS Using GPS and Cell ID
Number of geospatial points 457014
Number of points after pre-processing 98876 178222
High density clusters
A 2(2) 2(2)
(successfully identified)
Number of med. density clusters
S 3(3) 5(5)
(successfully identified)
Number of low density clusters
S 6(6) 11(6)
(successfully identified)
Total clusters 11 18
Successfully identified clusters 11 13
False positives 0 5
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Table 4. Cluster verification in dataset 1.2

Description given by participant

Cluster MinPts
number
parameter Place Times visited Avg. duration
1 5000 (high) Home / Constantl Hours
9 Workplace y
2 500 (med) Sports centre Often 1 hour
(gym)
3 150 (low) Bus stop Several < 15 minutes
4 500 (med) Friend’s house (1) Several 2-3 hours
5 150 (low) Bus stop Several < 15 minutes
6 500 (med) Family home Once Hours
7 150 (low) Pub Once 1 hour

Table 5. Including GSM information for dataset 1.2

Using GPS Using GPS and Cell ID
Number of geospatial points 402953
Number of points after pre-processing 65916 141496
High density clusters
1) 2(2)
(successfully identified)
Number of med. density clusters
3(3) 4 (4)
(successfully identified)
Number of low density clusters
— 3(3) 13 (9)
(successfully identified)
Total clusters 7 19
Successfully identified clusters 7 15
False positives 0 4
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A.2 Participant 2

The trial for the Participant 2 lasted for eighteks. The results consist of two datasets

2.1 and 2.2 each consisting four weeks of data.

Figure 8. Pre-processing of dataset 2.1
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*  Cluster1
Cluster 2
s Cluster3
®  Cluster4
*  Cluster5
Cluster 6
*  Cluster 7
*  Cluster8
*  Cluster9
©  Cluster 10
Cluster 11
*  Cluster12
*  noise
Cluster centroids

Table 6. Cluster verification in dataset 2.1

Figure 9. The majority of clusters identified in ddaset 2.1

Description given by participant

Cluster MinPts

number parameter Place Times visited Avg. duration
1 5000 (high) Workplace Constantly Hours
2 5000 (high) Home Constantly Hours
3 500 (med) Spc()ét;ﬁ)e ntre Often 1 hour
4 150 (low) Bus stop Several < 15 minutes
5 500 (med) City centre Several 1-2 hours
6 5000 (high) Friend’s house (1) Several 2-3 hours
7 150 (low) Shopping centre Once 1 hour
8 150 (low) Bus stop Several < 15 minutes
9 150 (low) Castle Once 1-2 hours
10 500 (med) Pub Once 3 hours
11 150 (low) Church Once Hour
12 500 (med) Friend’s house (2) Once Hours
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Cluster 1

Cluster 2
Cluster 3
Cluster 4
Cluster 5
Cluster 6
Cluster 7
Cluster 8
Cluster 9
Cluster 10
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Cluster 15
Cluster 16
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Cluster 22
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Figure 12. The majority of clusters identified in chtaset 2.2
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Table 7. Cluster verification in dataset 2.2

Description given by participant

MinPts
Cluster number

parameter Place Times visited Avg. duration
1 5000 (high) Home Constantly Hours
2 150 (low) Bus stop Several < 15 minutes
3 150 (low) City centre Several 1-2 hours
4 5000 (high) Workplace Constantly Hours
5 500 (med) Sports centre Often 1 hour
6 500 (med) Shopping centre Once 1 hour
7 500 (med) Friend’s house (1) Once Hours
8 5000 (high) Friend’s house (2) Several Hours
9 150 (low) Friend’s house (3) Once 2 Hours
10 500 (med) Conference centre Once 4 hours
11 500 (med) Café Several Hour
12 500 (med) Pub Once 3 Hours
13 5000 (high) Friend’s house (4) Once 2 days
14 150 (low) Cinema Once 2 Hours
15 150 (low) Castle Once 1-2 hours
16 500 (med) Friend’s house (5) Once Hours
17 150 (low) Bus stop Several < 15 minutes
18 500 (med) Family home Several Hours
19 500 (med) Friend’s house (6) Several 2-3 hours
20 500 (med) Shopping centre Once 3 hours
21 500 (med) Sister’s house Several 1-2 Hours
22 150 (low) Friend’s house (7) Once 1 hour
23 500 (med) Friend’s house (8) Once 2-3 hours
24 150 (low) In-laws’ house Once 1 hours
25 500 (med) Friend’s house (9) Once 2-3 hours
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Table 8. Including GSM information for dataset 2.2

Using GPS Using GPS and Cell ID
Number of geospatial points 257244
Number of points after pre-processing 82610 106246
High density clusters
4(4) 5(5)
(successfully identified)
Number of med. density clusters
8(8) 12 (12)
(successfully identified)
Number of low density clusters
) - 13 (13) 10 (8)
(successfully identified)
Total clusters 25 25
Successfully identified clusters 25 27
False positives 0 2




A.3 Participant 3

The trial for the Participant 3 lasted for eighteks. The results consist of two datasets
3.1 and 3.2 each consisting four weeks of data.

The GPS tracks of the Participant 3 during the nooed period were spread around
numerous regions of three countries (UK, SwedenRaidnd). Therefore, it is impracticable
to present those tracks as a set of figures ashforother participants. Therefore tables
regarding the improvement of clustering with GSM réormation are enclosed.

Table 9. Including GSM information for dataset 3.1

Using GPS Using GPS and Cell ID
Number of geospatial points 403949
Number of points after pre-processing 227288 245819
High density clusters
N 4(4) 4 (4)
(successfully identified)
Number of med. density clusters
9(9) 10 (10)
(successfully identified)
Number of low density clusters
22(22) 26(26)
(successfully identified)
Total clusters 35 40
Successfully identified clusters 35 40
False positives 0 0
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Table 10. Including GSM information for dataset 3.2

Using GPS Using GPS and Cell ID
Number of geospatial points 309355
Number of points after pre-processing 219725 224099
High density clusters
S 2(2) 2(2)
(successfully identified)
Number of med. density clusters
A 7(7) 9 (9)
(successfully identified)
Number of low density clusters
) - 16 (16) 15 (15)
(successfully identified)
Total clusters 25 26
Successfully identified clusters 25 26
False positives 0 0




A.4 Participant 4

The trial for the Participant 4 lasted for threeek& The results consist of one dataset

4.1 consisting of three weeks of data.
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Figure 13. The majority of GPS tracks in dataset 4.
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Figure 15. The majority of clusters identified in cataset 4.1
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Table 11. Cluster verification in dataset 4.1

Cluster MinPts Description given by participant

number parameter Place Times visited Avg. duration
1 500 (med) Airport Twice 3 hours
2 500 (med) City centre Several 1 hour
3 500 (med) Friend’s house Once 3 Hours
4 150 (low) Shop Once < 15 minutes
5 500 (med) Friend’s house Twice 1-2 hours
6 150 (low) Petrol station Twice 20 minutes
7 5000 (high) Family home Many Hours
8 150 (low) Airport parking Twice 15 minutes
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Appendix B. The PAM reading's file

Introduction

This non-normative document discusses an XML filarfat for the storage of sensor
network readings from heterogeneous devices imglesifile. The format is intended to
allow readings from different devices to be integld throughout the file, be able to group
readings into sets of readings (reading_set), a®p krerbosity to a minimum in order to
maximise battery-powered device lifetimes. The ndtd audience of this document
includes application developers whose programs aeddvrite sensor network readings.

XML files are plain text. They are human-readabled aunderstandable. On the
downside, XML files can be overly verbose or compleut that can be managed. The file
format has been chosen to distinguish readings frauttiple sensors in the same file in
order to keep the file count low.

The normative XML schema describing the format aadhple XML instance files can
be found at: http://www.cs.stir.ac.uk/~jmb/pam/ieg&Xml/ . The schema may be used to

validate readings files.
Readings file description

Readings files are composed of XML elements. Thimmie@ments of readings files are:
* Reading file

¢ Readings

* Reading set

e Simple reading

e Complex reading

* Reading part
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Reading file (<readingFile>)
The reading file element is the root element ofhefile. It may contain a comment

followed by a single readings element (<readingg#jich contains a sequence of reading

sets optionally followed by simple readings or ctempgeadings.
Reading set (<readingSet>)

Reading set elements either contain simple readingsomplex readings, or are self
closing elements that are subsequently referengesintiple readings or complex readings.
Reading set elements have id attributes that seveepurposes. The id is required and
should contain a timestamp of when the readingwset created. The value should be
represented as a long integer corresponding tththeaumber of milliseconds since January

1, 1970, 00:00:00 GMT.
Simple reading (<sr>)

The simple reading element describes a readingntakex device. A device reading may
contain different parts (such as X, Y and Z coaatks) but the simple reading element does

not distinguish these parts and the XML file autivdl need to adopt a convention (such as

comma seperation) for distinguishing the parts.
Complex reading (<cr>)

The complex reading element also describes a rgadiken by a device. It contains
reading parts (<rp>) elements to distinguish tlifedint parts of a reading.
Referencing reading sets

Simple reading and complex reading elements madided to readingSet or readings. If

added to <readings> then they should include & afibute with the value of the reading

set id attribute value that they belong to.
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